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Abstract

Power - Performance Optimization for Digital Circuits

by

Radu Zlatanovici

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolic, Chair

In recent years, power has become the most important limiting factor for electronic circuits.

This has prompted a shift in the design paradigm for digital circuits: the traditional

approach of achieving the highest performance by increasing the clock frequency has been

replaced by a joint optimization for both power and performance. 

This thesis puts into practice the new design paradigm for the power - constrained

era: design as a power - performance optimization problem. The new circuit optimization

framework provides a systematic methodology for the power - performance optimization

of custom digital circuits at circuit and microarchitecture levels and is demonstrated on sev-

eral examples.

The circuit optimization framework formulates the design as a mathematical opti-

mization problem that is solved numerically. The user can select a wide array of models for

the underlying technology, optimization variables, design goals and design constraints,

with varying impacts on the convergence speed and the accuracy of the solutions. The for-

mulation exploits the mathematical properties of the resulting optimization problems and
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in some cases can guarantee the global optimality of the solutions or verify their quality

against a near-optimality boundary.

Four examples are used throughout the thesis to demonstrate the circuit optimiza-

tion framework:

• a 64-bit Kogge-Stone static CMOS carry tree, to demonstrate the impact of adjusting 

different sets of design variables (like gate sizes, supply voltage and threshold voltage) 

in the power - performance optimization problem;

• a detailed study of 64-bit carry lookahead adders in 90nm CMOS, to illustrate how the 

circuit optimization framework can be used to build intuition into the subtle tradeoffs of 

a particular family of circuits;

• an IEEE-compliant single-precision fused multiply-add Floating Point Unit (FPU) in 

90nm CMOS, to compare the circuit optimization framework with a commercial logic 

synthesis tool;

• a 64-bit Kogge-Stone static CMOS carry tree, to demonstrate how process variations 

can be included in a yield-constrained power - performance optimization.

One circuit from the 64-bit adder family in the second example has been built in sil-

icon in order to confirm the correct operation of the framework through measurement. The

90nm chip performs single-cycle 64-bit additions in 240ps and consumes 260mW at the

nominal supply voltage of 1V.

______________________________

Professor Borivoje Nikolic, Chair
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1 Introduction

“If the automobile industry advanced as rapidly as the semiconductor industry, a Rolls

Royce would get half a million miles per gallon and it would be cheaper to throw it away

than to park it.” (Gordon Moore, 1998).

1.1 Digital circuit design in the power-constrained era

Under the auspices of Moore’s law, the development of the semiconductor industry

in the last decades has been nothing short of phenomenal. Such tremendous progress has

been possible due to the advances in the underlying technology. For more than three

decades, the performance of digital circuits has increased at an astonishing rate using a very

consistent design strategy: achieve the highest possible performance by maximizing the

clock frequency. 

In recent years, the emergence of power as the main limiting factor has prompted a

shift away from this traditional approach. The recent stop in frequency increase for the

leading microprocessors coincides with the beginning of the power - constrained era for the

design of electronic circuits. Contemporary designs are power-limited yet it is still perfor-

mance that ultimately sells products. Therefore, a design strategy adequate for the power -

constrained era is to achieve the highest possible performance under maximum power con-

straints. In some situations it is more convenient to reformulate it by using power as the
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design objective and performance as the design constraint: achieve the minimum possible

power under minimum performance constraints. In either of the two formulations, the

design becomes a power - performance optimization.

This thesis implements a systematic power - performance optimization methodol-

ogy for custom digital circuits at circuit and microarchitecture levels. A new CAD frame-

work is developed for this purpose and demonstrated on several examples. 

1.2 Background and current state of the art

Achieving the optimal performance under power limits is a challenging task because it

involves a hierarchical optimization over a number of discrete and continuous variables,

with a combination of discrete and continuous constraints. It is commonly accomplished

through architecture and logic design, adjustments in the transistor / gate sizing, supply

voltages or selection of transistor thresholds.

Various optimization techniques have been employed traditionally in digital circuit

design, which range from simple heuristics to fully automated CAD tools. 

At circuit level, the method of logical effort [Sutherland99] provides an analytical

solution for sizing relatively simple custom circuits for minimum delay. For complex cir-

cuits with multiple paths and interconnect parasitics there is no analytical solution and

manual sizing becomes impractical. TILOS [Fishburn85] was the first tool that realized that

the delay of logic gates expressed using Elmore's formula presents a convex optimization

problem that can be efficiently minimized using geometric programming [Boyd03]. A

broad class of combinational circuits can be optimized by the tool due to the efficiency of
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the employed numerical methods. While the convex delay models used by TILOS are

rather inaccurate because of their simplicity, the result is guaranteed to be globally optimal.

Commercial logic synthesis tools use a different approach. The technology map-

ping step chooses gates of different sizes from a library of standard cells in order to meet a

delay target. In a subsequent step, a power - driven remapping can be used to bring the

power of the circuit within a specified budget without exceeding the delay target. The

resulting ASICs are feasible (i.e. they meet all design constraints) but not optimal because

no figure of merit is minimized in the process. 

Delay optimization under constraints has been automated in the past for custom cir-

cuits as well. IBM's EinsTuner [Conn99] uses a static timing formulation and tunes transis-

tor sizes for minimal delay under total transistor width constraints. The delay models are

obtained through simulation for better accuracy; however this guarantees only local opti-

mality. 

The conventional delay minimization techniques can be extended to account for

energy as well.    For example, a combination of both energy and delay, such as the energy-

delay product (EDP) has been used as an objective function for minimization. A circuit

designed to have the minimum EDP, however, may not be achieving the desired perfor-

mance or could be exceeding the given energy budget. As a consequence, a number of alter-

nate optimization metrics have been used that generally attempt to minimize an EmDn

product [Penzes02]. By choosing parameters n and m a desired tradeoff between energy and

delay can be achieved, but the result is difficult to propagate to higher layers of design

abstraction. In the area of circuit design, this approach has been traditionally restricted to
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the evaluation of several different block topologies, rather than using it to drive the optimi-

zation.

In contrast, a systematic solution to this problem is to minimize the delay for a given

energy constraint [Stojanovic02]. Note that a dual problem to this one, minimization of the

energy subject to a delay constraint yields the same solution. Two extreme solutions to this

problem for sizing at circuit level are well known. The minimum energy of the fixed logic

topology block corresponds to all devices being minimum sized. Similarly, the minimum

delay point is well defined: at that point further upsizing of transistors yields no delay

improvement. [Zyuban02] proposes hardware intensity as a unified metric for both energy

and delay that can be used to position the circuits in-between these two extremes.

In sequential circuits, the position of storage elements (also called the cutset) offers

another opportunity for optimization. The process of moving the storage elements with the

purpose to minimize or maximize a certain figure of merit is called retiming and the basic

algorithms have been introduced in [Leiserson91] and subsequently refined in [Shenoy94].

Basic retiming is independent of any other design optimizations and its use has been ham-

pered by the difficulty in propagating it through the various layers of abstraction. In a

higher level analytical approach, [Zyuban03] derives the optimal balance of hardware

intensities across the various stages in a pipeline in order to achieve minimum energy for a

fixed throughput. In a subsequent work by the same authors, the hardware intensity con-

cepts are used to perform a power - performance analysis of microprocessor pipelines at the

architecture level [Zyuban04].
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Custom datapaths are an example of power-constrained circuits with several loops

in the design process. Designers traditionally iterate between schematics and layouts

through successive resizings and retimings in order to achieve timing closure. The initial

design is sized and pipelined using wireload estimates and is iterated through the layout

phase until a set delay goal is achieved. The sizing and cutset are refined manually using

the updated wireload estimates. Finally, after minimizing the delay of critical paths, the

non-critical paths are balanced to attempt to save some power, or in the case of domino

logic to adjust the timing of fast paths. This is a tedious and often lengthy process that relies

on the designer's experience and has no proof of achieving optimality. Furthermore, the

optimal sizing and cutset depend on the chosen supply and transistor thresholds. 

An optimal design strategy would be able to minimize the delay under power con-

straints (or the other way around) by choosing supply and threshold voltages, gate sizes or

individual transistor sizes, logic style (static, domino, pass-gate, etc.), block topology,

degree of parallelism, pipeline depth, cutset, layout style, wire widths, etc. 

1.3 Thesis overview

This thesis builds on the ideas of convex [Fishburn85] and gradient-based [Conn99] opti-

mization techniques under constraints. The ideas presented here are integrated in a modular

circuit optimization framework for custom digital circuits in the power - performance

space. The optimization is performed at circuit and microarchitecture levels.

The circuit optimization framework is the main research contribution of this thesis.

The goals of the framework are:
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• offer maximum flexibility in the choice of design variables, logic family and models 

for the underlying technology;

• use the theory of mathematical optimization to transform the design problem in a form 

that can be reliably solved by existing numerical optimizers;

• whenever possible, offer a guarantee for the global optimality of the results;

• provide a way to evaluate the quality of the results when such an optimality guarantee 

does not exist;

• take process variations into account in order to optimize yield (currently in a separate 

module, not fully integrated with the rest of the framework).

The circuit optimization framework is described in a bottom - up fashion in the the-

sis. The presentation starts with the basic concepts beyond power - performance optimiza-

tion and the fundamentals of mathematical optimization. Combinational circuits are

analyzed first, dealing with issues such as gate sizing, supply and threshold voltage optimi-

zation. Then the presentation shifts to sequential circuits, integrating retiming in the frame-

work. In the end process variations are added in the picture to pave the road to yield

optimization. 

Examples are provided throughout the thesis to illustrate the concepts and capabil-

ities of the framework. The examples have two equally important goals:

1. to verify the circuit optimization framework; this serves a sanity check and ensures that 

the circuits designed by the framework are functional and perform “as advertised”;

2. to build design intuition.
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The second goal helps the designer get a better understanding of the architectural

tradeoffs and make wise design choices. Ultimately, a CAD tool is only as good as the

designers who are using it. The skills, intuition and experience of the design team is what

eventually determines the final outcome of any project. The circuit optimization framework

can help the designers understand the subtle tradeoffs of the particular circuit they are

working on and this is illustrated on a few examples in the thesis. One of the examples goes

beyond a particular implementation and uses the circuit optimization framework to build

general knowledge about a family of circuits (64-bit adders). One circuit in the family has

been built in silicon and its performance and power measurements make it interesting in its

own right, regardless of the methodology used to design it.

1.4 Thesis organization

Chapter 2 introduces the main concepts of power - performance optimization. A general

discussion on the behavior of digital circuit in the power - performance space is followed

by a review of the mathematical background of circuit optimization. The general architec-

ture of the circuit optimization framework developed for this thesis is presented in the last

section. Chapter 3 provides an in-depth look at the optimization of combinational circuits

- from simple classroom cases to complex real-life circuits through successive refinements.

A simple theoretical example is presented at the end of the chapter. Chapter 4 presents a

detailed case study of 64-bit adders and their design tradeoffs in the power - performance

space using the most advanced capabilities of the combinational circuit optimization frame-

work. A proof-of-concept implementation of a state-of-the-art adder built in 90nm CMOS

and designed using the described optimization framework is presented in the latter sections.
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Chapter 5 describes the optimization of sequential circuits by building on the concepts from

Chapter 3 and also presents an example in the end. Chapter 6 introduces process variations

in the power - performance optimization. A theoretical framework for stochastic yield opti-

mization is presented and demonstrated on a simple example. The conclusions and future

directions are presented in Chapter 7.
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2 Design as a Power - Performance 

Optimization Problem

This chapter introduces the main concepts of power - performance optimization. 

It starts with a general discussion of the behavior of digital circuits in the power-

performance space in Section 2.1, leading to the construction of a first optimal power - per-

formance tradeoff curve. Section 2.2 discusses how these power - performance tradeoff

curves can be used to compare different candidate architectures for the implementation of

the same function. The choice of optimization variables and their impact in the power - per-

formance space are described in Section 2.3.

The ensuing sections set the mathematical background for the circuit optimization

framework. Section 2.4 introduces numeric optimization problems. Section 2.5 discusses

the challenges incurred by general optimization problems and introduces convex optimiza-

tion as a sub-family of optimization problems that is easier to solve. Section 2.6 presents

the types of optimization problems most commonly used for digital circuits: geometric pro-

grams and generalized geometric programs in convex form. Section 2.7 introduces the

Lagrange multipliers as a tool to analyze the sensitivity of the optimization problem to its

parameters and constraints.
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The general architecture of the circuit optimization framework developed for this

thesis is introduced in Section 2.8. Detailed descriptions of the optimization framework are

presented in Chapter 3 (for combinational circuits) and Chapter 5 (for sequential circuits).

2.1 Constructing the first energy - delay curve

In order to analyze the behavior of digital circuits in the power - performance space, the

first step is to select appropriate power and performance metrics. 

The performance of a digital circuit can be evaluated in several ways, using metrics

such as clock frequency, number of operations per second, cycle time or simply the delay

of the circuit. While such metrics can have different meanings and offer different informa-

tion to the system designers, the delay of the circuit is a common denominator for most of

them. Therefore, the delay of a circuit is the primary performance metric used in this thesis.

The power of a circuit can also be evaluated in several ways. For desktop applica-

tions such as high-performance microprocessors, peak power drives packaging and cooling

constraints. For portable applications where battery life is the primary concern, the average

energy per operation is a more appropriate power metric. Average power and peak energy

per operation can be used as well if needed. Conversion between these power metrics is

easy by taking into account the cycle time, leakage power and activity factors throughout

the circuit. For simplicity, the average energy per operation is used as the primary power

metric in this thesis and referred to simply as the energy of the circuit. 
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Using these metrics, the generic “power - performance space” translates into a con-

crete “energy - delay space” where the designs can be accurately placed, as shown in

Figure 2-1.

Figure 2-1. Designs in the energy - delay space.

Any design corresponds to a point in the energy - delay space. For instance, point 1

in Figure 2-1 can be an initial design. The first optimization to be performed is to remove

any excess power without affecting performance (if possible). Point 2 corresponds to an

energy-optimal design, where it is no longer possible to decrease the energy without

decreasing the performance of the circuit. If point 2 still exceeds a pre-imposed energy

budget Emax , then the delay of the circuit must be increased, to point 3. However, the delay

of the circuit should be increased only as little as necessary to attain the desired energy

budget Emax - i.e. it should attain the best performance in the limited power budget. 

Points 2 and 3 in Figure 2-1 achieve some degree of optimality: they both represent

circuits with the minimum delay for their energy and the minimum energy for their delay.

They both sit on the optimal energy - delay tradeoff curve. Circuits corresponding to points
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above the curve (such as point 1 in Figure 2-1) are sub-optimal because there are other cir-

cuits that can perform the same function faster for the same energy or for less energy in the

same time. From a power - performance perspective, circuits not sitting on the optimal

power - performance tradeoff curve are wasteful and should be avoided.

For a circuit with a given topology, the optimal energy - delay tradeoff curve has

two well defined end-points, as shown in Figure 2-2.

Figure 2-2. End-points of the optimal energy - delay tradeoff curve.

Point 1 represents the fastest circuit that can be designed using that topology. For a

combinational circuit, this point can be obtained by solving the minimum delay problem

using, for instance, the logical effort method from [Sutherland99]. Point 2 represents the

lowest power circuit that can be obtained using that topology. In most cases this circuit can

be obtained by making all transistors minimum size. Other design constraints such as min-

imum signal slopes imposed for signal integrity reasons may require larger devices. 

In a different interpretation, point 1 corresponds to minimizing just the delay of the

circuit D while point 2 corresponds to minimizing just the energy of the circuit, E. The
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points in-between the two extremes (marked “3” in Figure 2-2) correspond to minimizing

various EmDn design goals - such as the well known energy-delay product, EDP. Therefore,

the optimal energy - delay tradeoff curve is a complete representation of the behavior of a

circuit in the energy delay space, containing all composite energy - delay design metrics. 

The feasibility-based approach of commercial logic synthesis tools can be repre-

sented in the energy - delay space as shown in Figure 2-3. A synthesizer produces a design

that meets the delay and energy targets Dmax and Emax and therefore can lie anywhere in

the “feasible region”. Different starting points can result in different paths through the

energy - delay space and therefore different final circuits, because any design in the feasible

region is acceptable. In most cases the synthesized design will not be on the optimal energy

- delay tradeoff curve but in the interior of the feasibility region and hence suboptimal.

Figure 2-3. Feasibility vs. optimization-based design.

By contrast, an optimization-based approach will always produce a circuit on the

optimal energy - delay tradeoff curve.
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2.2 Using energy - delay curves for architecture selection

Optimal energy - delay tradeoff curves provide a natural comparison criterion for different

circuit architectures implementing the same function. From a system level perspective, it is

always desirable to implement the underlying circuit fabric such that it offers maximum

performance for its power budget or the minimum power for its performance target.

Figure 2-4 illustrates how to use optimal energy - delay tradeoff curves to choose between

two candidate architectures implementing the same function.

Figure 2-4. Architecture selection using energy - delay tradeoff curves.

For delay targets shorter than D0, “Architecture 1” is better in the energy - delay

sense (i.e. it offers better performance for the same power and lower power for the same

performance). For delay targets longer than D0, “Architecture 2” is the preferred choice.

The envelope of the two curves can be considered the global energy - delay tradeoff curve

for the block.
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In general, the overall power - performance tradeoff curve of a logic block is the

envelope of the individual tradeoff curves corresponding to different architectures. Such

overall curves are made of pieces of architecture-specific tradeoff curves and therefore are

not smooth like the ones shown in the previous section. The best architecture in a particular

design point can be tracked back by identifying the piece in the overall curve that gives the

envelope in that region of the energy - delay space.

2.3 Variables in the energy - delay optimization

Several design variables can be adjusted in the process of power - performance optimiza-

tion. Some variables are commonly expected to be the subject of a design optimization pro-

cess (such as transistor sizes and power supply voltage) while others may be fixed in

advance due to various architectural and practical considerations (such as the cell height if

using a standard cell library).

The choice of optimization variables greatly influences the final outcome of the

optimization, as illustrated in Figure 2-5.
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Figure 2-5. Impact of optimization variable choice in the energy - delay space.

Starting from an initial design, different energy - delay tradeoff curves can be

obtained by tuning different variables individually. In Figure 2-5 “Variable 1” and “Vari-

able 2” can be for example the supply voltage VDD and the threshold voltage VTH, adjusted

through body bias. Adjusting each of these variables individually yields a certain energy -

delay tradeoff. However, optimizing both variables jointly produces a circuits that are

better in the energy - delay sense. If other variables (such as transistor sizes) are included

in the optimization, the delay and energy of the resulting circuits can be further decreased.

In general, the more variables are included in the optimization, the better the result.

Not including a variable in the optimization is equivalent to constraining it to its nominal

value, hence reducing the space the optimizer can explore in its quest for the optimum. 

Typical optimization variables can be (but are not limited to):

• gate / transistor sizes;

• power supply voltage;
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• threshold voltage;

• bitslice height;

• bus wire size and spacing;

• other layout parameters concerning placement and routing strategies;

• latch / flip-flop positions;

• pipeline depth;

• degree of parallelism or multiplexing.

Some of these variables are continuous (e.g. power supply, gate sizes in custom

designs) and some other are inherently discrete (e.g. flip-flop positions, degree of parallel-

ism). While optimizing all possible variables at the same time is desirable due to the reasons

discussed in the beginning of this section, this is impossible in most practical cases. A

common approach is to do a layered design, in which different variables are tuned at dif-

ferent layers of abstraction. Parameters such as pipeline depth and degree of parallelism or

multiplexing are usually adjusted in macro-architecture level optimizations, such as the

ones performed in [Markovic04]. This thesis is mostly focused on the optimization of cir-

cuit and microarchitecture level parameters such as gate sizes, power supply voltage and

flip-flop positions.

2.4 Optimization problems

“Optimization” has been a recurring word throughout this chapter and the goal of this work

is to formulate the design as a power performance optimization problem and then solve that
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optimization problem. In general, a mathematical optimization problem can be expressed

as [Boyd03]:

 (2-1)

The commonly used terminology is:

• x contains the optimization variables in an n-dimensional vector

• f is the objective function

• gi are inequality constraints

• hi are equality constraints

The general optimization problem (2-1) searches for the set of optimization vari-

ables x that minimizes the objective function f while satisfying the inequality constraints g

and the equality constraints h. A point in the variable space that satisfies all (inequality and

equality) constraints is called a feasible point. All feasible points define the feasible set of

the optimization problem. The solution of the optimization problem (the x that minimizes

f) must be within the feasible set. If the feasible set is void, the optimization problem has

no solution and is said to be infeasible. 

A general optimization problem such as (2-1) is very difficult to solve if no assump-

tions are made about the objective function and the constraints. Although there are some

algorithms that are able to deal with general functions with a certain degree of success, they

are usually slow and can get trapped in local minima. Figure 2-8 illustrates how an opti-

mizer could converge to the incorrect solution. If the initial guess value is point 1, then the

min
x ℜ n∈

f x( ) such that 
gi x( ) 0   i 1…m=≤

hj x( ) 0   j 1…k==





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optimizer converges to the correct solution, point A. However, if the initial guess value is

point 2, the optimizer will most likely stop at the incorrect solution point B which although

a local minimum, is not the global minimum.

Figure 2-6. Local and global minima in general optimization problems.

The solution of general optimization problems is usually highly dependent on the

initial guess point.

An alternative approach is to develop optimization algorithms for certain classes of

problems and exploit their properties in a convenient way. This, however, poses another

problem: real optimization problems may not fall within that specific class of problems the

algorithm is capable to deal with in a very efficient way. The solution is to try to transform

the actual optimization problem into one that satisfies all the assumptions of the algorithm

by using various techniques such as changes of variables, adding slack variables, duality

etc.
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2.5 Convex optimization problems

One class of optimization problems for which very efficient algorithm exist is called convex

optimization [Boyd03].

In a convex optimization problem the objective function and the feasible set must

be convex. A convex function has the property that the chord joining two points lies above

the function, as shown in Figure 2-7.

Figure 2-7. Convex function.

The key property of a convex function is that every local minimum is a global min-

imum. Hence the use of a convex function avoids any hill-climbing efforts. If a minimum

is found, it is guaranteed to be the global minimum. 

A convex set is a set for which the segment joining two arbitrary points of the set

lies also within that set. The condition that the feasible set be convex translates into the fol-

lowing restrictions on the constraint functions g and h:

• inequality constraints gi must be convex

• equality constraints hi must be linear

x

f(
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The constraint on the h functions is very restrictive. However, circuit optimization

problems do not usually have equality constraints. Therefore, the general form of a convex

optimization problem as used for digital circuits is:

 (2-2)

Some very efficient algorithms for solving convex optimization problems are com-

mercially available. They generally use interior point iterative methods or some variations

of the simplex algorithm [Boyd03]. Some of them (such as the Mosek toolbox [Mosek06]

for Matlab) do not even require an initial guess value, completely eliminating its depen-

dency.

The biggest problem when using convex optimizers is to put the real optimization

problem in a convex form. Real life problems are usually not convex; for instance, the delay

of a logic path is not a convex function, but can be made convex after a series of mathemat-

ical transformations. The next section introduces the most common forms of convex prob-

lems used in the optimization of digital circuits.

2.6 Geometric programs and generalized geometric 

programs

In this section we describe a family of optimization problems that are not convex in their

natural form. These problems can, however, be transformed to convex optimization prob-

lems using a change of variables. The presentation in this section summarizes the essential

characteristics of geometric programming without going into all the details. For a complete

min
x ℜ n∈

f x( ) such that gi x( ) 0   i 1…m   where f  and gi  are convex functions=≤
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description, the reader is referred to [Boyd03] which contains an in-depth discussion about

these problems and about convex optimization in general.

In order to define geometric programming we need to first introduce posynomial

functions. A posynomial function is defined as:

 (2-3)

for xi > 0. Each term of the sum is called a monomial. A posynomial is similar with a poly-

nomial with the following 2 differences:

1. exponents of the variables can have arbitrary real values (including negative), not only 

integers

2. monomial coefficients must be positive real numbers (as opposed to polynomials where 

they can be negative as well).

A posynomial is not a convex function per se, but can be made convex using the

following change of variables:

 (2-4)

This transformation is invertible for positive xi's and therefore the original optimi-

zation variables can be easily retrieved when the algorithm finishes.

An optimization problem of the form

p x( ) γj xi
α ij   α ij ℜ γ j ℜ +∈,∈

i 1=

n

∏
j
∑=

xi e
zi   i 1…n= =
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 (2-5)

where f0, ... fm are posynomials and h1, ... hk are monomials is called a geometric program

(GP). The domain of this problem is  and the constraint xi > 0 is implicit.

Geometric programs are not (in general) convex optimization problems, but they

can be transformed to convex problems using the change of variables (2-4).

Generalized geometric programming (GGP) is an extension to GP that preserves

the convexity of the re-mapped optimization problem for a wider family of functions than

just posynomials. A function f is called a generalized posynomial if it can be formed from

posynomials using the operations of addition, multiplication, positive (fractional) power

and maximum. An optimization problem like (2-5) where f0, ... fm are generalized posyno-

mials and h1, ... hk are monomials is called a generalized geometric program (GGP). As

shown in [Boyd03], GGPs can be transformed into convex problems using the same change

of variables (2-4) as for regular GPs. Moreover, while GGPs are much more general than

GPs, they can be mechanically transformed into an equivalent regular GP by introducing a

supplementary variable and an equality constraint for each individual posynomial compo-

nent of each generalized posynomial.

GP and GGP are the most common forms of optimization used for digital circuits,

as will be discussed in Chapter 3.

min  f0 x( ) such that 
fi x( ) 1   i 1…m=≤

hj x( ) 1   j 1…k==






D ℜ ++
n

=
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2.7 Sensitivity analysis of optimization problems: the 

Lagrange multipliers

Sometimes it is useful to know how changing a constraint or a parameter in the optimiza-

tion problem will change its result. Such an analysis can provide insights into the bottle-

necks of the problem and improve the robustness of the design.

Duality provides the theory behind optimization sensitivity considerations. This

section presents a brief introduction of the main concepts of duality. The reader is referred

to [Boyd03] for a detailed discussion on this topic.

For the optimization problem (2-1), the Lagrangian function is defined as:

 (2-6)

λi is called the Lagrange multiplier associated with the ith inequality constraint

; similarly, νj is the Lagrange multiplier associated with the jth equality constraint

. The λ and ν vectors are called the dual variables or Lagrange multiplier vec-

tors associated with the problem (2-1).

The Lagrange dual function G is defined as the minimum value of the Lagrangian

over x:

 (2-7)

L x λ ν, ,( ) f x( ) λ igi x( )
i 1=

m

∑ νjhj x( )
j 1=

k

∑+ +=

gi x( ) 0≤

hj x( ) 0=

G λ ν,( ) inf
x

L x λ ν, ,( ) inf
x

f x( ) λ igi x( )
i 1=

m

∑ νjhj x( )
j 1=

k

∑+ +
 
 
 
 

= =
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When the Lagrangian is unbounded below in x, the dual function takes on the value

. Since the dual function is the pointwise infimum of a family of affine functions of

(λ,ν), it is concave, even if the optimization problem (2-1) is not convex.

The dual function yields lower bounds on the optimal value p* of the problem (2-

1). It is easily verified that for any  and any ν:

 (2-8)

Thus, G gives a lower bound on the solution that depends on some parameters λ,ν.

The best lower bound that can be obtained from the Lagrange dual function provides can

provide a stopping criterion for the original problem. This leads to the optimization prob-

lem:

 (2-9)

This problem is called the Lagrange dual problem associated with (2-1). In this con-

text, the original problem (2-1) is called the primal problem. The doublet (λ∗ ,ν∗ ) is referred

to as dual optimal or optimal Lagrange multipliers.

The Lagrange dual problem (2-9) is a convex optimization problem since the objec-

tive to be maximized is concave and the constraint is convex. This is true whether or not

the primal problem (2-1) is convex or not.

The optimal value of the Lagrange dual problem, d*, is by definition the best lower

bound on p* that can be obtained from the Lagrange dual function. In particular the simple

but important inequality:

 (2-10)

∞–

λ 0≥

G λ ν,( ) p*≤

max   G λ ν,( ) such that λ 0≥

d* p*≤
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holds even if the original problem is not convex. This property is called weak duality. The

difference p*-d* is called the optimal duality gap of the original problem. It gives the gap

between the optimal value of the primal and the best (i.e. greatest) lower bound on it that

can be obtained from the Lagrange dual function. The optimal duality gap is always non-

negative.

If the equality

 (2-11)

holds, i.e. the duality gap is zero, it is said say that strong duality holds. This means that the

best bound that can be obtained from the Lagrange dual function is tight.

Strong duality does not hold in general. But if the primal problem is convex, it holds

under a set of straightforward conditions known as Slater’s constraint qualification condi-

tions, described in detail in Section 5.2.3 of [Boyd03]. 

All optimization problems involved in the optimization of digital circuits qualify

under Slater’s conditions for strong duality. 

When strong duality holds, the optimal dual variables provide very useful informa-

tion about the sensitivity of the optimal value with respect to perturbations of the con-

straints. Consider the following perturbed version of the original optimization problem (2-

1):

 (2-12)

d* p*=

min
x ℜ n∈

f x( ) such that 
gi x( ) ui   i 1…m=≤

hj x( ) vi   j 1…k==





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The problem coincides with the original problem (2-1) when u = 0 and v = 0. When

ui is positive it means that we have relaxed the ith inequality constraint; when ui is negative

it means that we have tightened the constraint. The perturbed problem (2-12) results from

the original problem (2-1) by tightening or relaxing each inequality constraint by ui and by

changing the right-hand side of the equality constraints by vi. Let p*(u,v) be the optimal

value of the perturbed problem (2-12). When the original problem is convex, the function

p* is convex in u and v [Boyd03].

If p*(u,v) is differentiable at (0,0) and strong duality holds, the optimal dual vari-

ables (λ∗ ,ν∗ ) are related to the gradient of p* at u = 0 and v = 0:

 (2-13)

 (2-14)

The optimal Lagrange multipliers are exactly the local sensitivities of the optimal

value with respect to constraint perturbations. 

Various interpretations of the optimal Lagrange variables follow directly from these

equations. The sensitivity provides a measure of how active a constraint is at the optimum

value x*. If gi(x*) < 0 then the constraint is inactive and it follows that the constraint ca be

tightened or loosened a small amount without affecting the optimal value and the associated

optimal Lagrange multiplier is zero. The ith optimal Lagrange multiplier tells us how active

the ith constraint is: if λi* is small it means the constraint can be tightened or loosened a bit

λ i
p* 0 0,( )∂

ui∂
-----------------------–=

νi
p* 0 0,( )∂

vi∂
-----------------------–=
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without much influence on the optimal value; if λi* is large, it means that the effect on the

optimal value will be great.

All the optimizers used in this thesis solve the primal problem by solving the dual

and computing the duality gap [Mathworks05], [Mosek06], [GGPLAB06] thus making the

values of the optimal Lagrange multipliers available to the user. The dual solution of the

optimization problem provides the data for the sensitivity analysis: for instance the values

of the Lagrange multipliers can be used to identify the critical paths in a digital circuit.

2.8 Circuit optimization framework

The main contribution of this work is the development of a CAD toolbox to design digital

circuits in the power - performance paradigm. This incurs formulating the design as a

power - performance optimization problem (in most cases as a GP or GGP) and then solv-

ing it numerically. The CAD toolbox, further referred to as the “circuit optimization frame-

work” is built around a versatile optimization core consisting of a static timer in the loop of

a mathematical optimizer, as shown in Figure 2-8.
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Figure 2-8. Circuit optimization framework.

The optimizer passes a set of specified design variables (as discussed in

Section 2.3) to the timer and gets the resulting delay (as a measure of performance) and

energy of the circuit, as well as other quantities of interest such as signal slopes, capacitive

loads and, if needed, design variable gradients. The process is repeated until it converges

to the optimal values of the design parameters, as specified by the desired optimization

goal. 

The inputs to the optimization core are:

• an optimization goal (e.g. “minimize delay subject to a maximum energy constraint”);

• a set of design variables to be adjusted in the quest for the optimum (from the list in 

Section 2.3);
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• a SPICE-like gate-level netlist of the circuit to be optimized (each gate is specified by 

its type as well as its input and output nodes). The netlist also includes an estimate of 

the wire loads from a preliminary layout floorplan sketch and the boundary conditions 

for the circuit (i.e. the maximum loads on the global inputs and outputs);

• user-specified models to be used by the static timer to compute delays, energy, power, 

signal slopes, leakage etc. 

The circuit optimization framework is modular and can easily accommodate other

optimization goals, design variables and models by simply swapping modules in and out. 

Since the static timer is in the main speed-critical optimization loop, it is imple-

mented in C++ to accelerate computation. It is based on the conventional longest path algo-

rithm. The current timer is custom written and does not account for false paths or

simultaneous arrivals, but it can be easily substituted with a more sophisticated one because

of the modularity of the optimization framework. When optimizing sequential circuits, the

static timer also has retiming capabilities, as discussed in detail in Chapter 5.

The framework can use several numerical optimizers. For GPs and GGPs, the solv-

ers currently used are Mosek Optimization Toolbox [Mosek06] and GGPLAB

[GGPLAB06]. For other problems (not necessarily convex) the fmincon function from

Matlab Optimization Toolbox [Mathworks05] is used. Each solver has its own advantages

and disadvantages: fmincon is slow but the most general and can deal with non-convex opti-

mization problems. GGPLAB is written entirely in Matlab and works best for small and

medium size GPs. Mosek has a rather large overhead for small problems, but can solve very
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large GPs with tens of thousands of variables, and can take advantage of modern multi-core

and multi-processor computers to speed up the optimization.

Other solvers can be employed with minimal efforts due to the standard interface

with the other modules of the framework.
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3 Optimizing Combinational 

Circuits

This chapter provides an in-depth look at the optimization of combinational circuits. Start-

ing from the simplest cases, the combinational circuit optimization problem is successively

refined until it can handle real-life circuits with good accuracy. 

The first step in setting up an optimization problem in the energy-delay space is to

select models that will express the energy and delay of a circuit as a function of the optimi-

zation parameters. Section 3.1 presents the Elmore delay-based linear model for a gate and

a logic path. The model is at the foundation of the logical effort sizing method

[Sutherland99]. Using this model, the simplest optimization problem - unconstrained delay

minimization by tuning gate sizes - is set up in Section 3.2. The rather inaccurate initial

delay model is improved in Section 3.3 and Section 3.4 by including the effects of keepers

for dynamic gates and signal slopes. Section 3.5 discusses how wire parasitics can be

included in the optimization problem. Energy and area expressions are presented in

Section 3.6 and the constrained optimization problem for combinational circuits is set up.

Section 3.7 shows how to optimize combinational circuits with multiple paths using a static

timer. At this point the models are similar to the level-1 models used in commercial logic

synthesis tools [Synopsys04]. Arbitrarily accurate tabulated models are discussed in

Section 3.8. Section 3.9 shows a way to evaluate the quality of a result obtained from an



33

optimization problem whose optimality cannot be guaranteed. Section 3.10 extends the

optimization problem to include the power supply voltage and the transistor threshold volt-

age as optimization parameters in addition to the gate sizes.

Section 3.11 shows a simple example that uses analytical models to illustrate the

capabilities of the optimization framework. The full capabilities of the optimization frame-

work are demonstrated in Chapter 4 through a detailed case study on 64-bit adders using

tabulated models. 

This chapter presents an extended version of our previously published work

[Zlatanovici05].

3.1 Simplest delay expressions: logical effort

The model described in this section is based on the assumption that the delay of a logic

gates is a linear function of the load capacitance. It is the foundation of a gate sizing method

described in [Sutherland99] called logical effort.

3.1.1 Delay of a static gate

Using the above linear assumption, the delay of a logic gate is:

 (3-1)

where Rdrive is the equivalent driving resistance, CL is the load capacitance and Cint is the

internal self-loading capacitance of the gate. If γ is the ratio of the internal self-loading

capacitance and the input capacitance of the gate  the delay equation (3-1)

can be rewritten as:

tD abs, 0.69 Rdrive Cint CL+( )⋅ ⋅=

γ Cint Cin⁄=



34

 (3-2)

where τgate is an intrinsic time constant for the gate. Normalizing everything to the intrinsic

time constant of an inverter τinv, the delay of a gate can be written as:

 (3-3)

The delay of a gate is therefore determined by three factors:

1.  - intrinsic delay, a fixed part that depends on the internal self-loading of the 

gate, dominated by the source and drain capacitances of the transistors at the output 

node;

2.  - logical effort, capturing the influence of a gate's topology on its ability to 

drive loads; it is independent of the sizes of the transistors in the circuit;

3.  - fanout or electrical effort, capturing the influence of the electrical environ-

ment of the gate; it is equal to the ratio between the load and the input capacitance of 

the gate. 

Thus, the delay formula for one gate is:

 (3-4)

Eq. (3-4) shows that a gate is characterized by two parameters for each input and

for each transition: the intrinsic delay p and the logical effort g. The  product is usually

called the effort delay of the gate.

tD abs, 0.69 Rdrive Cint 1
CL

γCin
----------+ 

 ⋅ ⋅ ⋅ τgate γ
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Cin
--------+ 
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--------------
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--------⋅+ p g
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--------⋅+= = =
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-----------=
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The delay of a logic gate, as represented by (3-4) is a linear relationship. Figure 3-

1 shows this relationship graphically (delay as a function of the fanout) for an inverter and

a 2-NAND gate.

Figure 3-1. Delay of an inverter and a 2-NAND as a function of the fanout.

The logical effort of a gate (g) can have several equivalent definitions. It represents

the number of times worse the gate is at delivering output current than would be an inverter

with the same input capacitance [Sutherland99]. Therefore, by definition, an inverter has
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g=1. The logical effort g is also the slope of the gate’s delay vs. fanout curve divided by

the slope of an inverter’s delay vs. fanout curve. This definition is more useful for measure-

ment and calibration purposes, and is illustrated in Figure 3-1.

The intrinsic delay of a gate (p) can also have several definitions. It represents the

delay of the gate without any external load and it is determined mainly by the drain and

source capacitance of the transistors. In Figure 3-1 the intercept of the delay vs. fanout

curve with the Y axis is the intrinsic delay of the gate.

The main limitations of the model are:

• it is uncalibrated if the simplest definitions are used for the parameters; the model can 

be calibrated using the delay vs. fanout curves as shown in Figure 3-1;

• it does not account for slopes (nominal slopes are considered). The model has good 

accuracy when slopes are fast but becomes inaccurate when slopes are slow due to the 

limited gain of the gates and the decreasing accuracy of the linear approximation. The 

problem can be alleviated by imposing an upper bound on the fanout in order to keep 

the slopes reasonable;

• the model has difficulty handling gates with multiple paths from an input to the output. 

For instance a gate implementing Z=(A+(A+B)C)’ has two paths from input A to the 

output - one through each term. Depending on the internal transistor sizing and input 

combination, each of the two paths can be critical. The model cannot capture this situa-

tion unless a separate set of parameters is defined for each path in the gate.
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3.1.2 Delay of a logic path

Let's consider first a logic path composed solely out of static gates, with negligible inter-

connect, and driving a load capacitance , as shown in Figure 3-2.

Figure 3-2. Logic path with branching and negligible interconnect.

At each node we can define the branching effort b as:

 (3-5)

The input capacitance of gate i is:

 (3-6)

where  is the relative size of gate i. Using (3-4), the path delay is the sum of the individ-

ual gate delays along that path:

 (3-7)

and therefore:

 (3-8)
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(3-8) is the basic formula for the delay of a logic path. It does not take into account

any interconnect effects or keepers for dynamic gates. (3-8) is a posynomial in  and

hence can be conveniently used in geometric programs.

3.2 The first optimization problem: unconstrained delay 

minimization

Using (3-8) the first optimization problem can be set up as follows:

 (3-9)

where  is the input capacitance of the path, computed using (3-6).  is constrained to

a maximum value  that determines the overall electrical effort of the path. The

 constraint, although obvious for a circuit designer, must be included explicitly in

order to ensure that the optimizer produces a manufacturable circuit.

The optimization problem (3-9) can be solved analytically. The well known solu-

tion, described in detail in [Sutherland99], finds that for minimum delay all stages in a path

should have the same stage effort:

 (3-10)

The gate sizes  can be found by working from either end of the path using

 and (3-6).
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3.3 Including keepers for dynamic gates

If a dynamic gate has no keeper, like the one in Figure 3-3, its logical effort is computed

the same way as for a static gate. In this case g=1/3 and it is independent of the relative size

of the gate, W.

Figure 3-3. Dynamic 3-NOR gate with no keeper.

When a keeper is added, the logical effort of dynamic gates becomes dependent on

the size of the gate (unlike static gates). The size of the PMOS keeper and the feedback

inverter usually do not change when the gate scales (Figure 3-4). This means that the logi-

cal effort of a dynamic gate is no longer independent of its size.
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Figure 3-4. Typical dynamic gate with keeper.

With the notation from Figure 3-4, the driving strength for the pull-down transition

of this gate is the same as the driving strength of an inverter with the NMOS size of x-y/2.

If the logical effort of the gate without the keeper (i.e. y = 0) is g, then the logical effort of

the whole gate is:

 (3-11)

where W is the relative size of the pull-down network only. The advantage of using this rep-

resentation is that the input capacitance of the gate is still  (using the original

).

Theoretically, the intrinsic delay of the gate should also increase when the PMOS

keeper is added. However, because the gate becomes increasingly nonlinear, the linear log-

ical effort model is more imprecise. Simulations have shown that delay as a function of load

is still linear with the slope given by (3-11) but the intrinsic delay stays the same for rea-

sonably small keepers (Figure 3-5). The graph shows the delay of a dynamic gate without

a keeper and with a keeper sized such that its driving strength is 25% the driving strength
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of the PDN. Therefore, although logical effort theory would predict an increase in the

intrinsic delay, we will consider that it stays the same when keepers are added.

Figure 3-5. Delay of a dynamic gate with and without a keeper.

If the path contains dynamic gates, (3-8) becomes:

 (3-12)

where  contains the keeper sizes (set to zero if the gate is static). (3-12) is a posynomial

in both  and .

The inverter used by the keeper puts an additional load on the output of the gate.

There are two possibilities to account for it:

1. include the effect of this load in the intrinsic delay term of the gate;
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2. include it as an additional output load by lumping it into the wire capacitance at that 

node.

The first solution has the disadvantage that the intrinsic delay will also depend on

the size of the gate (because the inverter does not scale with the gate). However, the wire

capacitance at the output node of the gate does not scale with the gate either, and therefore

the second solution is more convenient. In conclusion, the input capacitance of the inverter

(z) will be lumped into the wire capacitance at the output node using the expressions in

Section 3.5. If no significant (actual) wire capacitance is defined at the output node (which

is common for dynamic gates), a virtual wire can be defined for the purpose of representing

the keeper inverter.

3.4 Including signal slopes

The accuracy of the first order model described in the previous sections can be significantly

improved by taking signal slopes into consideration. When driven with non-step input, the

rise / fall time can be absorbed into the equivalent driving resistance of the gate, Rdrive,slope

(different from the Rdrive extracted from the I-V characteristics). The output delay is lin-

early dependent on the input rise / fall time and therefore eq. (3-4) can be modified to

account for signal slopes by adding an extra term:

 (3-13)tD p g
CL

Cin
-------- η tslope in,⋅+⋅+=
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where  is the 10%-90% signal slope at the input of the gate. Since (3-13) requires

the values of the signal slopes, a new equation is needed to propagate them through the

path:

 (3-14)

Each input of each gate is characterized for each transition by a set of six parame-

ters: p, g, η for the delay, and λ, µ, ν for the slope. This delay model is similar to the level-

1 models used in commercial logic synthesis tools [Synopsys04] and yields reasonable

accuracy for a first order analysis.

Equations (3-13) and (3-14) can be written as posynomials in the gate sizes, Wi:

 (3-15)

 (3-16)

Since (3-6) is no longer accurate when using (3-13), a seventh parameter, Ki, is

introduced to compute gate input capacitances; Ki is the input capacitance of the gate when

Wi = 1.

If tslope,in is a posynomial, then tD and tslope,out are also posynomials in Wi. By spec-

ifying fixed signal slopes at the primary inputs of the circuit, the resulting slopes and arrival

times at all the nodes will also be posynomials in Wi, suitable for a geometric program.
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In the case of dynamic gates, equations (3-13) and (3-14) can be extended to

account for keepers in the same way as described in Section 3.3.

3.5 Accounting for wire parasitics

Interconnect loading and delay are modeled through wire capacitance and resistance. In

early stages of the design, wire lengths are assumed to be constant and independent of the

sizes of neighboring gates. 

Wire capacitance can be readily included in equations (3-13) and (3-14) by simply

changing the capacitances at the nodes with:

 (3-17)

and therefore:

 (3-18)

 (3-19)

Equations (3-18) and (3-19) are posynomials in Wi.
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KWcurrent
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In deep sub-micron technologies the resistive effect of interconnect is playing an

increasingly important role. A π model as shown in Figure 3-6 can be used with reasonable

accuracy [Amrutur01].

Figure 3-6. π wire model.

According to [Amrutur01] the delay of this structure is:

 (3-20)

where α is a fitting parameter close to 1 and tD(R=0) is (3-18). Equation (3-20) introduces

an extra term in (3-18) for each node that has a wire. Since the extra term is posynomial is

Wi, the final equation maintains this property.

Each wire is described by two parameters: Cwire and Rwire. They depend on the par-

ticular geometry of that wire: length, width, distance to adjacent wires, metal layer and

number of vias. A floorplan sketch is required in order to estimate the geometry of the wire

early in the design.

3.6 Energy and area expressions

The energy per operation can be computed using:
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 (3-21)

where αi is the activity at node i and Pleak,j is the average leakage power of gate j. The equa-

tion separates switching energy and leakage, and does not account for crowbar current. 

Eq. (3-21) is also a posynomial for a fixed cycle time Tcycle: the first term is just a

linear combination of the gate sizes while the second term is another linear combination of

the gate sizes multiplied by the cycle time. If the cycle time is computed at optimization

time as the maximum of all path delays, (3-21) becomes a generalized posynomial, the opti-

mization problem becomes a generalized geometric program (GGP) and it is still easily

solvable [Boyd03].

If needed, the area of the design can be estimated using a simple linear combination

of the gate sizes:

 (3-22)

where ui is the area of the gate when Wi = 1. Eq. (3-22) is also a posynomial in Wi.

For datapaths, the area equation (3-22) can be reformulated to express the number

of tracks occupied in each bitslice.

3.6.1 Constrained optimization problem

The energy-delay optimization problem can be formulated in two ways:

1. as an energy-constrained delay minimization:

E α iCiVDD
2

Tcycle WjPleak j,
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 (3-23)

2. as a delay-constrained energy minimization:

 (3-24)

(3-23) and (3-24) are equivalent and they should yield the same result if the optimal

values for delay / energy are used in the corresponding constraint in the other problem. Both

are (generalized) geometric programs because all the objective and constrained functions

are (generalized) posynomials.

3.7 Optimizing combinational circuits using a static 

timer

Real circuits have more than one logic path. The overall delay of a circuit D is the maxi-

mum of a set of posynomials, i.e. the delays of all the paths through the circuit. Even small

circuits can have a very large number of paths in which case it is not practical to form and

expression for D by listing all the paths. As an example, the circuit in Figure 3-7 (taken

from [Boyd05]) has 7 paths from the primary inputs to the primary outputs.
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Figure 3-7. A combinational logic block.

If Di is the delay of block i, the worst case delay is given by:

 (3-25)

A simple recursion [Boyd05] can be used to calculate D without enumerating all the

paths. An intermediate variable Ti is defined for each gate representing the maximum delay

over all paths that start at a primary input and end at gate i. Ti can be interpreted as the latest

time at which the output of gate i can transition, assuming the primary input signals transi-

tion at t = 0. For this reason, Ti is sometimes called the latest signal arrival time at the output

of gate i. Ti can be expressed using the following recursion:

 (3-26)

where FI(i) is the fanin of gate i. This recursion states that the latest signal arrival time at

the output of a gate is equal to the maximum signal arrival time of its fanin gates, plus its

own delay. The starting condition is that Ti = 0 if i is a primary input. The recursion (3-26)

shows that each Ti is a generalized posynomial of the gate sizes Wi since generalized posy-

nomials are closed under addition and maximum. The delay D of the whole circuit is given
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by the maximum of all Ti's, which is the same as the maximum over all output gates (since

the delay of a gate cannot be negative), hence also a generalized posynomial:

 (3-27)

For the circuit in Figure 3-7 the recursion is:

 (3-28)

For this small example, the recursion gives no significant savings over (3-25), but

in larger circuits the savings can be dramatic. 

If using (3-25) on a multi-path circuit, the constrained optimization problems (3-23)

and (3-24) will be generalized geometric programs. With the recursion (3-26), the con-

strained optimization problems (3-23) and (3-24) can be reformulated as plain geometric

programs. For instance (3-23) becomes:

 (3-29)

(3-24) can be reformulated is a similar fashion as a plain geometric program.
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Although (3-29) introduces an extra variable for each node in the circuit, the con-

straints are sparse: each of the timing constraints involves only a few variables (assuming

reasonable fanins and fanouts). The sparsity can be exploited by the GP solver to obtain

great efficiency [Boyd03].

The recursion (3-26) describes a static timer. Therefore, for real circuits with mul-

tiple paths, a static timer is the tool of choice for performing all circuit-related computa-

tions. Each edge in the timing graph of the circuit translates into a posynomial constraint in

the optimization problem. 

The optimization problem (3-29) can be extended to account for the difference in

tH-L and tL-H in a straightforward fashion: two intermediate variables Ti,H and Ti,L can be

defined for each gate, representing the maximum delay over all paths that start at a primary

input and end at gate i when computing a 1 or a 0, respectively. The recursion (3-26)

becomes:

 (3-30)

where Di,H-L and DiL-H are the delays for the high-to-low and low-to-high transitions at the

output of the gate, respectively.

Static timers can have various degrees of sophistication. The custom timer written

for this thesis is rather straightforward and does not have the advanced features of the most

advanced commercial timers (such as false path detection, simultaneous arrivals etc.). The

timer does compute activity factors at the nodes through logic simulation with a large

Ti H, max 
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number of random input vectors. The activity factors are used in energy computations and

their expressions differ for static and dynamic circuits [Rabaey03]. 

Due to the modularity of the framework, any available static timer with selectable

delay models can be easily used in the optimization with the proper interface.

3.8 Using tabulated models

The linear delay models described in the previous sections lead to geometric programs that

can be easily solved by commercial optimizers. Although reasonably accurate for the early

stages of the design, they are inadequate when very accurate calculations are required.

For ultimate accuracy, all analytical formulas can be replaced with look-up tables.

For instance, (3-13), (3-14) and their respective parameters can be replaced with a look-up

table like Table 3-1for each input of each gate and for each transition:

The table can have as many entries as needed for the desired accuracy and density

of the characterization grid. Actual delays and slopes used in the optimization procedure

are obtained through linear interpolation between the points in the table. The grid can be

non-uniform, with more points in the mid-range fanouts and slopes, where most designs are

Table 3-1. Example of a tabulated delay and slope model (NOR2 gate, input A, rising 

transition)

Cload/Cin tslope,in tD tslope,out

1 20 ps 19.3 ps 18.3 ps

... ... ... ...

10 200 ps 229.6 ps 339.8 ps
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likely to operate. Linear or more sophisticated interpolation can be used to compute the

actual delays and slopes between the points of the characterization grid.

Additional columns can be added to the tables for different logic families for

instance if a dynamic gate is characterized this way, the relative size of the keeper to the

pull-down network needs can be included, as well.

The analytical models described in the previous sections can be obtained by fitting

their respective expressions to the data in the tables. Figure 3-8 shows a comparison of the

actual and predicted delay for the rising transition of a gate for a fixed input slope and vari-

able fanout, thus evaluating the accuracy of the analytical models. Since the actual delay is

slightly concave in the fanout, the linear model is pessimistic at low and high fanouts and

optimistic in the mid-range.

Figure 3-8. Accuracy of fitted models.

The choice of models in the static timer greatly influences the convergence speed

and robustness of the optimizer. The circuit optimization framework can use both analytical

and tabulated models, depending on the desired accuracy and speed targets. Table 3-2
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shows a comparison between the two main choices of models. Closed form analytical

models can usually be forced into a convex form as described in this chapter as well as

using other mathematical operations such as changes of variables and the introduction of

additional (slack) variables [Boyd03].

On the other hand, tabulated models provide excellent accuracy at the points of

characterization, but sacrifice all mathematical properties, including convexity.

3.9 Near-optimality boundary

If using tabulated models, the resulting optimization problem, even with using the change

of variables from (2-4), cannot be proved to be convex. However, although not absolutely

accurate to the last picosecond, the analytical models that describe the behavior of the cir-

cuits closely approximate the tabulated models. Thus, the resulting optimization problem

is nearly-convex and can still be solved with very good accuracy and reliability by the same

optimizers as before [Mathworks05], [Mosek06]. While the global optimality of the result

of such a nearly-convex problem cannot be guaranteed, its quality can be checked against

a well-defined a near-optimality boundary.

Table 3-2. Comparison between analytical and tabulated models.

ANALYTICAL MODELS TABULATED MODELS

- limited accuracy + very accurate

+ fast parameter extraction - slow to generate

+ provide circuit operation insight - no insight in the operation of the circuit

+ can exploit mathematical properties to 
formulate a convex optimization problem

- can’t guarantee convexity, optimization 
is “blind”
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The example in Figure 3-9 shows a comparison of the analytical and tabulated

models and the corresponding near-optimality boundary.

Figure 3-9. Analytical vs. tabulated models and near-optimality boundary.

The figure shows the energy-delay tradeoff curves for an example 64-bit Kogge-

Stone carry tree in static CMOS using a 130nm process. The same circuit is optimized using

each of the two model choices discussed in this section. Both models show that the fastest

static 64-bit carry tree can achieve the delay of approximately 560ps, while the lowest

achievable energy is 19pJ per transition. The analytical models are slightly optimistic

because the optimal designs exhibit mid-range gate fanouts where the analytical models

tend to underestimate the delays (Figure 3-8). 
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The near optimality boundary is obtained in two steps:

1. perform the optimization using analytical models that guarantee the global optimality 

of the result; 

2. measure the delay and energy of the designs obtained in step 1 using the (accurate) tab-

ulated models.

The near-optimality boundary curve represents a set of designs optimized using

analytical models, but evaluated with tabulated models. Since those designs are guaranteed

to be optimal for analytical models, the boundary is within those models error of the actual

global optimum. However, if an optimization using the correct models (tabulated) con-

verges to the correct solution, it will always yield a better result than a re-evaluation of the

results of a different optimization using the same models. Therefore, if the optimization

with tabulated models is to converge correctly the result must be within the near-optimality

boundary i.e. will have a smaller delay for the same energy. If a solution obtained using

tabulated models is within the near-optimality boundary it will deemed near-optimal and

hence acceptable.

Ultimately, it is not the actual values of the delay and energy, but the values of the

design parameters (e.g. the gate sizes Wi) that matter. A correctly converged optimization

using tabulated should yield a set of design parameters that is not very far from the set of

design parameters resulted from the convex optimization. In most practical examples, the

two sets of gate sizes are so close that grid snapping eventually cancels all differences. Only

very large transistors (e.g. for buffers driving heavy loads) are usually snapped differently

to the grid, but due to their size the relative error remains small.
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In a more general interpretation, optimizing using tabulated models is equivalent to

using a trusted timing sign-off tool whose main feature is very good accuracy (i.e. a very

sophisticated static timer) in the main loop of the optimizer. The result of such an optimi-

zation is not guaranteed to be globally optimal. The near-optimality boundary is obtained

by running the timing sign-off tool on a design obtained from an optimization that can guar-

antee the global optimality of the solution. The comparison is fair because the power and

performance figures on both curves are evaluated using the same (trusted and accurate)

timing sign-off tool.

3.10 Supply and threshold as optimization parameters

In order to tune supply and threshold voltages, the models must include their dependencies.

A gate equivalent resistance can be computed from analytical saturation current models (a

reduced form of the BSIM3v3 [Toh98], [Garret04]):

 (3-31)

Using (3-31), supply and threshold dependencies can be included in the delay

model. For instance, (3-13) becomes (3-32) with (3-14) having a very similar expression:

 (3-32)

[Garret04] presents a way to translate (3-32) into a posynomial using a change of

variables. The model is accurate within 8% of the actual (simulated) delays and slopes

REQ
2

VDD
----------

VDSdVDS

IDSAT
-----------------------

VDD 2⁄

VDD

∫
3
4
---

VDD β1VDD β0 VDD VTH–+ +( )
WK VDD VTH–( )

----------------------------------------------------------------------------- 1
7
9
---

VDD

VA
----------– 

 = =

tD c2REQ c1REQ

CL

Cin
-------- η0 η1VDD+( )tslope in,+ +=



57

around nominal supply and threshold, over a reasonable yet limited range of fanouts (2.5

to 6). For a +/- 30% range in supply and threshold voltages the accuracy is 15%.

3.11 Example: optimizing a simple circuit using 

analytical models

This example demonstrates the effect of using different sets of optimization variables on a

64-bit Kogge-Stone carry tree [Kogge73] implemented in static CMOS using a general pur-

pose 130nm process. The most complete analytical models described in this chapter are

used for energy and delay.

Figure 3-10 shows the optimal energy-delay curves for the circuit under test in two

situations:

1. Only gate sizes are optimized for various fixed supplies (labeled "Fixed VDD" on the 

figure);

2. Gate sizes and supply are optimized jointly (labeled "Optimal VDD" on the figure).
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Figure 3-10. Energy - delay tradeoff curves for sizing-only optimization, joint sizing - 

VDD optimization, and the corresponding optimal VDD.

Figure 3-10 also shows the corresponding optimal supply voltage for case 2. An

obvious observation is that by allowing the optimizer to choose the power supply instead

of constraining it to a fixed value, the resulting circuit is better in the energy-delay sense (it

consumes less at the same delay or is faster at the same energy). A few and interesting con-

clusions can be drawn from the figure:
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• The nominal supply voltage is optimal in exactly one point, where the VDD = 1.2V 

curve is tangent to the optimal VDD curve. In that point, the sensitivities of the design to 

both supply and sizing are equal [Markovic04]. The same statement is true for any 

other value of the supply voltage;

• Power can be reduced in different ways, depending on the position of the design on the 

fixed VDD curve. At the slow end of the curve (long delays, right side), decreasing VDD 

and up-sizing the gates to obtain the same performance yields a circuit with lower 

power. At the fast end of the curve (short delays, left side), the most effective way to 

reduce the power is to downsize the gates and increase the VDD to compensate for the 

performance loss. Using an analytical approach, [Markovic04] reached the same con-

clusion: the relative sensitivities of the design to sizing and supply dictate the most effi-

cient way to reduce the power consumption, even if sometimes it can be counter-

intuitive;

• Achieving the last few picoseconds of delay reduction is very expensive in energy 

because of the large sizing sensitivity (curves are very steep at low delays). This justi-

fies why in the fast region of the curves it is more expensive to speed up the circuit by 

up-sizing rather than just increasing VDD.

The graphs in Figure 3-10 are obtained using the nominal threshold voltage VTH of

the process. If the transistor thresholds can be adjusted (for instance through body biasing),

they can be included in the optimization as well. Figure 3-11 adds the optimal energy-delay

curve when sizing, VDD and VTH are optimized jointly to the graph from Figure 3-10. Since
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another variable is set free, the resulting circuit will be again better in the energy-delay

sense.

Figure 3-11. Energy - delay tradeoff curves for joint sizing - VDD- VTH optimization, and 

the corresponding optimal VTH.

The corresponding optimal threshold voltage (one for all the transistors in the cir-

cuit) is shown in the bottom graph in Figure 3-11 and it is normalized to the nominal VTH

of the process (the fixed value used in Figure 3-10). For such a high activity circuit (a carry
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tree), the optimal threshold is well below the nominal threshold. The increased leakage due

to lower threshold is recuperated by the downsizing afforded by the faster transistors with

lower threshold because the circuit is more sensitive to sizing than to thresholds. The con-

clusion is reversed for low activity circuits, such as memories. The analytical approach in

[Markovic04] leads to the same conclusion as well.
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4 Case Study: Optimizing 64-bit 

Adders Using Tabulated Models

The extended example in this chapter demonstrates the use of the most accurate tabulated

models on a real-life application: 64-bit carry-lookahead adders. Beyond simply demon-

strating the functionality of the optimizer, experimenting with 64-bit adders produces

results that are interesting in their own right. 

The example is complex and examines the various design choices for 64-bit adders

and their impact in the energy - delay space. Several 64-bit adder topologies are optimized

in a typical multi-issue high-performance microprocessor environment in order to choose

the optimal structure. The optimal structure is then build in a 90nm general purpose CMOS

process and the measured results are compared to the predictions of the optimizer.

Section 4.1 motivates the choice of the 64-bit adder example. Section 4.2 describes

the optimization setup. Section 4.3 shows a first comparison between a carry-lookahead

(CLA) and a straightforward ripple-carry adder (RCA) in order to set a proper scale for the

analysis. Six categories of design choices for CLA adders are defined in Section 4.4, estab-

lishing a common set of notations. The analysis of their impact in the power - performance

space is presented in Section 4.5, highlighting the resulting design rules in the end. The

result of this analysis is to pick the optimal adder topology for the chosen optimization
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setup and environment. Section 4.6 discusses how the technology parameters and adder

environment influence this choice. Section 4.7 shows a runtime analysis for the optimizer.

The test chip implementing the optimal adder in our 90nm general purpose bulk CMOS

process is described in Section 4.8 and the corresponding measurement results are pre-

sented in Section 4.9.

4.1 Motivation

Fast and energy efficient single-cycle 64 bit addition is essential for today's high-perfor-

mance microprocessor execution cores. Wide adders are part of the highest power-density

locations on the processor, creating thermal hotspots and sharp temperature gradients

[Mathew05]. The presence of multiple ALUs in modern superscalar processors [Fetzer02],

[Naffziger06] and of multiple execution cores on the same chip [Naffziger06], [Rusu06],

[Golden06] further aggravates the problem, severely impacting circuit reliability and

increasing cooling costs. At the same time, wide adders are also critical performance - lim-

iting blocks inside the ALUs, AGUs and FPUs of microprocessor datapaths. Ideally, a data-

path adder would achieve the highest performance in a small power budget and have a

small layout footprint in order to minimize interconnect delays in the core [Mathew05].

These seemingly contradictory requirements pose a difficult problem when choosing the

optimal adder architecture. The designer has several degrees of freedom to optimize the

adder for performance and power. There is a choice of tree radices, lateral fanouts, with full

or sparse implementation of the conventional or Ling's carry-lookahead equations, as well

as the circuit design style.



64

Although adder design is a well-researched area and the number of published

research papers on the subject is very large, fundamental understanding of the impact of

various design choices in the power - performance space is still incomplete. Traditionally

Kogge-Stone parallel prefix trees [Kogge73] have been the most commonly used in high-

performance contexts. Their main features are minimum logic depth, regular structure and

uniform fanout. Their main disadvantages are the large number of gates and wires, leading

to high power consumption. An implementation of a 64-bit adder using a Kogge-Stone tree

is reported in [Park00]. The number of nodes and connections in the tree can be reduced by

trading it off for increased logic depth, such as the sparse Han-Carlson tree [Han87]. Many

sparse tree implementations have been reported in recent years, with sparseness of 2

[Mathew01], [Kao06], sparseness of 4 [Naffziger96], [Shimazaki03], or variable

[Mathew05]. 

An alternate logic optimization investigates different implementations of the carry

equations. Ling's equations can lead to simplifications of parallel prefix nodes [Ling81],

[Doran88] and reduced transistor stack height.

Existing adder comparisons can be classified in two categories by their use of opti-

mization techniques:

• without optimization:

•simulation-based study of the impact of wires on the adder delay with fixed gate sizes 

[Huang00];

•logic manipulation-based study of the impact of carry tree topology on logic depth 

[Beaumont-Smith01];
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• with optimization:

•optimal transistor sizing for minimum delay using logical effort [Dao01];

•optimal transistor sizing in the energy - delay space using a combination of logical 

effort and net load assignment for static adders [Dao03].

This chapter presents an thorough analysis of the design tradeoffs for 64-bit carry-

lookahead adders in a typical high-performance microprocessor environment and the actual

design of an optimal adder in a general purpose 90nm CMOS process. The impact in the

power - performance space is analyzed for design choices in six categories:

1. set of equations

2. logic style

3. carry tree radix

4. carry tree lateral fanout

5. carry tree sparseness factor

6. sizing strategy

The design tradeoff analysis extends the conclusions from our publication

[Zlatanovici03]. The implementation example is a more detailed description of our design

from [Kao06].
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4.2 Optimization setup

In order to make a fair comparison between various implementations, a generic 64-bit adder

structure is constructed, as shown in Figure 4-1. It is a conventional architecture, featuring

a carry tree, a sum-precompute block and a sum-select multiplexer.

The carry tree is composed of two sub-trees: a generate sub-tree, implementing the

AND-OR equations of the generate terms (G) and a propagate sub-tree implementing the

AND equations of the propagate terms (P). The sum-precompute block precomputes the

sums at each bit assuming incoming carries of 0 and 1 for S0 and S1 respectively. The final

multiplexer selects the appropriate sums based on the carry signals computed by the carry

block. In most cases, the carry tree and the sum-select multiplexer are the critical path,

while the sum-precompute block is non-critical.
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Figure 4-1. Generic 64-bit adder block diagram and optimization setup.

In the subsequent sections, this generic architecture is implemented in a general

purpose 90nm CMOS process using various choices for the set of equations, logic family,

carry tree architecture, layout strategy and technology parameters. The optimization prob-

lem (3-23) is solved at different energy constraints for each architecture and a correspond-

ing optimal energy - delay tradeoff curve is plotted in order to analyze the impact of these

choices in the energy-delay space. 

The external environment is the same for all the adders optimized in the subsequent

sections and it is also shown in Figure 4-1. In a high-performance integer execution unit,

the microarchitecture sets the constraints for the adder design. The selected bitslice height

of 24 metal tracks accommodates a wide-issue architecture. The bitslice height and adder
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topology determine the length of the long "prefix" wires in the carry tree. In this study, the

input capacitance per bitslice is limited to 27fF and the output loading capacitance of the

adder equals its input capacitance, assuming that a buffer would be used to drive the local

loop-back bus. The output capacitance and bitslice height are changed only in the analysis

in Section 4.6 to reflect different adder environments. The slopes in the circuit are con-

strained to 100ps, for signal integrity reasons.

4.3 Carry lookahead vs. ripple carry

Conventional wisdom says that ripple carry adders (RCA) have always the lowest power,

due to their extreme simplicity. RCAs are usually considered inadequate for wide adders

due to the linear dependency of the delay as a function of the bitwidth. Instead, carry loo-

kahead adders (CLA) have a logarithmic dependency and are the preferred solution in all

microprocessors. Since the RCA is a reference design in all cases, it is interesting to see

what limits it sets for all other adder designs in the energy - delay space. Figure 4-2 shows

a comparison of a RCA with a straightforward implementation of a CLA in static CMOS.

The delay is normalized to fanout-of-4 (FO4) inverter delays and the energy is normalized

such that the RCA has a relative energy of 1. The tradeoff curve corresponding to the CLA

is extended to the right at the same energy level for comparison purposes only.

As shown in Figure 4-2, a 64 bit CLA can be easily made about 10 times faster than

the corresponding RCA. The RCA consumes about half the power of the smallest CLA

while being 6 times slower than it.



69

Figure 4-2. Comparison of 64 bit carry lookahead and ripple carry adders in the energy-

delay space.

Due to the nature of the comparison, the graph in Figure 4-2 is inherently badly

scaled. However, the graph helps set the scale for all subsequent comparisons, by showing

where the ultimate lowest power limit is, and the cost in performance required to achieve

that limit.

0 20 40 60 80 100 120 140
0

1

2

3

4

5

6

7

8

Delay [FO4]

E
ne

rg
y 

[re
la

tiv
e 

un
its

]

 

 

Carry lookahead
Ripple carry

10X 2X



70

4.4 Design choices

4.4.1 Set of logic equations

The conventional implementation of the carry-lookahead adder uses the well known gen-

erate-propagate equations [Rabaey03]. If ai and bi are the input operands, the sum bits Si

can be computed using the following recursive equations:

 (4-1)

The quantity that is propagated to the next stage is the carry out of bit i. Ling's equa-

tions [Ling81] are an alternative to the classical CLA. These equations propagate Ling's

pseudo-carry Hi instead:

 (4-2)

The potential advantage of using Ling's equations comes after unrolling the recur-

sions [Doran88]. For instance, unrolling the recursions (4-1) and (4-2) for a group of 4 bits

results in:

 (4-3)

The terms in the H3 equation have fewer factors. When implemented in CMOS,

Ling's scheme requires fewer transistors in the stack of the first gate. However, the sum
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computation for Ling's pseudo-carry equations is more complicated. For a conventional

CLA, the sum-precompute block from Figure 4-1 must implement:

 (4-4)

where  is the precomputed value of the sum for an incoming carry (Gi) of 0 and  for

an incoming carry of 1. If a Ling CLA scheme is used, the sum-precompute equations are:

 (4-5)

and they require more hardware for their implementation. Ling's equations effectively

move some complexity from the carry tree into the sum-precompute block.

4.4.2 Logic style

The usual choices for the logic style when designing a 64-bit adder are static CMOS, dom-

ino, compound domino and compound domino with stack height reduction. 

In this context "domino logic" is a family in which a dynamic gate is always fol-

lowed by a (skewed) static inverter. By contrast, in "compound domino logic" a dynamic

gate can be followed by an arbitrary (skewed) static gate, such as an AND-OR-INV that

can merge a number of carry signals.

A variant of compound domino takes advantage of the possibilities to reduce the

transistor stack height in the gates by reformulating the logic equations [Park00]. By using

the absorption property of the generate and propagate signals, the unrolled carry lookahead

equations (4-3) can be rewritten as:
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 (4-6)

These equations can be implemented by two dynamic gates (one for each parenthe-

sis) followed by a (skewed) static NOR2 gate. Such an implementation style reduces the

tallest transistor stack height by 2 in each of the equations (4-3) and is further referred to as

"compound domino with stack height reduction".

4.4.3 Carry tree radix

The focus of this chapter is on 64-bit adders; however, all carry tree figures depicted in this

and the next two subsections are for 16-bit trees, for simplicity. Carry-in and carry-out sig-

nals are omitted from the figures for the same reason, although they are included in the opti-

mizations.

The common legend for all carry tree drawings is (similar to [Huang00]):

• white square: generate / propagate gate;

• black circle: carry merge gate;

• white rhomboid: sum select multiplexer.

The radix of a carry tree is defined as the number of carries merged in each step. A

radix 2 carry tree is shown in Figure 4 and a radix 4 tree in Figure 5. The radix determines

the number of stages needed in a tree in order to compute all the required carries. A 64-bit

adder requires 3 radix 4 stages or 6 radix 2 stages. Mixed-radix trees can also be used; for

instance a 64-bit carry tree can be implemented in 4 stages using a radix 4-3-3-2 scheme.

G3 g3 g2 g1 p1g0+ + +( ) g3 p3p2+( )
H3 g3 g2 g1 g0+ + +( ) g3 t2t1+( )

=
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An alternate term for radix that is used sometimes in literature is valency. The full meaning

of the figure captions will be explained in the section defining tree stage lateral fanout.

Figure 4-3. 16-bit radix 2 1-1-1-1 (Kogge-Stone) carry tree.

Figure 4-4. 16-bit radix 4 1-1 (Kogge-Stone) carry tree.
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4.4.4 Tree stage lateral fanout

Ladner and Fischer introduced the minimum-depth prefix graph [Ladner80] based on ear-

lier theoretical work [Ofman63]. The longest lateral fanning wires go from a node in the

tree to N/2 other nodes. Capacitive fanout loads become particularly large for later levels

in the graph, as increasing logical fanout combines with the increasing span of the wires.

Kogge and Stone [Kogge73] addressed this fanout issue by introducing the "recursive dou-

bling" algorithm. Using the idempotency property, the lateral fanout at each node is limited

to one, at the cost of a dramatic increase in the number of lateral wires and logic gates at

each level. Knowles introduced a new family of minimum-depth adders [Knowles01] span-

ning all the range from Ladner - Fischer to Kogge - Stone, with various lateral fanouts. Each

member of the family is uniquely labeled by listing the lateral fanouts at each level, from

the stage nearest to the output, back towards the inputs. Several terms are used for “lateral

fanout” in the literature, among which are “branching” [Beaumont-Smith01] and simply

“fanout” [Harris03]. In this thesis the term “lateral fanout” will be used with the same

meaning as in [Knowles01], in order to avoid confusion with the electrical fanout of the

gate.

A sample of the Knowles family of radix 2 minimum depth trees are shown in

Figure 4-5 (8-4-2-1 tree, the original Ladner-Fischer tree), Figure 4-6 (4-4-2-1 tree) and

Figure 4-7 (2-2-2-1 tree). The tree in Figure 4-3 is a 1-1-1-1 tree (Kogge-Stone). The

Knowles labeling can be extended to higher radix trees as well - for instance the radix 4 tree

from Figure 4-4 is a 1-1 tree, hence a Kogge-Stone tree.
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Figure 4-5. 16-bit radix 2 8-4-2-1 (Ladner - Fischer) carry tree.

Figure 4-6. 16-bit radix 2 4-4-2-1 carry tree.
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Figure 4-7. 16-bit radix 2 2-2-2-1 carry tree.

4.4.5 Tree sparseness

All the carry trees discussed so far are "full" trees because they compute the final carry at

every bit. However, it is possible to compute only some of the carries and select the sum

based only on the available carry bits. For instance, one can compute only the even carries

(H0, H2, H4,..., H62) in the CLA block and use them to select the multiplexers in the sum-

select stage. The gates and wires corresponding to the eliminated carries are pruned, dra-

matically reducing the complexity of the tree. The resulting tree is sparse, with a sparseness

of 2, as exemplified in Figure 4-8.
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Figure 4-8. 16-bit radix 2 1-1-1-1 sparse-2 carry tree.

The most significant bits are not used in the carry computation because the last carry

is not computed. However, those bits are used in the pre-computation of the sum.

The sum-precompute block is more complex in sparse trees, but still can be

removed from the critical path. Even order pre-computed values for the sum are given by

eq. (4-5) for Ling's carry scheme, but odd order sums must be pre-computed by unrolling

the carry recursion (4-2) once:

 (4-7)

Sparseness can be larger than two and can be applied to any carry tree. A sparse-4

version of the tree in Figure 4-3 is shown in Figure 4-9. In this case, the carry recursion

must be unrolled once, twice and three times every four bitslices in the sum precompute

block.
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Figure 4-9. 16-bit radix 2 1-1-1-1 sparse-4 carry tree.

The sparse-2 and sparse-4 versions of the Ladner-Fisher tree are shown in Figure 4-

10 and Figure 4-11. It should be noted that sparseness reduces the actual lateral fanout in

the tree: the third stage has a fanout of 8 in the full tree, 4 in the sparse-2 tree and 2 in the

sparse-4 tree. However, in order to uniquely identify the tree and keep sparseness as an

independent variable, the fanout notation corresponding to the full tree is used for all its

sparse versions. Therefore, although the tree from Figure 4-11 appears as a 2-2-1-1 at first

sight, it is labeled as "8-4-2-1 sparse-4" because it is a sparse-4 version of the full 8-4-2-1

tree (from Figure 4-5). The design from [Mathew05] is an implementation of a 64-bit ver-

sion of this tree (Figure 4-11).
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Figure 4-10. 16-bit radix 2 8-4-2-1 sparse-2 carry tree.

Figure 4-11. 16-bit radix 2 8-4-2-1 sparse-4 carry tree.

By using this notation, the space of minimum-depth carry trees can be represented

along 3 independent axes: radix, lateral fanout and sparseness. Figure 13 shows this repre-
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sentation, highlighting the location of the well known Kogge-Stone and Ladner-Fischer

tree and of a few recent implementations.

Figure 4-12. Three-dimensional representation of minimum-depth carry tree space.

4.4.6 Sizing strategy

An adder is a regular structure that is suited for bitsliced implementations. A common

sizing strategy is to group all identical gates in a stage such that they have the same size.

Figure 4-13 shows the common way to group gates in a 16-bit carry tree. All gates with

identical function in a stage a grouped, meaning they have the same size. For instance, all

G2 gates in the first stage are identical and have the same size. Similarly, all P2 gates in the

first stage are identical and have the same size (although not the same size as the G2 gates).
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Figure 4-13. Gate grouping in a carry tree.

Gate grouping speeds up the design process by reducing the number of variables in

the optimization and allowing layout reuse. The size and distribution of groups can be var-

ied. For example, to make the timing window in footless domino implementation, some of

the lower bits in higher stages can be downsized or footed. In the extreme case, each gate

could be individually sized (flat sizing).

4.5 Exploration of design choices

4.5.1 Set of logic equations

Figure 4-14 shows the energy - delay tradeoff curves for radix 4 and radix 2 domino adders

implemented in domino logic using classical CLA and Ling equations.

At high speeds, where the carry tree is in the critical path, the switch to Ling's equa-

tions is advantageous: by lowering the stack height in the first stage, Ling's equations allow

the first gate in the carry tree to be larger for the same input capacitance. When driving the
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same load (next stage and corresponding interconnect), the speed increases. At very low

speeds with most gates minimum sized, the sum-precompute block appears in the critical

path and the simple classical CLA equations offer the lowest power.

Figure 4-14. Energy - delay tradeoff curves for domino adders implemented using 

classical CLA and Ling equations.

4.5.2 Logic style

Figure 4-15 shows the optimal energy - delay tradeoff curves for 64-bit adders that imple-

ment the architecture from Figure 4-1 in the four logic families from Section 4.4.2. Two

curves are plotted for domino logic - corresponding to a radix 2 and radix 4 architecture of

the carry tree, respectively. The static and compound domino implementations use radix 2

architectures for the carry tree.
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Figure 4-15. Energy - delay tradeoff curves for adders implemented in various logic 

families.

For comparison purposes, horizontal lines in the figure extend the energy level of

"point 2" from Figure 2-2 and represent only additional available slack. Figure 4-15 shows

that for long cycle times a static implementation is preferred due to its lower power con-

sumption. Due to their high activity factors, dynamic circuits cannot translate the extra-

slack into power savings for cycle times beyond 9 FO4. However, static adders can only

achieve the minimum 12.5 FO4 delays when designed at "point 1". If the required delay is

shorter than 12.5 FO4, a dynamic design is required.

The radix-4 domino design has the lowest energy - delay curve in Figure 4-15, at

high speeds. Radix-2 compound domino design approaches the radix-4 domino design in

speed, but has higher energy. Radix-2 compound domino adders can be implemented in the

same number of stages as a radix-4 domino. However, they suffer from an increased impact

of the wires: compound domino adders have dynamic wires that traverse multiple bitslices
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and prudent design practices require that such wires be shielded. As stated in the beginning

of Section 4.2, all adders are optimized in the exact same conditions, including wires; how-

ever, the shields required by compound domino consume routing resources, increasing the

actual length of the wires as well as their capacitance. This extra-capacitance is in the crit-

ical path, leading to an increase in delay and power consumption. This reduces the perfor-

mance of compound domino adders and is taken into account in Figure 4-15.

The logic design of the adder that uses stack height limiting, implemented in com-

pound domino, recuperates the speed loss due to extra wiring capacitance because all long

wires are driven by static gates. However, these long wires must be driven by a stack of 2

PMOS transistors in the NOR2 gates characteristic for this logic implementation. While

providing relatively short delays due to a small number of stages and reduced stack height,

the large PMOS transistors in the NOR2 gates and the high count of transistors and clocked

gates make this logic family less attractive because of increased power consumption.

4.5.3 Carry tree radix

Figure 4-16 shows the optimal energy - delay tradeoff curves for 64-bit domino adders

implemented with carry trees of different radices.
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Figure 4-16. Energy - delay tradeoff curves for adders implemented with Kogge-Stone 

trees of various radices.

For the loading conditions described in Figure 4-1, radix 4 trees are closer to the

optimal number of stages as described in [Sutherland99] and achieve the best performance

and lowest power.

Using the logical effort formalism from [Sutherland99] it can be easily shown that

if wire loads and stack effects are ignored, all carry trees have the same branching effort

and the same logical effort. For the same external loading conditions (i.e. the same electri-

cal effort), the overall effort of the carry tree is a constant regardless of the chosen archi-

tecture. For the light loading conditions from Figure 4-1, the number of stages should be

kept at a minimum and hence the highest feasible radix should be used. As shown in

Figure 4-16, radix 2 adders (6 stages) are the slowest, mixed radix 4-3-3-2 adders (4 stages)

have significantly better performance and radix 4 adders (3 stages) achieve best perfor-

mance.
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The result holds for heavier loadings as well: if the optimal number of stages

increases, it is always better to drive high loads with buffers (inverters) rather than with the

last gates of the adder (complex AND-OR-INV gates or multiplexers). 

The limiting factors in the above rule are the same as the simplifying assumptions

in the logical effort analysis: wire loads and stack effect.

• Higher radix trees will have longer wires closer to the inputs: the first stage of a radix 4 

tree needs to drive wires spanning 12 bitslices; the first stage of a mixed radix 4-3-3-2 

tree needs to drive wires spanning 8 bitslices; the first stage of a radix 2 tree needs to 

drive wires spanning only 2 bitslices. Therefore, the advantage of a higher radix tree is 

eroded in processes with a high wire capacitance - such as modern deep submicron 

technologies. Section 4.6 elaborates on this aspect.

• The maximum transistor stack height in a carry tree is usually equal to the radix of the 

stage. However, the tallest stack that can be used is effectively limited by the poor VDD/

VTH ratio of deep submicron technologies. A stack that is too high can cause a slow-

down beyond the simple predictions of logical effort and significant signal slope degra-

dation. In such a situation, stack height limiting compound domino can help maintain 

the speed of the adder (with a significant cost in power).

4.5.4 Tree stage lateral fanout

The optimal energy - delay tradeoff curves for radix 2 trees across the Knowles family are

presented in Figure 4-17 (full trees), Figure 4-18 (sparse-2 trees) and Figure 4-19 (sparse-

4 trees).
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Figure 4-17. Energy - delay tradeoff curves for Ling domino adders implemented using 

radix 2 full trees with different lateral fanouts.

Figure 4-18. Energy - delay tradeoff curves for Ling domino adders implemented using 

radix 2 sparse-2 trees with different lateral fanouts.
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Figure 4-19. Energy - delay tradeoff curves for Ling domino adders implemented using 

radix 2 sparse-4 trees with different lateral fanouts.

Trees with high fanout have low degrees of redundancy, with the Lander-Fischer

tree computing the minimum number of carries and having the highest loading along the

critical path. At the other extreme, a Kogge-Stone tree computes all the carries and uses the

redundancy to reduce the fanout, offering the lowest loading along the critical path. Con-

sequently, the tradeoff along the fanout axis in the carry tree space is length of wires and

gate fanout vs. number of gates.

Figure 4-17 shows that for full trees, the lower the fanout, the higher the maximum

speed. At the other end of the curves, the higher the fanout, the lower the minimum achiev-

able power. 

Figure 4-18 and Figure 4-19 show the same effect for sparse-2 and sparse-4 trees,

but with progressively smaller differences. Although the order is maintained throughout the

whole spectrum, the differences in performance and power for sparse-4 trees are negligible
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across the fanout range. The reason for the reduced impact of lateral fanout on very sparse

trees is because of the fact that sparseness reduces the effective fanout of the tree. As the

trees are pruned to sparse-4, their critical paths become similar, with differences only in the

branching factors at the input (lower) and output (higher), hence the similar delays.

Although the number of gates is reduced, the increased output branching requires the

remaining gates to be upsized by a roughly equal factor, resulting in similar energy con-

sumption as well.

4.5.5 Tree sparseness

Figure 4-20, Figure 4-21, Figure 4-22 and Figure 4-23 show the impact of tree sparseness

along the fanout dimension of the carry tree space (for fanouts of 1-1-1-1-1-1, 4-4-4-4-2-1,

and 32-16-8-4-2-1) for domino and compound domino adders. Figure 4-24 shows the

impact of sparseness along the radix dimension of the space for 1-1-1-1-1-1 radix 2 and

radix 4 trees.
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Figure 4-20. Energy - delay tradeoff curves for Ling domino adders implemented using 

radix 2 1-1-1-1-1-1 trees with different sparseness factors.

Figure 4-21. Energy - delay tradeoff curves for Ling domino adders implemented using 

radix 2 4-4-4-4-2-1 trees with different sparseness factors.
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Figure 4-22. Energy - delay tradeoff curves for Ling domino adders implemented using 

radix 2 32-16-8-4-2-1 trees with different sparseness factors.

Figure 4-23. Energy - delay tradeoff curves for Ling compound domino adders 

implemented using radix 2 1-1-1-1-1-1 trees with different sparseness factors.
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Figure 4-24. Energy - delay tradeoff curves for Ling domino adders implemented using 1-

1-1-1-1-1 trees with different sparseness factors.

Adders with sparse trees differ from adders with full trees in three fundamental

ways:

1. the gates and connections in the carry tree are pruned, reducing the size of the tree;

2. the sum-precompute block becomes more complex by unrolling the carry iteration at 

bit indexes where carries are not directly available;

3. the branching at the output of the carry tree increases.

These differences have several consequences in the power - performance space:

1. a smaller carry tree with less gates and less wires can be upsized for better performance 
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2. reduced input loading for the carry block: a sparse tree has fewer gates in the first stage 

and therefore the load on the input is smaller; thus, for the same input capacitance, the 

input gates on the critical path can be made larger, resulting in a faster adder; also, as a 

result, larger gates will drive the internal wiring;

3. larger output load for the carry tree: one carry output must drive a number of gates 

equal to the sparseness factor of the tree, thus slowing down the circuit. Optimal delay 

is obtained through upsizing the critical path;

4. reduced internal branching due to gate pruning, speeding up the adder; the effect is 

more pronounced in high fanout trees and non-existent in Kogge-Stone derivatives 

(fanout of 1);

5. more complex sum-precompute blocks slow down the critical path through additional 

branching from the input and extra power consumption;

The overall result is a balance of all the above factors. The results of making a tree

sparse depend on the configuration of the original tree. Increasing the sparseness factor

benefits adders for which factors 1, 2 and 4 from the above list dominate factors 3 and 5. 

Factor 1 is dominant for trees are very large, with many gates and many wires.

Radix 2 trees with high redundancy (and reduced fanout) are excellent candidates for good

power - savings and speed-ups due through sparseness due to this factor, as shown by

Figure 4-24. On the other hand, radix 4 trees are smaller with fewer gates and fewer wires,

reducing the effectiveness of factor 1. The same is true for compound domino adders -

although radix 2, the number of gates in the tree is the same as in the radix 4 domino tree.
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Factor 2 is generally small and benefits mostly higher radix trees, with long wires

start to appear already after the first stage.

Factor 3 mostly affects higher radix trees, with less stages available to drive the

extra load. For radix 2 trees, the impact of this factor is reduced because the large number

of stages allows an adequate tapering for the increased load. A radix 2 sparse 2 tree is still

amenable to extra pruning, although as shown in Figure 4-20 and Figure 4-24 the benefit

of increasing the sparseness factor to 4 decreases significantly. On the other hand, the

smaller number of stages in a radix-4 tree makes factor 3 more important when the output

load increases. As shown in Figure 4-24, pruning a radix 4 tree to a sparseness factor of 2

results in an adder that is faster and consumes less. Pruning the tree further down to a

sparseness factor of 4 trips the balance of the above factors, resulting in a slower and more

wasteful adder.

Factor 4 is particularly dominant for high-fanout trees, where sparseness provides

dramatic speed improvements and power reductions, as shown by Figure 4-21 and

Figure 4-22.

Factor 5 has uniform influence throughout the tree spectrum and its impact is par-

ticularly pronounced for high sparseness factors. All the figures in this subsection reflect a

decrease of the power/performance gain at the sparse-2 to sparse-4 transition when com-

pared to the full to sparse-2 transition.

As with Ling's equations, pruning a carry tree in order to make it sparse effectively

moves complexity from the carry tree in the sum-precompute block. As long as the carry

tree remains the critical path, this move is advantageous. However, as the complexity of the
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carry tree decreases, the critical path may shift in the sum-precompute block, making the

pruning ineffective. 

It should be noted that the complexities in the carry tree and sum-precompute block

scale differently with the sparseness factor: for a sparseness factor of N, the carry tree is

generally N times smaller than the full tree. However, the sum-precompute block needs to

repeatedly unroll the carry iteration at each bitslice: if Gi and Gi+N are available, the carry

iteration needs to be unrolled once at bit index i+1, twice at i+2, and up to N-1 times at

i+N-1. In N bitslices of a sparse-N tree, the carry iteration needs to be unrolled 1+2+...+N-

1=N(N-1)/2 times. Therefore, a O(N) decrease in the complexity of the carry tree leads to

a O(N2) increase in the complexity of the sum-precompute block.

4.5.6 Sizing strategy

All the curves presented so far in this chapter use the grouped sizing strategy. While con-

venient for design purposes, gate grouping can have a negative impact on the performance

and power consumption of the adder. Grouping gates is equivalent to introducing equality

constraints pertaining to the gate sizes in the optimization problem. Consequently, the fea-

sible set of the problem is reduced and the value of the optimum is worsened. An optimi-

zation with a flat sizing strategy is always bound to yield a better solution in the energy -

delay space (although the design costs might become prohibitive).

Of the three dimensions of the minimum depth carry tree space, the sizing strategy

has the most impact along the fanout axis. Figure 4-25 shows the delay reductions that can

be achieved for point 1 in Figure 2-2 when using a flat sizing strategy as opposed to a

grouped sizing strategy.
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Figure 4-25. Minimum delay reduction for full trees when using a flat sizing strategy.

Structures with regular fanout (such as the Kogge-Stone tree) obtain very little ben-

efit from a flat sizing strategy (3.6% delay improvement). On the other hand, structures

with irregular fanout (such as the Ladner-Fischer tree) can be significantly sped up by

ungrouping the gates. In such a situation, high fanout gates can be upsized without increas-

ing the power consumption and input loading of lower fanout gates, resulting in a 18.5%

speed increase. 

Along the sparseness axis of the minimum-depth carry tree space, the speed

increases due to ungrouping the gates follow the same percentages from Figure 4-25 for the

actual fanout in the tree (not the same as the fanout label, as explained in Section 4.4.5).

4.5.7 Summary of adder design rules

The analysis of the impact of main design choices on adder behavior in the energy - delay

space can be summarized in a set of 7 design rules, that can guide the designer when choos-

ing the architecture of a 64-bit adder:
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1. Use Ling's equations unless the lowest possible power is required;

2. For delay requirements longer than 12.5 FO4 use static CMOS. For less than 12.5 FO4 

use domino;

3. Use the highest feasible radix for the carry tree;

4. Use the lowest lateral fanout for highest speed or highest lateral fanout for lowest 

power;

5. Sparseness reduces the impact of lateral fanout;

6. Sparseness is most beneficial for adders with large carry trees, high lateral fanout and 

relatively small sum-precompute blocks;

7. Flat sizing is most beneficial for adders with irregular structure and high fanout. Gate 

grouping has low impact for regular adders.

4.6 Fastest adder across different technologies

All the adders optimized so far in this chapter use a reference 90nm general purpose bulk

CMOS process and the environment specified in the beginning of this section. While the

design rules formulated in the previous subsections are general, the conclusions on which

adder architecture is fastest in a given environment are dependent on the parameters of the

particular process used for the analysis and the particular environment of the adder.

The circuit optimization framework can be used to investigate the influence of cer-

tain technology parameters on the behavior of digital circuits in the power - performance
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space. In the case of 64-bit adders, two technology parameters can significantly influence

the design choices:

• Cwire/Cgate ratio ("wire capacitance ratio"), where Cwire is the lumped capacitance of 

1µm of the interconnect used to route the carries across bitslices and Cgate is the capac-

itance of 1µm of minimum length transistor gate;

• Cdrain/Cgate ratio ("drain capacitance ratio"), where Cdrain is the drain capacitance of a 

single finger 1µm transistor.

The environment of the adder is usually reflected in the height of the bitslice. This

in turn determines the wire capacitances as well as the output capacitance of the adder. A

taller bitslice will increase the wire loads on the internal nodes of the adder but will

decrease the output load because the layout will be narrower. The effect of the bitslice

height can be transposed in the same coordinates as the technology (Cwire/Cgate, Cdrain/

Cgate) by simple scaling operations:

• a taller bitslice height is equivalent to a technology with a proportionally higher wire 

capacitance ratio;

• a smaller output load is equivalent to a technology with a smaller drain capacitance 

ratio that will yield the same delay when resized for the new load.

Figure 4-26 shows a partition of the (Cwire/Cgate, Cdrain/Cgate) space, highlighting

the architecture of the fastest adder in each region. In this figure, the delays corresponding

to "point 1" in Figure 2-2 are compared across processes with different wire and drain

capacitance ratios and for different bitslice heights using the above equivalency.



99

Figure 4-26. Fastest adder across different processes and environments.

All adders in Figure 4-26 use Ling's equations and are implemented in domino

logic. For the 90nm process used in this analysis, the fastest architecture is radix 4 sparse

2, as concluded in Figure 4-24 in Section 4.5.5. This adder has been built in 90nm CMOS.

Section 4.8 presents the design details and Section 4.9 the measurement results. 

Figure 4-26 highlights the historical trend on the last three bulk CMOS processes

from the same foundry. While the optimal architecture is the same in all three cases, the

scaling trend points toward a different optimal architecture in the near future. 

An increased drain capacitance ratio decreases the driving capability of a gate,

degrades the slopes in the circuit and reduces the tallest acceptable transistor stack. Conse-

quently, the highest feasible radix of the carry tree is also reduced. Even if a taller stack

may be acceptable, the increased self-loading of the gates penalizes architectures with

higher radix due to their longer wires and higher branching. The impact of this parameter

on 64-bit adder performance is predicted by the design rule from Section 4.5.3: as shown
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in Figure 4-26, for processes with high drain capacitance ratios (exceeding 0.67), radix 2

architectures become faster than radix 4. 

Interconnect parameters can also influence the architecture of the optimal 64-bit

adder. If wire capacitance is significant, factor 1 in Section 4.5.5 becomes dominant and

trips the balance towards sparse architectures. Taller datapaths (exemplified by the 36 track

example in Figure 4-26) will tend to favor designs with high sparseness and many stages

for appropriate tapering (radix 2). Figure 4-26 shows that radix 2 sparse 4 adders offer the

best performance in very aggressive processes with high wire and drain capacitance ratios.

At that point, adders with good energy efficiency can be obtained by using designs with

high lateral fanout, as shown in Section 4.5.4) sparse trees with high fanout achieve speeds

very close to the low fanout trees but with lower power consumption.

4.7 Runtime analysis and gate grouping

The runtime of the framework depends primarily on the size of the circuit, the sizing strat-

egy and the type of models used in the optimization. 

A typical 64-bit domino adder with about 1300 grouped gates is optimized with tab-

ulated models on a 2.4GHz Opteron-based workstation with 2 GB of RAM running 64-bit

Linux in 10 to 30 seconds if the constraints are rather lax. When the constraints are partic-

ularly tight and the optimizer struggles to keep the problem feasible, the runtime increases

to about 90 seconds. A full power - performance tradeoff curve with 100 points can be

obtained in about 45 minutes on such a machine. For grossly infeasible problems the opti-
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mizer provides a certificate of infeasibility in a matter of seconds. The optimization times

can be reduced by 2-4x by using analytical models.

Changing the sizing strategy to flat increases the optimization time by 5-8x for ana-

lytical models and by 10-20x for tabulated models.

4.8 Fastest adder: test chip implementation

A test chip implementing the adder with the fastest architecture has been fabricated in a

general purpose 90nm bulk CMOS process using standard VTH transistors. The chip con-

tains 8 64-bit adder cores and the corresponding testing circuitry (Figure 4-27) and is 1.6 x

1.7 mm in size. 
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Figure 4-27. 90nm test chip micrograph.

The size of an actual adder core is 417 x 75 µm2. The technology offers 7 metal

layers and one poly layer, with a nominal supply voltage of 1V for the core. The chip is

fully custom designed (the only standard cells used are the pin pads) and uses only standard

threshold (SVT) devices.

As concluded in the, Section 4.5 for this process the fastest 64-bit adder architecture
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sum-precompute block in static CMOS. A sizing strategy with gate grouping has been used

for this adder.

The complete diagram of the carry tree as implemented on the testchip is shown in

Figure 4-28. 

Figure 4-28. 64 bit radix sparse 2 carry tree, as implemented on 90nm testchip.

The g and t signals are computed by the G and T gates at each bitslice using (4-2);

a 3-stage radix 4 sparse 2 carry tree computes even order carries. Each carry signal drives

two sum select multiplexers, therefore selecting two sums. 

Figure 4-29 shows the block diagram of the adder and on-chip testing circuitry,

highlighting the logic families used in the core, and Figure 4-30 shows the corresponding

timing diagram.
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Figure 4-29. Adder and test circuitry block diagram.

Figure 4-30. Adder timing diagram.
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global inputs a[63:0] and b[63:0] cannot be guaranteed, the first stage is implemented using

footed domino logic. Figure 4-31 shows circuit details of such footed and footless domino

gates.

Figure 4-31. Example of footed and footless domino gates.

The inputs of the sum-select mux, S0[63:0], S1[63:0], are outputs of a static block

and non-monotonic thus psel must be a hard clock edge (Figure 4-30). Critical timing edge

arrivals can be fine tuned at runtime through the chip's scan chain in order to ensure correct

functionality and best performance.

Using footless domino logic where possible increases the speed of the adder and

reduces stack heights and transistors counts. These benefits do not come for free, and

Figure 4-30 illustrates the cost of using footless domino. As opposed to a footed gate, a

footless gate must be in evaluation when its earliest inputs arrive - otherwise crowbar cur-

rent can occur (see Figure 4-31 for transistor level schematic). Any dynamic gate (footless

or footed) must be in evaluation when its latest input arrives, in order to ensure correct oper-

ation of the circuit. When moving further away from inputs (or registered signals), the
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the amount of time a footless domino gate must be in evaluation. After a few stages, this

requirement becomes very stringent and leaves very little time for the precharge phase.

Consequently, the precharge phase becomes critical and transistors must be upsized. At pc4

the precharge phase is just as critical as the evaluation phase! Footless domino gates require

bigger precharge transistors that slow down the evaluation path through their drain capac-

itance and increase the power consumption on the clock lines and in the clock distribution

network. The tight constraints on the precharge transistors also reduce the design margins

for timing signals, thus requiring runtime edge adjustment through the test scanchain.

The floorplan of the adder is shown in Figure 4-32.The bitslice height is selected to

be 24 metal tracks, enough to accommodate the multiple loopback buses of modern multi-

issue microprocessor architectures.[Fetzer02].

Figure 4-32. Sparse adder floorplan.
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gates and the sum select multiplexer) while other are repeated every other bitslice (the

actual H and I carry gates, the sum precompute gates). The floorplan is assembled such that

the sum precompute gates occupy the space freed by the pruned carry gates in the sparse

tree. The result is a very compact layout with very little unused space. Moreover - and very

important from a functional perspective - the blocks are aligned such that the clock lines

are always straight. The lack of jogs and branches on the clock lines helps meeting the very

tight timing constraints imposed by the footless domino style.

4.9 Fastest adder: measured results

Figure 4-33 shows the average worst case delay (the delay for the worst case input combi-

nation, averaged across all the measured chips). At the nominal supply voltage of 1V the

average delay of the adder is 240ps or 7.5 FO4, in good agreement with the 7.3 FO4 esti-

mate from the circuit optimization framework.
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Figure 4-33. Measured worst case delay.

The fastest chip from the batch had a delay of 226 ps at 1V. Increasing the supply

voltage to 1.3V reduces the delay of the adder to an average of 180ps. It should be noted

that the design has been optimized at 1V; a re-optimization at 1.3V yields a slightly faster

design, as shown by the example in Section 3.11.

The adder consumes 260mW at 1V supply voltage in the worst case, as shown in

Figure 4-34. The worst case power is obtained (and measured) for a different input combi-

nation than the worst case delay. In Figure 4-34 the power includes the adder core and the

clock generation and buffers and excludes the test circuitry. Increasing the power supply

voltage to 1.3V and reducing the clock period to 180ps results in a worst case power dissi-

pation of 606mW. As discussed in Section 3.11, if the design were to be re-optimized at

1.3V with a 180ps delay constraint, the power dissipation would be much less than 606mW.
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Figure 4-34. Measured worst case power.

Figure 4-35 shows the power distribution inside a core when running the worst case

power input combination. For this high activity circuit using standard threshold (SVT)

devices, leakage is small at 1%.

Figure 4-35. Power distribution in a core for worst case power input combination.
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The clock generator and buffers consume almost half of what the actual adder core

consumes in the worst case. The clock generator and buffers have the highest power density

possible on a chip (inverters switching every cycle) and Figure 4-35 shows that their power

consumption is very significant, thus requiring a very careful design of the power distribu-

tion network.

The measured power numbers cannot be readily compared with the estimates of the

optimizer. First, the optimizer does not account for the power dissipated in the clock gen-

erator and buffers (but does include the power on the actual clock lines). Second, the opti-

mizer can only compute average energy per operation (and hence average power), while

the measurements show peak power. In the optimization, node activities are computed

through logic simulation and they include an inherent averaging effect. In an experimental

setup, it is impossible to measure the average power across 2129 input combinations and

instead the peak power is more relevant.

The reason for doing the optimization and the comparison on average power is that

such an optimization shows the power contributions of all blocks and paths and allows us

to draw conclusions on where the power is spent in the adder. In an optimization and com-

parison on peak power only (i.e. for only one input combination), certain paths in the circuit

would have never been sensitized and may have never switched thus may had been incor-

rectly sized (either very slow or very big). Working back from the measured peak power

by accounting for node activities, the average energy per operation of the adder core is

10.33pJ, very close to the 10.4 pJ prediction of the optimizer at 1V supply voltage.
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5 Optimizing Sequential Circuits

This chapter provides and in-depth look at the optimization of sequential circuits in the

power - performance space. It builds on the concepts presented in Chapter 3 for combina-

tional circuits by including the position of storage elements in the optimization.

Just like their combinational counterparts, sequential circuits can be optimized for

minimum cycle time or minimum energy. Optimization problems similar to (3-23) and (3-

24) can be formulated by simply replacing the “delay” of the combinational circuit with the

“cycle time” of the sequential circuit and including storage element positions (the “cutset”)

in the list of optimization variables. Although both problem versions make sense, it is more

common to constrain the cycle time of a sequential circuit due to throughput requirements

and minimize its energy consumption. Therefore, this chapter will focus on solving the fol-

lowing optimization problem:

 (5-1)

The repositioning of storage elements while preserving the logic structure is called

retiming and has been first presented in [Leiserson91] for circuits with edge-triggered flip-

flops. Retiming can have several goals, such as minimizing the clock period, or minimizing

min
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the energy consumption subject to a maximum clock period. The first solutions to these

problems have been presented in [Leiserson91].

The subsequent sections in this chapter present a way to include retiming in the

power - performance optimization framework under certain assumptions. More precisely,

the described methodology focuses on performing a joint sizing and retiming optimization

on a sequential circuit. 

Sizing and retiming cannot be performed simultaneously on a circuit: retiming by

itself, as introduced in [Leiserson91], assumes that gate delays do not change; on the other

hand, resizing gates implicitly changes their delay. Due to this fundamental conflict, sizing

and retiming must be done one at a time, iteratively, as shown in Figure 5-1.

Figure 5-1. Iterative sizing and retiming of a sequential circuit

The circuit is iteratively resized and retimed for the same goal (e.g. minimum

energy with maximum cycle time constraint) until the process converges. The convergence
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criteria is straightforward: iterations stop when no flip-flops are moved by the retiming pro-

cess (i.e the total retiming r is zero). At this point, attempting to resize the circuit will not

yield any improvement because retiming did not change anything from the previous sizing

step.

In order to achieve optimality, the two steps must be coupled - i.e. at least one of

the two steps must be modified to take into account the results of the other step (beyond just

the current netlist). For instance, if the classical retiming algorithms [Leiserson91],

[Shenoy97] were to be used, information about the previous sizing step would be lost. An

optimally sized circuit will have many otherwise faster paths slowed down to the delay dic-

tated by the cycle time constraint in order to save as much energy as possible. Without any

other information, such paths will be regarded as critical by the retimer, thus fixing the cor-

responding flip-flops in their current positions due to the cycle time constraints and ending

the iterations. In fact, such paths are not really critical, and the extra delay introduced in a

cycle by a retimed flip-flop can be easily compensated by upsizing the logic in that cycle.

For a correct optimization, the retimer should know and make use of a measure of the crit-

icality of the paths ending at each flip-flop. Such criticality measures can be obtained from

the preceding sizing step. Thus, the retiming steps have to be sizing-aware retimings and

use modified algorithms that take such path criticality measures from the sizing optimiza-

tions. 

As shown later in the chapter, in order to solve the optimization problem (5-1), the

iteration from Figure 5-1 needs to be operated in two modes:

• minimum period mode;
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• period-constrained minimum energy mode.

Each mode requires a sizing algorithm and a retiming algorithm. The methodology

presented in this chapter uses the sizing step unchanged from Chapter 3 and couples it with

new sizing-aware retiming algorithms. Therefore, two sizing-aware retiming algorithms

are needed: 

• a sizing-aware minimum period retiming algorithm;

• a sizing-aware period-constrained minimum energy retiming.

The resulting mixed rigorous / heuristic approach uses optimality-guaranteed algo-

rithms for certain subproblems and near-optimality heuristics for the rest.

Section 5.1 introduces the definitions, notations and basic concepts of retiming

from [Leiserson91] and [Shenoy97]. The two basic algorithms from the article are pre-

sented in Section 5.2 (minimum period retiming) and Section 5.3 (period-constrained min-

imum energy retiming). Section 5.4 describes how retiming can be coupled with sizing for

the purpose of joint sizing and retiming power - performance optimization. Section 5.5 pre-

sents the sizing-aware version of the minimum period retiming and Section 5.6 the sizing-

aware version of the period-constrained minimum energy retiming. An example on using

the joint sizing - retiming power - performance optimization on a Floating Point Unit (FPU)

is presented in Section 5.7. The example compares the results obtained by [Synopsys04]

and the described methodology.
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5.1 Definitions

This section introduces the definitions, notations and basic concepts of retiming as pre-

sented in [Leiserson91] and [Shenoy97].

A sequential circuit is an interconnection of logic gates and storage elements which

communicates with its environment through primary inputs and primary outputs. A sequen-

tial circuit can be represented by a directed graph G(V,E), where each vertex v corresponds

to a gate v. Each directed edge euv represents a flow of signal from the output of gate u at

its source to the input of gate v at its sink. Each edge has a weight w(euv) which indicates

the number of registers that the signal at the output of gate u must propagate through before

it is available at the input of gate v. If there is an edge from vertex u to vertex v, u is called

a fan-in of v and v is called a fan-out of u. The sets of fan-outs (fan-ins) of u is denoted by

FO(u) (FI(u)). Each vertex v has a constant delay associated with the each of its inputs,

du(v), . 

Two special vertices called the global source and the global sink are introduced in

the graph to capture the interaction of the circuit with its environment. Edges directed from

the global source represent the primary inputs and edges directed to the global sink repre-

sent primary outputs. Both special vertices have delays of 0. An edge from the global sink

to the global source with the appropriate weight can be included to model an external loop-

back bus from the primary outputs to the primary inputs.

A retiming is a labeling of the vertices  where Z is the set of integers. the

weight of and edge euv, after retiming is denoted by wr(euv) and is given by:

u FI v( )∈

r:V Z→
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 (5-2)

A positive (negative) retiming label r(v) for a vertex v represents the number of reg-

isters moved from its outputs (inputs) towards it inputs (outputs). A retiming of zero

implies no movement of registers. Figure 5-2 illustrates the retiming notations on a simple

logic gate. The retiming of a circuit is an assignment of retimings to all the combinational

gates in the circuit.

Figure 5-2. Retiming a gate

A path p is defined as a sequence of alternating vertices and edges such that each

successive vertex is a fanout of the previous vertex and the intermediate edge is directed

from the former to the latter. A path can start and end at vertices only. The existence of a

path from vertex u to vertex v is represented as . The weight of the path w(p) is the

sum of the edge weights for the path. 

The delay of a path d(p) is the sum of the delays of vertices along the path. A zero-

weight path is a path with w(p)=0. The clock period of the circuit is determined by the fol-

lowing equation:

 (5-3)

wr euv( ) r v( ) w euv( ) r u( )–+=

gate

retime by -1

retime by +1

gate

retime by -1

retime by +1

u v→

c max d p( ) w p( ) 0={ }=
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that is the delay of the slowest zero-weight path.

Retiming makes the following assumptions:

1. the delay du(v) of vertex v is non-negative for all ;

2. the edge weight w(e) of edge e is non-negative for all ;

3. every directed cycle in G contains at least one register;

4. all registers are edge-triggered D flip-flops, clocked by the same signal with identical 

skew to all registers;

5. flip-flops are assumed to be ideal, with zero clock-to-Q delay, setup time and hold time;

6. the delay of a gate does not change when flip-flops are rearranged.

Among the assumptions summarized above, the first three are easily handled. Most

synchronous registers can be modeled using D flip-flops, therefore the 4th assumptions only

prevents the retiming of circuits with asynchronous set/reset registers. Since retiming

involves a repositioning of registers, precise skew considerations are difficult to handle this

early in the design process. A nominal tolerance of clock signals can be easily introduced

to model clock skew. A nominal clock-to-Q delay and a nominal setup time can be incor-

porated in the algorithms by providing a margin around the clock period (as is done in the

subsequent sections). Hold time violations can be easily corrected after retiming.

The most serious restriction is the last one, assuming that gate delays do not depend

on flip-flop positions. Since registers are repositioned, loading at the gate outputs are diffi-

cult to predict in advance. The only way in which the delays of gate can be guaranteed to

remain the same after retiming is to make sure that capacitive loadings at all nodes remain

v V∈

e E∈
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the same regardless of the positions of the flip-flops in the circuit. This can be accomplished

if all D type flip-flops have CL/Cin = 1. This choice presents two main advantages:

• inserting or removing a flip-flop on a wire does not change its loading, thus the delay of 

the gate driving that wire stays the same;

• all flip-flops in the circuit will have the same setup and hold times. The size of the flip-

flop is determined by the value of the capacitive load on the wire it is inserted on (CL); 

thus, all flip-flops operate in the same electrical environment and will have identical 

timing parameters.

The choice of having all D flip-flops with CL/Cin = 1 is effectively an equality con-

straint in the sizing optimization. If flip-flops were allowed to have different gains (CL/Cin

ratios) a better optimization result could be obtained. All algorithms and results in the sub-

sequent sections of this chapter assume that CL/Cin = 1 for all D flip-flops.

5.2 Minimum period retiming

The objective of this retiming is to obtain a circuit with the minimum clock period without

any consideration to the energy penalty due to the increase in the number of flip-flops. The

minimum period retiming algorithm is based on the FEAS relaxation algorithm

[Leiserson91] - “feasible clock period test”.

The FEAS algorithm determines if a retiming exists for a specified target clock

period c. If such a retiming exists, FEAS computes it as well. If no “legal” retiming exists

for the target clock period c, FEAS provides a certificate of infeasibility.
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Let ∆(v) denote the largest delay seen along any combinational path that terminates

at the output of v. It denotes the latest arrival time at v:

 (5-4)

It can be shown that the clock period can be given by the expression:

 (5-5)

Algorithm FEAS: Given a synchronous circuit G(V,E,d,w) and a desired clock

period c:

1. For each  set r(v)=0
2. Repeat |V|-1 times {

2.1 Compute retimed edge weights using Eq. (5-2)

2.2 Compute ∆(v) for all  using Eq. (5-4)

2.3 For all  such that ∆(v)>c, set r(v)=r(v)+1
}

3. Compute retimed edge weights using Eq. (5-2)
4. Compute retimed clock period cr using Eq. (5-5)
5. If cr > c then there is no feasible retiming for target clock 
period c

else the current values of r yield a legal retiming
The algorithm requires has a O(|V||E|) complexity. FEAS can be used as a decision

algorithm in a bisection to find the minimum feasible clock period. 

In sequential circuits with a constraint on throughput (i.e. with a clear target on the

clock period) it is not usually necessary to compute the minimum clock period but instead

it suffices to test if the desired clock period target is still feasible.

5.3 Period-constrained minimum energy retiming

In practice there are several solutions to the minimum period retiming problem with a large

variation in the number of flip-flops amongst them. This is expected since the formulation

∆ v( ) d v( ) max ∆ u( ) u FI v( ) w euv( ) 0=,∈{ }+=

c max ∆ v( ) v V∈{ }=

v V∈

v V∈
v V∈
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does not impose any restriction on the number and size of flip-flops. Since the gate sizes

and the capacitances in the circuit do not change during retiming, the energy consumption

of the circuit changes only when flip-flops are inserted, deleted or repositioned. 

The aim of minimum energy retiming is to minimize the energy of the flip-flops for

a target clock period. Under the assumption that all flip-flops have the same energy con-

sumption, the minimum energy retiming problem reduces to seeking a solution with the

minimum number of flip-flops in the circuit.

The number of flip-flops in a circuit after a retiming r is given by:

 (5-6)

The first term in the summation is a constant representing the number of flip-flops

in the original circuit, so it can be dropped from the optimization objective. The second

term is a linear sum of the retiming labels.

Under the CL/Cin = 1 assumption for all flip-flops, different flip-flops have different

energy costs depending on the actual value of CL. This is modeled by assigning each edge

e a cost β(e) proportional to the cost of adding a flip-flop along e.

The objective function to minimize is given by:

 (5-7)

where αv is a constant coefficient summarizing the cost (and benefit) of moving 1 flip-flop

from all the outputs of vertex v to all its inputs.

R wr e( )
e E∈
∑ w e( ) r v( ) FI v( ) FO v( )–( )⋅

v V∈
∑+

e E∈
∑= =

r v( ) β e( )
e FI v( )∈
∑ β e( )

e FO v( )∈
∑–

 
 
 

v V∈
∑ αvr v( )

v V∈
∑=
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The constraints on the retiming vector r translate into 2 sets of inequalities:

1. non-negativity of edge weights after retiming:

 (5-8)

2. correct clocking at clock period c requires that the delay of zero-weight paths after 

retiming be less than c. In fact, the correct way to formulate this constraint is to require 

that all paths with a delay more than c contain at least one register:

 (5-9)

With these constraints, the period-constrained minimum energy retiming can be

formulated as a linear program (LP) where r(v) are the optimization variables:

 (5-10)

Upon closer examination, (5-10) is an integer linear program (ILP). Since the edge

weights w are integers, the first constraint specifies integer differences between all the ele-

ments of the retiming vector. The problem is defined up to an additive constant - it is easy

to show that adding the same amount to all elements of the retiming vector does not change

the final configuration of the circuit (Eq. (5-2)). Thus, even if the actual values of the ele-

ments of the retiming vector are not integers, their differences are always guaranteed to be

integers.

r v( ) r u( )– w euv( )  for any  euv E∈–≥

r v( ) r u( )– w u v→( )– 1   for any path u v   such that d u v→( ) c>→+≥

min αvr v( )   such that
v V∈
∑

r v( ) r u( )– w euv( )  for any  euv E∈–≥

r v( ) r u( )– w u v→( )– 1   for any path u v   such that d u v→( ) c>→+≥
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[Leiserson91] and [Shenoy97] present a way to convert this LP to its dual, a net-

work flow cost minimization problem that is easier to solve with the tools available at the

time of writing of those articles. Modern LP solvers such as [Mosek06] generate and solve

the dual problem automatically thus removing the need for the user to explicitly formulate

it. 

As a linear program, period-constrained minimum energy retiming is a convex opti-

mization problem and its solution (if any) comes with an optimality guarantee. The solution

indicates the positions of the flip-flops in the circuit that provide the achieve the minimum

energy while still meeting the maximum cycle time constraint. Circuits optimized with this

algorithm usually contain significantly less flip-flops than those optimized just for mini-

mum period (Section 5.2) because the energy minimization is obtained by reducing the

number and size of flip-flops within the problem constraints.

5.4 Coupling sizing and retiming

As described in the introduction of this chapter (Figure 5-1 and related explanations),

sizing and retiming are coupled using two mechanisms:

1. successive iterations of sizing and retiming with the same objectives and constraints;

2. modifications of the retiming algorithms to make them sizing-aware.

The main property of this approach is that all circuits generated throughout the iter-

ations, at the end of each resizing and retiming steps are feasible designs (i.e. they are func-

tionally correct and meet all design constraints). The initial design for each step of the

iteration is feasible and hence a potential solution. Consequently, the value of the objective
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function in the optimization is guaranteed not to increase at any step. If a change occurs in

the circuit (a flip-flop is moved or a gate is resized), the next step can only decrease the

value of the objective function (for instance resize the circuit such that the energy is less for

the same clock period). This observation guarantees that the iterative process cannot con-

tinue forever, because the objective functions (clock period, energy) cannot be arbitrarily

small. Also, the process cannot have an asymptotic behavior because retiming is a discrete

transformation.

The approach is similar to interior point optimization methods [Boyd03] due to the

key property that intermediate solutions are feasible at each intermediate step. One of the

main problems with interior point methods is supplying an initial guess point that is feasi-

ble, in order to start the iterations. The iterative algorithm in Figure 5-1 requires only that

the result of the first step be feasible. While this is a relaxation on the original interior point

method limitation, it is not very useful because for most digital circuits the result of the first

(sizing) step is not feasible. Therefore, it is desirable to always have a way to supply a fea-

sible starting point to the sizing - retiming iteration.

[Boyd03] presents a rigorous way to find a feasible starting point for interior point

methods by solving another (secondary) optimization problem with similar properties to

the original one. The solution of the secondary optimization problem is the initial guess

point for the original problem. The construction of the secondary optimization problem

makes choosing its own starting point trivial. [GGPLAB06] follows the method from

[Boyd03] closely and uses such a two-step approach for solving geometric programs with-

out requiring an explicit initial guess point from the user.
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A similar idea can be applied to the sizing - retiming iteration: supplying a feasible

starting point by first iterating on a different problem. Figure 5-3 shows the two-step

approach used to solve (5-1).

Figure 5-3. Coupling sizing and retiming for a two-step period-constrained energy 

minimization problem

The initial loop iterates in minimum period mode and supplies a feasible starting

point for the main loop by performing an unconstrained cycle time minimization. In fact, it

is not necessary to wait until the initial loop converges. Once the cycle time has gone below
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the throughput constraint, the current point is feasible for (5-1) and can be used a starting

point in the main loop iterations in period-constrained minimum energy mode. If the initial

loop converges and the cycle time is still too long, a certificate of infeasibility is issued for

the constrained energy minimization problem (there is no circuit that meets the cycle time

constraint). The initial loop can take any starting point and will produce a circuit that meets

all constraints except cycle time after the first step, if such a circuit exists. 

The sizing steps in Figure 5-3 are formulated and solved as described in Chapter 3

with additional margins on the delay constraints to account for flip-flop setup time and

clock-to-Q delay, as explained in Section 5.1. As explained in the introduction of this chap-

ter, the retiming steps in Figure 5-3 are actually sizing-aware retimings and use modified

algorithms that take such path criticality measures from the sizing optimizations. 

The next two sections describe these modified algorithms for sizing-aware mini-

mum period and minimum energy retiming. Both algorithms make use of the Lagrange

multipliers obtained from the corresponding sizing optimization.

5.5 Sizing-aware minimum period retiming

The sizing-aware minimum period retiming is coupled with the minimum period sizing

optimization problem:
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 (5-11)

The period of the circuit is determined by the arrival times at the flip-flops, as

reflected by the first set of constraints in (5-11). Thus, all paths in the circuit can be consid-

ered to end at the flip-flops and their degree of criticality is readily available from the sizing

optimizer in the set of corresponding optimal Lagrange multipliers for those respective

constraints.

The sizing aware retiming must identify the most critical paths - i.e. the ones with

the highest optimal Lagrange multipliers for the period constraint at their terminal flip-flop

- and favor a negative retiming for their terminal flip-flops. Using the retiming convention

from Figure 5-2, a negative retiming (r < 0) means a flip-flop is moved backwards, thus

removing one gate delay from its critical path and loosening its timing constraint.

The structure of the retiming algorithm remains similar to the one presented in

Section 5.2 for minimum period retiming except for the routine used to compute the clock

period. Instead of using the actual clock period c and the actual arrival times ∆(v), the FEAS

algorithm is run with a set of different quantities, the sensitivity-adjusted clock period cs

and the sensitivity-adjusted arrival times, ∆s(v).

For each vertex v in V, let λv be defined as follows:

min
Wi

Tcycle such that 

Tj Tcycle   for all nodes with FFs≤

Cin Cin max,≤

Wi 1≥

tslope j, tslope max,≤

Ti= 0   for primary inputs

Tj D   for all j≤

Tj Di Ti   for j FI i( )∈≤+












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• λv = 0 if the weight of all edges originating at v is zero;

• λv =  for all edges i with non-zero weight originating at v.

The sensitivity-adjusted arrival times are computed using a modified version of (5-

4) that takes the λv vector into account:

 (5-12)

Because λv = 0 for nodes that have no flip-flops, the sensitivity-adjusted arrival

times remain the same along the logic paths until they reach the flip-flops. At the very end

of the path (at the flip-flop), a correction factor is applied to reflect its criticality. If the path

is not critical (λv = 0), the sensitivity-adjusted arrival time remains unchanged. Very critical

paths, with high λv will have a significantly increased sensitivity-adjusted delay, thus

favoring negative retiming.

The sensitivity-adjusted clock period is defined in a similar way as the actual clock

period (5-5), but using the sensitivity-adjusted arrival times instead:

 (5-13)

This sensitivity-adjusted clock period includes a measure of how critical is the

“most critical” path in the circuit. By repeatedly applying the FEAS algorithm, the sensi-

tivity-adjusted clock period cs is minimized in a similar way as the real clock period in the

stand-alone min-period retiming. The difference is that in the end, not only the critical path

delay is minimized, but its delay sensitivity is minimized as well. 

Since the sensitivities obtained through the Lagrange multipliers are defined

locally, the algorithm is best behaved if the retiming vector is constrained to +/- 1, meaning

λ i*
i
∑

∆s v( ) d v( ) max ∆ u( ) u FI v( ) w euv( ) 0=,∈{ }+( ) 1 λv+( )=

cs max ∆s v( ) v V∈{ }=
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that flip-flops can jump only one gate at a step. If flip-flops were allowed to jump two or

more gates at a step, the criticality measure provided by the optimal Lagrange multipliers

would be rather inaccurate due to their local scope. The consequence of this choice is a

slight increase in the number of iterations in the initial loop in Figure 5-3.

A dramatic speed-up in execution time can be obtained by improving the FEAS

algorithm using the following technique introduced in [Shenoy94]. The technique works

for both stand-alone and sizing-aware minimum period retiming. It is most beneficial for

the sizing-aware case due to repeated iterations in the initial loop in Figure 5-3.

It is empirically observed that if c (or cs) is feasible, then the retiming labels con-

verge rapidly before completing |V| - 1 iterations in the FEAS algorithm (line 2). On the

other hand, one cannot determine that a (sensitivity-adjusted) clock period is infeasible

until all |V| - 1 iterations have been exhausted and retiming labels have failed to converge.

Thus, any hope of speeding up minimum period retiming must focus on detecting if a clock

period is infeasible before completing the requisite |V| - 1 iterations, if possible.

The detection principle is illustrated in Figure 5-4.

Figure 5-4. Critical cycle detection

Logic Logic

Combinational Loop Delay: D
Number of FFs on the Loop: W
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A routine detects the loops in the graph and computes their corresponding combi-

national delay and weight (number of flip-flops along the loop). Because retiming cannot

change the number of flip-flops in a loop of a circuit [Leiserson91], a (sensitivity-adjusted)

clock period c can be feasible only if:

 (5-14)

A target clock period c means that a W-cycles computation must be completed in a

time of no more than cW with ideal flip-flop positioning. If the combinational delay along

a loop exceeds cW, that loop will prevent any feasible retiming at clock period c. 

The implementation of this technique results in dramatic speed-up in execution time

for both stand-alone [Shenoy94] and sizing-aware minimum period retiming.

5.6 Sizing-aware period-constrained minimum energy 

retiming

The sizing-aware period-constrained minimum energy retiming is coupled with the period-

constrained minimum energy sizing optimization problem:

 (5-15)

c
D
W
-----≥

min
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E such that 

Tj Tcycle   for all nodes with FFs≤
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Wi 1≥
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
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If the stand-alone minimum energy retiming algorithm from Section 5.3 is used, the

iterations in the main loop from Figure 5-3 will stall. The main idea of the sizing-aware

algorithm is to have the retimer look ahead at the next resizing step and try to estimate

(approximate) what the objective function (energy) will be after resizing. The post-resizing

estimated energy is used as the objective in the retiming LP instead of the actual energy.

The optimal Lagrange multipliers from the previous sizing step are used for the estimation

of the energy after retiming and the next resizing step.

It should be noted that because the objective function in the optimization problem

(5-15) is energy, the meaning of the Lagrange multipliers for the flip-flop timing con-

straints is ratios of normalized energies to normalized delays . In the pre-

vious section the meaning of Lagrange multipliers was a ratio of normalized delays.

Using the same λv definitions as in the previous section, Figure 5-5 depicts the sit-

uation when a flip-flop is to moved forward (sometimes referred to as “forward retiming”)

corresponding to r = -1.

Figure 5-5. Predicting post-sizing energy for forward retiming
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λ0 represents the optimal Lagrange multiplier for the timing constraint at the flip-

flop to be moved in the previous sizing step. λ1 ...λN represent the optimal Lagrange mul-

tipliers of the timing constraints for all the flip-flops at the end of paths originating at the

output of the gate to be jumped. The irregular lines in the figure represent paths through

combinational logic. 

The energy of the circuit after retiming is predicted (exactly) by (5-7). In order to

approximately predict the energy after the next resizing step, a correction factor is intro-

duced for α(v) at the current node in (5-7):

 (5-16)

where ∆D is the delay of the gate jumped by the flip-flop, as shown in Figure 5-5.

Moving the flip-flop forward adds an extra logic gate in the previous cycle (the one

driving the retimed flip-flop) with a delay ∆D. In order to keep the same cycle time, the

previous cycle must be upsized and its energy consumption will increase. The first term in

(5-16), , accounts for the energy increase in the previous cycle based on

the corresponding sensitivity.

On the other hand, the current cycle looses one logic gate with delay ∆D and can

therefore be downsized (and slowed down) until the same cycle time is achieved. The

energy savings in the current cycle are captured by the second term in (5-16),

. 
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Tcycle
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i 1=
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Eq. (5-16) is a first order expansion of the actual post-resizing energy based on the

local gradient. The approximation is most accurate for circuits with long pipeline stages

where ∆D represents a small portion of the overall cycle time Tcycle. Since the energy esti-

mations are based on the Lagrange multipliers which are local in scope, the approximations

are accurate only for r = 0 or r = -1.

A very similar formula is used for backward retiming (r = +1). Instead of consider-

ing all paths beginning at the current flip-flop, the contributions of all the paths ending at it

are included. Although the formula has the exact same expression as (5-16), the indices of

the Lagrange multipliers refer to different flip-flops in the circuit for the same current node.

Similarly, the formula is an accurate approximation only for r = 0 or r = +1.

Using different formulas for forward and backward retiming makes it impossible to

formulate one single optimization problem for both forward and backward retiming: the

objective function depends on the result. The optimizer has no way of knowing which for-

mula to use in the objective function unless it already knows the solution (the r vector).

Consequently, the sizing-aware retiming is split in two parts:

• forward retiming ( );

• backward retiming ( ).

Of course, a resizing must performed between the two steps in order to obtain the

optimal Lagrange multipliers if any flip-flop has been moved. Separating forward and

backward retiming has the advantage of preventing the collapse of two-gate cycles, as

shown in Figure 5-6.

r 0≤

r 0≥
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Figure 5-6. Two-gate cycle collapsed by retiming

The disappearing cycle causes a large error in the approximation (5-16) that cannot

be recovered in the resizing step.

A very high Lagrange multiplier at a flip-flop signifies a very critical path and will

push the flip-flop backward (thus allowing the cycle to be downsized). A small or zero

Lagrange multiplier signifies a non-critical path and the flip-flop can move forward (thus

increasing the delay) at little energy cost.

Because of the split between the forward and backward retiming, the main loop in

Figure 5-3 must be restructured to accommodate the unidirectional retiming. Figure 5-7

shows the new main loop flow.

gategate gategate
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Figure 5-7. Main loop for sequential circuit optimization using unidirectional retiming

Forward and backward retiming are performed in an alternate fashion, each step fol-

lowed by a resizing if any change has occurred. The iteration ends when neither of the ret-

mings causes any change to the circuit.

The delay constraint in the sizing-aware unidirectional retimings is no longer equal

to Tcycle, like in the stand-alone retiming. Using such a constraint will prevent some non-

critical paths from being retimed. In order to minimize energy, the sizing step will downsize

a non-critical path until either one of the following three conditions occurs:

1. all gates along the path are minimum size;
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2. the slope constraints along the path become active;

3. the delay of the path reaches c.

In the last situation, the non-critical path will have a delay of c and will have a non-

zero (albeit small) Lagrange multiplier. If the delay constraint remains unchanged, such a

path cannot be retimed despite not being really critical. In order for any retiming to occur

in such a situation, the delay constraint must be increased by one gate delay. Since different

gates have different delays in the circuit, the delay constraint is increased by the delay of

the slowest gate.

To summarize, sizing-aware period-constrained minimum energy retiming solves

the same linear program (5-10) as its stand-alone counterpart with the following differ-

ences:

1. replace α(v) in (5-7) by α(v) +∆E with ∆E given by (5-16);

2. increase the delay constraint from c to c + max[d(v)];

3. separate forward and backward retiming as shown in Figure 5-7.

A dramatic speed-up in execution time can be obtained by using the following clock

constraint pruning technique introduced in [Shenoy94]. The number of clock period related

constraints in the LP (5-10) can be very large even for small circuits. However, many of

them are redundant and can be eliminated. 

In the original formulation (5-10), clock period constraints are required for all pairs

of vertices (u, v) such that . To see why a smaller set of clock period con-

straints is sufficient for the LP (5-10), note that if

d u v→( ) c>
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 (5-17)

is true for a sub-path of a path, then it is true for the entire path. Hence a clock period con-

straint need only be added to vertex v, reachable from w, such that:

 (5-18)

Figure 5-8 illustrates the constraint pruning principle from Eq. (5-18).

Figure 5-8. Clock period constraint pruning principle
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beyond v1, v2, ... vn will be satisfied automatically because a similar constraint is satisfied

for a node of the path between the w and that node.

5.7 Example: single-precision Floating Point Unit (FPU)

This example demonstrates the capabilities of the circuit optimization framework

on a real-life sequential circuit: an IEEE-compliant single-precision Floating Point Unit

(FPU). The goal of this example is to synthesize the FPU from a behavioral description and

optimize it for minimum energy consumption at a cycle time of 2ns, with a latency of 4

cycles, using a general purpose 90nm CMOS technology. A commercial synthesis tool

[Synopsys04] is used to generate a first design from a high level Verilog description. The

design is then optimized separately by the same synthesis tool and by the circuit optimiza-

tion framework, in order to compare the results.

The block diagram of the FPU is shown in Figure 5-9.
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Figure 5-9. Block diagram of a 3-input fused multiply-add single-precision Floating Point 

Unit (FPU)

The FPU takes three 32-bit input operands, A, B and C and computes (+/-)(C+/-

A*B). Each operand is separated in a fraction part (23 bits), an exponent part (8 bits) and a

sign bit. The architecture of the FPU is fused multiply-add and is inspired by the OpenCores

FPU implementation from [OpenCores06]. The mantissa path consists of a multiplier for

computing A*B, the alignment shiftier for C, two wide adders and the post-normalization
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block. The exponent path has a block that computes the exponent differences required to

align C and the final incrementers that adjust the exponent of the results based on the shift-

ing amounts required in the post-normalization of the mantissa. 

The design flow used for this example is shown in Figure 5-10. The flow has three

starting points:

1. a behavioral Verilog description of the circuit to be tested. In this case, the behavioral 

Verilog description of the FPU follows closely the block diagram from Figure 5-9, with 

straightforward descriptions for each block and the same connections between blocks1;

2. a library of standard cells;

3. a set of design constraints (cycle time, latency, slope constraints, load capacitances 

etc.).

From these three inputs, the fully automated flow produces three circuits with the

same function. The power and performance metrics for these designs are compared in the

end, in order to demonstrate the circuit optimization framework.

1.  Behavioral Verilog description for the FPU provided by Seng Oon Toh
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Figure 5-10. Design flow used for the FPU

The circuit under test (FPU) is fist synthesized in a purely combinational fashion

using Synopsys Design Compiler [Synopsys04]. The resulting combinational Verilog

netlist is subsequently optimized on two separate paths:
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• retiming and re-mapping using the standard-cell based Synopsys ASIC flow 

[Synopsys04] for a delay target of 2ns and 4 cycle latency (Design #1);

• continuous resizing and sizing-aware retiming by the circuit optimization framework 

for the same constraints (Design #3).

For comparison purposes, a third design is produced by applying a continuous resiz-

ing to Design #1 using the circuit optimization framework, without any retiming (Design

#2). The purpose of this design is to compare only the retiming algorithms from the ASIC

flow with those from the circuit optimization framework.

Since the only technology data provided to the flow is the discrete-sized standard

cell library, a few extra processing steps are required in order to use the continuous sizing

capabilities of the circuit optimization framework. The standard cell library needs to be

translated into a continuous size library containing the gate models described in Chapter 3.

A logic gate usually has several entries in the standard cell library corresponding to

the different available sizes - and each entry has a complete set of parameters. For contin-

uous sizing, a logic gate must have only one entry in the continuous size library, character-

ized by only one set of parameters for all possible sizes. The translation is done in two

steps:

1. characterization of each entry in the standard cell library; at the end of this step, each 

library entry has its own set of parameters;

2. removal of the discrete sizing dependency using interpolation; in this step the library 

entries with the same function are grouped together and one global set of parameters is 

computed for the group1.
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The flow from Figure 5-10 is fully automated using a set of custom written parsers

and scripts. The parsers, written using the lex [Paxson95] and yacc [Donnelly95] utilities,

allow the circuit optimization framework to read all Verilog netlists produced by the ASIC

flow (by translating them into its internal SPICE-like format) and to use any standard cell

library as a basis for building its own continuous size library.

Figure 5-11 shows the comparison of the three designs for the single precision FPU.

Figure 5-11. Minimum energy achieved by the FPU for 2ns cycle time and 4 cycle latency 

through various optimization methods

Design #1 (labeled “Synopsys ASIC”) represents the design as produced by Synop-

sys ASIC flow after retiming and re-mapping. For a 2ns cycle time, the average energy per

operation is 34.058 pJ. This is a standard cell design, with discrete sizing levels as provided

by the library.

1.  interpolation scheme developed in cooperation with Seng Oon Toh
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Design #2 (labeled “custom resizing of Synopsys ASIC”) represents a custom (con-

tinuous) resizing of the combinational logic of the Synopsys ASIC without any retiming.

The positions of the registers in the circuit are kept unchanged, but all the logic gates are

resized using the circuit optimization framework in order to minimize the energy subject to

a 2ns maximum cycle time. The minimum size of the gates is constrained to be the same as

the smallest gate of the same type in the standard cell library. The average energy per oper-

ation decreases to 20.35pJ.

Design #3 (labeled “circuit optimization framework: complete flow”) represents the

best design obtained by the circuit optimization framework, after custom resizing and

sizing - aware retiming. This design is obtained by coupling sizing and retiming as shown

in Figure 5-3 and Figure 5-7 and using the algorithms presented in this chapter. The aver-

age energy per operation for this design is 18.87 pJ for the same 2ns cycle time and latency

of 4 cycles. 

Table 5-1 shows a breakdown of the energy savings in the 2ns 4-cycle FPU design.

As can be seen from Table 5-1, the bulk of the energy savings come from resizing

(about 40%). This is the gain obtained by using continuously-sized gates instead of dis-

crete-sized standard cells. In Figure 5-11 these savings are represented by the energy dif-

Table 5-1. Breakdown of energy savings for the FPU

Source of energy savings Amount of energy savings

Energy savings from to custom sizing 40.2%

Energy savings from sizing-aware retiming 7.2%

Total energy savings from ASIC design 44.5%



144

ference between Design #1 and Design #2. Both designs have the same cutset (as produced

by the ASIC flow) but use different sizing strategies.

The additional 7.2% of savings (from the custom sized design) are due to the sizing-

aware retiming algorithms. In Figure 5-11 these savings are represented by the energy dif-

ference between Design #2 and Design #3. Both designs are continuously sized but use dif-

ferent retiming algorithms.

The total energy savings provided by the circuit optimization framework over the

ASIC flow amount to 44.5% for this example. In Figure 5-11 these savings are represented

by the energy difference between Design #1 and Design #3. 

The computing resources and runtime required for optimizing this circuit are sig-

nificant. The FPU has 8288 instances of combinational gates and the sizing optimizations

are done flat. The final design has 1364 flip-flops in the retiming graph that can be merged

into 715 bigger flip-flops (the graph representation from [Leiserson91] requires flip-flops

with branching outputs to be split and later re-merged, if needed). The initial loop from

Figure 5-3 yields a feasible design after the first iteration and the main loop from Figure 5-

7 requires 5 iterations to converge to a final cutset. The total runtime for the optimization

of the FPU is approximately 55 hours on a Sun V40Z machine with 4 2GHz Opteron pro-

cessors and 16GB of memory. The retiming algorithms are single-threaded and cannot take

advantage of multiple processors in the current implementation. [Mosek06] has a multi-

threaded GP solver that provides a 2.5x speed-up for resizing on the 4-way machine when

compared to a single-core machine. The memory requirements for the sizing-aware retim-

ing are also substantial at approximately 6GB.
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The percentages in Table 5-1 are representative for designs placed in the middle of

the power - performance space (far away from the endpoints of the optimal energy - delay

tradeoff curve). Experiments performed on parts of the FPU1 show how the energy savings

change along the power - performance spectrum:

• high performance circuits benefit most from the custom sizing and retiming capabilities 

of the circuit optimization framework. Circuits close to point 1 in Figure 2-2 are very 

sensitive to sizing (as shown in Section 3.11) and even a small change in a gate size can 

cause a significant speed increase or decrease. The coarse sizing granularity of the 

ASIC flow incurs large power and performance penalties for such circuits. On the other 

hand, continuous sizing and the retiming coupled with it are best suited for fine tuning 

such sensitive designs. The total amount of energy savings increases significantly as 

does the percentage attributable to continuous sizing. 

• low power circuits benefit least from the custom sizing and retiming capabilities of the 

circuit optimization framework. Circuits close to point 2 in Figure 2-2 are generally 

minimum-sized and hence not very sensitive to sizing (as also shown in Section 3.11). 

Because of the low sizing sensitivity, sizing-aware retiming reverts to classical retiming 

and does not provide any additional energy savings. In the extreme case of point 2 with 

all the gates are minimum-sized, the circuit optimization framework does not provide 

any improvement over the ASIC flow.

1.  Experiments performed by Seng Oon Toh and still in progress
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6 Dealing with Process Variations: 

Robust Optimization

In aggressive nanometer-scale CMOS, process variations are critically affecting the design

of digital integrated circuits. Scaling supply voltages, increasingly non-ideal device char-

acteristics and increasingly hostile electrical environments are degrading design margins to

the point where functionality becomes difficult to assure, and energy and delay become dif-

ficult to predict. Power - performance optimization is not immune to the perils of process

parameter fluctuations. This chapter presents a theoretical framework to include process

variations in the optimization process in order to design robust circuits with good manufac-

turing yield. While not fully developed and integrated with the rest of the circuit optimiza-

tion framework, it provides insight on the effect of process variations on digital circuits and

is a good starting point for future research. 

It is not the purpose of this chapter to analyze the causes and sources of process vari-

ations in modern CMOS technologies. [Frank04] contains an excellent survey on these top-

ics. Instead, the focus of this chapter is on how to deal with these variations in the

optimization process and how to perform a robust optimization. Section 6.1 discusses the

main approaches for dealing with parameter variations during design optimization. The

selected method for digital power - performance optimization, stochastic geometric pro-
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gramming, is presented in detail in Section 6.2 and a simple but representative example fol-

lows in Section 6.3.

6.1 Types of robust optimization

There are three main types of robust optimization:

• optimization across process corners;

• optimization with uncertain parameters (in some mathematical literature it is called 

simply “robust optimization” [Ben-Tal98]);

• stochastic optimization.

Traditionally, robust design for electrical circuits meant analyzing process corners.

The designer had to make sure that the circuit still operates correctly and meets the specs

even in the worst situation. In optimization terms, this means adding constraints to the opti-

mization problem corresponding to all process corners (such as TT, TF, FF, ... TS, SS):

 (6-1)

where gi,XY represents the set of design constraint at the XY process corner. If a certain

value of the objective function must be achieved in order to ensure correct functionality

(e.g. a minimum required throughput for a pipeline), appropriate constraints can be added

across all corners. A more relaxed approach is product binning when the objective function

min
x ℜ n∈

f x( ) such that 

gi TT, x( ) 0   i 1…m=≤

gi TF, x( ) 0   i 1…m=≤

gi FF, x( ) 0   i 1…m=≤

…
gi SS, x( ) 0   i 1…m=≤









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is just a measure of the performance of the circuit and does not impair correct functionality.

Microprocessors are the typical example for clock frequency binning.

Optimization across process corners has the advantage of being very simple. More-

over, the input data required in (6-1) is readily available since most foundries provide

models for their transistors and interconnects at multiple process corners. Adding con-

straints of the same type does not change the mathematical properties of the optimization

problem - so if the optimization problem in the typical case is convex, so is the one across

all the corners.

The disadvantage of corner optimization is that it usually results in overly conser-

vative and over-designed circuits. Figure 6-1 illustrates this conservatism for the simple

case of two gaussian variables.

Figure 6-1. Conservatism of corner optimization
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The typical (T) corner corresponds to the center of the distributions of the two vari-

ables. The fast (F) and slow (S) process corners correspond to yield-imposed boundaries on

the distributions. A process corner - based design ensures that the circuit operates correctly

in the corners of the rectangle defined by the F and S boundaries for each variable. How-

ever, the end result in this case is that the circuit operates correctly in an ellipsoid circum-

scribing the rectangle. It should be noted that there are many ellipsoids that can

circumscribe the same rectangle. The actual ellipsoid is determined by the joint distribution

of the two parameters and in particular by their correlation. If the two parameters are uncor-

related, the two diameters of the ellipsoid are determined only by the individual variances

of the variables.

Since the ellipsoid covers more space than the rectangle, the circuit can actually sus-

tain more variations than just those specified by the process corners - hence it is over-

designed. The over-designing translates directly into performance losses and power costs

in the optimization process.

The corner optimization approach has another theoretical limitation: the fact that

the circuit operates correctly in the corners does not guarantee (at least theoretically) that it

will operate correctly at any point inside the cube defined by those corners. Figure 6-2 illus-

trates an unlikely but theoretically possible situation in which corner optimization fails.
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Figure 6-2. How designing for process corners can produce non-functional circuits

The figure presents a simplified situation in which the delay of a path depends on

only one process parameter. While such a situation is not possible with the simpler delay

models described in Chapter 3, the very non-linear characteristics of deeply scaled transis-

tors can (at least theoretically) produces such a non-monotonicity in a performance metric.

Since there is no constraint in the optimization problem to make sure that the circuit still

works at the intermediate points between the process corners, a setup time violation (or

other error) is possible in this situation.

A more thorough approach that extends corner exploration is the optimization with

uncertain parameters:

 (6-2)

Corner

P
at

h 
de

la
y

F S

Setup time violation

min
x ℜ n∈

f x( ) such that 

gi x ζ,( ) 0   i 1…m=≤

for all   ζ K∈
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In this case the constraint functions depend explicitly on the optimization variables

x and on a set of parameters  that can fluctuate anywhere within an acceptable set, K (for

instance the interior of the cube defined by the process corners). The optimization problem

(6-2) requires that the constraints be satisfied at all the points of the K set, not just at its

corners. 

If the original problem is convex and the set K has certain properties, the resulting

optimization problem with uncertain parameters can also be put in convex form. A com-

prehensive presentation about convex optimization with uncertain parameters can be found

in [Ben-Tal98] (the authors use the name “robust convex optimization” for it).

Since geometric programming is the most common form of optimization for digital

circuits, its uncertain counterpart is of particular interest. Section 3.5 of [Ben-Tal98] pre-

sents a way to transform a GP with uncertain parameters into a regular GP if the constraints

gi are affine in  and the acceptable parameter set K is an ellipsoid. The choice of an ellip-

soid is not random: it can be exactly the ellipsoid from Figure 6-1.

While interesting from a theoretical standpoint, the GP with uncertain parameters

in an ellipsoid is not practical due to the difficulties of specifying the ellipsoid. In terms of

optimization results, it is even more conservative and pessimistic than optimization across

process corners because it imposes correct functionality constraints on all the points of the

acceptable parameter set. 

Both optimization strategies presented so far in this section attempt to put determin-

istic bounds on random parameter variations and design the circuit within those bounds. A

more natural approach is to let the process parameters be random - and therefore treat them

ζ

ζ
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like random variables - and include probability distributions in the optimization. The

resulting stochastic optimization problem requires that the constraints be satisfied with a

certain probability, η:

 (6-3)

In (6-3) the uncertain parameters  are random and are characterized by a joint

probability distribution function and η can be interpreted as the yield (sometimes this type

of problem is also called yield optimization). It should be noted that the optimization vari-

ables x and the uncertain parameters  are disjoint sets. In stochastic optimization it is not

possible for an optimization variable to be uncertain at the same time. This is a limitation

since in reality typical optimization variables such as gate sizes are subject to the same

random variations when the chip is manufactured.

Enforcing a minimum yield constraint is essentially equivalent to specifying the set

where acceptable parameters lie - like the K set in (6-2). If the parameters  are jointly

Gaussian, the probabilistic constraint from (6-3) has the equivalent of an ellipsoid in the

parameter space (like in Figure 6-1). The ellipsoid can be directly computed from the sta-

tistical properties of the process parameters and the minimum yield, η. This is very impor-

tant because it enables stochastic optimization for digital circuits. 

The next section shows how to transform a stochastic GP (with direct application to

digital circuits) into a regular (deterministic) GP. The ellipsoid and its associated constraint

is just an intermediate step in the calculation with no other relevance.

min
x ℜ n∈

f x( ) such that P gi x ζ,( ) 0≤[ ] η≥

ζ

ζ

ζ
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6.2 Stochastic geometric programming with affine 

uncertainties

Consider the following deterministic GP:

 (6-4)

The GP is already in convex form by using the exponential substitution (2-4) and

has only inequality constraints, for simplicity. In this particular case the objective function

is constrained to be a linear function. Any optimization problem can be converted to an

equivalent problem with linear objective function using the epigraph form [Boyd03]:

 is equivalent to  (6-5)

We will make the assumption that only the aj coefficients are uncertain whereas the

exponents βj and objective function coefficients c are certain. For the models used in digital

circuits optimization these assumptions are not very restricting. Indeed, for the models pre-

sented in Chapter 3 the exponents are always +/-1 or +/-2 with very little uncertainty.

Instead, the gate parameters such as p and g are subject to significant uncertainty and they

appear as affine coefficients in the constraints. Also, in the epigraph form the objective

function is just t as shown in (6-5), with the coefficient equal to 1, deterministic.

Since aj are the only uncertain parameters and the constraint functions are affine in

aj, this type of problem is called affinely parametrized optimization problem.

minc
T
x   s.t.   aj e⋅

βj
Tx

1≤
j 1=

k

∑

min f x( )   s.t.   g x( ) 0≤ min t   s.t.   g x( ) 0  and  f x( ) t≤≤
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Assuming a is a jointly Gaussian random vector with mean  and covariance matrix

 (denoted as ) we can formulate the stochastic optimization problem derived

from (6-4):

 (6-6)

In (6-6) the deterministic constraint is replaced by a probabilistic constraint: we

want to satisfy the constraint with a probability of at least η when the uncertain parameters

aj vary according to their distribution. η can be interpreted as the desired yield. All subse-

quent mathematical derivations assume that η is at least 50%.

There is no available optimizer that can handle explicit probabilistic constraints. In

order to solve such a problem it is necessary to remove the probability operator P[...] from

the constraints and transform the stochastic optimization problem into an equivalent deter-

ministic problem. The following mathematical derivation shows how to transform the sto-

chastic GP into a deterministic GP.

Let u be a random variable defined as:

 (6-7)

Because u is a linear combination of the components of a jointly Gaussian random

vector (a), u is also a Gaussian random variable itself:

 (6-8)

a

Σ a~N a Σ,( )

minc
T
x   s.t.   P aj e⋅

βj
Tx

1≤
j 1=

k

∑ η≥

u aj e⋅
βj

Tx

j 1=

k

∑=

u~N u σ,( )
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and the probabilistic constraint from (6-6) can be written as:

 (6-9)

For obvious reasons  and therefore:

 (6-10)

where:

 (6-11)

is the cumulative distribution of a Gaussian random variable with zero mean and unit vari-

ance. The Φ function and its inverse are readily available in Matlab and other mathematical

packages.

The probabilistic constraint (6-9) can be rewritten as:

 (6-12)

which comes down to:

 (6-13)

In order to compute the mean and variance of the Gaussian random variable u we

must note that the optimization variables x, although unknown to us are not random vari-

ables. To compute the mean and variance (just another kind of mean) we must average only

P u 1≤( ) P
u
σ
--- 1

σ
---≤ 

  P
u u–

σ
------------ 1 u–

σ
------------≤ 

  η≥= =

u u–
σ

------------~N 0 1,( )

P
u u–

σ
------------ 1 u–

σ
------------≤ 

  Φ 1 u–
σ

------------ 
 =

Φ z( ) 1

2π
---------- e

t2

2
---–

td

∞–

z

∫=

1 u–
σ

------------ Φ 1– η( )≥

u σ Φ 1– η( )⋅+ 1≤
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across those variables that are random (aj) and not across the certain (but unknown) vari-

ables. Using the composition rules for jointly Gaussian random vectors, the mean of u is:

 (6-14)

and the variance σ is:

 (6-15)

where .

Replacing (6-15) in (6-13) the probabilistic constraint becomes:

 (6-16)

(6-16) is a deterministic constraint that is equivalent to the original probabilistic

constraint and represents the ellipsoid from [Ben-Tal98] in the  variables. Although (6-

16) could be used “as is” in a blind optimization, it has no convexity properties nor is it a

posynomial. However, through further mathematical processing (6-16) can be split into two

posynomial constraints in order to obtain a GP equivalent with the original stochastic opti-

mization problem.

Note that the following two optimization problems are equivalent:

u aj e⋅
βj

Tx

j 1=

k

∑=

σ F
TΣF Σ( )p q, e

βp βq+( )Tx

q 1=

k

∑
p 1=

k

∑= =

F e
β1

Tx
… e

βk
Tx

, ,
T

=

aj e⋅
βj

Tx

j 1=

k

∑ Φ 1– η( ) Σ( )p q, e
βp βq+( )Tx

q 1=

k

∑
p 1=

k

∑⋅+ 1≤

e
x
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 is equivalent to 

 (6-17)

The newly introduced variable t is called a slack variable [Boyd03]. Using (6-17)

the original probabilistic constraint breaks down into two deterministic constraints, both

posynomials:

 (6-18)

Therefore, the stochastic version of the deterministic GP (6-4) when its constraints

are affinely parametrized is also a GP:

 (6-19)

(6-19) is called the stochastic GP and is significantly more complex than the origi-

nal deterministic GP. It should be noted that the stochastic GP is a regular (deterministic)

GP that can be solved my conventional optimizers such as [Mosek06], [GGPLAB06] and

[Mathworks05].

min x   s.t.   a b 1≤+

min x   s.t.   a t 1  and  b t≤ b

t
2

---- 1≤⇔≤+

aj e⋅
βj

Tx

j 1=

k

∑ e
t

+ 1≤

Φ 1– η( )[ ]
2

Σ( )p q, e
βp βq+( )Tx 2t–[ ]

q 1=

k

∑
p 1=

k

∑⋅ 1≤

minc
T
x   s.t.   

aj e⋅
βj

Tx

j 1=

k

∑ e
t

+ 1≤

Φ 1– η( )[ ]
2

Σ( )p q, e
βp βq+( )Tx 2t–[ ]

q 1=

k

∑
p 1=

k

∑⋅ 1≤
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Each constraint with k monomials in the deterministic GP produces a constraint

with k monomials, another constraint with k2 monomials, and an additional variable in the

stochastic GP. Although the increase in complexity might seem drastic, it is still manage-

able because when using a static timer the constraints do not have too many monomials as

demonstrated by (3-29).

The most difficult part in a stochastic GP is collecting the data for the probability

distribution of the parameter vector, a. The mean  is easily identified with the nominal

values of the parameters but the covariance matrix Σ is more difficult to fill. Correlation

data is not readily available from foundries (like process corner data) and must be measured

or computed separately.

Statistical static timing [Jess03] can be used to compute the required correlation

coefficients from a small set of global process variables (such as temperature and threshold

voltage). Statistical static timing tools are not fully developed and there is little data avail-

able to use them. A more direct approach is to measure within-die and die-to-die variations

and correlations for a set of controlled structures on a test chip and then derive rules to infer

what the correlation coefficients will be in the general case [Pang06].

6.3 Example: optimal orientation of the critical path in a 

64-bit carry tree

The purpose of this example is to test the stochastic optimization flow and to analyze the

impact of variations on the design of a simple circuit. The circuit under test is the critical

a
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path of a 64-bit radix 2 carry tree implemented in static CMOS. The example is technology

independent and uses the logical effort delay model and normalizations [Sutherland99].

The critical path of the carry tree is represented in a manner similar to Figure 3-2.

It consists of 6 gates with the appropriate branching efforts at the nodes. The path drives a

load CL=64 r.u. (relative units) and the maximum input capacitance is constrained to 1 r.u.

Each gate is characterized by 2 parameters, p and g, that are subject to variations. Since the

p terms can be lumped together, their sum is considered as a single parameter. Conse-

quently, the path has seven parameters (6 g’s and one lumped p) and a 7x7 correlation

matrix. 

The mean of the parameters is set to their nominal values. A recent work by Pang

et. al. [Pang06] offers a way to compute the correlation matrix for the path parameters

based on its orientation on the chip. The authors of [Pang06] identified two different pro-

cess variation mechanisms along the two dimensions of the chip:

In slit-and-scan photolitography, a narrow slit of light is shone through the mask

and both the mask and wafer are moved such that the image of the reticle field is projected

onto the wafer. In the direction of the slit, variations are due to lens aberrations and result

in more correlated features. In the scan direction (orthogonal to the slit direction), varia-

tions are due to dosage and scan speed, which are better controlled. Hence, in the scan

direction there are less systematic variations and features are less correlated. For the chip

presented in [Pang06], the slit direction is horizontal and the scan direction is vertical. The

correlation coefficient of the features decreases in an approximately linear fashion from one
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to zero over 500µm in the horizontal direction (more correlation) and over 300µm in the

vertical direction (less correlation).

The gates in the path under test are spaced according to their position in a real 64-

bit adder, spanning 500µm (64 bitslices) and the correlation coefficients are computed

using the above rule for each orientation. A stochastic unconstrained delay minimization is

solved for the path at various yield targets in three cases:

1. a “reference” case, where all the parameters are independent random variables, with 

variances inferred from the measurements in [Pang06];

2. a “horizontal” case, where the critical path is routed mostly along the slit direction of 

the chip;

3. a “vertical” case, where the critical path is routed mostly along the scan direction of the 

chip.

Figure 6-3 shows the minimum achievable delay for various yield targets in these

three cases. The delay is normalized to the delay of the fastest carry tree obtained in the

deterministic optimization. Figure 6-4 shows the corresponding area of the carry tree.
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Figure 6-3. Unconstrained stochastic delay minimization for 64-bit carry tree critical 

path: normalized minimum delay.

Figure 6-4. Unconstrained stochastic delay minimization for 64-bit carry tree critical 

path: normalized area.

The “vertical” layout, with less correlations between the gates, is both smaller and

faster than the “horizontal” layout. In this case correlations slow down the circuit: if a gate
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example the correlation distance is equal to the length of the path for the horizontal case,

therefore all gates in the path are affected), thus producing a slower circuit at the same yield

target. If the gates are less correlated, the variations are more likely to average out along

the path, thus reducing the delay at the same yield target. 

The line for the reference case with independent parameters in Figure 6-4 is per-

fectly horizontal; in fact all the designs along that curve are identical to the deterministic

design. Since the individual variances of the parameters are all the same, the deterministic

design produces a well balanced delay distribution. The difference that exists in the delays

from Figure 6-3 corresponds to different points on this delay distribution: the same design

can have different yields at different delay targets. 

While the differences are small (up to 1% for delay and 3% for area) for such a

simple circuit, this example shows what are the possible gains of taking the statistical char-

acteristics of the process variations into account at design time. Statistical characteristics

do not include just the individual variances of the parameters, but their joint moments as

well.

Accounting for correlations is not an easy task. It requires filling a correlation

matrix that spans the whole circuit and that is usually not sparse. Moreover, correlation data

is not readily available from the foundries. This emphasizes the importance of the research

into measuring and calculating such correlations [Pang06] and into generating the correla-

tion coefficients without the need for a huge non-sparse matrix [Jess03].

Dealing with process variations, in general, and robust optimization for digital cir-

cuits, in particular, are still areas open for research and significant work is still needed. This
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chapter presented a framework that can be used to tackle the problem of robust optimization

for digital circuits, but leaves several unanswered questions and unsolved problems. First

and foremost, the basic assumption is that all the parameters that vary are jointly Gaussian.

While assuming variations to be Gaussian has been very common practice throughout

many decades of literature, recent work such as [Qin04] concludes that some process

parameters follow a log-normal distribution. For small variations the Gaussian approxima-

tion generally holds, but the trend is opposite, towards large variation amplitudes in deeply

scaled technologies.

The example in this chapter demonstrates the importance of capturing the correla-

tions between process parameters across the die and the cost of ignoring them in the power

- performance space. The mathematical theory is helped by the jointly Gaussian assumption

in which a correlation matrix is enough to characterize the joint distribution of all variables.

However, even using this simplest way of characterizing correlation, the task of gathering

the data for the covariance matrix of a real process has proved very difficult in practice. 
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7 Conclusions

This thesis addresses the topic of power - performance optimization for custom digital cir-

cuits at circuit and microarchitecture levels. It:

• formulates the design as a power - performance optimization problem;

• presents a custom-written optimization framework to solve this problem;

• demonstrates the framework on practical circuits.

The circuit optimization framework provides a systematic solution to the problem

of maximizing the performance of the circuit in a limited power budget and to its dual -

minimizing the power of the circuit with a minimum performance constraint. The main

contributions of the framework are:

• modular design enabling great flexibility in the choice of models with various degrees 

of complexity and accuracy;

• static timing - based approach removing the dependency of input vector patterns and 

ensuring a conservative and robust design;

• formulation of the design as a mathematical optimization problem that is solved numer-

ically;

• guarantee for the global optimality of the result for certain classes of analytical models 

leading to convex optimization for combinational circuits;
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• verification of the quality of the results against a tight near-optimality boundary for 

combinational circuits; the boundary is computed using analytical models leading to 

convex optimization and can be use to check the quality of the results obtained with 

very accurate but non-convex models (e.g. tabulated models);

• for sequential circuits, a combination of optimality guarantee / near - optimality check 

for the logic with near - optimal heuristic - based retiming for the storage elements;

• development of a stochastic yield optimization methodology that maintains the same 

type of optimality guarantee as the original deterministic problem (not fully integrated 

with the rest of the framework);

The circuit optimization framework is demonstrated on four examples of practical

circuits:

• a 64-bit Kogge-Stone carry tree implemented in static CMOS in a general purpose 

130nm process. Using analytical models, this example demonstrates the impact in the 

energy - delay space of optimizing different sets of design variables (such as gate sizes, 

supply voltage and threshold voltage). The main conclusion of this example is that the 

optimal design has always equal sensitivities to all the designs variables. This may 

sometimes lead to counter-intuitive solutions, such as reducing power by increasing the 

supply voltage (but downsizing to retain the same performance);

• a detailed study of 64-bit carry lookahead adders in a general purpose 90nm bulk 

CMOS process. Using tabulated models, the study investigates the impact in the energy 

- delay space of several adder design choices: set of logic equations, logic family, carry 

tree radix, carry tree lateral fanout, carry tree sparseness, sizing strategy, adder environ-
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ment and process parameters. A set of design guidelines is formulated for these choices 

in order to guide the selection of the best adder architecture in a specific environment. 

A proof of concept implementation of the fastest adder in 90m CMOS in a typical high-

performance microprocessor environment is used to verify the optimizations. The opti-

mal architecture in this case is a radix 4 sparse-2 clock-delayed domino carry tree 

implementing Ling’s equations. The measurements show an average delay of 240 ps 

(7.5 FO4) across all the chips in the batch, at the nominal supply voltage of 1V and 

with a power consumption of 260mW for the worst case input combination.

• an IEEE-compliant single-precision fused multiply-add Floating Point Unit (FPU) 

implemented in static CMOS in a general purpose 90nm process. Using analytical 

models, this example compares the results of designing the same block using a com-

mercial logic synthesis tool and the circuit optimization framework. The framework 

offers most benefits for circuits in the high-performance end of the spectrum due to the 

continuous sizing process coupled with a sizing-aware retiming algorithm. In the low-

power end of the spectrum the benefits decrease significantly because most gates have 

minimum size. For a mid-range FPU design with 2ns cycle time and latency of 4 

cycles, the circuit optimization framework saves 40.2% of the power through continu-

ous gate sizing and an additional 7.2% through retiming over the standard-cell based 

ASIC design flow.

• the critical path of a static CMOS 64-bit adder in a generic normalized technology. 

Using analytical models, this example shows the impact of process parameter varia-

tions in the energy - delay space and demonstrates stochastic yield optimization. With 
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normalized variances of process parameters predicted to approach 0.5 for the 45nm 

technology node, designing circuits with good yield can incur a high cost in power and 

performance. Knowledge of within-die and die-to-die correlations helps alleviate the 

negative impact of variations and accounting for them in the yield optimization can 

improve performance and save power. This example shows that routing a critical path 

in the direction in which process parameters are least correlated produces the fastest 

and smallest circuit at the same yield target.

Future work on the circuit optimization framework is focused on four major direc-

tions:

• full integration of the stochastic yield optimization methodology with the rest of the 

framework; this will have to address the issue of collecting data about the correlations 

in the circuit;

• inclusion of clock generation and distribution in the optimization process; the current 

version takes into account the power on the clock lines but not what is required to gen-

erate and distribute those signals;

• integration of the framework in a general synthesis environment; this would allow the 

exploration of logic restructuring in the power - performance optimization process and 

a shift to standard cell-based ASIC design;

• development of a hierarchical abstraction of the underlying circuit fabric to character-

ize functional blocks in the power - performance space; this would allow an effective 

communication with the system architects and provide better integration of the whole 

design optimization process. 
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