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A large body of recent work has been concerned with algorithms requiring access to only a
sublinear, or even constant, sample of input bits. We study fundamental limitations in this
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Chapter 1

Introduction

Sampling is a powerful technique for estimating properties of large systems. Mo-
tivated by the revolution in probabilistically checkable proofs, Goldreich, Goldwasser and
Ron [GGRY8] initiated a study of the application of sampling techniques to traditional algo-
rithmic problems, such as graph coloring and connectivity. When available, such algorithms
offer astonishing performance advantages over traditional computational methods.

In this work, we study fundamental limitations in this model of computation.
In particular, we show that 3CNF satisfiability and related problems are uncomputable
by sampling-based algorithms. The core of our proof is the construction of families of
constraint problems for which global satisfiability cannot be estimated from local consid-
erations. We then introduce a notion of local reducibility between combinatorial problems
analogous to Turing reducibility in traditional complexity theory, and apply this to derive
explicit combinatorial constructions of graphs for which 3-colorability is undecidable by

local algorithms.



Finally, we consider two variations on the theme of local computability. We study
error-correcting codes for which decoding can be performed by local algorithms, and prove
exponential lower bounds on the size of such local coding schemes. We then explore re-
lationships between our analysis of local coloring and classical problems in combinator-
ial optimization, yielding new approximation algorithms for integral multicommodity flow

problems and related integral-flow/multicut duality relationships.



Chapter 2

Local computation

We begin by making precise our notions of local computability and approximation.

Throughout, we assume standard definitions and notations from computational
complexity theory (Turing Machines, oracles, asymptotic notation, and so forth). The
reader is referred to [Pap93] for these standard definitions. We work always with some finite
alphabet X. For a given X, we denote by %" the set of all ordered n-tuples of elements of
¥ and by ¥* the union J, ¥". A language £ on ¥ is some particular subset £ C ¥* (the
set of encodings of instances having some property of interest).

Roughly speaking, a language L is locally computable if there exists an algorithm
which determines whether a given string x € 3" lies in £ and which queries only a sublinear
number of entries of z. For many non-trivial problems, it turns out that the number of
queries may even be independent of the size of the input.

Clearly, for non-trivial problem domains £, such algorithms must be randomized

and allowed some probability of failure. Also, we can only demand that sublinear algorithms



distinguish between inputs in £ and inputs which are far from £ in the sense that a constant
fraction of entries must be modified to carry the input into L.

(The situation is closely analogous to that of classical statistical sampling — one
is able to count the number of objects having a given property from among a large set by
inspecting only a constant number of randomly selected objects. However, this tremendous
efficiency comes at the expense of a small probability of failure and a small error in one’s
estimate of the number of objects.)

We shall use standard notions of distance between strings and sets.

Definition 1 (Distance) For any alphabet ¥ and z,y € X" for n € N, we say that x and
y are at distance d(x,y) = € if © and y disagree on en entries. For sets X, Y C X", we
define

d(X,Y) = mer)l(li;ley d(z,y).

In particular, if L is a language on alphabet ¥ and x € X for some n € N, then

d — mind .
(z,L) min (z,y)

(In our applications, ¥™ (| L will always be non-empty so this distance is well-defined.)

Combining this with an allowance for (one- or two-sided) error, we have the fol-

lowing natural definition for local computability.

Definition 2 (Local computability) We say that a language L is locally computable

with complexity c(n) and distance parameter € if there exists a probabilistic algorithm A(n)



and constants 81,02, > 0 such that, given access to an oracle O for input x € X", A°(n)

has the following properties:
(i) A (n) makes at most c(n) invocations to the oracle O.
(ii) For all x € X", if x € L then A®(n) accepts with probability at least 1 — §;.

(i4i) For all x € X", if d(z, L) > ¢ then A9 (n) rejects with probability at least 1 — Js.

(This definition was introduced by Goldreich, Goldwasser, and Ron [GGR98], who
used the term property testing to describe this setting. We believe the term local computabil-
ity is somewhat more general and descriptive, so we use this term throughout.)

In the special case where §; = 0, we say that A has one-sided error. Otherwise, A
has two-sided error.

We are especially interested in languages £ for which ¢(n) is a sublinear function
in n; that is, ¢(n) = o(n). In this case, we say simply that £ is locally computable. Gol-
dreich and Ron [GR97, GR99] showed, for example, that in an appropriate representation,

connectivity is locally computable with ¢(n) = O(1) and bipartiteness with ¢(n) = O(v/n).

Encodings and representation dependency

In the traditional computational setting, the particular choice of representation for
the input is typically irrelevant to the computational complexity of the problem domain.
For instance, whether a graph is represented in an adjacency list or an adjacency matrix
representation is insignificant, since either representation can be converted to the other in

polynomial time. In local computational models, however, we do not enjoy the luxury of



even linear time in which to perform this transformation, so one must be careful to specify
the particular representation to be used.

Note also that our notion of distance is strongly dependent on the choice of rep-
resentation — two objects which are close in one representation may be far in another. For
example, consider the set of connected graphs: If represented as a bounded-degree adja-
cency list, the empty graph on n vertices is e-far from the set of connected graphs for any
¢ < 1 and sufficiently large n; on the other hand, any graph is asymptotically e-close to a
connected graph when represented as an adjacency matrix.

Throughout this work, we will deal frequently with simple, bounded-degree graphs
and (3,k)CNF formulas. We shall use always sparse representations of our graphs and
formulas. That is, for graphs G with degree bound A, we encode G in an adjacency list
representation. Similarly, for (3, k)CNF formulas, we encode the instance as a membership
list which provides, for each variable, the indices of the clauses in which the variable appears,
along with the list of clauses, encoded as the indices of each variable in the clause along
with a bit indicating whether each variable appears negated.

For more information and results related to alternate representations, the reader

is referred to [GR97], [AFKS99], and [KKRO04].



Chapter 3

Lower bounds for CSPs

We consider the local computability of constraint satisfaction problems (CSPs). In
particular, we prove that there cannot exist local algorithms to decide graph 3-colorability
and E3LIN2 satisfiability. The results in this chapter are joint work with Andrej Bogdanov
and Luca Trevisan [BOT02].

As a first step, we show that no local algorithm with one-sided error, given a degree
A graph with n vertices, can view fewer than dn entries of the adjacency list representation
of the graph, yet reject with constant probability graphs that are e-far from 3-colorable. To
this end, a simple observation is that a one-sided local algorithm must accept whenever its
view of the graph is 3-colorable. In other words, it is sufficient to construct a graph G that
is e-far from 3-colorable, yet every one of its induced subgraphs on én edges is 3-colorable.

In Section 3.1 we give a probabilistic construction of such graphs based on a
technique due to Erdds [Erd62]. For every a > 0, there exist constants A = O(1/a?) and

d > 0 such that some A-regular graph on n vertices is (1/3 — «)-far from 3-colorable, yet



every subgraph induced by up to dn edges is 3-colorable. As a consequence, we obtain:

Theorem 3 For every a > 0 there exist constants A and § > 0 such that if A is a lo-
cal algorithm for distinguishing 3-colorability on degree A graphs with one-sided error and
distance parameter 1/3 — a, then the query complexity of A is at least dn, where n is the

number of vertices.

Notice that no graph is more than 1/3-far from being 3-colorable, so our result applies to
the full spectrum of gaps for which the problem is well defined. Furthermore, for small
enough «, the distinguishing problem is solvable deterministically in polynomial time with
the Frieze-Jerrum algorithm [FJ97]. This gives a separation between the distinguishing
ability of polynomial time versus (one-sided error) sublinear time algorithms for a natural
problem.

To prove a lower bound for two-sided error algorithms, by Yao’s principle, it is
enough to construct two distributions Gz.o and Gy, over bounded-degree graphs such
that graphs in Gz., are always 3-colorable, graphs in Gy, are typically far from being
3-colorable, and the two distributions are indistinguishable by algorithms with sublinear
query complexity.

Towards this goal, we will first construct two distributions of instances of E3LIN2,
Dyot and Dyg,, such that instances in Dy, are always satisfiable and instances in Dy,
are typically far from satisfiable, yet the two distributions are indistinguishable by algo-
rithms with sublinear query complexity. Using the notion of local reducibility introduced
in Chapter 4, we will later reduce E3LIN2 to 3-coloring and argue that the transformation

preserves, respectively, satisfiability and 3-colorability, as well as farness from satisfiabil-



ity and 3-colorability. Moreover, an oracle for a reduced instance can be implemented in
constant time given the original instance.

In order to define Dyq¢ and Dyg,, we show that for every c there exists § > 0 such
that there is an E3LIN2 instance I with n variables and cn equations such that any subset
of dn equations are linearly independent. We do so using a probabilistic argument. We then
define Dy,; to be the distribution of instances obtained by first picking an assignment to the
variables, and then setting the right-hand side of I to be consistent with the assignment.
In Dy, we set the right-hand side of I uniformly at random. For algorithms that look at
less than a ¢ fraction of equations, the two distributions are identical. However instances
in Dyq are always satisfiable while instances in Dy, are about (1/2 — O(1//c))-far from

satisfiable, except with negligibly small probability. Thus we obtain:

Theorem 4 There exist universal constants 0,¢ such that if A is a local algorithm for
distinguishing ESLIN2 satisfiability with distance parameter €, then the query complezity of

A is at least dn, where n is the number of variables.

3.1 Probabilistic constructions

In this section we provide probabilistic constructions of combinatorial objects
(graphs and 3-hypergraphs) that will be used to obtain problem instances for 3-colorability
and E3LIN2 for which it is difficult to distinguish, respectively, colorability and satisfiability.
We shall make frequent use of standard constructs and techniques from probability
theory such as martingales, tail inequalities, and so forth. The reader is referred to [MR95]

for these definitions and proofs.
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Graphs and hypergraphs with no small dense subgraph

For purposes of this section, it will be somewhat more convenient to work with
multigraphs instead of graphs. We consider a distribution G on n-vertex multigraphs G
(where n is even) obtained as follows:

Let C1,...,Ca be independent random perfect matchings on the vertices of G.
The edge set of G is the multiset union of the Cj, so that the multiplicity of an edge equals
the number of matchings C; in which it appears. If (u,v) € C;, we say that v is the i-th
neighbor of u in G.

We denote by G|g the restriction of multigraph G on vertex set S C V(G). Let
Xg be the number of edges in G|g. Then E(Xg) = A('g')ﬁ. Fix a partition {S, S2, S3}
of V(G). We are interested in bounding the probability that this partition is 1/3-close to a

valid coloring of G. Let X = Xg, + Xg, + Xg,.

Lemma 5 For every partition {S1, 52,53} of V(G) and every constant o > 0,

Pr(X < (1/6 — a)An) < exp(—(a — o(1))*An).

Proof Consider the random process Ii,...,Ianp/2 on G, which reveals the edges of G
one by one. For a fixed partition {S7,S2,S3}, the random variable X determines a Doob

martingale with respect to this process. A simple computation shows that for 1 < 7 < An/2,

B(X|L,...,1;) —E(X|1,.... ;1) < 1.

By convexity, E(X) > %”—:? (this value is attained when |Si| = |S2| = |S3| = n/3).

n
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Azuma’s inequality yields

1n —
Pr <X < <n 5 _ o/> An) < exp(—a?An).
The conclusion follows, with o = o + ﬁ |
Denote by G the graph obtained by identifying every multiedge of G with an

ordinary edge.

Lemma 6 For any constant o > 0 there exists a constant A such that, with probability

1 —o(1), any 3-coloring of the vertices of G has at least (1/6 — o) An violating edges.

Proof First we show that the conclusion holds for G. The number of tripartitions of
V(G) is 3". By combining a union bound with the bound from Lemma 5, it follows that
any such partition has (1/6 — a)An violating edges if A > In3/a?.

For any pair of vertices (u,v), let M, , indicate the event that (u,v) is an edge of
G with multiplicity two or more. Then Pr(M, , = 1) = O(A/n?). By Markov’s inequality,
the probability that there are Alogn or more pairs (u,v) with M, , =1 is o(1). Since no
edge of G has multiplicity more than A, it follows that |E(G)| — |E(G)| < A?logn = o(n).

Therefore, the conclusion of the lemma carries over to G. |

Lemma 7 For every K > 1 there exists § > 0 such that with probability 1 —o(1), all graphs

G|s with |S| < dn have at most K|S| edges.

Proof Suppose some set S of cardinality s contains Ks edges (u1,v1),..., (Uks, Vks)-

Denote by X;,Y; the vertices matched to u; and v;, respectively, in the matching Cj.



Then

Pr(3k: Xip=viAYip=ui|Xpg, Ypqg:1<p<i—11<g<A)

12

S A/(n - 23)7

since for any fixed ¢, the variables X, , and Y, , determine the neighbors of at most 2s

vertices in matching Cj. It follows that

PI‘(Vi,lSiSAiﬂkiXi’k:bi/\}/i’k:ai)

A Ks
<
- <n — 28)

(i)

For fixed s, the set S can be chosen in (Z) ways, while the set {(u1,v1),

be chosen in (gz) ways. Therefore, for some constant sq,

Pr(38, 50 < |S] < on : | E(G]s)|K|S|)

<3 ()(2) (wm)”

$=S0

() (5) ()

S=S0

- <€22A <2K(iA_ 25)>K <Z>K_1>S = o(b)-

ooy (uks, VKs)} can

It is easy to see that the contribution of sets S of size less than sq is also o(1). [

We define an analogous distribution H on 3-hypergraphs (hypergraphs with mul-

tiple hyperedges where each hyperedge has cardinality 3) with n vertices, where n is a
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multiple of 3. To obtain a graph H ~ H, we choose A independent uniformly random
partitions of the vertex set V(H) into 3-hyperedges (3-element subsets). With probability
1 —0(1), all hyperedges of H have multiplicity one. An argument similar to the proof of

Lemma 7 shows the following.

Lemma 8 For every K > 1/2 there exists § > 0 such that with probability 1 — o(1), all

3-hypergraphs H|g with |S| < on have at most K|S| edges.

Hard instances

We now show the existence of graphs that are almost 1/3-far from 3-colorable yet,
for some § > 0, all vertex-induced subgraphs of size dn are 3-colorable.

Choose a multigraph G according to the distribution G of Section 3.1, and let G
denote the graph obtained from G by ignoring multiplicities. We show that the graph G
has the desired property. As in [Erd62], we use the fact that every vertex in any minimal

non-3-colorable subgraph has degree at least three.

Theorem 9 For every o > 0 there exists § > 0 such that with probability 1—o(1), the graph

G is (1/3 — a)-far from 3-colorable, yet all subgraphs G|s with |S| < dn are 3-colorable.

Proof By Lemma 6 with parameter /2, every tripartition of V(G) has at least (1/3 —
a)An/2 violating edges, so G is 1/3-far from 3-colorable.

Suppose that there exists a set S of size s < dn such that G|g is not 3-colorable.
We may assume that S is a minimal set with this property. Suppose that G|s contains a
vertex v of degree two or less (with respect to G|g). By the minimality of S, there is a

3-coloring of the graph G| 5—{v}. However, this coloring extends to a 3-coloring of Gls, by
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picking a color for v that does not match any of its neighbors. It follows that any vertex
in G|g must have degree at least 3. Therefore, G|s must contain at least 3s/2 edges. By

Lemma 7 with K = 3/2, this is not possible. [ |

Using the 3-hypergraph construction, we prove the existence of certain matrices

that will later be used as the left hand side of hard E3LIN2 instances.

Theorem 10 For every ¢ > 0 there exists a & > 0 such that for every n there exists a
matriz A € {0, 1} with n columns and cn rows, such that each row has exactly three
non-zero entries, each column has exactly 3c non-zero entries, and every collection of dn

rows s linearly independent.

Proof By Lemma 8, there exists a 3c-regular 3-hypergraph H on n vertices such that any
H|g with |S| < 30n has strictly fewer than 2|S|/3 edges. Let A be the incidence matrix of
H: The columns of A correspond to vertices of H, the rows of A correspond to hyperedges
of H, and A, = 1 if and only if v € e. Suppose that there is a set R of dn rows of A (or
hyperedges of H) that are linearly dependent. We may assume that R is a minimal set with
this property. Let S C V(H) denote the set of vertices incident to hyperedges in R, so that
|S| < 36n. By minimality of R, every element of S must appear in at least two rows of R.

Therefore, R contains at least 2|S|/3 hyperedges. Contradiction. [ ]

3.2 Explicit constructions

In this section, we give an explicit construction of an infinite family of CSPs on n

variables and m = O(n) clauses over a fixed boolean predicate such that any subset of dm
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clauses is satisfiable, but no assignment satisfies more than (1 — ¢)m clauses. By applying
the gap-preserving local reductions presented in Chapter 4, we shall achieve an explicit
construction of an infinite family of bounded degree graphs G on n vertices and m edges
such that every subgraph induced by dm edges is 3-colorable, but any 3-coloring of G has
at least em monochromatic edges.

(In the previous section we used the probabilistic method to prove only the exis-
tence of such graphs.)

Since we will deal frequently with partially satisfiable constraint satisfaction prob-

lems, we introduce the following notation.

Definition 11 ((0,1 — ¢)-satisfiability) A constraint satisfaction problem on m clauses is
(6,1 —e)-satisfiable if any subset of at most dm constraints is satisfiable, but no assignment

satisfies more than (1 — e)m constraints.

For a fixed A, we will consider 2A-ary constraints of the form
h: {0,132 x {0,1}* — {0,1},
where h(zi,...,2A,91,...,ya) is satisfied exactly when Zle T; = Zle yi + 1, and we

identify the boolean {0, 1} inputs with the integers 0 and 1 in the obvious way.

Let G(V, E) be an undirected multigraph. We write I'(v) for the neighbor set of
vertex v € V, I'(v, 1) for the i-th neighbor of v (where we index I'(v) in an arbitary way),

and I'(S) for the neighbor set of a vertex-subset S C V.
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Our constructions shall make extensive use of expander graphs, particularly graphs

with the following strong expansion property.

Definition 12 ((n, A)-Expander) A multigraph G is an (n, A)-expander if it is A-reqular

and if, for every subset S C V with |S| < %|V|, IT(S)| > |S].

Explicit constructions of (n, A)-expanders are known [Mar73, GG81], and we as-
sume that we have an infinite family of (n, A)-expanders for some universal constant A.

Define the constraint satisfaction problem f, on An variables and n clauses over
h as follows: Let G(V,E) be an (n,A)-expander. Begin by converting G into a directed
multigraph G'(V, E’) by replacing each undirected edge (i,7) € E with two directed edges
(i,4),(j,i) € E'. Each edge (i,j) € E' is identified with a boolean variable z; ; in f,,. One
constraint h is introduced for each v € V', with the predicate variables mapped to the edges

incident to v:

fn = /\ h(wv,f‘(v,l)a < Ty T(v,A)s TT(v,1) 05 - - - 7xF(v7A),v)
veV

Theorem 13 There exist constants 6, > 0 such that the CSP formulas f,, are (0,1 —¢)-

satisfiable.

Proof We begin by finding € such that no subset of more than (1 — ¢)n constraints can
be satisfied. Suppose there is an assignment satisfying some subset S of constraints with
|S| > (1 — €)n. Then the following network flow problem is solvable: Contract the vertices
corresponding to S into a single sink vertex ¢, create a source vertex s with unit capacity

edges from s to every vertex in S, and interpret the remaining edges of G as unit capacity
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edges. The assignment can then be interpreted as an (s,t)-flow of weight greater than
(1 — ¢)n on this network. However, the cut (¢, G\t) has weight at most Aen, so this is
impossible if we choose ¢ < ﬁ.

On the other hand, for § < 3, any subset S of constraints with |S| = dn can be
satisfied. To see this, we define the following network flow problem: Contract the vertices
of G corresponding to the (1 —§)n constraints in S to a sink vertex ¢, create a source vertex
s with unit capacity edges from s to every node in .S, and interpret the remaining edges
of G as unit capacity edges. We claim that there is a flow of weight at least dn in this
system. By the max-flow/min-cut theorem, it is enough to show that there is no (s, t)-cut
with weight less than dn (the cut (s, G\s) has weight dn). Let C be an arbitrary (s, t)-cut,
and denote by Cjs, C; the vertices of S in the partitions containing s and ¢ respectively.
Each node in C} incurs a cut cost of weight one due to the unit constraint edges we added
from s. By the strong expansion property, |['(Cs)| > |Cs|, and each of the edges connecting
Cs to I'(Cs) also incurs a cut cost of weight one. Summing up, |C| > |Cs| + |Ct| = dn, so
there must exist an flow of weight dn in this system. Furthermore, the integrality property

of flows implies that we can assume the flow solution is (0, 1)-valued. Assigning this flow

to the edge variables gives a satisfying assignment to the constraints in S. |

3.3 Lower bounds

We are now prepared to prove Theorems 3 and 4.
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Proof of Theorem 3

To prove Theorem 3, we observe that any local algorithm with one-sided error must
accept whenever the subgraph it has queried is 3-colorable. In particular, when presented
with the graphs constructed in Theorem 9, any algorithm with query complexity at most én
must accept with probability 1. However, these graphs are (1/3 — «)-far from 3-colorable,

so we cannot have a local algorithm for 3-colorability with parameter 1/3 — a.

Proof of Theorem 4

Our families of hard instances for two-sided error algorithm are derived from the
matrix A constructed in Theorem 10.
We consider the following two families of distributions on instances of E3LIN2

with n variables, cn equations, and each variable appearing in exactly 3c equations:

(i) Distribution Dy, consists of instances Az = b, where b € {0,1}" is chosen uniformly

at random.

(ii) Distribution Dsq consists of instances Ax = Az, where z € {0,1}" is chosen uniformly

at random.

By construction, every instance in Dy is satisfiable. On the other hand, instances in Dy,

are far from satisfiable.

Lemma 14 For every a > 0, there exists ¢ such that, with probability 1 —o(1), an instance

sampled from Dyq, is (1/2 — o)-far from satisfiable.

Proof For a fixed assignment z, the vector Az — b is uniformly distributed in {0, 1}<".
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By a Chernoff bound, with probability 1 — exp(—Q(a?cn)), Az — b has Hamming weight at
least (1/2 — a)en. A union bound over all 2™ possible assignments for x yields the desired

result, as long as ¢ = O(1/a?). [ |

Lemma 15 For every o > 0 there exist constants ¢ and & > 0 such that every local al-
gorithm for ESLIN2 satisfiability on n variables and at most ¢ occurrences with distance

parameter 1/2 — « must have query complezity at least on.

Proof Consider an instance Az = b of ¢n E3LIN2 equations. Obtain a subinstance
A’z =V by choosing any subset of dn equations. By Theorem 10, the rows of A’ are
linearly independent. Therefore, for a uniformly random 2’ € {0,1}", A’z is uniformly
distributed in {0,1}°". It follows that the instances A’z’ = b’ and A’2’ = A’ are generated
with the same probability; that is, Prp,, (A'2" =V') = Prp,,, (4’2" =b').

Let D be any algorithm of query complexity less than dn. If D can decide whether
a given instance Ax = b is satisfiable with any constant probability, then D has an advantage
at distinguishing instances sampled from Dy, (which are always satisfiable) from instances
sampled from Dy,, (which are (1/2—«)-far from satisfiable with high probability). However,
the queries of D only reveal a subinstance A’z’ = V' of at most dn equations, and the two

distributions are statistically indistinguishable on such a subinstance. |

Theorem 4 follows immediately.
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3.4 Approximation algorithms

We note some applications of our constructions to approximation algorithms for

coloring. The following theorem follows directly from Lemma 15.

Theorem 16 For everye > 0, every (1/24¢)-approzimate algorithm for Max-E3LIN2 and
every (7/8+¢)-approzimate algorithm for Max E3SAT has query complexity Q(n+m), where
n is the number of variables and m is the number of equations/clauses. The theorem applies

to the special case where every variable occurs in O(1) equations/clauses and m = O(n).

Indeed, Lemma 15 is the unconditional version for sublinear time algorithms of the
hardness of approximation proved in [Has97] for Max-E3LIN2. Hastad [Has97] then uses
approximation preserving reductions to show that the hardness of Max-E3LIN2 implies
hardness of approximation results for other problems. Since the reductions used in [Has97]
preserve the existence of sublinear time algorithms (for proper instance representation),
we also have unconditional inapproximability results for other problems, with respect to
sublinear-time algorithms.

The standard [FGL*96] reduction from Max-E3LIN2 to Vertex Cover is such that
if every variable occurs in O(1) equations in the E3LIN2 instance, then the graph produced
by the reduction has constant degree. Therefore, the following result also follows from

Lemma 15 (see [Has97] for a calculation of the inapproximability factor).

Theorem 17 For everye > 0, there are constants d, § such that every (7/6+-¢)-approzimate
algorithm for Minimum Vertex Cover in graphs of degree < & has query complexity at least

on.
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Similarly, we have a linear query complexity lower bound for every (21/22 + ¢)-
approximate algorithm for Max-2SAT, even for the restricted case where every variable
occurs in O(1) clauses.

Regarding Max-CUT, the reduction used in [Has97] does not create a bounded-
degree graph, even if in the original E3LIN2 instance every variable occurred in a bounded
number of equations. However the reduction in [Tre01] can be used to show that every
(16/174¢)-approximate algorithm for Max-CUT in bounded-degree graphs has linear query

complexity.
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Chapter 4

Local reducibility

In this chapter, we define a notion of reducibility between constraint satisfaction
problems which preserves, up to modification of constants, the property that a decision
problem has a sublinear algorithm, and exhibit such a reduction from (3,k)SAT to 3-
colorability in bounded degree graphs.

By applying this reduction to the construction of Section 3.2, we achieve an explicit
construction of an infinite family of bounded degree graphs G on n vertices and m edges
such that every subgraph induced by dm edges is 3-colorable, but any 3-coloring of G has
at least em monochromatic edges. (In the proof of Theorem 9 we used the probabilistic
method to prove only the existence of such graphs.) While natural in our context, the use
of reductions in the explicit construction of combinatorial objects is a novel approach which
seems interesting in its own right.

Similarly, applying this reduction to the constructions of Lemma 15 yields a gen-

eralization of Theorem 3 to local algorithms with two-sided error.
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4.1 Local reducibility
For our purposes, the following notion of reduction will be appropriate.

Definition 18 (Gap-preserving local reduction) Let L1, Ly be two languages. We say
that a mapping @ is a gap-preserving local reduction from Ly to Lo if there exist universal

constants c1,co > 0 such that the following properties hold:
(i) If x € Ly, then p(x) € La.
(ii) If d(x,Lq) > € then d(p(x),L2) > €/cy.

(i7i) The answer to an oracle query to o(x) can be computed by making at most co oracle

queries to x.

We note three easy lemmas, which will allow us to move between various CSP

formulations.

Lemma 19 Let H be an arbitrary fized set of boolean predicates on a finite number of
variables. There exists a gap-preserving local reduction from CSPs defined on H which
carries an instance f with n variables and m clauses into a 3CNF' formula with O(n + m)

variables and O(m) clauses.

Proof It is a basic fact that an arbitrary boolean predicate on a finite number of variables
can be expressed as a 3CNF formula, possibly with introduction of a constant number of
auxiliary variables. It is easy to check that applying this transformation to each clause of

f gives a reduction which has the claimed properties. |
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Lemma 20 Gap-preserving local reductions are closed under composition.

Proof Trivially, if ¢, ¢’ are gap-preserving local reductions with distortion constants
c1,¢2 and ¢, ¢, respectively, then ¢ o ¢’ is a gap-preserving local reduction with distortion

constants ¢1¢, cach. [ |

Lemma 21 If ¢ : L1 — L9 is a gap-preserving local reduction with distortion constants

c1,c2 and f is a (8,1 — €)-satisfiable CSP, then ¢(f) is a (§/ca, 1 — e/c1)-satisfiable CSP.

Proof Let fa be a (d,1 — ¢)-satisfiable instance of A, and fp = ¢(fa). That the prob-
lem fp is i—far from satisfiable is immediate from the definition of a gap-preserving local
reduction. Now, let m be the number of clauses in problem fp and consider any subset
Ci,...,Cp of %m of these clauses. By the locality property, these clauses are a function of
some set of clauses C,...,Cy of fa with k < CQ%m = dm. Since f4 is (6,1 — ¢)-satisfiable,
the clauses C1, ..., C} are satisfiable, and we can extend these clauses to a new, satisfiable
instance f/ of A by setting every clause other than Ci,...,Cy to a satisfiable clause on
fresh variables. ¢ must send f’; into a satisfiable instance, and this instance contains clauses

C1,...,Cp. In particular, the clauses Cf,...,C}, must be satisfiable. [ |

4.2 Local 3-colorability

We now exhibit a gap-preserving local reduction ¢ from (3, k)SAT to 3-coloring in
bounded degree graphs. We comment that a reduction with essentially the same properties

was given by Petrank in [Pet94]. However, Petrank’s construction does not yield a bounded
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(a) x=y (b) x,\/xj\/f

Figure 4.1: Gadgets for Theorem 22

degree graph, which is essential in our context. Also, our construction is somewhat simpler

to describe and analyze.

Construction: Let f be the (3, k)CNF formula on n variables and m clauses to be mapped.
First, we introduce a large set of nodes which are independent of the clauses of f which we
label D;, T;, and F; for i = 1,...,2kn. The nodes D; will all assume the color corresponding
to the “dummy” color (this color is used as in the standard 3-coloring reduction), T; to the
“true” color, and F; to the “false” color. To assure that nodes in a given color class are the
same color, we introduce equality gadgets (Figure 4.1.a) between nodes D; and D; for all
(i,7) € Eoky where Gogn(Vogn, Fogn) is a (2kn, A)-expander as in Lemma 2 (similarly for
the classes T' and F'). To assure that nodes in distinct color classes have distinct colors, for
i=1,...,2kn we introduce triangles {(D;,T;), (D;, F;), (T;, F}) }.

For each variable z; in f, we introduce 2k literal nodes x}, ... ,:Uf’ , 17-1, e ,;f. Lit-

eral nodes for a particular variable and sign should be colored identically, so we introduce

equality constraints between :cf and xf " for all 1 <1,j < k with i # j (similarly for xf and

:cg /). We fix some one-to-one correspondence between the literal nodes and the color class
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nodes for each color class (we can do so since we have 2kn nodes in each color class). Since
literal nodes should be colored only with “true” or “false”, every literal node is connected to

its corresponding node D;. Since only one of x;,T; can be true, we introduce edges (azf , xf )
for all i, j. Finally, for each clause in f, we introduce a clause gadget (Figure 4.1.b) on the
literals appearing in the clause. We can do so in such a way that each literal node is used
in at most one clause gadget since we have k literal nodes for each literal, and each variable
appears in at most k clauses. Similarly, we can have each T node used in at most one
clause gadget, since the gadgets consume at most kn < 2kn T nodes. The clause gadget

allows any coloring of the literal nodes with “true” or “false” other than the coloring which

corresponds to an assignment where all literals are false (and the clause goes unsatisfied).

Theorem 22 The mapping ¢ is a gap-preserving local reduction from (3,k)SAT to 3-
coloring in bounded degree graphs. In particular, if f is a (§,1 — €)-satisfiable (3,k) CNF
formula, then the graph o(f) has degree bounded by some universal constant b and the

3-coloring CSP of o(f) is (§/be, 1 — /8)-satisfiable.

Proof It is clear by observation that the mapping ¢ always produces graphs bounded by
some constant degree b, and that there exists a constant ¢ such that ¢ converts a (3, k)CNF
formula on n variables to a graph on at most cn nodes. Furthermore, one can answer
a query for an edge of ¢(f) making at most one query into f, namely, for the clause in
which the queried edge is a part (if any). Write n’ for the number of nodes in ¢(f), and
m’ < bn’ < ben for the number of edges.

Suppose that the original (3, k)CNF formula is (J,1 — €)-satisfiable. Clearly any

subgraph of ¢(f) induced by én edges is 3-colorable — such a subgraph contains nodes
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participating in at most dn clause gadgets, where we say that a node participates in a
clause gadget if it is contained in the clause gadget, or is a color class node corresponding
to a literal node contained in the clause gadget. By definition, there exists a boolean
assignment satisfying these én clauses of f. The coloring which sets all color classes to their
intended colors and colors the literal nodes “true” or “false” as in this assignment satisfies
these dn > %m’ 3-coloring constraints.

Note that if we delete vt edges from the expander graph G; with v < %, then
there must remain a connected component of size at least (1 — 7)t, for disconnecting a set
S of nodes with |S| < it requires at least |I'(S)| edge deletions which, by the expansion
property, is at least |S|. Applying this to the equality gadgets between color class nodes,
we see that deletion of (2kn) edges leaves each color class with at least (1 —~y)(2kn) color
class nodes in a connected component with equality constraints intact. Therefore, it leaves
at least (1 — 3v)(2kn) triples {D;, T;, F; }ics such that the D; must be colored the same as
D for i,j € S (similarly for T; and F;). The disconnected triples S participate in at most
2 - 3v(2kn) clause gadgets. Furthermore, deleting (2kn) edges modifies constraints about
nodes participating in at most 2-y(2kn) clauses of f. Summing up, deletion of v(2kn) edges
leaves the 3-coloring construction for at least m — (2 - 3y(2kn) + 2 - v(2kn)) = m — 16vkn
clauses of f intact. If f is (d,1 — e)-satisfiable, then no coloring of the remaining graph can
be valid if m — 16ykn > (1 — ¢)m or, equivalently, v < 15z. Changing notation so that
v'm’ = v(2kn) (ie we have deleted a fraction 4 of the edges of ¢(f) in the above discussion)

_oym

and noting that m' > n, we get that 5 >~ = 4~ > % or v < ¢e/8.

Combining the conclusions of the previous two paragraphs, we see that the graph
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3-coloring problem ¢(f) is (0/be, 1 — €/8)-satisfiable. [ ]

As immediate corollaries, we obtain the promised constructions for families of

3-coloring instances hard for one- and two-sided local algorithms.

Corollary 23 Let p3onr be the gap-preserving local reduction of Lemma 19, and v3col
that of Theorem 22. The (explictly constructed) set {pscoi(psonr(fn))}tn is an infinite
family of bounded-degree graphs G, on m,, edges such that, for universal constants d,€ > 0,
every subgraph induced by dm,, edges is 3-colorable, but every 3-coloring of G, has at least

em,, monochromatic edges.

Proof We need only note that the 3CNF formulas {pscnr(fn)}n are in fact (3, k)CNF
formulas. This is because the variable z; ; corresponding to edge (i, j) appears only in the
constraints around vertices ¢ and j. In particular, if [ is the number of clauses in a 3CNF
representation of the predicate h, then x;; can appear in at most 2! clauses. The claim

then follows from Lemmas 20 and 21. [ ]

Corollary 24 There exist universal constants §,e, A such that if A is a local algorithm
for deciding 3-colorability of degree A graphs with distance parameter e, then the query

complexity of A is at least dn, where n is the number of vertices.

Proof The canonical reduction from E3LIN2 to E3SAT is a gap-preserving local reduction

with ¢; = ¢o = 4. Apply this to the construction in Lemma 15 and compose with @3c,. B
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Chapter 5

Locally decodable codes

In this chapter, we study linear codes C : {0,1}" — {0,1}" which have the
property that, for constants d, e > 0, any bit of the message can be recovered with probability
%+5 by an algorithm reading only 2 bits of a codeword corrupted in up to dm positions. Such
codes are known to be applicable to, among other things, the construction of scalable, fault-
tolerant data storage systems and the analysis of information-theoretically secure private
information retrieval schemes.

Unfortunately, we show in this work that such coding schemes cannot be space-
efficient. In particular, m must be at least exp(2 (dn/(1 — 2¢))).

The following construction, due to Trevisan, shows that this lower bound is optimal
within a constant factor in the exponent: Recall that the Hadamard code on x € {0,1}™ is
given by y; = a; - * where a; runs through all 2" vectors in {0,1}"”. Hadamard codes are

locally decodable with 2 queries as, for any i € {1,...,n} and r € {0,1}",

ri=r-r+(rt+e) r=e6-1
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where ¢; is the ith canonical unit vector in {0, 1}". It is easy to see that the queries of this
decoder form perfect matchings on the n-dimensional hypercube, and the code has recovery

_1
parameter € = 5 — 2.

For given 9,¢, let ¢ = 12628' It can be shown that for feasible values of §,¢,

1 —2¢ > 46 so that ¢ > 1. We divide the input bits into ¢ blocks of % bits, and encode
n 45
each block with the Hadamard code on {0,1} <. The resulting code has length 17252 =
4.01-2_

which is, say, less than 2% 1-2¢" for sufficiently large n. Finally, since each code block has

at most a fraction ¢d of corrupt entries, the code achieves recovery parameter

as required.

5.1 Background

Our results extend work by Goldreich, Karloff, Schulman, and Trevisan [GKST02],
who show that m must be at least exp(£2(¢6n)). Note that the prior bound does not grow
arbitrarily large as the error probability of the decoder goes to zero (¢ — %), as intuitively
it should; the results presented here have the correct qualitative behavior.

The key to our improved bounds is an analysis which bypasses an intermediate
reduction used in both prior works. The resulting improvement in the efficiency of the

overall analysis is sufficient to achieve a lower bound optimal within a constant factor in

the exponent.



31

Subsequent to the publication of this work in [Oba02], Kerenidis and de Wolf
[KdWO03] applied quantum information techniques to obtain exponential lower bounds for
arbitrary locally decodable codes. We note that virtually all of the techniques presented
here can be carried over into the general case, the essential component in [KdW03] being the
use of the sub-additivity property of Von Neumann entropy to lower bound the dimension
of the space of codewords.

It remains an open problem to obtain strong lower bounds for locally decodable
codes with 3 or more queries. Such an analysis appears well beyond currently known
techniques.

Our work is structured as follows: In the remainder of this section, we briefly
review the definitions and techniques employed in [KT00] and [GKSTO02]. In Section 5.2,
we establish a relationship between the probability that an edge of a graph sampled from
any distribution intersects any vertex-subset of a given size, and the size of a maximum
matching in the graph. The analysis in this result seems independently interesting, and
may be applicable in other contexts. In Section 5.3, we show how the combination of this
result with the techniques of [GKST02] establishes lower bounds for this class of locally

decodable codes.

Locally decodable and smooth codes

Let X1, %5 be arbitrary finite alphabets. The following definition was introduced

in [KT00).
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Definition 25 (Locally decodable code) For fized constants 0,¢,q, a mapping

C: X1 —-x%

is a (g, 0,¢)-locally decodable code if there exists a probabilistic oracle machine A such that:

e A makes at most q queries (without loss of generality, A makes exactly q queries).

e For every x € X1, y € X5 with d(y,C(x)) <9, and i € {1,...,n},

where the probability is over the randomness of A.

In this work, we consider codes C satisfying the above properties where, in addi-
tion, X1, 3y are fields and C is a linear mapping from X7 — X5'. While all of our results
are applicable to finite fields in general, and some to non-linear codes, we will for simplicity
narrow our current discussion to linear codes on Zs. Also, while we have observed that our
results are equally applicable to reconstruction algorithms making queries adaptively, we

limit our comments in this abstract to algorithms making non-adaptive queries.

We begin by reviewing the techniques of [KT00] and [GKST02], which our results

build upon.

It was observed in [KT00] that a locally decodable code should have the property
that a decoding algorithm A reads from each location in the code word with roughly uniform

probability. This motivates the following definition.
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Definition 26 (Smooth code) For fized constants c,e,q, a mapping
C: X1 —-x%

is a (g, c,e)-smooth code if there exists a probabilistic oracle machine A such that:
o A makes at most q queries (without loss of generality, A makes exactly q queries).

o Foreveryx € X} and i€ {1,...,n},
Pr (Ac(x) (1) = xz) > = +e.

o For everyi € {1,...,n},j € {1,...,m}, the probability that on input i machine A

queries index j is at most c/m.

Intuitively, if a code is insufficiently smooth, so that a particular small subset
of indices is queried with too high a probability, then corrupting that subset causes the
decoding algorithm to fail with too high a probability. Thus, a locally decodable code must

have a certain smoothness. Specifically, [KT00] proved:

Theorem 27 If C : X} — X5 is a (q,0,¢)-locally decodable code, then C is also a

(¢, q/0,¢€)-smooth code.

The lower bounds for linear locally decodable codes in [GKST02] are proved by
establishing lower bounds for smooth codes. The result for locally decodable codes follows

by application of Theorem 27.
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Smooth codes are closely related to the concept of information-theoretically secure
private information retrieval schemes introduced in [CGKS98|. Briefly, the idea in these
constructions is to allow a user to retrieve a value stored in a database in such a way that
the database server does not learn significant information about what value was queried.
It is easy to see that, in the information-theoretic setting, achieving privacy in this sense
with a single database server requires essentially that the entire database be transferred to
the user on any query. [CGKS98| showed, however, that by using 2 (non-colluding) servers,
one can achieve privacy in this sense with a single round of queries and communication
complexity O(n'/3). [KT00] observed that if one interprets the query bits sent to the
databases as indexes into a 2-query decodable code, then the smoothness parameter of a
code can be interpreted as a statistical indistinguishability condition in the corresponding
retrieval scheme. In this way, one can construct and analyze smooth codes, and therefore
locally decodable codes, from private information retrieval schemes and vice versa. We refer

the reader to [GKST02] for a detailed discussion.

The basic technique for proving lower bounds for smooth codes introduced in
[KT00] and extended in [GKSTO02] is to study, for each i € {1,...,n}, the recovery graph

G; defined on vertex set {1,...,m} where (¢1,¢g2) is an edge of G; iff for all z € {0,1}",

Pr (AC(I) (Z) = ];Z’A queries (q1, q2)> >

N

Such edges are called good edges. Then, one shows a lower bound on the size of a maximum

matching in the recovery graphs G; which is a function of the smoothness parameter of C:
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Lemma 28 ([KTO00], [GKSTO02]) If C is a (2,c,&)-smooth code with recovery graphs

{G;}; then, for every i, G; has a matching of size at least em/c.

For linear smooth codes, it is easy to see that an edge (q1, g2) can be good for z; iff
x; is a linear combination of g1, g2. To simplify matters, one narrows the analysis to codes

in which these linear combinations are non-trivial:

Definition 29 (Normal code) A linear code C is normal if none of the entries in the

range of C is a scalar multiple of an input entry.

We can assume normality in smooth codes with only a constant factor modification

in length and recovery parameters:

Theorem 30 ([GKSTO02]) For n > 4c/e, let C : {0,1}™ — {0,1}"™ be a (g, c,e)-smooth
code. Then there exists a (q, ¢, e/2)-smooth code C' : {0,1}" — {0,1}™ withn’ > n/2,m’ <
m in which for all i € {1,...,n'},j € {1,...,m'}, the j-th bit of C'(x) is not a scalar

multiple of x;.

Putting the pieces together, we have that a normal (2, ¢, e)-smooth code has for
every i € {1,...,n} a recovery graph G; containing a matching of size at least em/c, and
for each of the edges (g1, ¢2) in this matching, x; is in the span of ¢, g2, but is not a scalar
multiple of ¢; or ga2. Thus, the preconditions for the following key result of [GKST02] are

satisfied:

Lemma 31 Let q1,...,qm be linear functions on xi,...,x, € {0,1}" such that for every
i € {1,...,n} there is a set M; of at least ym disjoint pairs of indices ji,jo such that

T; = qj, + qj,. Then m > 277,



36

Composing this with the normal reduction of Theorem 30, we have:

Theorem 32 ([GKSTO02]) Let C : {0,1}" — {0,1}"™ be a (2,c,e)-smooth linear code.

Then m > 2%c .
Finally, composing this with the locally decodable to smooth reduction, this says:

Theorem 33 ([GKSTO02]) Let C: {0,1}" — {0,1}™ be a (2,9,¢)-locally decodable linear

code. Then m > QE(STTL.

Note that Lemma 31 yields a lower bound which is exponential in the fraction of
vertices in {0, 1} covered by a matching in every recovery graph of the code. Thus, if we
can prove a tighter lower bound on the size of these matchings, then we get a corresponding
improvement in the exponent in the final lower bound. This is exactly the method used in
our work. In particular, we achieve an optimized bound on the size of the matchings in the
recovery graphs by bypassing the reduction to smooth codes and instead arguing directly
about locally decodable codes. The resulting direct reduction is strong enough to yield a

tight final lower bound.

5.2 Blocking game and matchings

In this section, we prove a combinatorial theorem regarding the relationship be-
tween the probability that an edge of a graph sampled from any distribution intersects any
vertex-subset of a given size, and the size of a maximum matching in the graph. We will
later see that this game captures completely the interplay between the encoder, decoder,

and channel adversary.
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Let G(V,E) be an undirected graph on n vertices, w : E — R a probability
distribution on the edges of G, W the set of all such distributions, and S a subset of V.
Our concern in this section is to establish a bound on the following parameter of G based

on the size of a maximum matching in G:
Definition 34 (Blocking probability) Let X“ denote a random edge of G sampled ac-

cording to distribution w. Define the blocking probability Gs(G) as

B5(G) = min ( max  Pr(X®NS # @)) .

weW \ SCV,|S|<én

One can think of (5(G) as the value of a game in which the goal of the first
player (the decoding algorithm) is to sample an edge from G which avoids a vertex in a
dn-set selected by the second player (the channel adversary), whose goal is to maximize the

probability of blocking the edge selected by the first player.
Our goal is the following theorem:

Theorem 35 Let G be a graph with m(G) = (1 — a)n. Then

The key in the analysis is the following special family of graphs: For each n,«,

define the graph K (n,a) with vertex set

Ki(n,a) U Ka(n,a), |Ki(n,a)| = an, |Ka(n,a)| = (1 — a)n,
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such that the edge set of K (n,a) is the union of the edge set of the complete bipartite graph

with bipartition (Kj(n,a), Ka2(n,«)) and the (1 — a)n-clique on Ky (n, «).

Probabilistic proof of Theorem 35

We begin with a probabilistic proof of Theorem 35. This argument does not
characterize the optimal strategies for the blocking game, but is sufficient to prove our
ultimate result. In the next section, we give a derandomized analysis which explicitly

describes the optimal strategies.

Fix an arbitrary edge-distribution w on K (n,«) and, for 6 < 1 — «, select a subset
S of én vertices of Ka(n,«) uniformly at random. The resulting blocking probability 5 can
be written as a sum § =) __ (. over edges e, where (3. is a random variable with value w,

if S intersects e, or 0 otherwise. By linearity of expectation,

E(/B) = ZE(ﬂe) = Zwepr(sme#q))

where the randomness is over the selection of the subset S. Clearly, S intersects each edge

e with probability at least (1672)11 = %, so this expectation is at least

o o o
Zwel—azl—aze:wezl—o/

In particular, there must exist some subset S achieving this expectation, proving the theo-

rem.
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Explicit proof of Theorem 35

We now give a longer, but explicit, proof of Theorem 35 which describes the
optimal strategy for any decoder subject to a given lower bound on the matching number
of G.

For a graph G, the independence number a(G) of G is the size of a maximum
independent set of vertices in G, and the matching number m(G) of G is the number of
vertices in a maximum matching in G (note that this definition differs from the standard
one by a factor of 2). We begin our analysis by observing that n —m/(G) is a lower bound on
a(G). We then define a relaxation of the optimization problem for the blocking probability
on graphs with a given independence number. For this relaxed problem, we define a special
family of distributions and show that some distribution in this family optimizes the blocking
probability. Finally, we exhibit a lower bound on the blocking probability of a particular

set of dn vertices with respect to any distribution in this family of distributions.

Lemma 36 Let G be a graph with m(G) = (1 — a)n. Then

Bs(G) > Bs(K(n,a)).

Proof We begin by noting that a(G) > n—m(g). To see this, fix any maximum matching
in G. The n—m(g) vertices left uncovered in this matching must be an independent set, for
an edge between any of these vertices would allow us to increase the size of the matching
by at least one.

By the assumption on m(G), then, we have a(G) > an. With a labeling of vertices
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of K(n,a) which sets Ki(n,a) to an arbitrary an-subset of S, it is easy to see that the
edge set of K(n,a) contains the edge set of G. Therefore, the optimization of w on K (n, «)
is a relaxation of the optimization of w on G (a distribution w on G can be expressed as a
distribution w’ on K(n,«) in which any edge of K (n,«) not in G has probability 0). The

claim follows. [ |

We will focus on the following special class of distributions on K(n,«) and show
that the blocking probability of K (n,«) is always optimized by some distribution in this

class:

Definition 37 ((A1, A2)-Symmetric Distribution) An edge distribution w on the graph
K(n,a) is (A1, A2)-symmetric if for every edge e € (Ki(n,a), Ka(n, ), w(e) = A1, and for

every edge e € (Ka(n, a), K2(n,a)), w(e) = A.

Lemma 38 Let wy,...,wg be edge distributions on G such that

SQ\I}?@T{S&L Pr(X“inS #0)=055(G).

Then for any convex combination of the distributions w =), yiw;,

SCV)S|<bn Pr(X“NS#0)=p5(G).

Proof For every S CV,

Pr(X"NS#0)=) 7Pr(X“ NS+
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since this is simply the sum over edge weights of edges of G incident to S. By the condition

on the wj, for any subset S with |S| < dn,

Pr(X“NS+£0) < Z%ﬂa(G)
= ﬂs(G)Z%

= B5(G).

Therefore,

SCV)S|<sn Pr(X"ns#0) < 6(G).

However, by definition of 85(G), this must be at least §s5(G). Therefore,

e P08 £0) = (@),

Recall that the automorphism group of a graph G is the set of permutations 7 on

the vertices of G such that (7(i),7(j)) € E <= (i,j) € E. Let I' be the automorphism

group of K(n,a).

Lemma 39 There exists a (A1, A2)-symmetric distribution w such that

Sg\Ifﬂ%‘T{ganPr (X' NS #0) = ps(K(n,)).

Proof Let w' be any distribution which optimizes the blocking probability of K (n,«). It

is obvious that if w’ is such a distribution, then so is 7w(w’) for 7 € I' (where we extend the
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action of I" to the edges of G in the natural way). By Lemma 38, the distribution

1 ,
w:ﬁZw(w)

optimizes the blocking probability of K(n,a). We claim that w is a (A1, A2)-symmetric

distribution: For any edge e € E and o € T,

w(e) = Do we)

where the second step is the usual group-theoretic trick of permuting terms in summations
over I'. Therefore, if e,¢/ € E are in the same orbit under the action of I', w(e) = w(e’).
It is easy to verify that I' is the direct product of the group of permutations of the vertices
of Ki(n,a) and Ks(n,«), and so there are exactly two edge-orbits of K (n,«) under T,
one consisting of the edges (Ki(n,a), K2(n,«)) and the other (Ka(n,a), K2(n,«)). This is

exactly the condition for a (A1, A2)-symmetric distribution. [ ]

Finally, we need to compute a lower bound on the blocking probability for a

(A1, A2)-symmetric distribution:

Lemma 40 Let w be a (A1, \2)-symmetric distribution on K(n,a). Then there exists a
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subset S C V with |S| < dn such that
. )
Pr(X¥ NS # () > min (1,1>.
-«

Proof We will study a blocking set which selects any én vertices of Ks(n,«). Note that,
by (A1, A2)-symmetry, it does not matter which dn vertices we select. Further, we can
assume that § < 1 — «, for if § > 1 — a we can cover all of K3(n,«) and thereby achieve
blocking probability 1.

Placing a blocking set in this manner and summing up over edges and weights, we

achieve blocking probability
() (an)As + %(5n)(6n C 1+ (0n)(1 — a— S,
Since w is a probability distribution, we must have
(an)(1 — a)nX; + %(1 —an((l—ajn—1) =1

Using this to eliminate A\; from the first expression, we obtain blocking probability

11,
5<1_a+2n (1—04—5))\2>.

Since § < 1 — «, the second term in the sum is positive (and, obviously, optimized when

A2 = 0), so the blocking probability must be at least &. |

It is now easy to prove Theorem 35.



44

By Lemma 36, 85(G) > Bs(K(n,«)). By Lemma 39, the blocking probability
of K(n,«a) is optimized by some (A1, A\2)-symmetric distribution. By Lemma 40, there
exists a subset of dn vertices which blocks any such distribution with probability at least

min (%, 1). Therefore,

5.3 Lower bounds

In this section, we apply Theorem 35 to our original problem of finding lower
bounds for locally decodable linear codes.

To simplify our analysis, we would again like to put the decoder into a canonical
normal form in which the decoder simply outputs the sum of two distinct input bits. The

following shows that we may make this assumption without loss of generality.

Lemma 41 Let C : {0,1}" — {0,1}™ be a (2,6,¢)-locally decodable linear code where n
is large enough so that % < §/201. Then there exists a normal (2,6/2.01,¢)-locally

decodable linear code C': {0,1}" — {0, 1}%™.

Proof Write the ith entry y; of the codeword as y; = a; - © where a; € {0,1}". A
straightforward probabilistic argument shows that there exists a vector r € {0,1}" such
that the Hamming weights of r and a; + r are at least 2 for a fraction at least <1 — %)
of the y;. Let S be the set of y; satisfying this property. Note that for y; € S, (a; +7) - is

a not a scalar multiple of an input entry. We form a normal code C’ : {0,1}" — {0,1}?™

from C by setting y, = (a; + ) -z for y; € S, vy, = (1,...,1) - = for all other indices, and
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adding a set of m codeword bits y/ =r -z for alli € {1,...,m}.

We claim that C is a (2,/2.01, ¢)-locally decodable code. Let A be a recovery
algorithm for C, and recall that an edge for A can be good only if the answer of A is a
linear combination of the entries it queries. Without loss of generality, we can assume that
A only queries good edges (otherwise, we can ignore the answers to the queries and output
a random coin flip). We implement a recovery algorithm A’ for C’ as follows: If A takes
a non-trivial linear combination of queries y;,y;, then A’ simulates A but executes queries
Yi,y;; if A is the identity on a query y;, then A’ makes queries y;,y;" and takes the (non-
trivial) linear combination y, + v/, which for ¢ € S equals (a; +r) -z +71 -z =a; - T = y;.
Finally, we note that if at most §/2.01 entries of a codeword of C’ are corrupted, then A’

exactly simulates the behavior of A when interacting with some code word with at most

5 — 200 o(n+1) 200 1
9 <= < 2 ——m =
501 m—i—]S!_QOl(Sm—i— o m_2016m+2015m om

corrupt entries. By the decoding condition on A, A’ succeeds with probability at least %—i—é‘.

Therefore, we can essentially assume that we are working with a normal decoder.

We are now prepared to prove our lower bound.

Theorem 42 Let C : {0,1}" — {0,1}" be a (q,6,¢)-locally decodable linear code for 0 <

1 )
0, < % Then for sufficiently large n, m > 2%031-2:",

Proof By Lemma 41, for sufficiently large n, the existence of C implies the existence of

a normal (2,/2.01,¢)-locally decodable code C’ : {0,1}" — {0,1}?>™. As before, we can
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assume that the recovery algorithm A’ for C’ only queries good edges. On one hand, for all

i€{l,...,n} and y € {0,1}*™ such that d(y, C'(z)) < 557 (2m),

1
(A/y( ) ;é l’l) S 5 g.
On the other, if (1 —«)(2m) is the maximum over all i € {1,...,n} of the matching number
of the recovery graph G; of A, then
16/2.01
A
( ( ) 7& 371) - 2 1 -«

for, by Theorem 35, there exists a fraction §/2.01 of vertices S such that an adversary which

sets the values of S to random coin flips causes A’ to read a blocked edge, and therefore

have probability of outputting an incorrect response, with probability at least 5/ 2 01
Therefore,

L= 22
which is equivalent to saying that there exists for all i« € {1,...,n} a set of at least
%61/3'2061 (2m) disjoint pairs of indices ji, jo such that z; = ¢j, + ¢j,. Then by Lemma 31,

15/2.01 IR R L 1 _
2m > 22 172 " or m > 2502 1-2 "1 which is at least, say, 2708 122" for sufficiently large n.
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Chapter 6

Integral flows

We saw in Chapter 3 that integral flow systems can be applied to establish lower
bounds for local computations. We now approach this relationship from the opposite direc-
tion; that is, starting with the notion of approximation used in local computational models,
we derive new algorithms for multicommodity integral flow and max-integral-flow/min-
multicut duality relationships. This yields new approaches to classical combinatorial opti-
mization problems and insights into the behavior of the classic Edmonds-Karp algorithm
in the multicommodiy setting.

The results in this chapter appeared previously in [Oba04].

6.1 Background

A classic theorem of Ford and Fulkerson asserts that the maximum flow between
two vertices in a graph equals the weight of a minimum cut separating the two vertices

[FF56]. This flow/cut duality further enjoys a beautiful integrality property: If the capacities
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of the edges of GG are integers, then there exists an integral flow achieving the weight of the
minimum cut. Integrality is often a necessary or desirable property in applications. In
this chapter, we consider corresponding integrality results in the setting of multicommodity
flows.

Unfortunately, the analogous equality does not generally hold in the multicom-
modity setting. However, in a body of work initiated by Leighton and Rao ([LR99, PT93,
GVY93, KPR93, AR98, LLR95] and others), a number of approzimate max-flow/min-cut
relations have been established. All of these results differ in a fundamental way from the
Ford-Fulkerson theorem in that they are based on dual rounding procedures. This approach
loses the guarantee of primal integrality and, indeed, the integrality gap for multicommodity
flows can be Q(k), where k is the number of commodities.

In this chapter, we establish several approximate max-integral-flow /min-multicut
theorems. While in general this ratio can be trivially large, we prove strong approximation
ratios in the case where the min-multicut is a constant fraction € of the total capacity of
the graph. This setting is motivated by several combinatorial and algorithmic applications.
Prior to this work, a general max-integral-flow /min-multicut bound was known only for the
special case where the graph is a tree [GVY97].

Our proofs are constructive in the sense that we give efficient algorithms which
compute either an integral flow achieving the claimed approximation ratios, or a witness
that the precondition is violated.

The main goal in this chapter shall be the following max-integral-flow /min-multicut

approximation theorem.
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Theorem 43 Let G(V, E) be a graph with capacity function ¢ : E — Z", and K be a
demand graph on a k-element subset of V' such that the weight of any multicut separating

all pairs of vertices (k1, ko) € K is at least eC, where C =) . c(e). Then

(i) The maz-integral-flow/min-multicut ratio is O(e~'logk). If k* is the verter cover

number of K, the ratio is improved to O(e~!log k*).

(i1) If, for some constant r, G does not contain K,, as a minor (for instance, if G is

planar), then the ratio is improved to O(1/e).

(iii) Ifc € {0,1}F and G is 5-dense for some & > 0, then the ratio is improved to O(1/Ve6).

The proof of Theorem 43, as in previous work in this area, depends on efficient
low-radius decompositions in a graph metric. Prior to this work, the traditional approach
has been to decompose G using the metric induced by the minimum solution to the dual of
the maximum flow problem; the approximation ratio then follows by the strong duality the-
orem. The fundamental difference here is that G is decomposed according to the unweighted
distance metric on G, and this is used to construct a large primal solution; the ratio follows
by the promised lower bound on the minimum multicut. Two of the decompositions we use
are standard in the multicommodity flow literature; the third is a “new” one. The details
are discussed in Section 6.2.

The approximate max-integral-flow algorithm works roughly as follows: For a given
family of graphs (general, planar, dense, etc.), we define a “greed” function ¢(t) which is an
increasing function of time t. At time ¢, the algorithm greedily increases the primal value by

pushing a unit of flow along a path of length at most g(¢). If this can repeated for sufficiently
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many iterations then we are done. Otherwise, the algorithm constructs a witness multicut
by combining both primal and dual information. The details are presented in Section 6.3.

Section 6.4 describes some algorithmic and combinatorial applications of Theorem 43.

Definitions and notation

Throughout this chapter, G(V, E) denotes a simple, undirected graph, ¢ : E —
Z* denotes a Z*-valued capacity function on the edges of G, and K denotes a simple,
undirected, unweighted graph defined on a vertex-subset of V. A K-path in G is a simple
path in G between ki, k2 where (ki1, k2) € E(K), a K-cut is an edge-subset F' C E such that
G \ F has no K-path, and a K -partition is a disjoint system of vertex-subsets (S1,...,St)
such that each k£ € K is in some S;.

By the characteristic vector of a simple path P, we mean the vector in Z¥ which
is 1 on edges e € P and 0 otherwise. A set {p1,...,p:} of characteristic vectors of K-paths
along with positive weights w1, ..., w; is called a K -flow with respect to a capacity function
c when v = ) . w;p; is such that v(e) < c(e) for all edges e. The weight of a K-flow is
the sum ) w; of all path weights. By a mazimum flow, we mean a K-flow with maximum
weight among all K-flows. A flow is integral when the all path weights w; are integer-valued.
A mazximum integral flow is a flow with maximum weight among all integral K-flows.

Often, we identify ¢ with the graph formed by including edges for which c is
non-zero. When G(V, E) is understood, we write (S1,S2) to denote the subset of edges
with one endpoint in S; and the other in S5, where S; C V. For FF C FE, we define
c(F) =3 cercle),and for W C V,c(W) = c(W,W)). If S C V, we write V(S5) = (5,V'\9)

and V(Si,...,8:) = U, V(S;). For a capacity function ¢, V.(S) denotes the capacity
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function which equals ¢ on V(S)N{e: c(e) > 0} and is zero elsewhere. By the norm ||¢|| of
¢ we mean [y = 5, (e).
We use d(v1,v2) to denote the distance between vertices vy and vy, B(v, p) = {w €
V | d(v,w) < p} to denote the closed ball of radius p around v and B°(v,p) = {w €
V' | d(v,w) = p} to denote its boundary. The diameter diam(S) = max,, »;es d(v,v;) and
1

the radius p(S5) = jdiam(S). The radius of a K-partition (S1,...,S) is the maximum over

i of p(S;).

6.2 Three graph decompositions

The proof of Theorem 43 depends critically on low-radius decompositions of graphs.
In this section, we discuss three such decompositions, each of which correspond to the three
cases described in Theorem 43. The first is generic but gives the weakest bounds; the latter
two apply only to specialized cases, but give much stronger results. The first two have been
used previously to establish max-flow/min-multicut approximation ratios, while the third
one is “new” (the algorithm was used earlier, but we re-cast it in the more general setting
of multicommodity flows and provide a new analysis).

For all p > 0 and families G of Z"-valued edge-functions on graphs, define

for(p) = max % < min ~ ¢(V(S5y,... ,St))>

c€G,0>0 S1ye.,St)EPE
KEVIK <k \F S0Pk

where P%, denotes the set of all K-partitionings of V' of radius p. For brevity, we will omit
the parameter k. Note that, for any G, fg(p) is monotonically decreasing in p since, for

p' > p, a radius p decomposition is also a radius p’ decomposition. Each of the following
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decompositions gives an algorithmic upper bound on fg(p) for particular values of G.

General graphs

We begin with the most generic decomposition algorithm, which is applicable to
arbitrary graphs. The essential idea behind this decomposition was introduced by Leighton
and Rao in their original work [LR99]. The version which follows is the special case of
a subsequent refinement by Garg, Vazirani, and Yannakakis [GVY93] in which the dual

variables are fixed to (1,...,1).

Garg-Vazirani-Yannakakis Decomposition: Let @ > 0 be a parameter, to
be selected later. While there exists any terminal vertex v in G repeat the following: Set
v « an arbitrary terminal vertex in G, t « 0; while ¢(V(B(v,1))) + € > ac(B(v,t)), set
t — t+ 1; output B(v,t) and set G «— G \ B(v,t). The set of output subsets gives a

K-partition of V.

Lemma 44 Let Sy,...,S; denote the K-partition produced by the Garg- Vazirani- Yannakakis
algorithm with parameter cc. Then

In(k+1)

p(Si) < "

and ¢(V(Sy,...,S5)) < 2aC.

Proof Apply Lemmas 4.1 and 4.2 from [GVY93| in the special case where the dual

variables are set to (1,...,1). [ ]



93

Corollary 45 Let G* denote the set of all Z'-valued capacity functions. Then

2In(k+1
for(p) < 22EED)
p
Proof Seta= ln(’jjrl). Then p(S;) < p and ¢(V(S1,...,5)) < 21n(§+1)C. -

Graphs excluding K, ,

We now consider the special case of graphs excluding a fixed minor. (For instance,
by the weak direction of Kuratowski’s Theorem, this includes the family of planar graphs.)
An ingenuous decomposition algorithm for this setting was designed by Klein, Plotkin, and
Rao [KPR93]. The version below is a variant in which, as before, we fix the input dual
variables to (1,...,1). We also scan along possible cut points to assure the cut weight on

each iteration is at most a fixed fraction of the total capacity.

Klein-Plotkin-Rao Decomposition: Let o > 0 be a parameter, to be selected
later, and let r be such that K, , does not occur as a minor of G. While G is non-empty,
repeat the following: Set v < an arbitrary vertex in G and ¢ < a value from {0,...,a—1}
to be selected later; for i = 1,...,n let G; = quRi B°(v,q) where R; is the ith set in the
sequence [0,t),[t,t + «), [t + a,t + 2a), ..., and recurse on G; to a maximum depth r. For
each level of the recursion, select a value ¢ such that the weight of the edges cut at that
level is < C'/ar (such a value must exist because the cuts induced by each possible selection
of ¢ partition E into « classes). Interpret the set of regions at the bottom of the recursion

as a vertex-partition of G, disregarding empty regions.
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Lemma 46 Suppose that G does not contain K,, as a minor and let S, ...,S; denote the

partition produced by the Klein-Plotkin-Rao algorithm. Then

p(Si) < 2r?a and ¢(V(Sy,...,S)) < —C.

r
a
Proof In [KPR93], it is proved that p(S;) < 2r2a. By the selection of ¢, we introduce a

cut of weight at most C/a at each level of the recursion. Since the recursion has depth at

most 7, the resulting cut must have weight at most ~C. |

Corollary 47 Let G™" denote the set of Z" -valued capacity functions on graphs excluding
K, ,. Then

273
Jorr(p) < .
p

Proof Set v = 2. Then p(S;) < p and ¢(V(S1,...,5)) < 2-C. [ |

Dense graphs

For a fixed constant 0 < § < 1, an unweighted graph is called §-dense if |E| > dn?.
In other words, a graph is dense when a constant fraction of all possible edges are included
in the graph. We achieve our tightest bounds when the capacity function ¢ is 0-1-valued
and G is d-dense.

We use a technique due to Komlés which was originally introduced to prove tight
bounds on the size of a minimum edge-set intersecting all odd cycles in a graph. We observe
that this method is applicable in the more general context of multicommodity flows. We

also provide a new and simpler proof of Komlds’ result.
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Komlés Decomposition: Let o > 0 be a parameter, to be selected later. While
G is non-empty, repeat the following: Set v «— an arbitrary vertex in G, t « 0; while
|B°(v,t)||B°(v,t + 1)| > «|B(v,00)||B(v,t)| set t « t + 1; output B(v,t) and set G

G\ B(v,t). The set of output sets gives a partitioning of V.

Lemma 48 Let G be a 6-dense graph, and let Si,...,S; denote the vertex-partition pro-

duced by the Komlés algorithm. If ¢ € {0,1}F, then

12 C
p(S) < = and ¢(V(S1,...,81)) < O‘T

(In [Kom97], Komlds achieves the better constant v/2e in place of 12, although our constant

is not optimized.)

Proof  For brevity, set b; = |B°(v,i)| and B; = [B(v,i)|, so that B; = 3 y;;bj. The
stopping rule requires that the sequence {b;} satisfy b;b;y1 > anB;. Then, for each i,
at least one of b;, b,y must be at least /anB;. So, consider alternating entries of {B;},

B’ = Bajt1. Then the sequence {B}} satisfies the recurrence
/ Y /
By >an; Bj,, > Bj+,/anB;.

We claim that B; > 5 42. This is verified by observation for j = 0, 1. For larger j, induction

, an an ., an .o an._an . 9
Bj+12?.7 —H/an?] =5/ +?JZ?(J+1)

shows that
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when j > 1. Then for odd i,

so for i > 2,
an [i—2\% an
B> — = _—(i—2)?
9 2 36
and (crudely), since i — 2 > % for ¢ > 4 and by inspection for ¢ =0, ..., 3, for any 4,

But B; < n which implies that the maximum possible index 7 in such a sequence,

144 _ 12
« NG

which is also the maximum possible radius in a region, is at most

For the second part of the lemma, notice that the stopping rule implies that

c(V(S;)) < «a|Si|n. Then

o(V(S1,...,8)) <Y e(V(S) <D alSiln < an® < aC/s.

Corollary 49 Let G° denote the set of -dense graphs with capacity functions c € {0,1}F

Then
fos(p) < —-

Proof Seta= %. Then p(S;) < p and ¢(V(S1,...,5¢)) < 5
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6.3 Max-integral-flow/min-multicut approximation ratios

In this section, we apply the low-radius decompositions of Section 6.2 to prove our
approximate max-integral-flow/min-multicut theorems. In fact, we show that there exist
efficient algorithms which, given a lower bound on the weight of a min-multicut, either
construct an integral flow achieving the claimed approximation ratio, or output a proof
that the promise is violated in the form of a multicut with weight less than the asserted

lower bound.

Proof of Theorem 43

Suppose we have an efficiently computable upper bound fg(p) > fg(p) on f (from
this point, we omit the subscript G). Without loss of generality, we may assume f* is

monotonically decreasing in p. For all € > 0, define

€)= min 2
g(e) [min_2p

where g(¢) is defined as oo if no such p exists. Note that g(e) is also monotonically decreasing
in € and that h can be efficiently constructed using O(n) invocations of f*.

Theorem 43 is proved using the following integral flow algorithm.
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Approximate Max-Integral-Flow:

set g9 < &,v9 < (0,...,0),¢0 «— ¢
for t=0,...,00
if ¢4 <0 set F* «— ¢ and break
set ey11 «— ¢ —g(er)/C
for t=0,...,00
if 3 k; € Be,(ki, g(er)) for some (ki  kj) € K
set p; < characteristic vector of any path of length < g(e;) from k; — k;
set Vi1 « Ut + Dp, Ce1 < Ct — Dy
else break
ift> F*
output v; and accept
else

set m — Ve, (S1,...,5) s.t. pe,(Si) < 3g(e¢) and ¢,(V(S1,...,8)) < eC

output W = {e € E | [vy +m](e) = c(e), c(e) > 0} and reject

We claim that if the weight of a minimum K-cut of G is eC, then the algorithm
produces a flow of weight £ on input e.

Assuming this for a moment, it is immediate that the max-integral-flow/min-
multicut ratio is bounded by C/F* and so, to complete the proof of Theorem 43, we
need only compute estimates of F'* given the functions f&., f&r.r, f§5 from Section 6.2. The

following lemma states appropriate estimates.
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Lemma 50 Let Fj(e) denote the value of F'* computed using function fg for density e.

Then we have the following bounds:

2

(i) Fg-(e) > 161n€(k:+1*)0

(ii) Firr(€) > £5rC

N 3/251/2
(i) Fgs(e) = 548\5/5 c

Proof In each case, the bound follows easily by applying the estimates in Section 6.2 to
upper bound the radius p* of a decomposition inducing a multicut of weight at most eC/2.
The number of iterations F* must then be at least eC'/4p*.

(A factor of 2 improvement is possible by iterating this procedure over radii of at

all orders of magnitude.) [ ]

The asserted approximation ratios follow immediately from Lemma 50. We now
prove the claim. Because the inner loop of the algorithm is an augmenting path process,
the algorithm clearly produces an integral flow of weight ¢t*, where t* is the last value of ¢
reached in the main loop. Therefore, it is enough to show that, when the algorithm rejects,
the algorithm outputs a K-cut of weight less than eC.

We begin by showing that W is a K-cut; that is, W intersects every K-path. There
are two cases. First, we observe that every K-path in ¢« intersects m. By the loop condition,
there is no K-path in ¢+ of length < g(e4+). Let (S1,...,S¢) be any K-partitioning of V' with
cp+-radius < %g(st*). If p is a K-path in ¢;« which does not intersect V.. (S1,...,S) then
the entire path must lie in the same partition S;. But diam,,. (S;) < 2p.,.(Si) < g(ee).

Contradiction. Further, each edge e € m is also in W since m(e) = ¢4+(e) implies that
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[m + ve=|(€) = [c= + ve=](e) = c(e). Second, we consider a K-path p such that p intersects
an edge e € ¢ but € ¢;+. Then c(e) = ¢+ (€) + v4=(e) = v=(€), so e € W and p intersects W.

We next need to bound ¢(W). Clearly, ¢(W) < |m| + |jve]-

When t* < F*,
e > 0 and, since [lpi|| < g(e;) for all i, [[v-| = X q. 1 Ipill € Sy o1 9(E5) =
(e — ep+)C. By definition of f* and g, the K-cut V. (S1,...,5:) giving m exists (and,
as in our case when the bounds on f* are algorithmic, can be efficiently computed) and
has [|m|| = ¢+(V(S1,...,8)) < f*(39(e)lee|| < eplle=|| < e+C. Summing these,
(W) < (e —ep)C +epC = eC.

To prove the claim concerning vertex covers in case (i), note that, as observed by
Giinliik [Gtn02] for the case of the fractional max-flow /min-multicut approximation ratio, it
is sufficient to seed the partition selection step in the Garg-Vazirani-Yannakakis algorithm
using a vertex cover K* of K rather than the entire vertex set of K. The proof of the
flow/cut approximation bound carries through in this case as well, since a K*-partitioning
is sufficient to intersect every sufficiently long shortest path between vertex-pairs in K.
Thus, if £* is the size of a minimum vertex cover of K, the approximation ratio is improved
to O(e~1logk*). In an extreme case, for instance a star graph, k = O(n) while setting K*
to the center vertex of the star gives k* = 1

It still remains to remove the assumption that we give the algorithm as input the
weight eC' of a min-multicut of G. Since g(e;) is an increasing function in ¢, we can remove
the computation of the sequence {¢;} altogether and replace the augmentation loop with a
pure greedy algorithm; that is, while there exists a path between any two vertex-pairs of K

in ¢, push one unit of flow along the shortest such path. This variant clearly produces at
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least as large a flow as the original algorithm on any input £, in particular the true value of
€. However, this version, as with the original, runs in time only weakly polynomial in the
input size. This is easily corrected by modifying the greedy algorithm to push mince, ¢ (e)
units of flow along the path p selected on each iteration. Then clearly there can be at most

O(|E|) augmentation steps.

6.4 Related applications

In this section, we observe that the proof of Theorem 43 yields efficient approxi-
mation algorithms for maximum integral and fractional multicommodity flow and related

problems. We also observe some natural but less obvious combinatorial applications.

Approximation algorithms for flow and edge-disjoint path problems

In traditional applications of multicommodity max-flow/min-cut inequalities, the
maximum flow problem is polynomial-time computable (via polynomial-time linear pro-
gramming algorithms) while the corresponding cut problem is NP-hard. However, in the
integral case, both the flow [GVY97] and cut [DJPT94] problems are NP-hard. In the case
where the min-multicut has weight at least eC, the approximate maximum integral flow

algorithm used to prove Theorem 43 and the weak duality relations give the following.

Corollary 51 Let G be a graph with Z" -valued capacity function c, and K be a demand
graph on a k-element subset of V' such that the weight of any multicut separating all pairs

of vertices (ki,ks) € K is at least eC. Then

(i) There is a polynomial-time algorithm which constructs an integral flow within a factor
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O(s tlogk) of the optimum. If k* is the vertex cover number of K, the ratio is

improved to O(e~!log k*).
(i1) If G excludes K, , for some constant r, the ratio is improved to O(1/e).

(iii) If c € {0,1}F and G is §-dense, the ratio is improved to O(1/V/e6).

A natural variation on the above is to apply scaling methods to recast the general
(fractional) multicommodity flow problem as an integral flow problem. That is, fix some
large integer @) and, for a non-negative realvalued capacity function ¢, let ¢/(e) = |¢(e)@].
If v is an integral flow in ¢/, then v'/@ is a feasible (possibly fractional) flow in ¢. Further,
the scaling distorts the relative weight ¢ of the minimum cut and the original capacity
function by a factor which goes to 1 as Q — .

Given a fractional capacity function ¢, consider the following greedy heuristic for
the maximum multicommodity flow problem: Select a shortest K-path in G and push as
much flow as possible along the path until it is saturated; repeat until there are no K-paths

remaining.

Corollary 52 Let G be a graph with a non-negative real-valued capacity function c, and
let e, k* be as above. Then the greedy heuristic constructs a flow of weight within a factor
O(e~tlogk*) of the optimum. If G excludes K, for some constant r, then the factor is

improved to O(e71).

Proof It is easy to see that the greedy heuristic corresponds to the pure greedy variant of
the approximate max-integral-flow algorithm above when @ is an arbitrarily large integer.
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Note that we cannot apply scaling techniques to the family of §-dense graphs.
Unconditional versions of these approximation ratios were already known [GVY93, Giin02,
KPR93], but it is interesting that the greedy heuristic constructs a flow achieving these
ratios when the min-multicut has constant density.

Integral flows are closely related to edge-disjoint paths in unweighted graphs. The
problem of connecting a maximum number of endpoints in K along edge-disjoint paths was
one of the original NP-hard problems [Kar72]. The following consequence of Theorem 43

will be used later.

Corollary 53 Let G be an unweighted graph with m edges and mazximum degree A such

that at least em edges must be removed to separate all vertex-pairs in K. Then

(i) Q (ezm/A log k) vertez-pairs in K can be connected along mutually edge-disjoint paths,

and these paths can be computed in polynomial time.
(i1) If G excludes K, , for some constant r, then the same is true for € (€2m/A) DAITS.

(i1i) If G is 6-dense, then the same is true for Q (53/251/2m/A) pairs.

Proof Edge-disjoint paths in an unweighted graph are equivalent to the special case of
integral flow where edge capacities are 0-1-valued. If G has maximum degree A, then at
most A routed paths between a pair (k1, k2) in a K-flow can correspond to a single terminal

pair. |



64
Intersecting odd cycles

Let G be an unweighted graph, and let og(G) denote the odd girth of G, that is,
the length of the shortest odd cycle in G. In [BESS78], Bollobas, Erdés, Simonovits, and
Szemerédi considered the problem of determining the minimum cardinality of an edge-subset
F C E such that F intersects every odd cycle in G. They showed that |F| = O (n?/0g(G))
and conjectured that |F| = © (n?/0og?(G)). This conjecture was proved by Komlés [Kom97]
using the eponymous decomposition in Section 6.2.

It turns out that odd cycles in a graph have a very natural formulation in terms

of integral multicommodity flows. The relation is summarized in the following lemma.

Lemma 54 Let G(V, E) be an unweighted graph, and let (Vy, V1) be a bipartition of V' such
that |(Vo, Vo)| + |(V1, V1)| is minimized. Let E = EgU Ey where Eg = (Vo, Vo) U (V1, V1) and

Ey = (W, V1), and set K = Ey. Then
(i) Every K-path in G = G(V, Ey) can be extended by an edge in Ey into an odd cycle
n G.
(ii) For all S CV, |Va, (9)|/IVK(S)| > 1.

(i) Any K-cut of Gy has size at least |E(K)|.

Proof Let p be a K-path in Gy, say, between (k1, k2) € Ey. By definition, G is bipartite,
so p has even length. Then p U (k1, k2) is an odd cycle in G. Next, suppose there exists
S C V such that |V, (S)| < |[Vk(S)]. Then setting V/ = V; — (V; N S) + (V5N S) gives
[(Ve, VOl + (VL VD= 1(Vo, Vo)l + [(Vi, Vi)l + [V (S)] = VK (9)] < [(Vo, Vo)l + [(Vi, W),

contradicting the minimality in the choice of (Vp, V7). Finally, let M be a K-cut of G, and
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let Si,...,S; denote the connected components of G1 \ M. Then ), Vi (S;) = 2|E(K)| <

2. Va6 (Si) < 2[M]. u

Theorem 55 If G € G then |F| = O (mlogn/og(G)) and |F| = O (n?/og*(G)). If G

excludes K, , for some constant r, then |F| = O (m/og(Q)).

Proof By definition of fg, there exists a vertex-partition (S, ..., S;) with

V(51,501 < fal5(09(G) — 3)m

such that p(S;) < 3(0g(G) — 1). It is easy to see that such a multicut intersects every odd
cycle of length at least og(G). The claims follow by applying the upper bounds f* proved

in Section 6.2. ]

Each of these bounds can also be interpreted as an upper bound on og(G) in terms
of |F|. Note that the first bound is stronger when G is a sparse graph; the second is Komlds’

result; the third is a stronger bound for sparse graphs in the case of graphs excluding K. ,.

Local 2-colorability

We note an application to local decidability of bipartiteness. That is, we would
like to find an algorithm which, given a graph which is e-far from bipartite, locates an odd
cycle in G. Such an algorithm obviously has one-sided error, and the probability of error is
exactly the probability that it fails to find an odd cycle in a far-from-bipartite graph. The
following lemma states that a graph which is e-far from bipartite is dense in small witnesses

to this fact (odd cycles).
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Lemma 56 Let G be a graph with constant maximum degree which is e-far from bipartite.
Then G contains Q(e*m/logn) edge-disjoint odd cycles of length O(¢ 2 logn). If G excludes

K., for some constant r, then it contains Q(e*m) edge-disjoint odd cycles of length O(e~2).

Proof With notation as earlier, |F'| > em. Apply Corollary 53 to the construction in
Lemma 54. That a constant fraction of these cycles have at most the given length follows

by Markov’s inequality. [ |

Lemma 56 implies an efficient local algorithm for bipartiteness in the special case

of graphs excluding K, ,:

Theorem 57 Let G be a graph with constant mazimum degree A such that G excludes
K, , for some constant r and G is e-far from bipartite. Then there exists an algorithm
which locates an odd cycle in G with probability 1 — § using exp(O(e72))log(1/8) queries;

in particular, the algorithm requires a number of queries which is independent of n.

Proof In the case of graphs excluding K, ,, Lemma 56 implies that we can locate an odd
cycle with constant probability by sampling O(¢~2) random vertices and doing a breadth-
first search about each vertex to radius O(¢72). Repeating this O(log(1/d)) times re-
duces the failure probability to 1 — §. The overall query complexity of this procedure is
AP 10g(1/6). |

On the other hand, Goldreich and Ron [GR97] showed that locating an odd cycle
requires Q(y/n) queries in general. A slightly modified argument shows that a graph with

|F| > en? must contain 9(53/ 2n?) edge-disjoint odd cycles. Alternatively, one can argue

directly from Lemma 46 that bipartiteness as well as other properties on bounded-degree
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graphs, including 3-colorability (which we saw earlier is not computable with a sublinear

number of queries), are distinguishable in constant time on graphs excluding a fixed minor.

6.5 Tightness of bounds

With respect to the usual parameter k, the bounds of Theorem 43 are optimal.
For general graphs, this follows from the lower bound in [GVY93], which is similar to the
lower bound construction used in [LR99]: G is a A-regular expander graph on n vertices, all
edges have unit capacity, and K is the set of all vertex-pairs (ki, k2) such that d(k;, ka) >
loga(n/2). Tt is easy to check that the maximum (fractional) flow is O(n/logn) while the
minimum multicut has weight Q(n) = Q(m). Fractional flow is a relaxation of integral flow,
so the bound holds in our case as well, even though the min-multicut has constant density.
For the other families considered, the assertion is trivial.

It is not clear, however, whether Theorem 43 always captures correctly the optimal
dependence of the max-integral-flow /min-multicut ratio on e. For planar graphs, the grid
example used in [GVY97] to establish the Q(k) integrality gap shows that our dependence
on ¢ for planar graphs is optimal. More generally, a potential problem in our approach is
illustrated by the following example, which is the construction of Lemma 54 applied to the
lower bound construction used in [BESS78]. Let G’ be a path on | = O(1/+/B) vertices
v],...,v] and let G be the “blow-up” of G’ by t = O(y/fn) vertices; that is, replace each
vertex v, of G’ by t vertices vf for j =1,...,t, and let G be the graph formed by connecting
) for all i1,i9,j. Set K to the set of pairs (vil,vliz) for all ¢1,79. Then

. i1, o
all pairs (vj U

G is d-dense, with § = /3, and it is easy to see that any K-cut has weight Q(v/8C).
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Applying Theorem 43 with e = /3 gives that there exists a flow of weight O(8C") when,
in fact, there exists a flow with weight equal to the min-multicut — the optimum flow is
achieved by pushing a unit flow along all paths P = {(a,...,q;)} where P is a pairwise
independent family of vectors on {1,...,¢} of size t? (this flow strategy was observed by
Luca Trevisan). The problem is that, when we augment along a path, it may be the case that
the path intersects a min-multicut at a single edge, while the approximate max-integral-flow
algorithm reduces its lower bound on the weight of the unknown min-multicut by the length
of the path. In this example, the worst case occurs on every augmentation, leading to a loss
of a factor [ = O(1/+/B). On the other hand, the same example shows that our bound on

fgs in this case is optimal within a constant factor.
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