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Abstract 
 

Devices, Structures, and Processes 

for Optical MEMS 
 

by 
 

Hyuck Choo 
 

Doctor of Philosophy in Electrical Engineering and Computer Sciences 
 

University of California, Berkeley 
 

Professor Richard S. Muller, Chair 
 
 

High-precision microlenses have been fabricated utilizing hydrophobic effects 

and polymer-jet printing technology.  The lenses are formed precisely at desired locations 

on a wafer using a polymer-jet system in which hydrophobic effects define the lens 

diameter and surface tension creates a high-quality optical surface.  They have 200–1000-

μm diameters and 343–7862-μm focal lengths.  At 635 nm, wavefront aberrations 

(measured using a Shack-Hartmann sensor of λ/100 accuracy) are λ/5-λ/80, and the 

variation in focal length is less than 4.22%.  Using WYKO NT3300, the maximum 

deviation of the surface profile from an ideal circle was measured to be approximately 

0.15 μm for most cases (range ~ 0.05–0.23 μm).  The average p-v optical-path-length-

difference values were 0.14, 0.25, 0.33, and 0.46 μm for 200 μm-, 400 μm-, 600 μm-, 

and 1mm-diameter microlenses, respectively.   

Using micromachining techniques, polarization beam splitters (PBS), important 

optical components to separate the orthogonal TE and TM components of light, have 

been batch-processed and characterized.  The devices were fabricated from thin-film, 
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low-stress silicon nitride membranes and showed excellent performance.  Measurements 

using NANO Deep-UV System showed that the final thickness of the membranes varied 

from 418.8 to 419.5 nm.  Using a WYKO NT3300, the radius-of-curvature of a typical 

nitride membrane was measured to be 51 m: the membrane is virtually flat.  Very good 

performance has been demonstrated by the new MEMS-PBS structures at 635 nm: 

extinction ratios (for reflected and transmitted light) of (21dB, 10dB), (21dB, 14dB), and 

(21dB, 16dB) for single-, double-, and triple-layer systems, respectively with 

corresponding insertion losses of 3, 10, and 13%. 

A new, straightforward, CMOS-compatible, three-mask process is used to 

fabricate high-performance torsional microscanners driven by self-aligned, vertically 

offset comb drives.  Both the moving and fixed combs are defined using the same 

photolithography mask and fabricated in the same device layer, a process allowing the 

minimum gap between comb fingers to be as small as twice the alignment accuracy of the 

photolithography process.  The fabricated microscanners have torsional resonant 

frequencies between 58 Hz and 24 kHz and maximum optical-scanning angles between 8 

and 48° with actuation voltages ranging from 14.1 to 67.2 Vac-rms.  The yields on two 

separate fabrication runs have been better than 70%.  To demonstrate an application for 

these scanners, laser-ablation patterns suitable for ocular cornea surgery have been 

generated.  First, a two-dimensional scanning system has been assembled by orienting, 

two identical microscanners at right angles to one another.  Next, when driven by two 90º 

out-of-phase 6.01-kHz sine waves, the cross-coupled scanners produce circular patterns 

having radii fixed by the amplitude of the driving voltage.  Then, a small pattern from the 

surface topography found on a US Roosevelt dime has been chosen and emulated to 



3 
 
generate a cumulative ablation pattern that compares favorably with similar emulations 

reported by earlier researchers who used larger, more-complicated ablation systems. 

Various wavefront sensing techniques to evaluate their suitability for precisely 

characterizing high-order wavefront aberrations of large magnitude have been examined.  

An appropriate wavefront sensor must be able to characterize corneal scarring, tear film 

effects, LASIK flap wrinkles, and keratoconics and post-LASIK corneas.  The following 

sensors are discussed: phase-shifting interferometry (including sub-Nyquist 

interferometry and two-wavelength interferometry), curvature sensing, phase-diversity 

method, lateral shearing interferometry, star test, Ronchi test, and knife-edge test.  Their 

fundamental operating principles and theoretical limitations as well as their past and 

current wavefront-sensing abilities are presented and discussed.   

An addressable array (5-by-5) of high-quality microlenses suitable for application 

in a Shack-Hartmann (SH) sensor in a micro-optical system has been demonstrated.  

Specific lenses in the array can be addressed using a new selection scheme (that we have 

designed, built, and tested) in which the mechanical resonant frequencies of individual 

lens-support carriages are varied.  Thus, by changing the frequency of the drive voltage, 

only two electrical connections per row are required in the lens system to identify the 

selected lens by its resonating focal image.  Using this lens-identification method will 

allow us to improve the dynamic range of SH sensors by a factor of 12-46 above values 

reported for conventional SH designs.   

A MEMS-based, phase-shifting interferometer (MBPSI) that is much faster than 

conventional phase-shifting interferometers (PSI) has been demonstrated. The 

conventional interferometers use piezoelectric actuators to obtain phase-shifted signals.  
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In contrast, the MEMS-based system takes measurements using a comb-driven vertically 

resonating micromachined mirror that is illuminated by synchronized laser pulses (1 µsec 

duration at λ = 660 nm).  The MBPSI employs a four-frame phase-shifting technique 

(four CMOS-imager frames for each profile measurement) at a rate of 23 profile 

measurements-per-second (43.5 msec per measurement).  At this rate, the MBPSI can 

capture more than 700 PSI measurements of a time-varying phenomenon in a 30.5-

second interval which compares to 1 measurement in 1 second in conventional systems.  

The MBPSI in Twyman-Green configuration has accurately tracked the fast-changing, 

transient motion of a PZT actuator, with a precision of ± λ/220 (± 3 nm).  Measurements 

to check the repeatability of the system, performed in a 20-minute period, show that it is 

accurate to within ± 10 nm.  
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CHAPTER 1 
 

Optical Properties of Microlenses Fabricated  

Using Hydrophobic Effects and Polymer-Jet-Printing Technology 
 
 

1.1 Introduction 

Major opportunities have existed in optical microelectromechanical systems 

(MEMS), and despite the economic setback in the year 2002, concentrated research 

optical MEMS has been underway at many locations.  However, most of the research 

reported thus far has been focused on activated-mirror-micro-optical systems, which have 

instantly recognizable applications in the display and fiber-optic-switching fields.  

Optical components other than activated mirrors must, however, be available for 

designers to produce micro-optical systems for other applications that are already of 

proven value in macro designs.  Chief among the needed components are lenses with 

high optical quality that can be accurately formed and placed at specified locations in an 

optical system.  For example, the ability to integrate high-quality microlenses onto 

optical-MEMS structures will serve as a foundation for MEMS-based optical applications 

such as Shack-Hartmann wavefront sensor with improved dynamic range [1] and more 

advanced endoscopic imaging systems with flexible magnifications and higher 

resolutions.  In order to achieve these goals, the microlens-fabrication method must be 

highly repeatable and should provide an easy way to batch-fabricate high-quality 

microlenses on movable MEMS structures for various applications.   

Microlenses have a wide range of potential applications such as imaging systems, 

optical communication networks, and miniaturized hybrid digital/optical computing 
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systems [2-4].  Up to present, several microlens-fabrication methods have been 

developed and used [5-8].  Binary-amplitude and binary-phase micro-Fresnel lenses, 

which show low theoretical diffraction efficiencies (limited to 10% and 41%, respectively) 

have been demonstrated [5].  Refractive microlenses have been in use for some time in 

various forms [6-8].  They have been fabricated by using photoresist-reflow method or 

gray-scale-mask photolithography technique.  But, for these methods, adjusting the 

microlens radius or precisely controlling the reactive-ion etching process has been 

challenging.  Therefore, a simpler yet more reliable fabrication method has been 

constantly demanded.   

The fabrication of microlenses using surface tension with or without hydrophobic 

effects has attracted considerable research because of this method’s potential applicability 

to various micro-optical systems [9-10].  Because of the vast amount of interest that the 

scientific community paid to this research subject, we occasionally come across 

researchers who claim that they have pioneered the microlens fabrication using surface 

tension.  However, the credit for first reporting this method should be given to M. C. 

Hutely who, back in 1991, demonstrated the fabrication of microlenses based on regular, 

surface-minimizing shapes observed in liquids under the influence of surface tension [11-

12].  Then in 1994-1996, Prof. George M. Whitesides of Harvard University utilized the 

method for more general applications (as known as self-assembly techniques) [13-14].  

Using hydrophobic method, Prof. S. C. Esener’s group reported dipping-method 

produced lenses in 2000 [15], but did not provide a reliable means to vary or control 

optical properties if, for example, several lenses at differing locations on a wafer or chip 

were needed in a microsystem.  The dipping technique is especially cumbersome when 
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(as in the usual case) microstructures have already been fabricated onto the wafer surface.  

If, instead of dipping, a polymer-jet-printing technique is used without hydrophobic 

pattern definition, it is difficult to obtain uniform diameters or to build closely packed 

microlens arrays because uncured liquid polymer tends to flow and merge with adjacent 

microlens patterns [10].  Recent research described polymer-jet-printing of microlenses 

having a range of focal lengths for a single fixed diameter [16].  The authors mentioned 

the use of ‘surface treatments,’ but without fully describing the process. 

In this chapter, a fabrication method for high-precision microlenses with excellent 

optical characteristics is discussed.  Our method combines the strengths of two different 

fabrication methods that were reported earlier [17-18].  The desired lens diameter and 

locations are precisely determined by hydrophobic effects while the volume of the lens is 

accurately controlled by using a polymer-jet system.  Then the surface tension creates a 

high-quality optical surface, and the deposited liquid polymer is cured using an UV lamp 

to form solid microlenses.  This fabrication concept is graphically illustrated in Figure 1.1. 

 

Figure 1.1 Microlens-fabrication concept 

In this chapter, the fabrication method (the microlens-template fabrication and 

polymer-jet-printing setup/operation), the characterization methods for optical and 

physical properties of the fabricated microlenses, and the characterization results (optical 
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aberrations, focal lengths, f-numbers, and surface roughness) measured by using several 

precise physical- and optical-characterization systems including the atomic force 

microscope (AFM), a white-light interferometric profiler (WYKO NT3300), and the 

CLAS-2D Shack-Hartmann sensor will be discussed. 

 
1.2 Microlens-Template Fabrication 

 To position and size microlenses precisely, we need to create hydrophilic circular 

regions at the desired locations on the surface of Pyrex and/or quartz wafers.  The process 

can be divided into three major parts: Teflon coating, Teflon roughening, and Teflon 

patterning.  The fabrication process is illustrated in Figure 1.2. 

 

Figure 1.2 Microlens-template fabrication 

1. Figure 1.2-1:  The Teflon in liquid form is spin-coated on the wafer surface.  The 

chosen liquid Teflon is CYTOP CTL-809M manufactured by Asahi Glass, Japan.  

This Teflon in liquid form is designed to show excellent adhesion to Pyrex and silicon 

surfaces and is highly resistant to virtually all chemicals, including the Baker’s PRS-

3000, photoresist developers, acetone, IPA, methanol, and various acids & bases.  In 
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order to coat a 4-inch wafer, approximately 5 gm of CTL-809M is dispensed onto a 

pre-cleaned wafer.  Then, the wafer is spun at 2000 rpm for 1 min on the manual 

spinner, followed by soft-bake at 100 °C for 90 seconds on a hotplate.  (Please refer 

to Table 1.1 for coated-Teflon-layer thickness vs. coating-spin speed.)  This yields a 

1-μm thick Teflon layer on the wafer.   

2. Figure 1.2-2:  After completing the step 1, the Teflon layer is very hydrophobic 

(contact angle = 135°), making it impossible to coat it with photoresist.  Hence we 

need to modify the surface property of the Teflon layer: convert the hydrophobic 

layer into a temporarily hydrophilic layer.  This can be achieved by a “surface 

modification” process in an O2-plasma etcher [19].  Table 1.2 shows how the contact 

angle changes with respect to the roughening-process duration.  For our purpose, we 

used oxygen plasma at P = 50W for 30-second in the Technics-C plasma etcher.  

After the surface treatment, the contact angle becomes 104.1°, which makes it 

possible to coat the Teflon surface with photoresist. 

3. Figure 1.2-3:  We coat the treated Teflon surface with photoresist (Shipley’s OiR 

897-10i) with thickness of 2μm followed by softbake at 90°C for 1 minute and then 

perform photolithography.  The same exposure and development conditions used to 

process the photoresist layers coated on bare silicon surfaces can be used. 

4. Figure 1.2-4:  Next, using the photoresist layer as a masking layer, we etch and 

pattern the Teflon layer using the isotropic oxygen plasma in the Technics-C plasma 

etcher (Power = 50W, Time = 7 minutes).    

5. Figure 1.2-5:  After removing the remaining photoresist with acetone or the Baker’s 

PRS-3000, the wafer is placed inside a 200-°C oven for an hour in order to cure the 
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Teflon layer permanently.  After this step, the Teflon layer exhibits surface-contact 

angles larger than 150°, which is an extreme hydrophobic property. 

6. Figure 1.2-6:  Finally the completed microlens templates are cleaned in the 

4:H2SO4/1:H2O2 bath for 10 minutes.  This removes any organic residues (such as 

photoresist remnants) left on the wafer surface and also greatly improves the 

hydrophilic property of the areas (quartz surfaces) on which microlenses will be 

formed. 

Occasionally quartz and Pyrex wafers can present adhesion problems: the coated Teflon 

film may come off the wafer surface very easily.  In order to prevent this, a very thin 

layer of PSG/LTO (≤ 0.1 μm) can be deposited and annealed on the quartz and Pyrex 

wafers before coating them with the Teflon.   

Table 1.1 Thickness vs. the coating-spin speed for CTL-809M (measurements made 
by using the NANODUV with the following options: Positive PR on Si 
and n = 1.29; the measurements were made at its center and at locations, 2 
cm from the outer edge of the wafer.) 

Viscosity 
in cps 

Spin Speed 
(in rpm) 

Spin Duration 
(in seconds) 

Center 
(μm) 

Top 
(μm) 

Left 
(μm) 

Flat 
(μm) 

Right 
(μm) 

300 2000 30 1.19 1.14 1.14 1.14 1.14 
300 3000 30 0.75 0.71 0.72 0.71 0.70 
300 4000 45 0.52 0.50 0.50 0.50 0.50 
300 8000 30 0.42 0.41 0.41 0.41 0.41 
150 2000 30 0.55 0.54 0.54 0.54 0.54 

 
Table 1.2 Contact angles vs. the O2-plasma-etch duration: Technics-C 

Etch 
Duration  
(in sec) 

0 30 60 90 120 150 180 210 240 

Etch 
Depth 
(in Å) 

0 1323 1540 3130 4513 6484 8041 9842 10321 

Contact 
Angle 

(in degree) 
135 104.1 105.3 104.2 102.7 111.4 119.2 117.1 118.2 
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Figure 1.3 below shows microlens templates patterned on a quartz wafer.  

Because the oxygen-plasma-etch process is isotropic, the process etches the Teflon layer 

both into the lateral and vertical directions.  Hence, it is more advantageous to use a 

thinner Teflon layer in order to define the bases of the microlenses more precisely.   

   

  
Figure 1.3 Microlens templates fabricated on a quartz wafer: A template contains 

base patterns for microlenses, microlens arrays, ovals, and rectangles. 
 
Because the base patterns are defined photolithographically, it is possible to create very 

precisely aligned, narrowly spaced microlens arrays (1-μm gap) as shown in Figure 1.3.  

Such microlens arrays show significant improvements in optical fill-factors, up to 90%, 

which are considered to be very important parameters in optical-sensing systems and 

applications. 

 

Teflon 
(Hydrophobic 

Area) 

Quartz Surfaces 
(Hydrophilic 

Areas) Quartz 
Surfaces 

(Hydrophilic 
Areas) 

: 600 μm : 200 μm 

10 μm 1μm 

Quartz 
Surfaces 

(Hydrophilic 
Areas) 

Quartz 
Surfaces 

(Hydrophilic 
Areas) 

Teflon 
(Hydrophobic 

Area) 

Teflon 
(Hydrophobic 

Area) 
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1.3 Polymer-Jet Printing Setups 

 The polymer-jet printing head is manufactured and sold by MicroFab, Inc. in 

Plano, Texas.  The print head MJ-AT, which is shown in Figure 1.4, has been used in our 

setup.  The schematic diagram of the setup is shown in Figure 1.5. 

 
Figure 1.4 MicroJet dispensers (piezoelectric print heads): MJ-AT, which is used in 

our setup, has the threaded head, achieving more secure delivery of the 
printing fluid. 

 

 

Figure 1.5  Schematic diagram of MicroJet-dispenser printing setup: Visual 
observation systems have been omitted from this diagram. 

 
Figure 1.6 below shows the physical setup.   
 

MJ-AT MJ-AB 
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Figure 1.6 Pictures of the microlens-fabrication setup:  The bottom picture shows the 

close-up picture of the area surrounding the MJ-AT. 
 
The MJ-AT has the threaded head and is designed to work with the MINSTAC fittings 

and tubes provided by The Lee Company in Westbrook, Connecticut.  A 062 MINSTAC 
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tubing union (The Lee Company Part Number TMUA3201950Z) has been used to 

interface the MINSTAC fitting on the MJ-AT with a MINSTAC male coupling screw 

attached to a MINSTAC Teflon tubing (Figure 1.7).    

 

Figure 1.7 Picture of the MINSTAC-fitting assembly on the MJ-AT print head 

Because the MINSTAC fittings and tubing are originally developed for use in aircraft, 

they require a set of expensive, specialized tools to assemble male/female screws on them.  

However, in order to save time and money, one can simply order Teflon tubing with pre-

assembled MINSTAC male coupling screws.  Some suggestions for tubing with pre-

assembled coupling screws are listed in Table 1.3.  Please notice that the smaller inner-

diameter requires more pressure to drive the liquid through the tubing while it reduces the 

amount of polymer wasted in the tubing (dead volume).  For our setup, we chose the 60-

cm-long tubing with the 0.032” inner-diameter (TUTC3216960L). 

 

 

MINSTAC 
Fitting 

Teflon Tubing 
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Table 1.3 Examples of MINSTAC pre-assembled tubing list 

Part Number Description 
TUTC3216915L 15-cm long, 0.032” Inner-Diameter Tubing with Two 062 Fittings 
TUTC3216930L 30-cm long, 0.032” Inner-Diameter Tubing with Two 062 Fittings 
TUTC3216960L 60-cm long, 0.032” Inner-Diameter Tubing with Two 062 Fittings 
TUTC3216910D 100-cm long, 0.032” Inner-Diameter Tubing with Two 062 Fittings 
TUTC1226930L 30-cm long, 0.012” Inner-Diameter Tubing with Two 062 Fittings 
TUTC1226910D 100-cm long, 0.012” Inner-Diameter Tubing with Two 062 Fittings 

 
Since the droplets are generated at rates between 1-20000 droplets per second, it 

is necessary to build a stroboscopic optical viewing system to monitor the proper 

operation of the apparatus.  This is achieved by building the following simple viewing 

system shown in Figure 1.8.  The LED (Super Red MV 9100 by Fairchild Semiconductor) 

is placed approximately one focal length (of the LED) away from the droplet position.  A 

microscope objective lens (4X or 5X, PLAN quality) is used as an imaging lens.  This is 

an inexpensive yet highly effective solution for building a high-quality imaging system.     

 

Figure 1.8 Optical viewing setup for observing MicroJet-droplet generation  

It requires an extremely low level of pressure (on the order of a few mbar) to 

drive the liquid (lens material) from the reservoir to the MJ-AT print head.  Since a 

digital/analog pressure controller that can achieve such a fine level of pressure is very 

expensive and rare, the best option is to use a slight difference in the height (and thereby 

Imaging Lens 

LED 

White Lights 

Zoom Lens 
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utilizing the gravitational force) to make the delivery.  So the reservoir was mounted on a 

vertical slide as shown in Figure 1.9, and its height was adjusted in order to apply the 

proper level of pressure.   

There is no particle filter integrated onto the reservoir because attaching one in 

the delivery path makes it very difficult to control the pressure through the delivery path.  

Hence the liquid that will be poured into the reservoir was filtered beforehand.  Using a 

0.45-μm Pall-Gelman Nylon-Disc filter (Pall Corporation, East Hills, New York) has 

proven to be sufficient because the inner diameters of the orifices at the printing end of 

MJ-ATs range between 10-60 μm.  When using a disc particle filter, one must be aware 

that a disc filter releases a large amount of debris (originated from the filtering fibers) 

into the filtered liquid on its first use.  Hence, it is important to run sufficient amount 

(approximately 1 liter) of clean dummy liquid such as acetone or distilled water through 

the disc filter before starting to use it to purify the lens material that will be poured into 

the reservoir. 

The volumes of the droplets generated by MJ-ATs with larger orifices tend to be 

larger than those generated by MJ-ATs with smaller orifices.  A smaller orifice would 

provide a better step-volume resolution for microlens-fabrication process, but it may 

result in more frequent blockage at the printing tip.  In our setup, we chose a MJ-AT with 

a 40-μm orifice because it gives a good balance between the droplet-volume resolution 

and ease of maintenance.   
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Figure 1.9 Reservoir mounted on a slider 
 

The MJ-AT can handle liquid with viscosity up to 40 cps at a room temperature 

(20 °C), and this significantly limits the number of optical-purpose epoxies that can be 

used in the system.  Our lens material used is an optically transparent epoxy called, 

“EPOTEK OG146” manufactured by Epoxy Technology, Inc., in Billerica, 

Massachusetts.  It is the only off-the-shelf optical epoxy with viscosity less than 40 cps at 

23 °C.  To cure the epoxy, the company recommends to use a 100 mW/cm2 UV-light 

source (wavelength between 300-400nm) for 1-2 minutes.     

The OG146 shows excellent transmission rates of 82-96% for 350-449 nm and 

rates higher than 96% for 450-900 nm, which makes it highly desirable for optical 

applications.  The MSDS of OG146 is available from the website of Epoxy Technology.  

Figure 1.10 shows the simulated prediction of the refractive index vs. wavelength for the 

OG146 before and after UV-curing.  
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Figure 1.10 Predicted refractive index (n) of OG146 Vs. wavelengths before and after 

curing (Courtesy: Epoxy Technology)    
 

1.4 Operation of MJ-AT: Printing Microlenses 

In order to start printing microlenses, the liquid lens material must fill all the way 

from the reservoir to the tip of the MJ-AT print head.  This can be achieved by adjusting 

the relative height of the reservoir with respect to the tip of the MJ-AT While observing 

the liquid meniscus formed at the tip of the MJ-AT.  The MJ-AT is driven by the periodic 

trapezoidal waves as shown in Figure 1.11.  The LED is programmed to flash 200 μs 

after the ejection of the droplet.  If stable dispensing is achieved, then the droplet will 

also appear stationary on the viewing screen. 
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Figure 1.11 MJ-AT driving waveform for droplet generation: Top – periodic 

trapezoidal waveforms; Bottom – individual trapezoidal waveform 
 
The optimal driving condition depends on the properties, especially viscosity, of the 

liquid being dispensed.  The goal is to generate a very stable stream of clean individual 

droplets without satellite formation as shown on the left side of Figure 1.12 as well as in 

Figure 1.13.  In order to calculate the volume of an individual droplet, we deposit a large 

number of droplets (usually 3000-5000 droplets) on the surface of a silicon wafer and 

measure its volume using a white-light interferometer.  Then the volume is divided by the 

number of droplets dispensed.  The volume of the individual droplet is measured to be 24 

pL, and the diameter of the individual droplet, which can be calculated from the 
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individual volume, is 35.8 μm, which is slightly less than the inner diameter of the MJ-

AT’s orifice (40 μm).   

 
Figure 1.12 Clean droplet generation (left) and undesired satellite-droplet formation 

(right) 
 

  

 
Figure 1.13 Sequential images of clean droplet formation captured by a stroboscopic 

viewing system 
 
Satellite formation mentioned earlier can cause fluctuation in droplet volume and makes 

it difficult to achieve good repeatability for the microlens fabrication process since the 
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fluctuation in microlens volume will directly influence the optical properties of the 

microlens.  If the satellite formation becomes problematic, then it is necessary to increase 

or decrease t dwell in order to prevent it.  Changing the driving voltage usually changes the 

volume of a droplet and has little effect on satellite formation.    

The higher the driving voltage is, the larger the droplet becomes.  The droplet size 

also depends on the ambient temperature because the polymer’s viscosity decreases as the 

temperature increases and so does the volume of the droplet.  Hence, it is necessary to 

make sure that the ambient temperature remains as stable as possible whenever 

microlenses are fabricated.  Since our lab (173 Cory) was not equipped with an air 

conditioner until 2003, microlens fabrication was carried out between 10 pm – 9 am to 

improve the uniformity of the microlenses.  The sequential images of the microlens-

fabrication process are shown in Figures 1.14 and 1.15. 

  

 
Figure 1.14 Observation of microlens fabrication: Top three images – combination of 

white-light and stroboscopic observation, which makes it possible to 
observe individual droplets being dispensed as well as the progress of 
microlens fabrication; Bottom three images – white-light observation 
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Figure 1.15 Top-view observation of microlens fabrication: One can clearly observe 

the change in the curvature of the microlens under fabrication as more lens 
material is added. 

 

1.5 Physical and Optical Properties of Fabricated Microlenses 

1.5.1 SEM Pictures of Various Microlenses Fabricated 

Microlenses and microlens arrays of various sizes and properties have been 

fabricated, and, in this section, their scanning-electron-microscope (SEM) images are 

shown.  For the analysis work, we concentrate on 200-μm, 400-μm, 600-μm, and 1000-

μm diameter microlenses.  

 

 
Figure 1.16 Three identical microlenses with base diameter of 400 μm, viewed at an 

angle (top) and from the side (bottom) 
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Figure 1.17 Left – Various microlens arrays of uniform microlenses; Right – 

Microlenses with base diameters of 1000 and 600 μm 
 

 
Figure 1.18 Side view of a microlens with a base diameter of 1000 μm 

 

 
 

 
Figure 1.19 5-by-5 microlens array (base diameter = 200 μm, spacing between 

microlenses = 10 μm): In the SEM images, these microlenses in the array 
look extremely uniform. 

 
1.5.2 Surface Roughness of Microlenses 

The surface roughness of microlenses is an important property if the microlenses 

are to be used as imaging elements.  Rough microlens surface can scatter incoming light, 

: 250 μm 
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and the light efficiency of the microlens becomes poor.  The measurement using the DI 

AFM Nanoscope Dimension 3100, an atomic-force microscope (AFM), at the selected 

areas, showed that the surface roughness of our microlenses was measured to be less than 

5 nm.  This measurement result is in agreement with what other research groups have 

previously reported on the surface roughness of polymer microlenses fabricated using 

surface tension [9, 15].  Figure 1.20 shows the images of the microlens-polymer surface 

and high-temperature-annealed phosphosilicate glass (PSG) at the same magnification 

(×25000).  From the images, it’s clear that the surface of the polymer microlens is almost 

as smooth as that of the PSG. 

    
Figure 1.20 25000X SEM images of the surfaces of a microlens (left) and annealed 

phosphor-silicate glass (PSG) (right): The smoothness of the polymer 
surface is similar to that of PSG annealed at 950 °C. 

 
1.5.3 Volume vs. Effective Focal Length (EFL) 

We have created microlenses of different volumes and measured their focal 

lengths as a function of volume.  The focal length of a microlens can be varied by 

controlling its volume.  Figure 1.21 shows one such case, in which microlenses with a 

base diameter of 400 μm have different volumes, and consequently, they have different 

focal lengths.   
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Magnification: ×25000 Magnification: ×25000 
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Figure 1.21 Microlenses with base diameter of 400 μm: three different volumes and 

focal lengths 
 
To measure the effective focal lengths of different microlenses fabricated, we built a 

setup consisting of a laser source, optical fiber, automated stage with position readout, 

and a viewing system.  The drawings in Figure 1.22 illustrate the measurement method.  

The optical fiber, which is connected to a laser diode, is mounted on an automated stage 

(not shown in Figure 1.22) with highly accurate distance-movement readout.  First, the 

tip of the optical fiber is brought into contact with the top surface of the microlens along 

its optical axis.  The initial position of the automated stage is noted by reading the 

numerical value off the stage’s display.  Then, by controlling the automated stage, the 

optical fiber is slowly moved away from the microlens until the light that emerges from 

the microlens becomes completely collimated (or the spot projected on the wall, which is 

~ 6 meters away, is the smallest).  The spot will be the smallest only if the tip of the 

optical fiber is precisely 1 EFL away from the microlens.  Again, the final position of the 

automated stage is noted by reading the numerical value off the stage display.  The 

difference between the initial and final positions is the effective focal length.     
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Figure 1.22 Method for measuring effective focal lengths: The optical fiber is mounted 

on an automated stage, which is not shown in the diagram. 
 
The physical setup is shown in Figure 1.23.  The 3-degree-of-freedom-automated stage 

(Sutters MP285) in the setup has a travel range of ±12.5 mm (or 25 mm in one direction) 

and displays the position within ±0.04μm accuracy.  Figure 1.24 shows the measurement 

process in progress.  The CCD imager combined with the imaging lens and the display 

monitor plays important role in positioning the optical fiber.  To prevent scratches on the 

microlens surface, it is important to avoid that the optical fiber forcefully presses against 

the surface of the microlenses during measurement.  Also, the tip of the optical fiber, 

which is cleaved using the Fujikura CT-04B High-Precision Fiber Cleaver, is equally 

sensitive and fragile.  If the tip of the optical fiber is damaged by pressing against the 

microlens surface, then the fiber does not function as a point source anymore, and it 

becomes very difficult to make proper measurements. 
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Figure 1. 23 EFL measurement setup: The bottom picture shows the detailed image of 

the area covered by the dotted rectangle in the upper picture. 
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Figure 1.24 Pictures showing the measurements of effective focal lengths 

The Figure 1.25 shows the distribution of the effective focal lengths measured from 200-

μm, 400-μm, 600-μm, and 1000-μm diameter microlenses.  As shown in Figure 1.25, we 

can obtain microlenses with focal lengths ranging from 0.34 to 7.86 mm, depending on 

the volume of the polymer dispensed as well as the base diameters of the microlenses.   

 
Figure 1.25 Volume vs. effective focal length for 200-μm, 400-μm, 600-μm, and 

1000-μm diameter microlenses 
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The f-numbers range from 1.5-2.1, 2.0-5.5, 3.4-6.3, and 2.9-7.4 for 200 μm-, 400 μm-, 

600 μm-, and 1 mm-diameter microlenses, respectively (Table 1.4).   The values are 

calculated from the microlens base diameters and the corresponding focal lengths. 

Table 1.4 Range of f-Number for microlenses with different base-diameters 
Microlens 
Diameter 200 μm 400 μm 600 μm 1000 μm 

Range of  
f-Number 1.5-2.1 2.0-5.3 3.4-5.8 2.9-7.4 

 

1.5.4 Microlens Profile 

We compared the surface profile of the microlenses to that of an ideal circle as 

shown in Figure 1.26.   

 

Figure 1.26 Comparison between ideal sphere and microlens surface profile 

Having spherical profiles is not ideal for lenses in general because sphericity 

causes spherical aberration.  Here we compare the microlens profiles to ideal spheres 

because spheres are mathematical objects that everyone is familiar with - Spheres can 

serve as good reference profiles.   

Using WYKO NT3300 (a white light interferometer or an optical surface profiler), 

we first measure the profile of a microlens as shown in Figure 1.27.  Figure 1.28 shows 

R 
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the comparison between ideal and measured radii of curvatures.  Areas defined by ≥ 90 % 

of the microlens’ base diameters (from the center) are measured and used for analysis.    

 
Figure 1.27 3-dimensional interactive display of a microlens-surface profile measured 

using WYKO NT330 
 

 
Figure 1.28 Comparison of ideal radii of curvatures (predicted by the volumes of the 

microlenses) to the measured radii of the microlens-surface profile:  The 
deviation is less than 5 %.  

 
Figures 1.29 shows 2-D view of the deviation of a 1000μm-diameter microlens profile 

from an ideal sphere. The figure was generated by using the spherical-curvature-removal 

option in WYKO’s VISION32 program:  Figure 1.29 shows the difference between the 
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microlens profile and the ideal spherical profile.  Any changes in height are depicted by 

using different colors, and the deviation from an ideal sphere is extremely small because 

the color is highly uniform in the circular area.   

 
Figure 1. 29 2-D plot showing the deviation of the microlens-surface profile from an 

ideal sphere:  It looks very flat. 
 
Figure 1.30 shows the profiles of the circular area along the blue vertical and red 

horizontal lines (shown in Figure 1.29).  The maximum deviation of the surface profile 

from an ideal circle was approximately 0.15μm for most cases (range ~0.05-0.23μm).  

Having a spherical profile may not be the best case for lenses due to the potential 

presence of spherical aberrations.  However, this highly spherical profile implies that it is 

easy to model and predict the optical property of the polymer microlenses.  Tables 1.5 – 

1.8 summarize the properties of 200-μm, 400-μm, 600-μm, and 1000-μm diameter 

microlenses tested. 

 

Blue Line 
Red Line 
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Figure 1.30 Cross-sections along the red and blue lines shown in Figure 1.29:  The 

maximum deviation of the profile in each case is less than ±0.2 μm. 
 
Table 1.5 Properties of 200-μm diameter microlenses 

Lens Number 200-1 200-2 200-3 200-4 
EFL (mm) 0.30 0.36 0.40 0.42 
f-Number 1.5 1.8 2.0 2.1 

Volume (nL) 0.51 0.43 0.40 0.36 
Measured R of Curvature (μm) 175 215 232 242 

Ideal R of Curvature (μm) 175 207 222 238 
Deviation from Ideal R (%) 0.0 3.87 4.51 1.68 

 
 
 
 
 
 
 



29 
 
Table 1.6 Properties of 400-μm diameter microlenses 

Lens Number 400-1 400-2 400-3 400-4 
EFL (mm) 0.80 1.01 1.32 2.12 
f-Number 2.0 2.5 3.3 5.3 

Volume (nL) 2.89 2.34 1.77 1.10 
Measured R of Curvature (μm) 447 566 733 1140 

Ideal R of Curvature (μm) 456 563 731 1145 
Deviation from Ideal R (%) -1.97 0.53 0.27 -0.44 

 
Table 1.7 Properties of 600-μm diameter microlenses 

Lens Number 600-1 600-2 600-3 600-4 
EFL (mm) 2.03 2.45 2.56 3.49 
f-Number 3.4 4.1 4.3 5.8 

Volume (nL) 5.84 4.81 4.73 3.52 
Measured R of Curvature (μm) 1120 1350 1420 1920 

Ideal R of Curvature (μm) 1118 1348 1392 1872 
Deviation from Ideal R (%) 0.18 0.15 2.01 2.56 

 
Table 1.8 Properties of 1000-μm diameter microlenses 

Lens Number 1000-1 1000-2 1000-3 1000-4 
EFL (mm) 2.94 3.72 4.70 7.44 
f-Number 2.9 3.7 4.7 7.4 

Volume (nL) 31.48 24.12 19.58 12.47 
Measured R of Curvature (μm) 1600 2050 2560 4010 

Ideal R of Curvature (μm) 1606 2063 2550 3984 
Deviation from Ideal R (%) -0.37 -0.63 0.39 0.65 

 
1.5.5. Microlens Uniformity 

In order to test the uniformity of the microlens-fabrication process, we fabricated 

20 microlenses - ten identical 400-μm and ten identical 600-μm microlenses.  For 600-

μm microlenses, 250 droplets were dispensed to make each microlens and then cured.  

For 400-μm, 125 droplets were dispensed for each microlens and then cured.  Figure 1.31 

shows the EFLs of these 20 microlenses. 
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Figure 1.31 Uniformity of focal lengths: The dotted lines show the average EFL for 

each set of microlenses, indicated by the color. 
 
Table 1.9 EFL uniformity data:  100% ×Standard deviation ÷ Average EFL 

 Microlens 
(D = 400 μm) 

Microlens 
(D = 600 μm) 

Within Chip 1 (5 lenses each) 1.22 % 3.09 % 
Within Chip 2 (5 lenses each) 1.44 % 1.86 % 

Chip1 to Chip 2 (10 lenses each) 1.29 % 4.22 % 
 
Table 1.10 EFL maximum deviation:  
 100% × [(Max or Min EFL) – Average EFL] ÷ Average EFL 

 Microlens 
(D = 400 μm) 

Microlens 
(D = 600 μm) 

Within Chip 1 (5 lenses each) 1.97 % 4.33 % 
Within Chip 2 (5 lenses each) 2.16 % 3.20 % 

Chip1 to Chip 2 (10 lenses each) 2.26 % 7.74 % 
 
Table 1.11 EFL Peak-to-valley deviation: 
 100% × (Max EFL – Min EFL) ÷ Average EFL 

 Microlens 
(D = 400 μm) 

Microlens 
(D = 600 μm) 

Within Chip 1 (5 lenses each) 2.82 % 8.48 % 
Within Chip 2 (5 lenses each) 3.99 % 4.67 % 

Chip1 to Chip 2 (10 lenses each) 4.36 % 12.42 % 
 
Examining the results shown in Tables 1.9-1.11, one can clearly see that the uniformity is 

well maintained within the same chip.  The variation becomes larger as the volume of the 

microlenses increase.  Also notice that within the chip uniformity is better than the chip-

to-chip uniformity.    

1952 μm 
1823 μm 

746 μm 
742 μm 

EFL (μm) EFL (μm) 
Microlens Diameter (D) = 600 μm Microlens Diameter (D) = 400 μm 
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1.5.6 Wavefront-Aberration Measurements 

We measured spherical aberrations, coma, astigmatism, root-mean-square 

wavefront errors (rms WFE), and peak-to-valley optical-path differences (p-v OPD) of 

the microlenses on microlenses fabricated using hydrophobic effects and polymer-jet-

printing technique.  We used the commercially available CLAS-2D Shack-Hartmann 

sensor from Wavefront Sciences, Inc. in Albuquerque, New Mexico, with the help of Dr. 

Paul D. Pulaski [20].  A Shack-Hartmann sensor is made of a microlens array and a CCD 

imager.  For our measurements, we used the 31×24 microlens array in the CLAS-2D 

Shack-Hartmann sensor.  The diameter of the microlenses in the array was 198 μm, and 

the focal length was 15.5 mm.  The wavelength (λ) of the laser diode used as a light 

source was 635 nm.  Using the 31×24 microlens array as a sensing element, the CLAS-

2D sensor achieves the sensitivity (accuracy) of λ/100 (rms), dynamic range of 40λ, and 

the repeatability of   λ/120 (rms).  A schematic diagram that depicts the measurement 

setup is shown in Figure 1.32.   

 
Figure 1.32 Schematic diagram of the optical-aberration-measurement setup  
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The laser-diode output was coupled into a single-mode fiber which served as a point 

source.  The microlens under measurement was placed precisely its EFL away from the 

tip of the optical fiber, so that the diverging beam emerging from the optical fiber was 

collimated by the microlens.  The diameter of the beam that emerges from the microlens 

under test is as wide as the diameter of the microlens, which is between 200 μm and 1 

mm.  In order to take the full advantage of the Shack-Hartmann sensor, this collimated 

beam from the microlens under test must occupy the maximum number of microlenses in 

the microlens array used in the sensor, without clipping the beam, as shown in Figure 

1.33.   

 
Figure 1.33 Filling up the microlens array in the sensor with the beam from the 

microlens under test: The beam size on the left is proper for measurement. 
 
The length and the width of the microlens array used in the sensor are 6.14 and 4.75 mm, 

respectively.  Hence, in order to perform more accurate measurements on microlenses 

with 200, 400, 600, 1000-μm diameters, we used ×8, ×8, ×4, and ×4 beam expanders, 

respectively.   These custom-made beam expanders were carefully tested and calibrated 

using the CLAS-2D sensor (as shown in Figure 1.34).  Then, a reference measurement is 

made only with the beam expander in the setup, as shown in Figure 1.34, and then is 
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subtracted from the measurement made with our microlenses in place, as shown in Figure 

1.32.  This subtraction cancels out the influence of the beam expander's native optical 

aberrations to the microlens measurements.     

 
 

Figure 1.34 Calibration setup for a beam expander  

The wavefront generated by the point-laser source is placed at least 20 meters away from 

the beam expander and is virtually flat (with a radius of curvature larger than 20 meters) 

by the time it reaches the beam expander.  First, a measurement is made without a test 

microlens in place and saved onto the machine.  This is the reference measurement.  Then 

the second measurement is made with the test microlens in place and after the light 

source is brought up closer to the test microlens, exactly the lens’ EFL away.  Finally, the 

reference measurement is subtracted from the second measurement.  (The CLASS-2D 

software performs this operation automatically.)  

For 200-μm diameter microlenses, the use of a beam expander with a magnification of 

×12 would have been more appropriate, but it was not possible to calibrate it.  The point 

source was 20 meters away, and the beam-expander’s aperture on the entering side was 

too small to accept any detectable amount of laser light from the point source.  Hence, we 

used the ×8 beam expander for the measurements, which sacrificed the spatial resolution 

of the measurements by 50%.    
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The detailed results of optical aberration measurements are shown in Tables 1.12-

1.15.  The rms WFE values of our microlenses were between λ/5 and λ/80, depending on 

the aperture size, diameter, and volume of the microlenses.  The average p-v OPD values 

were 0.14, 0.25, 0.33, and 0.46 μm for 200 μm-, 400 μm-, 600 μm-, and 1mm-diameter 

microlenses, respectively.  Decreasing the aperture size of the microlenses produced 

much smaller rms WFE and p-v OPD values.  These values were sometimes as low as 

λ/80.   

 

Figure 1.35 Aperture size vs. optical aberrations: The aperture stop shown here is not a 
physical aperture stops.  This is a feature that comes with the CLAD-2D 
software.  
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Table 1.12 Optical aberrations and peak-to-valley optical-path difference (P-V OPD) 

of 200-μm diameter microlenses 
(All Values in μm) Lens Number 200-1 200-2 200-3 200-4 

Aperture Size: 
90% of the 
Diameter 

Spherical Aberration -0.3198 -0.3859 0.2797 -0.3384 
Coma  0.0790 0.0905 0.1054 0.1343 

Astigmatism 0.0066 0.0256 0.0216 0.0232 
rms WFE 0.0346 0.0317 0.0288 0.0340 
P-V OPD 0.1773 0.1315 0.1229 0.1384 

Aperture Size: 
50% of the 
Diameter  

Spherical Aberration -0.0034 -0.0342 0.2956 0.0094 
Coma  0.0089 0.0203 0.1778 0.0037 

Astigmatism 0.0164 0.0224 0.0798 0.0133 
rms WFE 0.0167 0.0189 0.0406 0.0068 
P-V OPD 0.0529 0.0757 0.1452 0.0289 

 
Table 1.13 Optical aberrations and peak-to-valley optical path difference of 400-μm 

diameter microlenses 
(All Values in μm) Lens Number 400-1 400-2 400-3 400-4 

Aperture Size: 
90% of the 
Diameter 

Spherical Aberration -0.2053 0.1044 -0.0099 0.3143 
Coma  0.1062 0.0665 0.1276 0.3684 

Astigmatism 0.0699 0.0608 0.0391 0.3368 
rms WFE 0.0429 0.0274 0.0395 0.1269 
P-V OPD 0.1468 0.1453 0.1712 0.5392 

Aperture Size: 
50% of the 
Diameter  

Spherical Aberration -0.0322 -0.0076 -0.0303 -0.0163 
Coma  0.0183 0.0054 0.0313 0.0343 

Astigmatism 0.0147 0.0106 0.0386 0.1433 
rms WFE 0.0080 0.0055 0.0108 0.0322 
P-V OPD 0.0339 0.0255 0.0496 0.1633 

Aperture Size: 
30% of the 
Diameter 

Spherical Aberration 0.0115 -0.0134 0.0345 -0.0037 
Coma  0.0099 0.0241 0.0123 0.0182 

Astigmatism 0.0217 0.0044 0.0107 0.0631 
rms WFE 0.0074 0.0071 0.0056 0.0140 
P-V OPD 0.0303 0.0308 0.0278 0.0589 

 
Table 1.14 Optical aberrations and peak-to-valley optical path difference of 600-μm 

diameter microlenses 
(All Values in μm) Lens Number 600-1 600-2 600-3 600-4 

Aperture Size: 
90% of the 
Diameter 

Spherical Aberration -0.1895 -0.1411 -0.0361 0.6044 
Coma  0.0734 0.2359 0.2433 0.1747 

Astigmatism 0.0189 0.0727 0.0738 0.1419 
rms WFE 0.1008 0.0859 0.0539 0.0702 
P-V OPD 0.3772 0.3419 0.2175 0.3952 

Aperture Size: 
50% of the 
Diameter  

Spherical Aberration -0.0089 0.0164 -0.0041 0.0051 
Coma  0.0153 0.0235 0.0315 0.0413 

Astigmatism 0.0367 0.0313 0.0465 0.1004 
rms WFE 0.0097 0.0128 0.0156 0.0242 
P-V OPD 0.0394 0.0632 0.0643 0.1314 

Aperture Size: 
30% of the 
Diameter 

Spherical Aberration -0.0089 0.0058 -0.0245 0.007 
Coma  0.0071 0.0107 0.0128 0.0209 

Astigmatism 0.0511 0.0106 0.0196 0.0418 
rms WFE 0.0120 0.0045 0.0072 0.0106 
P-V OPD 0.0564 0.0193 0.0334 0.0502 
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Table 1.15 Optical aberrations and peak-to-valley optical path difference of 1000-μm 

diameter microlenses 
(All Values in μm) Lens Number 1000-1 1000-2 1000-3 1000-4 

Aperture Size: 
90% of the 
Diameter 

Spherical Aberration -2.1196 -0.4324 -0.1089 -0.3491 
Coma  0.2367 0.1167 0.1973 0.2737 

Astigmatism 0.0112 0.2596 0.3206 0.1158 
rms WFE 0.1054 0.0752 0.0996 0.1115 
P-V OPD 0.4147 0.3237 0.6232 0.4612 

Aperture Size: 
50% of the 
Diameter  

Spherical Aberration 0.0378 0.0175 -0.0372 -0.0135 
Coma  0.0701 0.0153 0.0495 0.0339 

Astigmatism 0.1172 0.1029 0.1052 0.0343 
rms WFE 0.0359 0.0309 0.0263 0.0119 
P-V OPD 0.1339 0.1230 0.1378 0.0575 

Aperture Size: 
30% of the 
Diameter 

Spherical Aberration 0.0213 0.0234 0.0103 0.0005 
Coma  0.0272 0.0095 0.0040 0.0191 

Astigmatism 0.0367 0.0363 0.0391 0.0190 
rms WFE 0.0101 0.0108 0.0088 0.0066 
P-V OPD 0.0397 0.0409 0.0435 0.0285 

 
The optical aberration measurement results are plotted and shown in Figures 1.36 – 1.39.  

The negative values were plotted using their absolute values to make the comparison 

easier.  Two trends emerge from these plots.  First, the optical aberrations generally 

decrease as we use smaller aperture stops, or only the center region of the microlenses.  

Decrease in optical aberrations is exactly what one would expect as the aperture size is 

decreased.  This is also observed in other imaging lenses, including commercial 

photographic lenses.  Second, shorter focal lengths generally result in smaller optical 

aberrations, especially in spherical aberration.  In order to create microlenses with longer 

focal lengths, it is necessary to decrease the volumes of the microlenses accordingly 

within the same base diameter.  Sometimes, the amount of liquid polymer dispensed 

within the microlens area is below the minimum level required to form a high-quality 

spherical surface, and the surface profile of the microlens deviates further away from 

spherical surface, and this is responsible for general increase in optical aberrations in 

longer-focal-length microlenses.  This effect becomes more pronounced as the diameter 
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of the microlens becomes larger (≥ 400 μm), and it can be ignored if the diameter of the 

microlens is small (< 200 μm). 

 

 

 
Figure 1.36 Optical aberration measurements for 200-μm diameter microlenses 
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Figure 1.37 Optical aberration measurements for 400-μm diameter microlenses 
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Figure 1.38 Optical aberration measurements for 600-μm diameter microlenses 
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Figure 1.39 Optical aberration measurements for1000-μm diameter microlenses 
 
One can also observe some unexpected deviation in optical aberrations.  Optically 

examing these microlenses using reflection-based characterization tools (such as SEM, 

WYKO, and optical microscopes) reveals no problems - they look fine.  This unexpected 

variation must be due to the presence of refractive-index fluctuation typically observed in 

polymer materials, which mainly depends on the quality of the polymer material used.   
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1.5.7 Image Gallery 

We have built a rudimentary imaging system consisting of a microlens, an 

aluminum-foil aperture stop, and a miniaturized ¼” CCD.  The schematic diagram of the 

setup is shown in Figure 1.40.  A white-light from a desktop lamp with 25W halogen 

bulb was used in order to illuminate the samples.  (Hence, the illumination is not very 

uniform across the sample.)  Please note that we are not viewing through the microlenses 

using a commercial microscope, as a few other researchers have done previously [21].  

Viewing through microlenses with a commercially available microscope is not a proper 

way to evaluate or estimate the imaging capability of the microlenses since the optical 

components inside the microscope play considerable roles in determining the quality of 

the final image.  In our setup, the optical rays from the object under observation pass 

through the microlenses and form the images directly on the CCD.  Using this simple 

imaging system, we have observed the black grid lines drawn on a Panasonic 9V battery 

(Figure 1.41), which is commonly available at any electronics shops around the world.  

We also imaged two sets of lines/gaps, one with periodic 5-um wide lines and gaps, and 

the other with 2.5-um wide lines and gaps, on a photolithography mask (chrome).  All the 

images created using our microlens imaging system were compared with those generated 

by a Reichert-Jung PolyLite microscope (Figures 1.42-44).   Detailed information on the 

CCDs is given below.  Clearly, the CCD used in our microlens imaging system is inferior 

to one used with the Reichert-Jung PolyLite microscope. 
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Specifications of the CCD cameras used for the imaging experiments: 
 

CCD Imager for Microlens Imaging System 
Name: WAT660D Monochrome Imager with ¼” Interline Transfer CCD Image 
Sensor 
Effective Picture Elements: 537 (H) × 505 (V) 
Pixel Size: 7.15 μm (H) × 5.55 μm (V) 
Signal-to-Noise Ratio: > 46 dB 
Distance between the CCD imager and the lens: ~ 7.5mm 
Street Price: $160 
 
CCD Imager for Reichert-Jung PolyLite Microscope 
Name: jai CV-730NCD High-resolution Color CCD Camera with ½” Hyper HAD 

Interline Transfer CCD Image Sensor 
Effective Picture Elements: 768 (H) × 494 (V) 
Pixel Size: NA 
Signal-to-Noise Ratio: > 50 dB 
Street Price: $1500 

 
Figure 1.40 Microlens imaging system: The diameter of the aluminum-aperture stop is 

800 μm. 
 

Although the microlenses in the system have much smaller aperture sizes than 

microscope objective lenses and they lack anti-reflection coatings, the microlens imaging 

system have produced good-quality pictures.  The maximum magnification demonstrated 

by one of the microlenses we used is comparable to that of Reichert microscope with the 

5X objective lens.  Also, our microlenses also showed a superior ability in resolving 

small patterns for 2.5-um wide lines/gaps.  When we digitally enlarge the images, we can 

observe the line/gap patterns in the picture taken with our microlens imaging system 

(Figure 1.44).  
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Figure 1.41 Images of a Panasonic 9V battery captured (at different magnifications) 

using our microlens imaging system (Diameter of the microlenses used: 
1000 μm, Illumination: bright field, top): Vertical stripes shown in the two 
right pictures come from the area inside the blue dotted box in the picture 
on the left. 

 

  

 
Figure 1.42 Images of a Panasonic battery captured using our microlens imaging 

system and Reichert-Jung PolyLite microscope (Both used bright field, top 
illumination) 

 

f = 8.25 mm f = 7.44 mm f = 3.72 mm 

Using Microlens 
D = 1000 μm, f = 2.94 mm 

Using Microlens 
D = 1000 μm, f = 1.72 mm 

Reichert-Jung Microscope 
PLAN, 2×, NA: 0.04 

Reichert-Jung Microscope 
PLAN, 5×, NA: 0.10 
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Figure 1.43 Images of 5 μm-wide lines/gaps captured using our microlens imaging 

system (bright field, bottom illumination) and Reichert-Jung PolyLite 
microscope (bright field, top illumination) 

 
 
 
 
 
 
 
 
 

Using Microlens 
D = 1000 μm, f = 1.72 mm 

Reichert-Jung Microscope 
PLAN, 5×, NA: 0.10 

50 μm 50 μm 
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Figure 1.44 Images of 2.5 μm-wide lines/gaps captured using our microlens imaging 

system (bright field, bottom illumination) and Reichert-Jung PolyLite 
microscope (bright field, top illumination): Two pictures in the bottom are 
digitally enlarged, approximately by a factor of 3. It’s quite clear that the 
image generated by the Reichert-Jung microscope does not show the 2.5 
μm-wide lines/gaps.    

 
 
 

50 μm 50 μm 

Using Microlens 
D = 1000 μm, f = 1.72 mm 

Reichert-Jung Microscope 
PLAN, 5×, NA: 0.10 

Using Microlens 
D = 1000 μm, f = 1.72 mm 

(Digitally Zoomed In) 

Reichert-Jung Microscope 
PLAN, 5×, NA: 0.10 
(Digitally Zoomed In) 
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Figure 1.45 Microlens imaging capability on macro-scale objects: microlens diameter 

= 1000 μm, f = 8.25 mm  
 

1.6 Conclusions 

Microlenses have been fabricated using polymer-jet printing technique and 

hydrophobic effects.  Fabricated microlenses, whose diameters are 200, 400, 600, and 

Hyuck Choo Dr. Joseph Seeger 
(Friend & Colleague) 
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1000 μm, have focal lengths ranging between 0.3 and 7.44 mm.  The f-numbers range 

from 1.5-2.1, 2.0-5.5, 3.4-6.3, and 2.9-7.4 for 200 μm-, 400 μm-, 600 μm-, and 1 mm-

diameter microlenses, respectively.  The uniformity of the focal lengths within the chip is 

3.09%, and that of chip-to-chip is 4.22 %.  The microlens profiles are highly spherical – 

The maximum deviation from an ideal radius of curvature has been less than 5 %.  The 

rms WFE of the microlenses are also excellent, too.  Over the microlens area included by 

90% of its diameter, all the microlenses show rms WFEs less than λ/6, which is the 

quality one would expect from high-end commercial camera lenses.  The low optical 

aberration proves that microlenses are capable of imaging very fine features.  The 

microlens imaging system was compared with a commercial microscope side by side.  

The microlens can resolve 2.5-μm wide lines and gaps when paired with a miniature 

CCD.   Finally, the microlenses have demonstrated good-imaging qualities with macro-

scale objects. 
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CHAPTER 2 
 

Micromachined Polarization Beam Splitters for the Visible Spectrum 
 

 
2.1 Introduction 

  Polarization beam splitters (PBS), which separate the orthogonal TE and TM 

components of light (Figure 2.1), are important components in a number of optical 

systems and applications, especially in interferometers which have a very wide range of 

applications.  In order to create useful optical systems using MEMS technology, we need 

an ability to integrate PBS easily and reliably onto micro-optical structures.   However, 

commercially available PBS’s (Figure 2.1) are just too large, bulky, and expensive to be 

integrated into MEMS systems in microscale.  Most of all they require painfully 

challenging manual assembly process.  Hence, using the materials and technologies that 

are readily available to MEMS researchers, we need to develop a simple yet reliable 

method to fabricate PBS directly on the MEMS structures. 

 
Figure 2.1 Right: TE and TM modes separation by a PBS; Left: Pictures of 

commercially available PBS’s  
 
 A literature search led us to 1998 work by Pu, Zhu and Lo who investigated a 

MEMS-compatible surface-micromachined PBS made using thin-film polycrystalline 

silicon [1].  They achieved extinction ratios of 21 and 10 dB for reflected and transmitted 

light with an insertion loss of ~50% at a 1.3μm laser beam.  For visible as well as infrared 
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light, this polysilicon PBS is excessively lossy due to the presence of etch holes and 

dimples.  And, clearly it is not suitable for use in the visible spectrum since 

polycrystalline as well as single-crystal silicon is partially transparent only in the infrared 

range. 

Based upon our background in surface micromachining at Berkeley Sensor & 

Actuator Center (BSAC), we have seen and exploited a method to produce them using 

thin-film, low-stress silicon nitride (LSN) membranes deposited using low-pressure 

chemical-vapor-deposition (LPCVD) technique [2].  Another reason for choosing the 

LPCVD-LSN film is that it has good transmission rates in the visible spectrum, as shown 

in Figure 2.2.   

 
Figure 2.2 Transmission rate vs. wavelength for LPCVD low-stress silicon-nitride 

film: The refractive index is 2.1.  (Source: D. R. Ciarlo, Biomedical 
Microdevices, 4: 1: 63-68, 2002 [2]) 

 
The author of the reference [2] also reports that the fabricated films are physically very 

robust.  The PBS fabrication steps involve only the well-established processing 

techniques widely used in MEMS community.  By stacking membranes, we have 

demonstrated a triple-layer PBS that produced extinction ratios of 21 and 16dB for 
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reflected and transmitted light rays, respectively, which matches the performance of 

commercially available PBS at a fraction of the cost. 

 
2.2 Design of MEMS PBS 

Figure 2.3 shows the optical principles for thin-film-based PBS.  The light (TE 

and TM modes) incidents on the thin film’s surface from the media 1 at the Brewster’s 

angle (θB) - TE mode of the light reflects back into the media 1 while the TM mode of the 

light passes through the thin film (media 2) and enters the media 3.   

 
Figure 2.3 Optical principles of PBS made of LPCVD-LSN thin film  

And, the performance of PBS is described by using extinction ratios, σR and σT. 

ோߪ  ൌ 10 logሺ்ܴா ்ܴெ⁄ ሻ (2.2.1) 

்ߪ  ൌ 10 logሺ ்ܶெ ்ܶா⁄ ሻ (2.2.2) 

RTE and RTM are reflection coefficients for TE and TM modes, and TTE and TTM are 

transmission coefficients for TE and TM modes, respectively.  The higher the extinction 

ratios are, the better the performance of the PBS is.  For commercial PBS, σR and σT are 

typically equal to or larger than 15 dB. 

In order to produce a thin-film PBS of optimal performance, one needs to 

consider four design and fabrication issues.  First, the film thickness must be accurately 

controlled.  Second, the thin-film PBS must be extremely flat to minimize any optical 

n1 = 1 

n2 = 2.1 

n3 = n1 = 1 

1 

2 

3 

h 
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aberrations introduced by the PBS.  Third, the film must be sufficiently thick and 

mechanically robust.  Finally, the area of the window must be big enough for optical 

beam but not too large to process.     

The first step for designing a thin-film PBS is to find the Brewster’s angle (θB) at 

the interface between the air and silicon-nitride film [2].  

஻ߠ  ൌ tanିଵሺ݊ଶ ݊ଵ⁄ ሻ (2.2.3) 

For n1 = 1 (air) and n2 = 2.1 (LPCVD LSN film), the Brewster’s angle (θB) is 64.54°, and 

this is equal to θ1 in Figure 2.3.  We also need to find θ2 using Snell’s Law [2].   

ଶߠ  ൌ sinିଵሺ݊ଵ · sin ଵߠ ݊ଶ⁄ ሻ (2.2.4) 

θ2 is 25.46°.  θ3 is equal to θ1, which is 64.54°. 

Next, we need to calculate the optimal thickness for the film’s use as PBS.  For 635-nm 

light and a thin-film membrane of low-stress silicon nitride, the thickness should be an 

integral multiple of 83.5 nm.  This can be calculated using the equations given in the 

reference [3], which are listed here for the readers’ convenience.   

ࡱࢀࡾ  ൌ ቚ ࢼ࢏૛ࢋ·૛՜૜:ࡱࢀࡾ૚՜૛ା:ࡱࢀࡾ

૚ାࡱࢀࡾ:૚՜૛·ࡱࢀࡾ:૛՜૜·ࢋ૛ࢼ࢏ቚ
૛
 (2.2.5) 

ࡱࢀࢀ  ൌ ૜࢖
૚࢖

ቚ ࢼ࢏ࢋ·૛՜૜:ࡱࢀࢀ·૚՜૛:ࡱࢀࢀ

૚ାࡱࢀࡾ:૚՜૛·ࡱࢀࡾ:૛՜૜·ࢋ૛ࢼ࢏ቚ
૛
 (2.2.6) 

ࡹࢀࡾ  ൌ ቚ ࢼ࢏૛ࢋ·૛՜૜:ࡹࢀࡾ૚՜૛ା:ࡹࢀࡾ

૚ାࡹࢀࡾ:૚՜૛·ࡹࢀࡾ:૛՜૜·ࢋ૛ࢼ࢏ቚ
૛
 (2.2.7) 

ࡹࢀࢀ  ൌ ቚ ࢼ࢏ࢋ·૛՜૜:ࡹࢀࢀ·૚՜૛:ࡹࢀࢀ

૚ାࡹࢀࡾ:૚՜૛·ࡹࢀࡾ:૛՜૜·ࢋ૛ࢼ࢏ቚ
૛
 (2.2.8) 

where 
 ்ܴா:ଵ՜ଶ ൌ  ௣భି௣మ

௣భା௣మ
;  ்ܴா:ଶ՜ଷ ൌ  ௣మି௣య

௣మା௣య
  (2.2.9 & 2.2.10) 

 ்ܶா:ଵ՜ଶ ൌ  ଶ௣భ
௣భା௣మ

;  ்ܶா:ଶ՜ଷ ൌ  ଶ௣మ
௣మା௣య

 (2.2.11 & 2.2.12) 
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 ்ܴெ:ଵ՜ଶ ൌ  ௤భି௤మ
௤భା௤మ

;  ்ܴெ:ଶ՜ଷ ൌ  ௤మି௤௣య
௤మା௤య

 (2.2.13 & 2.2.14) 

 ்ܶெ:ଵ՜ଶ ൌ  ଶ௤భ
௤భା௤మ

;  ்ܶெ:ଶ՜ଷ ൌ  ଶ௤
௤మା௤య

 (2.2.15 & 2.2.16) 
and 
ߚ  ൌ ቀଶగ

ఒ
ቁ · ݊ଶ · ݄ · cos  ଶ (2.2.17)ߠ

௝݌  ൌ ௝݊ · cos ௝        ሺ݆ߠ ൌ 1, 2, 3ሻ (2.2.18) 

௞ݍ  ൌ ଵ
௡ೖ

· cos ௞       ሺ݇ߠ ൌ 1, 2, 3ሻ (2.2.19) 

It is easier to find optimal values for h if one plots RTE, RTM , TTE and TTM as a function of 

h.  We used the Mathematica to plot the graphs.  Please notice that the requirement on the 

film-thickness precision is more generous than what one would expect.   TTE remains 

below 0.2 (< +10% from the minimum value) even if the thickness fluctuates between 

67.7 nm and 99.3 nm.  This will make it much easier to fabricate the PBS with high 

extinction ratios.  In order to obtain reasonable yield in our processing, we aim for 

desired thicknesses of 250.5 nm (83.5 nm + 1× 167 nm) and 417.5nm (83.5 nm + 2× 167 

nm) instead of 83.5 nm, trading off transmission through the film with membrane 

strength.   

Based on this design, we can predict the extinction ratios of σR = ∞ dB and σT = 

7.3 dB.  While the value of σR is more than acceptable, σT needs to be improved.  A 

disadvantage of a thin-film PBS, as shown in our prediction, is that it shows a low 

extinction ratio for the transmitted TM mode since transmitted light still contains some 

TE mode.  This disadvantage can be alleviated by employing multi-layer thin-film PBS to 

filter out more of the remaining TE mode in the transmitted light (Figure 2.5). 
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Figure 2.4 Plots of  RTE, RTM , TTE and TTM as functions of h: The minimum TTE (or 
maximum of RTE) happens at 83.5 nm + y × 167 nm (where y = 0, 1, 2, 3, 
…).  RTM and TTM show minimum reflection and maximum transmission, 
respectively, at this angle. 
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Figure 2.5 Stacked thin-film PBS for improved σT. 
 

2.3 Fabrication of MEMS PBS 

The fabrication steps we use to make the PBS are shown in Figure 2.6.  Using 

low-pressure chemical-vapor deposition (LPCVD), we deposit a low-stress silicon nitride 

layer on p-type (or n-type) silicon wafers, aiming for a thickness slightly greater than the 

target value (Figure 2.6-1).  This fabrication step produces a low-stress silicon nitride 

layer with tensile stress of ~200 MPa.  According to our experiences, the proper range of 

tensile stress for producing very flat, mechanically robust nitride membrane is between 

150 MPa and 200 MPa.  If the stress is larger than this range, then the nitride membrane 

tends to tear off the silicon-wafer surfaces easily.  If the stress is too low (< 150 MPa), 

then the nitride membrane wrinkles up and loses its flatness.  After depositing the low-

stress nitride layer, we slowly and uniformly reduce the nitride thickness down to the 

target value in a 160°C, phosphoric acid bath (Figure 2.6-2), at a rate of 4.2 nm per 

minute.  Measurements using NANO Deep-UV System show that the final thickness of 

the membranes varies from 418.8 to 419.5 nm.  Next, we create etch windows by 

photolithographic-patterning and dry-etching the nitride layer on the backside of the 
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wafers (Figure 2.6-3).  To open the window cavity (4.25mm square), we use 80°C KOH 

to etch through 530-μm (+/-5 μm) Si, leaving only the nitride membrane over the cavity 

(Figure 2.6-4).  On taking the structures out of the KOH bath, it is important to rinse the 

structures in cold, running DI water for at least 10 minutes.  Although the underlying 

mechanism is not clear, this rinsing step greatly improves the cleanness and most of all 

the flatness of the silicon-nitride film.   

 
Figure 2.6 Fabrication process for micromachined thin-film PBS 

 
2.4 Test Results of PBS 

Our thin-film PBS showed <40% yield (98 out of 256) for thickness of 250.5 nm 

and > 60% yield (158 out of 256) for 417.5 nm.  As we expected, the thicker film, which 

tends to be physically more robust, produced a better yield.  Using a WYKO NT3300, we 

measure the radius-of-curvature of a typical nitride membrane to be 51 m; the membranes 

are virtually flat!  Figure 2.7 shows several of the fabricated membranes: single-, double-, 
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To test our silicon nitride membrane PBS, a 635-nm beam from a laser diode was 

directed at the surfaces of both single- and stacked-PBS devices at the film Brewster 

angle (64.5°) (Figures 2.8 and 2.9).  The transmitted and reflected rays from the test 

structures were then passed through two Tech Spec™ 15mm High-Efficiency Polarizing-

Cube-Beam Splitters (reflection efficiency > 99.5%, transmission efficiency > 95%, 

Edmund Optics Part No. C47-125) using the system shown in Figures 2.8 and 2.9.  The 

intensities of both TE and TM components were then measured using a photo detector.  

The insertion losses and extinction ratios derived from these measurements are listed in 

Table 2.1.  Very good performance is demonstrated by the new MEMS PBS structures:  

extinction ratios (σR for reflected and σT for transmitted light) of (21dB, 10dB), (21dB, 

14dB), and (21dB, 16dB) for single-, double-, and triple-layer systems, respectively with 

corresponding insertion losses of 3, 10, and 13%.  The stacked PBS devices clearly 

exhibit the expected improvements over single-layer splitters in the transmitted extinction 

ratios.  Also, as shown in Table 2.2, the performance of the stacked-PBS devices is 

comparable to that of a commercially available PBS. 

 
Figure 2.8 Schematic diagram of the measurement setup for silicon-nitride PBS 
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Figure 2.9 Picture of the measurement setup for silicon-nitride PBS 
 
Table 2.1 Performance of single-, double-, and triple-layer silicon-nitride PBS’s 

 
 

Table 2.2 Comparison between silicon-nitride PBS and commercially available PBS 

 

 
2.5 Conclusions 

We have built and characterized batch-processed polarization beam splitters 

(PBS), important optical components to separate the orthogonal TE and TM components 

of light. The devices were fabricated from thin-film, low-stress silicon nitride membranes 
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and showed excellent performance.  Extinction ratios (σR for reflected and σT for 

transmitted light) of (21dB, 10dB), (21dB, 14dB), and (21dB, 16dB) for single-, double-, 

and triple-layer systems, respectively with corresponding insertion losses of 3, 10, and 

13%.  The stacked devices clearly showed improved in performance, especially in the 

extinction ratio for the transmitted light. 
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CHAPTER 3 
 

Simple Fabrication Process for Self-Aligned, High-Performance 

Microscanners; 

Demonstrated Use to Generate a Two-Dimensional Ablation Pattern 

 
 

3.1 Introduction 

Many researchers have been motivated to develop simpler, more cost-effective 

scanner-fabrication technologies because the commercial markets that have resulted from 

the macro-scale torsional-scanner (galvano-scanner) technology are mature and lucrative. 

The scanners are labeled “torsional” because they consist of mirrors supported by beams 

that are torsionally flexed in order to direct a light beam through an arc.  Scanners are 

essential components for applications such as optical switches in telecommunication 

networks [1], high-definition and retinal displays for entertainment, engineering, and 

educational markets [2, 3, 4, 5], bar-code scanning for inventory monitoring, endoscopic, 

confocal, and coherent tomography imaging in biomedical fields [6, 7, 8], range-finding 

systems for safe-vehicular navigation, and free-space laser communications [9].   

A number of previous researchers have used the methods that are generally 

identified as “microelectromechanical-system (MEMS) technologies” to fabricate 

microscanners in order to exploit the precise-design and mass-production advantages 

afforded by this choice.  Specific results as reported for this earlier research demonstrate, 

however, that there are pitfalls that lead to undesirable complexity, lowered processing 

yields, and other difficulties.  A major problem area is centered on actuation of the 

microscanners.  
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Torsional microscanners typically require substantial torque and to produce this 

torque by electrostatic drivers, previous research [10] has shown the effectiveness of 

using vertically offset comb pairs for the drivers.  Fabrication of these vertically offset 

combs has been a considerable challenge to earlier MEMS technologists, who have found 

solutions using demanding procedures such as:  (a) carrying through critical-alignment 

steps in a two-wafer process [10]; (b) controlling and replicating the properties of 

materials like photoresist or bimorph layers so that these materials can function as hinges 

[11]; (c) post-process-annealing in a high-temperature furnace following the hand 

assembly of lids on device chips [12]; and (d) depositing multiple-masking layers 

(composed of silicon dioxide and silicon nitride) [13] to create the offset  combs.  We 

decided to focus our research on the development of fabrication methods that would 

produce vertically offset comb pairs using more conventional IC processing tools. 

In this chapter, we discuss a CMOS-compatible MEMS technology that we have 

developed and demonstrated for batch-fabricating high-performance torsional 

microscanners.  Our microscanner-fabrication technology employs only conventional 

silicon-processing tools that have proven their effectiveness and user-friendliness through 

large-scale use in the integrated-circuits industry. The required temperatures for all of our 

processing steps are low enough to allow pre-fabrication of CMOS electronics directly on 

the same wafer as the microscanner devices.  The yield for this new scanner process has 

exceeded 70% on two fabrication runs (116 devices per wafer, 2 wafers per run) made in 

the UC-Berkeley Microlab.   

Operational tests on the fabricated microscanners show that they easily meet the 

performance requirements for many applications in the biomedical, telecommunication, 
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and imaging-systems areas.  To demonstrate the microscanner performance, we have 

investigated a particular application for which we find our design to be well suited: 

refractive laser surgery of ocular corneas where small spot size and high scan speeds are 

important assets [14].  In ocular refractive surgery, surgeons need to steer and control 

laser pulses to reshape a patient’s corneas in order to improve his vision.  To demonstrate 

this use with our microscanners, we have employed them to generate ablation-emulation 

results that are superior to published emulation patterns that had been produced by 

commercial, state-of-the-art, eye-surgery microscanners [14]. 

There are potentially many additional MEMS applications for the robust, high-

performance comb drivers introduced in this chapter. As a result of their fabrication using 

only conventional IC-processing tools, there is excellent control of critical dimensions 

such as comb-finger spacings.  These spacings are determined by a single photomasking 

step which allows them to be as small as two-times the alignment accuracy of the 

photolithography process (which is 2×7 nm = 14 nm for Nikon NSR-S609B).  However, 

the practical minimum gap sizes are typically 1 μm wide or larger because they are 

determined by the fabrication process limitations and variations such as an achievable 

aspect ratio of a DRIE process as well as the side-wall erosions commonly observed in 

plasma-etch processes.  Minimizing gap spacing reduces the driving voltage needed to 

provide a given force.  As an example we consider a typical design in which vertical 

combs having gaps of 3 μm, widths of 5 μm, and lengths of 100 μm, are laid out using 

25 % of the comb-drive area for supporting structures.  With this design, finished combs 

will exert an out-of-plane force density of 13.8 μN / cm2 / V2.  Comb drives having this 

force density can be used advantageously in many ways; for example, in adaptive optics 
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for mirror-curvature adjustments [15], in vertical inch-worm motors [16], in phase-

shifting interferometers [17], and also, in acoustic speakers.  In yet another application, 

by producing a capacitance change of 27.6 pF/cm2 per μm of out-of-plane motion, the 

combs can gainfully be applied to the design of z-axis accelerometers, to innovative 

microphone technologies, and to microstage positioning systems. 

 
3.2 Design, Fabrication, and Characterization 

3.2.1 Microscanner Design 

We have investigated three different designs of microscanners as pictured in 

Figure 3.1.   

      

Figure 3.1 Three different microscanner designs: (a) fast microscanner with a circular 
scanning area (or optically reflective area); (b) very fast microscanner with 
a rectangular scanning area; and (c) slow microscanner with an extra large 
scanning area; inset at lower right is a plan view showing the dimensions 
of the microscanner support beams 

 

For each of these three designs, we have varied the dimensions (diameters of circular 

reflective areas or lengths and widths of rectangular reflective areas) of the optically 

reflective areas as along with the lengths and the widths of the torsion beams.  To predict 
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the resonant frequencies of these designs, we calculate the torsional stiffness of the beams 

using Timoshenko’s equation [18].   
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In Eq. 3.2.1, G is the torsional modulus for silicon, and wt and ht are the width and height 

of the beam, as indicated in the bottom-right inset to Figure 3.1.  The microscanner 

resonant frequency is given by  
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where Im is the mass-moment of inertia of the microscanner (given in Table 3.2), the 

value of which depends on the microscanner geometry and is readily calculated [19].   

Table 3.1 lists the dimensions of the microscanner embodiments investigated and 

their predicted resonant frequencies (using Eq. 3.2.2).  By making various combinations 

of reflective areas of different sizes and torsion beams of differing dimensions (resulting 

in different torsional stiffnesses) as listed in Table 3.1, we designed microscanners having 

predicted resonant frequencies ranging from 50 Hz to 26 kHz.  This wide range of 

resonant frequencies can address the requirements for microscanners having many 

different applications.   
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Table 3.1 Parameter Variations for Microscanner Embodiments 

 Large Rectangular 
Microscanners 

Circular 
Microscanners 

Rectangular 
Microscanners 

Dimensions: 
Reflective 

Area* 

l: 3 mm 
w: 6, 7, or 8 mm 

tSOI: 50 μm 

d: 0.5 or 1 mm 
tSOI: 30 μm 

l: 1, 1.5, or 3 mm 
w: 0.5, 1, or 1.5 mm 

tSOI: 50 μm 
Dimensions: 

Torsion 
Beams 

 

lt: 1 mm 
wt: 10, 15, 20, or 30 μm 

ht: 25 or 50 μm 

lt: 0.2, 0.3, 0.4, or 0.5 mm 
wt: 10 or 20 μm 

ht: 30 μm 

lt: 0.4, 0.6, 0.8, or 1 mm 
wt: 33.3, 40, or 50 μm 

ht: 50 μm 

Moment  
of 

Inertia* 12

3wltSOISi ⋅⋅⋅ρ
 

64

3dtSOISi ⋅⋅⋅ ρπ
 

12

3wltSOISi ⋅⋅⋅ρ
 

Predicted fr 50-230 Hz 1-10 kHz 4-26 kHz 
*tSOI: Thickness of the device layer of SOI wafer; and ρSi: Density of silicon (2330 kg/m3) 
 
3.2.2 Microscanner Fabrication 

The microscanner fabrication process, which involves the use of three 

photolithography masks (two for defining features in the device layer of a SOI wafer and 

one for opening the backside of the microscanners), is illustrated in Figure 3.2.   

a. We start with an <100> n-type SOI wafer (device-layer thickness: 30 or 50 μm, 

resistivity: 0.005-0.01 Ω-cm) and grow 0.5μm thermal oxide at 900 °C or deposit 

low-temperature oxide (LTO) at 400 °C.  LTO must be chosen if it is necessary to 

ensure that the fabrication process remains completely CMOS-compatible.  Because 

the oxide layers serve only as protective layers, the LTO layer does not need to go 

through a densification process at high temperatures (which would typically exceed 

950 °C).  Next, using the photolithography mask #1, we pattern and remove the 

oxide (thermal or LTO) selectively where fixed combs will be later fabricated and 

vertically thinned (Figure 3.2-a).   

b. Using mask #2, we define patterns for the microscanners, including moving/fixed 

combs, flexures, and the geometries of the reflective area, on the top surface of the 

device layer (Figure 3.2-b).  The fixed combs must be defined within the windows 

from which the oxide has been removed to expose the silicon surface in the 
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previous step, and the minimum gap between the moving and fixed comb fingers 

can be as small as twice the alignment accuracy of the photolithography system.   

c. After hard-baking the patterned photoresist at 120°C for one hour, we first perform 

anisotropic oxide etch and then use deep-reactive-ion-etch (DRIE) to pattern the 

microscanner structures (including the optically reflective area, comb fingers, and 

flexures) in the device layer of the SOI wafer (Figure 3.2-c).  

d. Once the DRIE etching is complete, we remove the photoresist layer and deposit a 

very thin layer (~0.2 μm) of thermal oxide or LTO, in order to stop erosion of the 

sidewalls of the structures that were created in the previous step (Figure 3.2-d).  

After this thin oxide has been deposited, there are 0.2μm-thick oxide layers on top 

of the fixed-comb fingers and approximately 0.7μm-thick oxide layers on all other 

surfaces including, especially, the top surfaces of the movable-comb fingers and of 

optically reflective surfaces.  

e. Following the oxide growth (or deposition), we perform a timed anisotropic-

plasma-oxide etch to remove the 0.2μm-thick oxide from the top-facing surfaces.  

This step exposes the silicon surface on top of the fixed combs, but leaves all other 

surfaces covered by an approximately 0.5μm-thick oxide layer (Figure 3.2-e).  

f. In a next step, we use a timed plasma etch that erodes silicon isotropically to etch 

the exposed top surfaces of the fixed combs, thinning only these fingers because all 

other surfaces of the structures are still protected by an oxide layer (see Figures 3.2-

f, 3.3-b, and 3.4).   

g. Using mask #3, we then pattern and open the backside of the microscanners, and 

release the devices in concentrated HF followed by critical-point drying (CPD) 

(Figure 3.2-g).  
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 Top View  Cross-section View    

     

     

     

     

     

    
 

(Figure 3.2 continued on the next page) 
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shells are clearly visible.  Compressive stress in the silicon dioxide layer is the source for 

the waviness of the vertical oxide shell.  The oxide waviness does not have any effect on 

the final shape of the silicon comb fingers, as shown in Figure 3.5.   

  
Figure 3.4 SEM images of moving- and fixed-comb fingers after completing 

fabrication step f (Figure 3.2-f): The upper two images show offset combs 
being processed on SOI wafers with a 30-µm device layer (offset height: 
15 µm) while the lower two images show offset combs being processed on 
SOI wafers with a 50-µm device layer (offset height: 25 µm).  

 
Figure 3.5 shows SEM images of released combs (following step g above); the comb 

fingers are clearly vertically offset, sharply defined, and precisely aligned. The top 

surfaces of the isotropically etched fixed-comb fingers are visually as smooth as the 

surfaces of the adjacent unprocessed comb-fingers that form the moving-comb pair.   

      
Figure 3.5 SEM images of moving- and fixed-comb fingers after HF release (process 

step g) – The completely processed comb fingers have sharp, well-defined 
rectangular shapes with very smooth surfaces, regardless of having 
undergone the silicon isotropic etch step or not. 
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3.2.3 Properties of Fabricated Microscanners 

 SEM pictures of fabricated microscanners are shown in Figure 3.7. 

  

 
Figure 3.7 SEM pictures of fabricated microscanners: (a) fast circular microscanners 

– only LTO has been used in the fabrication process; and (b) very fast 
rectangular microscanners – only thermal oxide has been used in the 
fabrication. 

 
Our fabrication process has produced high yields on two separate fabrication runs 

(116 micromirrors per wafer, 2 wafers per run). Between 70 and 85% of tested 

microscanners perform properly on all of the wafers.  Damages to microscanners mostly 

occurred during step g, the final HF-release/rinsing/critical-point-drying step as a 

consequence of rough handling.    

Table 3.3 shows the resonant frequencies (fr), quality factors (Q), and maximum 

optical-scan angles (OSA) at resonance measured for selected microscanners driven with 
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sine waves having the tabulated rms amplitudes.  Here, OSA is defined as an angle that is 

twice the mechanical-scan angle that a microscanner physically rotates.  Resonant 

frequencies of the fabricated microscanners ranged from 58 Hz to 24 kHz.  The 

maximum resonant amplitudes achieved by the microscanners ranged from 8 to 48°, with 

most microscanners exhibiting OSA of 20° ± 5°.  The actuation voltages ranged from 

14.1 – 67.2 Vac_rms.  Figure 3.8 shows the frequency response measured for five different 

microscanners     

Table 3.3 Resonant-motion properties of representative microscanners 

fr Q OSA Vac (rms) Dimensions 

58 Hz* 40 20.8 ° 14.1 l = 3 mm 
w = 8 mm 

6.01 kHz** 67 24.2 ° 26.4 d = 1 mm 
(Circular Microscanner)

8.89 kHz** 70 22 ° 34.9 d = 1 mm 
(Circular Microscanner)

12.5 kHz *** 180 48 ° 67.2 l = 1.5 mm 
w = 1 mm 

24 kHz*** 300 17 ° 35.2 l = 1 mm 
w = 0.5 mm 

*: Slow large rectangular microscanner; **: Fast circular microscanners;  
***: Very fast rectangular microscanners 
 

 
Figure 3.8 Frequency responses of selected microscanners with circular reflective 

areas 
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Figure 3.10 Summary of ablation process for refractive surgery: (a) only that part of 

the laser pulse having energy density above an Ablation-Threshold value, 
will ablate the target; (b) no ablation performed; (c) ablation pattern 
generated by applying a single laser pulse having the pulse-energy 
distribution shown in (a); (d) ablation pattern generated by applying two 
subsequent laser pulses; (e) spherical profile generated by applying 
multiple, coordinated laser pulses 

To demonstrate this application, we assembled a two-dimensional scanning 

system by orienting two identical microscanners at right angles to one another (Mirror #3 

in Figure 3.8, mirror diameter = 1 mm, resonant frequency = 6.01 kHz) and scanned a 

pulsed laser beam (670nm wavelength).  The cross-coupled scanners were driven by two 

6.01-kHz sine waves that were 90º out of phase, producing circular patterns having radii 

fixed by the amplitude of the driving voltage with an intensity governed by the modulated 

laser.  For cornea ablation, circular scanning provides for an excellent match to the 

cornea’s geometry and is therefore favorable over the more typical raster scanning which 

uses linear sweeps by horizontal- and vertical-scanning mirrors to trace out a pattern.   

(a) (b) 

(c) 

(d) 

(e) 
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Figure 3.11 Two-dimensional scanning system realized using a pair of identical 

microscanners 

 
Figure 3.12 Schematic diagram of experimental set-up using scanners to generate 

cornea ablation patterns  
 

In the ablation system, laser spots forming the pattern persist for 0.4μsec and have 

a 220-μm diameter (full width/half maximum) as measured with a CCD optical sensor.  

The wavelength of the laser is 660 nm.  A CCD sensor, positioned in place of the ocular 

cornea, allows us to assess performance of the system.  As mentioned earlier, refractive 

laser surgery is a cumulative ablation process [14].  To mimic the real process, we 

capture the scanning pattern at each CCD frame and then sum the intensity profiles which 

are proportional to the final ablation pattern.  The usual period of time for optical laser 

surgery is shorter than 20 minutes so we measured the repeatability and stability of our 
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CHAPTER 4 
 

Review of Wavefront Sensors 
 
 
4.1 Introduction 
 

An extensive background study was carried out to explore previous research on 

wavefront sensing. All of the material in this chapter derives from published research.  

Based on this study, we examine, in this chapter, various wavefront-sensing techniques to 

evaluate their suitability for precisely characterizing high-order wavefront aberrations of 

large magnitude.  For the applications we are focusing on in this study, an appropriate 

wavefront sensor must be able to characterize corneal scarring, tear-film effects, LASIK 

flap wrinkles, and keratoconics and post-LASIK corneas.  The following sensors are 

discussed: phase-shifting interferometry (including sub-Nyquist interferometry and two-

wavelength interferometry), curvature sensing, phase-diversity-method, lateral shearing 

interferometry, star test, Ronchi test, and knife-edge test.  The fundamental operating 

principles, theoretical limitations, and performance of these methods are presented and 

discussed in this summary; for details, the reader is directed to references listed at the end 

of this chapter 

 A qualifying wavefront sensor must be able to accommodate the following 

requirements [1-3]:  

• Aberration Measurement Range per Diameter: ≥ 200λ 

• Sensitivity / Accuracy / Precision: ≤ λ/100 

• Zernike Terms: ≥ 60 terms 

• Spatial Resolution: ≤ 400 μm 
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• Local Wavefront Slope: >> 20 mrad (surface with discontinuity) 

• Measurement Time: ≤ 0.2 sec 

• Highly-Precise, Quantitative Measurements Only 

We discuss the fundamental operating principles of the following wavefront sensors and 

wavefront-sensing algorithms 

1. Phase Shifting Interferometers 

2. Lateral Shearing Interferometers 

3. Curvature Sensing 

4. Phase-Diversity Method 

5. Brief summary of Foucault (knife-edge) test, Ronchi test, and Star test  

Then we discuss the present status of these wavefront sensors and algorithms, and their 

suitability for measuring high-order aberrations of large magnitude.   

 
4.2. Phase Shifting Interferometry  

Phase-shifting interferometry (PSI) electronically records a series of 

interferograms as the reference phase of the interferometer undergoes stepwise changes.  

The wavefront phase is encoded in the variations in the intensity pattern of the recorded 

interferograms, and a straightforward point-by-point calculation recovers the phase.  Our 

theoretical treatment of the conventional PSI algorithms follows that given by D. 

Malacara in  Optical Shop Testing [4].   

4.2.1 Basic Concept of Phase-Shifting Interferometry  

The concept behind PSI is relatively simple.  A time-varying phase shift is 

introduced between the reference wavefront and the test or sample wavefront in the 

interferometer (Figure 4.1).   
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where x and y denote the spatial coordinates, and λ is the wavelength.  The reference and 

test wavefronts can be expressed as 

 ( ) ( ) ( ) ( )[ ]tyxi
rr

reyxatyxw δφ −= ,,,,  (4.2.2)  

and 

 ( ) ( ) ( )[ ]yxi
tt

teyxatyxw ,,,, φ= . (4.2.3) 

where: ( )yxar ,  and ( )yxat ,  are the wavefront amplitudes, ( )yxr ,φ  and ( )yxt ,φ  are the 

wavefront phases, and ( )tδ  is a time-varying phase shift between the two beams.  Let 

( )tδ  be the relative phase shift between the two beams.  The resulting intensity pattern is  

 ( ) ( ) ( ) 2,,,,, yxwtyxwtyxI tr +=  (4.2.4) 

 ( ) ( ) ( ) ( ) ( ) ( )[ ]tyxyxyxIyxItyxI rt δφφ +−+= ,,cos,'',',,  (4.2.5) 

where 

 ( ) ( ) ( )yxayxayxI tr ,,,' 22 +=  (4.2.6) 

is the average intensity, and  

 ( ) ( ) ( )yxayxayxI tr ,,2,'' =  (4.2.7) 

is the fringe or intensity modulation.  If we define ( )yx,φ  as  

 ( ) ( ) ( )yxyxyx rt ,,, φφφ −= , (4.2.8) 

then the fundamental equation for PSI can be written   

 ( ) ( ) ( ) ( ) ( )[ ]tyxyxIyxItyxI δφ ++= ,cos,'',',, . (4.2.9) 

The intensity at each point varies as a sinusoidal function of the introduced phase 

shift ( )tδ .  Refer to the intensity plot shown in the bottom of Figure 4.1.  The three 

unknowns in the fundamental equation for PSI can be readily identified.  The constant 
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term ( )yxI ,'  is the intensity bias, ( )yxI ,''  is half the peak-to-valley intensity modulation, 

and the unknown phase ( )yx,φ  is related to the temporal phase shift of this sinusoidal 

variation.  The entire map of the unknown wavefront phase ( )yx,φ  can be recorded by 

monitoring and comparing this temporal delay at all the required measurement points in 

the interferogram.  Note that the period is independent of the wavefront phase; it is the 

same for all data points.  

4.2.2 Methods of Phase Shifting 

The most common method used to introduce the time-varying phase shift in a PSI 

system is to translate one of the mirrors or optical surfaces in the interferometer with a 

piezoelectric transducer.  Since the reference wavefront is planer, a relatively small 

lateral displacement (such as in a Mach-Zehnder interferometer, where the axes of the 

propagation direction of the reference wavefront and that of the phase-shifting mirror’s 

movement meet at 45°, rather than being congruent) can be ignored.  Depending on the 

configuration, up to a few hundred volts may be needed to obtain to actuate typical 

piezoelectric drives over the required motions (lengths on the order of 1μm, approximate 

wavelengths).  By changing the applied voltage in a series of steps, the induced-phase-

shifts vary in the same way.   

An alternative method for producing either a stepped or continuous phase shift is 

to use a tilted plane that is positioned parallel to the reference beam of the interferometer.  

The optical path within the plate increases as the tilt angle is increased.  To avoid 

introducing aberrations such as astigmatism and spherical distortions to the reference 

beam, this method can only be used for collimated or nearly collimated reference beams.   
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A continuous phase shift can also be produced between the reference and test 

beams by introducing an optical frequency difference between these two beams.  Such 

shift can be introduced by using translating/rotating diffraction gratings or rotating 

polarization phase retarders.  Directly modulating the output wavelength of a laser diode 

is another way to produce phase shifts.  

4.2.3 PSI Algorithms 

In this section, we briefly discuss various PSI algorithms.  The algorithms with 

fewer steps require shorter measurement times and generate smaller amounts of 

measurement data, but the accuracy of the results is more sensitive to any position errors 

arising from the phase-shifting mirror.  Those algorithms having more steps require 

longer measurement times and more complex computation, but they are less sensitive to 

position errors of the phase-shifting mirror.  Hence, the choice of the algorithm should 

follow the measurement needs.  The algorithm that is most frequently used in reported 

research is a four- or five-step algorithm (Hariharan algorithm) that offers a good balance 

between accuracy and complexity in data handling.   

4.2.3.1 Four-Step Algorithm 

The four-step Hariharan algorithm makes use of four separate interferograms that 

are recorded and digitized in each half-cycle of motion.  A 90° optical-phase shift is 

introduced into the reference beam between each of the sequentially recorded 

interferograms.  Since these are discrete measurements, the time dependence has been 

changed to the phase-step index i.  The function  ( )tδ  now takes on four discrete values: 

4,3,2,1;2/3,,2/,0 == ii πππδ  

Substituting each of these four values into  
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 ( ) ( ) ( ) ( ) ( )[ ]tyxyxIyxItyxI δφ ++= ,cos,'',',, , (4.2.10) 

we obtain four equations describing the four measured interferogram intensity patterns: 

 ( ) ( ) ( ) ( )[ ]yxyxIyxIyxI ,cos,'',',1 φ+=  (4.2.11) 

 ( ) ( ) ( ) ( )[ ]2/,cos,'',',2 πφ ++= yxyxIyxIyxI  (4.2.12) 

 ( ) ( ) ( ) ( )[ ]πφ ++= yxyxIyxIyxI ,cos,'',',3  (4.2.13) 

 ( ) ( ) ( ) ( )[ ]2/3,cos,'',',4 πφ ++= yxyxIyxIyxI  (4.2.14) 

After some arithmetic manipulations, we obtain 

 ( ) ⎥
⎦

⎤
⎢
⎣

⎡
−
−

= −

31

241tan,
II
IIyxφ  (4.2.15) 

The wavefront φ can be easily related to the surface deviation of the test sample from the 

reference surface or the optical path difference (OPD): 

 πλφ 2/),(),( yxyxOPD = . (4.2.16) 

4.2.3.2 Three-Step Algorithm 

Since there are three unknowns in the fundamental equation for PSI, the minimum 

number of the interferogram-intensity measurements that are required to reconstruct the 

unknown wavefront phase is three.  The general case can be solved using equal phase 

steps of size α.  In this case, 

3,2,1;,0, =−= ii ααδ  

and 

 ( ) ( ) ( ) ( )[ ]αφ −Δ+= yxyxIyxIyxI ,cos,,'',',1  (4.2.17) 

 ( ) ( ) ( ) ( )[ ]yxyxIyxIyxI ,cos,,'',',2 φΔ+=  (4.2.18) 

and 
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 ( ) ( ) ( ) ( )[ ]αφ +Δ+= yxyxIyxIyxI ,cos,,'',',3  (4.2.19) 

Δ is the integration period, indicating the use of the Integrating-Bucket-Data-Collection 

technique.  Using trigonometric addition identities and performing some arithmetic 

manipulations, we obtain the following expression for the unknown phase at each 

location: 

 ( ) ( )
( ) ⎭

⎬
⎫

⎩
⎨
⎧

−−
−

⎥
⎦

⎤
⎢
⎣

⎡ −
= −

312

311

2sin
cos1tan,

III
IIyx

α
αφ . (4.2.20) 

Two phase-step sizes that are commonly used with the three-step algorithm are 90° and 

120°, which (when inserted into the previous equation) leads, respectively, to  

 ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−

−
= −

312

311

2
tan,

III
IIyxφ , (4.2.21) 

and 

 ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−

−
= −

312

311

2
3tan,

III
IIyxφ . (4.2.22) 

4.2.3.3 Hariharan Five-Step Algorithm 

In many applications, researchers have found the five-step Hariharan algorithm 

provides a good balance between computational complexity, on the one hand, and 

susceptibility to errors, on the other.  For the five-step Hariharan algorithm, we initially 

assume a linear phase shift of α between frames: 

5,4,3,2,1;2,,0,,2 =−−= ii ααααδ . 

Then, 

 ( ) ( ) ( ) ( )[ ]αφ 2,cos,,'',',1 −Δ+= yxyxIyxIyxI , (4.2.23) 

 ( ) ( ) ( ) ( )[ ]αφ −Δ+= yxyxIyxIyxI ,cos,,'',',2 , (4.2.24) 
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 ( ) ( ) ( ) ( )[ ]yxyxIyxIyxI ,cos,,'',',3 φΔ+= , (4.2.25) 

 ( ) ( ) ( ) ( )[ ]αφ +Δ+= yxyxIyxIyxI ,cos,,'',',4 , (4.2.26) 

and 

 ( ) ( ) ( ) ( )[ ]αφ 2,cos,,'',',5 +Δ+= yxyxIyxIyxI . (4.2.27) 

If we differentiate the intermediate result obtained by expanding and combining the five 

equations above, we obtain 

 ( )[ ]
( )

( ) ( )[ ]
( )α
φα

α
φ

α 2sin2
,tancos

sin2
,tan yxyx

d
d −

=
⎭
⎬
⎫

⎩
⎨
⎧

. (4.2.28) 

Eq. (4.2.28) goes to zero when α = π/2.  If we substitute π/2 for α, the final expression 

for the unknown phase at a point becomes 
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4.2.3.4 Other Algorithms 

In addition to the algorithms discussed above, other PSI algorithms are least-

squares algorithms, Carré algorithm (less susceptible to reference-phase-shift error, 

averaging 3 + 3 algorithm (less sensitive to linear phase shift errors caused by sinusoidal 

errors in the reconstruction of the wavefront phase that has frequency twice the 

interferogram fringe frequency), and 2+1 algorithm (less sensitive to vibrations). 

4.2.4 Phase Unwrapping 

In order to unwrap the phase information properly from PSI measurements, the 

so-called Nyquist criteria must be met: at least two imaging pixels of the CCD/CMOS 

imager are covered within one fringe period.  Nyquist frequency is defined as  
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where xs and ys indicate the pixel pitches (in the horizontal and vertical directions, 

respectively) of the imaging sensor.  If the interference-fringe frequency exceeds the 

Nyquist frequency, aliasing in the recorded interferogram, makes it impossible to 

interpret the interferogram with certainty.  Usually, four or more pixels-per-fringe are 

recommended.  

The arctangent in any of the PSI equations interprets the intensities and returns a value of 

phase between -π/2 and π/2 at each pixel.  These values can be easily corrected to 

produce the wavefront phase modulo 2π. 

Table 4.1 Example of modulo 2π phase correction: for four-step algorithm (after D. 
Malacara [4]) 

 
 

Then the 2π discontinuities in these numbers must be corrected to obtain a usable result. 

If the Nyquist criteria are met, the change in wavefront phase per pixel is no more than π.  

If the phase-change between two pixels is larger than π, then 2π or multiples of 2π are 

added to or subtracted from the calculated value of the second pixel until this condition is 

met.    
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Figure 4.2  The conversion of the phase calculated by the arctangent to the wavefront 

phase modulo 2π (after D. Malacara [4]) 
 

 
Figure 4.3 The phase unwrapping process in one dimension (after D. Malacara [4]): 

The entire wavefront map is calculated by working outward from the 
starting location (usually the center).  The phase unwrapping process in 
one dimension is graphically represented in Figure 4.4.   
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      (a) 

 
        (b) 

 
       (c) 

Figure 4.4 The PSI phase-unwrapping process: (a) the wavefront data modulo 2π at 
each pixel; (b) all of the possible solutions for the wavefront phase; and (c) 
the reconstructed wavefront 

 
Because of the Nyquist criteria, standard PSI systems are limited to testing 

surfaces with no more than 10-20 waves of asphericity.  The exact number of aspheric 

waves is not possible to predict because the maximum fringe frequency is related to slope, 

not to peak excursion.   
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4.2.5 Sub-Nyquist Phase-Shifting Interferometry 

Sub-Nyquist interferometry (SNI) was devised by J. E. Greivenkamp to handle 

aliased fringes that occur above the Nyquist frequency [5].  SNI is based on the 

assumption that the wavefront from or surface of an optical element is smooth (in general) 

and therefore has continuous derivatives.  With this a priori additional information on 

derivatives, it becomes possible to interpret fringes that occur at frequencies well in 

excess of the Nyquist frequency.  Unlike PSI which depends on wavefront height 

constraint, SNI requires that derivatives of the reconstructed wavefront not exhibit any 

large changes from pixel to pixel.  Hence, for SNI, the change of the wavefront slope is 

limited to π from pixel to pixel, but the change of the wavefront height can now be 

considerably larger as long as it does not violate the SNI’s derivative constraint [5].  The 

appropriate numbers of 2π’s are added to each pixel to satisfy this condition, and there is 

only a single solution at each pixel that produces this result [5].  The slope continuity 

constraint correctly reconstructs the wavefront from the aliased data until the second 

derivative of the actual wavefront exceeds the limit imposed by the constraint.  When this 

situation arises, further correction is possible by requiring that the second, or even higher-

order, derivative be continuous, and adding more 2π’s.  The SNI phase unwrapping 

process for aspherics is graphically demonstrated in Figure 4.5 [5].  

To calculate initial values of the various surface derivatives, there must be a small 

block of pixels that appear in the data set without aliasing.  A block of 2-by-2 pixels is 

needed to implement first-derivative continuity, a 3-by-3 block is needed for second-

derivative continuity, etc.  One of the fundamental limits to the measurement range of an 

SNI system is in the ability of the sensor to respond to the high-frequency fringes: the 



97 
 
pixel MTF [5].  The measured data modulation must be high, and the sensor must be able 

to respond to fringes well beyond the Nyquist frequency.  Hence, the pixel-width-to-

pitch-ratio must be small such as that found in a sparse-array sensor.  The maximum 

measurable slope of a SNI system with a sparse-array sensor can be up to 20 times that of 

a PSI system [4].  Like conventional PSI, SNI is also unsuitable for measuring 

discontinuities or steps larger than a half-wave (or a quarter-wave in reflection) even with 

the concept of using a priori information with interferometers.   
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        (a) 

 
       (b) 

 
      (c) 

Figure 4.5  The SNI reconstruction process: (a) the possible solutions for the 
wavefront phase at each pixel, (b) the standard PSI reconstruction of this 
data; and (c) the SNI reconstruction using slope continuity (after J. E. 
Greivenkamp [5]) 
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The optical step height of the surface (or optical elements) under test must be known 

ahead of time to within a half-wave of the actual value [5], which may be impractical in 

some situations.  Calibrating a SNI system can be quite challenging, especially in a form 

of null testing [6].  No SNI papers that report successful measurements of large-

magnitude, high-order aberrations with large local gradients (surface containing unknown 

discontinuity) are found.  And, SNI will be too slow for refractive measurements of 

human eyes. 

4.2.6 Two-Wavelength Phase-Shifting Interferometry 

J. C. Wyant reported the two-wavelength interferometry (TWI) in 1971 and TWI 

using digital electronic technique in 1984 [7-9].  An excellent summary of two-

wavelength interferometry can be found in the paper written by J. E. Greivenkamp [5].  

In two-wavelength interferometry (TWI), two separate measurements of the same part are 

made at two different wavelengths to expand the measurement range beyond the Nyquist 

frequency.   First, two complete sets up phase-shifted interferometric data are collected at 

two different wavelengths, and the phase modulo 2π at each wavelength is computed.  

Since a phase of 2π is a different optical path difference (OPD) at each wavelength, only 

one choice of wavefront deformation will satisfy both data sets.  The graphical 

representation of the TWI concept is shown in the figure below.  Please notice that the 

vertical scale is OPD instead of phase so that is not wavelength dependent. 

 



100 
 

 
Figure 4.6 The reconstruction process of TWI (after J. E. Greivenkamp, [5]) 
 

The locations where the two sets of dots fall on top of each other indicate possible 

correct solutions for the wavefront.  At each pixel, there are multiple locations of 

coincidence, and the spacing between these points is the equivalent wavelength: 
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21
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λλλ
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=eq , (4.2.32) 

where λ1 and λ2 are the two measurement wavelengths.  Phase unwrapping of the 

common points is now done using standard PSI techniques at the equivalent wavelength.  

Since the equivalent wavelength is much longer than the actual wavelengths, large 

wavefront slopes can be handled before the algorithm breaks down.  TWI requires the use 

of a sparse-array sensor to take a full advantage of the algorithm [10].  In addition to the 

typical error sources found in the conventional PSI, there are several challenges involved 

in implementing a practical TWI system.  One is calibration: a careful ray-tracing 

simulation at these wavelengths is required prior to the measurement and analysis, 

especially when the test under surface is aspherical [11].  Another is data-matching 

problem: if the phase data for λ1 and λ2, are not for the same data points, a shearing effect 
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error will be superimposed on the measurement result [12].  The third is chromatic 

aberration: optics involved in measurements must be achromatized at both wavelengths 

in order to eliminate chromatic aberration [11-12].  As a result, TWI is better suited for 

surface profilometry, where chromatic aberration has minimal effect on measurements 

[12-13].  In 2003, A. Pfortner and J. Schwider reported a three-wavelength interferometer 

(3WI) for the metrology of discontinuous structures [13].  Using widely spaced three 

wavelengths (red, green, and blue) with a three-chip RGB CCD, the interference patterns 

at three different wavelengths are simultaneous recorded.  In order to get rid of the 

inevitable phase jumps, the authors adapted the method of exact fractions, whose 

philosophy is known from length measurement of end gauges.  The concept of using a 

three-chip RGB CCD can also be applied to TWI for simultaneous measurements at two 

different wavelengths, and this will ease the stability and vibration requirements for TWI.  

However, the optics included in the 3WI setup must still be achromatized, making it 

challenging for refractive cornea measurements.  Also, TWI is too slow for measuring 

corneas of living humans. 

 
4.3 Curvature Sensors 

4.3.1 Basic Theory of Curvature Sensors 

A curvature sensor measures and reconstructs the randomly distorted wavefronts 

from estimates of the radial tilt at the edge of the aperture and of the curvature measured 

within the aperture [14].  The practical version of the curvature sensing was proposed by 

F. Roddier in 1988 as an alternative to the methods that measure local wavefront slopes 

along two orthogonal directions [15].  The curvature-sensing method (CSM) is based on 

the irradiance transport equation (ITE) derived by M. R. Teague in 1983 [16]:   
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where CLocal(x, y) is the local wavefront curvature and W(x, y) is the wavefront surface 

[15].  ITE is also treated in detail by F. Roddier in 1990 [17].  Radial tilts at the aperture 

edge must also be measured together with the curvature in order to provide the boundary 

conditions required to solve the Poisson equation above.   

A CSM setup is schematically described in Figure 4.7: 

 
Figure 4.7 Curvature sensing with two image planes (P1 and P2) symmetrically 

displaced from the focal plane F (after F. Roddier [16]) 
 

The curvature sensor consists of two image detectors.  One detects the irradiance 

distribution I1(r) in plane P1 at a distance (f – l).  The other detects the irradiance 

distribution I2(-r) in plane P2 at a distance (f + l).  From geometrical optics considerations, 

a local wavefront curvature will cause an excess of illumination in one plane and a lack 

of illumination in the other plane.  The difference between the two illuminations will 

therefore provide a measure of the local wavefront curvature.   

Diffraction equations show that geometrical optics is a good approximation if the 

inequality expressed in (4.3.2) applies. 
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where r0 is Fried’s parameter, f is the focal length, and λ is the wavelength [16].  The 

term on the left side describes the blur size found in the pupil image at plane P1 due to the 

wavefront fluctuations of scale r0 (which diffracts light at an angle λ/r0).  The term on the 

right side describes r0 scaled down by a factor l/f.  Inequality (4.3.2) states that, in order 

to make good measurements, the blurriness caused by the wavefront fluctuations 

expressed through the Fried’s parameter r0 must be much smaller than r0 scaled down by 

a factor l/f.  Rearranging the variables, we obtain 
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λ , (4.3.3) 

which gives the size of l (see Fig. 4.7) to measure wavefronts with fluctuations r0.  

Keeping this requirement in mind, complete calculations show that  
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where δC is a linear impulse distribution around the pupil edge weighted by the wavefront 

radial tilt n∂∂ /W and W2∇ is the wavefront curvature [15].  The sensor will therefore 

provide all the information needed to reconstruct the wavefront.  J. Hardy gives a more 

simplified expression in his book after making several additional approximations [14]: 
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Equation (4.3.5) ignores any radial tilts and directly relates the illumination difference to 

the wavefront curvature.  
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The most interesting property of CSM is that membrane or bimorph mirrors can 

be used as analog devices that automatically solve Eq. (4.3.5) when proper voltages are 

applied [15].  Hence, the signal from a curvature sensor can be amplified and directly 

applied to the mirror without any computer processing.  For an ideal membrane, the 

dynamic equation of state has the form 

 BPWA
t
W

+∇=
∂
∂ '' 2

2

2

 (4.3.6) 

where W’(x, y, t) is the membrane surface and P(x, y, t) is the electrostatic pressure 

applied as a function of time t; A and B are constant coefficients [15].  Equilibrium is 

obtained when the mirror surface is the solution of a Poisson equation with appropriate 

boundary conditions.  In other words, the effect of applying a pressure is to change the 

local curvature of the membrane mirror.  If, in a servo loop, a pressure proportional to the 

signal delivered by the curvature sensor is applied, both the local curvature inside the 

mirror and the radial tilts at the edge will be corrected.  For simplest feedback loop, it can 

be shown that for a membrane mirror, 

 ( ) ( )rr PW ∝∇ '2 , (4.3.7) 

 ( ) ( )rr KWW =' , (4.3.8) 

where K is a constant [15].   

4.3.2 Present Status of Curvature-Sensor Measurement 

Researchers have investigated the usefulness of the curvature-sensing method 

(CSM) in several applications such as evaluation of the optical quality of telescopes and 

other optical components [18-19] as well as the detection of wavefront tilt for accurate 

pointing of laser beams and phase imaging of thermal atomic beams [20-21].  However, 
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curvature sensing is mainly used in adaptive optics (for astronomical telescopes) to 

perform low-order-aberration corrections including piston and tilts.  For CSM, membrane 

or bimorph mirrors can be used as analog devices to solve a Poisson equation 

automatically.  Since the signal from a curvature sensor can be amplified and directly 

applied to the mirror without any digital processing, high-speed real-time wavefront 

corrections are possible.    

Although the implementation of the sensor looks simple, the positions of the two 

image planes plays a very critical role in determining the sensor’s dynamic range and 

sensitivity. And, choosing the optimal positions can be quite challenging.  Unfortunately, 

most researchers provide ( ) ( )2
0

2 rffl +>> λλ  as a guideline for selecting the detector 

positions.  This leaves the readers with rather a large group of choices for positioning 

detector planes.  Selecting the detector plane also requires a certain degree of a priori 

knowledge of the phase to be measured, and this requirement can make CSM impractical 

in certain situations [15, 22].  Using simulations, M. Soto and his colleagues showed that 

the optimal positions of the detector planes heavily depend on the types and magnitudes 

of optical aberrations being measured [23].  Unfortunately, this was the only paper found 

to tackle this issue systematically, and it was impossible to draw a general consensus on 

the effect of the optimal detector position on the wavefront estimation accuracy. 

CSM simulations has shown good results for very low-order aberrations (less than a 

dozen Zernike coefficients) [24].  F. Rigaut and his colleagues compared the performance 

of CSM-based adaptive optics to that of Shack-Hartmann-based adaptive optics [25].  

They found that both adaptive optics systems showed similar performance for low order 

aberrations and predicted that Shack-Hartmann system would yield better results for 
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correcting high-order aberrations [25].  A more recent variation of CSM involving four 

image planes also has been shown to be very effective only for very low-order 

aberrations [22].  In 1995, P. Doel reported (based on the simulation results) that Shack-

Hartmann yielded better accuracy than CSM for estimating low-order aberrations through 

large telescope systems [26].  Up to date, a curvature sensor’s ability to estimate high-

order aberrations remains to be proven [27-28].   

Considering the theoretical model used for CSM, one can visualize that measuring 

high-order aberrations of large magnitude may not be a suitable application for CSM.  

The distance between the detector planes must be increased in order to accommodate the 

magnitude of aberrations.  But, as the distance becomes larger, the sensor’s sensitivity 

decreases [22].  Measurements with such conditions, if made, will become a very crude 

approximation of the wavefront curvatures [27].    

Hence, the sensors’ ability to measure high-order aberrations of large magnitude 

and their application to LASIK cannot be answered at this point.    

 
4.4 Phase-Diversity Method 

4.4.1 Basic Theory of Phase-Diversity Method 

The phase-diversity (PD) method extracts the Fourier transform of a complex 

signal based on observation of the modulus of the signal [29-30].  One of the interesting 

properties is that the phase-diversity algorithm allows the joint-estimation of an object 

and the aberrations of an imaging system from multiple images incorporating phase 

diversity.  A good theoretical treatments of the method can be found in the paper 

published by R. Paxman, T. J. Shulz, and J. R. Fienup in 1992 [31].   
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Figure 4.8 Schematic diagram of a phase-diversity system (after R. G. Paxman et al. 
[31])   

 
If we assume that the object and its Fourier transform as discrete arrays, the incoherent 

image-formation process is approximated by the following discrete and cyclic 

convolution:  

 ( ) ( )∑
∈

∗≡−=
χ'

)('')(
x

kkk xsfxxsxfxg  (4.4.1) 

where f is the object array, sk is a PSF having diversity k, gk is the kth diversity image, and 

x is a two-dimensional coordinate.  We treat the object, the PSF’s, and the images as 

periodic arrays with a period cell of size N × N.  These arrays are completely specified by 

their functional values on the set χ, where 

 }1...,,1,0{}1...,,1,0{ −×−= NNχ  (4.4.2) 

Diversity is introduced by including a known phase function in the generalized pupil 

function of the system: 
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 [ ]{ })()(exp)()( uuiuHuH kkk θφ += , (4.4.3) 

where φ is the unknown phase-aberration function that we would like to estimate, θk is a 

known phase function associated with the kth diversity image, and u ∈ χ.  It is often 

convenient to parameterize the unknown phase-aberration function: 

 ∑
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where J coefficients in the set {αj} serve as parameters and {φj} is a convenient set of 

basis functions, such as discretized Zernike polynomials. 

The inverse discrete Fourier transform of the generalized pupil function gives the 

impulse-response function for a coherently illuminated object: 
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where 〈⋅, ⋅〉 represents an inner product.  The incoherent PSF is just the squared modulus 

of the coherent impulse response function: 

 2)()( xhxs kk = . (4.4.6) 

Given the set of K detected diversity images {dk}, and the binary pupil functions 

{|Hk|}, estimate the object f and the aberration parameters α.  The relationship between a 

noiseless image and the actual detected image dk will depend on the specific noise 

mechanisms. 

First we consider the case in which the noise at each detector element is modeled 

as an additive, independent, and identically distributed random variable with a zero-mean 

Gaussian probability density having a variance σn
2.  Such a model would be appropriate, 
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for example, if the dominant noise were thermal noise.  In this case, each detected 

diversity image dk is related to the corresponding noiseless diversity image gk as follows: 

 )()()()()( xnxsfxnxgxd kkkkk +∗=+= , (4.4.7) 

where nk represents the additive noise.  Note that, because of the noise component, dk(x) 

will be a random variable with a normal probability density:  
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The probability density for realizing an entire data set {dk}, consisting of all the pixels in 

each detected diversity image, is given by 
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The MLE is the estimate that is most likely to have produced a specific 

measurement.  It is found by maximizing the likelihood function (equation above 

evaluated with a specific measurement) with respect to f and α.  The maximization is 

more easily carried out on a modified log-likelihood function: 

 [ ]∑∑
= ∈

∗−−=
K

k x
kk xsfxdfL

1

2)()(),(
χ

α , (4.4.10) 

which is obtained by taking the natural logarithm of the likelihood function and dropping 

an inconsequential constant term and scale factor.  For convenience, we refer to L as the 

log-likelihood function.  Applying discrete versions of both Parseval’s theorem and the 

convolution theorem to the above equation, we have that 
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where Dk, F, and Sk are discrete Fourier transforms of dk, f, and sk, respectively.  Note that 

maximizing the log-likelihood function is equivalent to minimizing the sum of squared 

differences, which is the error metric used by Gonsalves. 

Gonsalves showed, for the case of K = 2, that the aberration parameters can be 

estimated by optimizing an objective function that depends explicitly on the aberration 

parameters but only implicitly on the object pixel values.  The result is a significant 

reduction in the dimension of the parameter space over which a numerical optimization is 

performed.  The closed-form expression for the object that maximizes the log-likelihood 

function, given a fixed aberration function: 
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where an asterisk used as a superscript implies complex conjugation.  The new objective 

function that does not depend explicitly on an object estimate: 

 ∑
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where it has been assumed that S1(u) and S2(u) do not simultaneously go to zero for u ∈ χ.  

It is important to recognize that maximizing the Gonsalves objective function LM yields 

the MLE for the aberration parameters explicitly and the object parameters implicitly, 

under the additive Gaussian noise model.   

We now proceed to generalize the Gonsalves objective function to accommodate 

an arbitrary number K of diversity measurements.  We seek an expression for the 

particular F that maximizes L, given in the original log-likelihood equation.  The real and 

imaginary parts of any such FM will satisfy the following equations: 
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where Fr(u) and Fi(u) are the real and the imaginary parts of F(u), respectively.  The 

solution for the above equations is derived in the reference and is given by  
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where the set of spatial frequencies χ has been partitioned into the subset χ0, the set of 

spatial frequencies at which all the OTF’s are zero valued, and its complement, χ1.  Now 

the generalized objective function becomes, 
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We may employ nonlinear optimization techniques to find aberration parameters 

that maximize the equation above.  Many of these techniques repeatedly compute the 

gradient of the objective function.  An analytic expression for the partial derivative of the 

objective function with respect to the aberration parameters, given a mild assumption on 

the OTF’s, is derived in the reference and is given by 
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where  
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For the case of K = 2, the above equation simplifies to 
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where 
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We now consider the case in which the data are limited by photon noise.  In this 

case, the number of photo-conversions that occur at each detector element will be a 

Poisson-distributed random variable with a mean value prescribed by the noiseless image 

gk given in units of mean detected photons per pixel.  Therefore, the probability of 

detecting dk photo-events at location x is 
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We assume that the number of photo-events realized will be statistically independent for 

each pixel.  Therefore, the probability of realizing an entire data set {dk} will be 
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A modified log-likelihood function for the joint estimation of the object and aberration 

parameters is 
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where an inconsequential constant has been dropped.  Consider the second term in the 

above equation: 
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where we have used discrete versions of the Fourier shift theorem and Parseval’s theorem.  

Note that the double sum over the squared moduli of the pupil functions is just a constant, 

independent of the object, the aberration parameters, and the phase diversity.  Let 

 ∑∑
= ∈

≡
K

k u
k uH

N
C

1

2
2 )(1

χ

. (4.4.26) 

The equation becomes 
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and the log-likelihood function simplifies to 
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The desired sequence is to solve for the MLE of the object, given fixed aberration 

parameters, and substitute this result in to the expression for the log-likelihood function 

to create an objective function that does not depend explicitly on the object estimate.  We 

begin by computing the partial derivative of the log-likelihood function with respect to 

the ith pixel value of the object estimate: 
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To find the MLE of the object for fixed aberration parameters we set this partial 

derivative equal to zero and attempt to solve for f: 
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The tractability of the computation implied by the equation above suggests the use of a 

gradient-search technique in maximizing the log-likelihood functions over object pixels 

and aberration parameters simultaneously.  The expression for the partial derivatives of 

the log-likelihood function with respect to the aberration parameters is given by 
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Optimization is performed using non-linear iterative methods such as a neural 

network.  Typical neural network algorithms are steepest-descent, conjugate gradient, and 

quasi-Newton algorithms based on the back-propagation method [32].    

4.4.2 Phase-Diversity Method: Past, Present, and Future 

Several researchers have investigated the possibility of using the phase-diversity 

method for adaptive optics in astronomical telescopes.  By running computer simulations, 

R. G. Paxman and J. R. Fienup as well as several other researchers investigated the use of 

the phase-diversity algorithm for aligning optical components in the astronomical 

telescope and showed that the algorithm could be effectively used to determine the 

misalignment parameters of the telescope optics [33-34].  

As a wavefront sensor, the phase-diversity method is not as mature and (hence) 

widely-accepted as other available wavefront sensing technologies such as phase-shifting 

interferometry, Shack-Hartmann test, lateral-shearing interferometry, and curvature 
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sensing [35-38].  In particular, the capability of phase-diversity method for estimating 

high-order aberrations of large magnitude has not been demonstrated or examined up to 

date.    

In 1993, J .R. Fienup and his colleagues reported in detail the computer-

simulation results characterizing the Hubble Space Telescope (HST) from measured point 

spread functions by using phase-retrieval algorithms [39].  The paper shows the improved 

images of the point-spread functions along with the numerical values of the first eleven 

low-order Zernike coefficients.  The authors claim that they have invested considerable 

effort into processing data from the HST as well as optimizing the phase-diversity system 

parameters over a period of several months, during which time the quality of both the 

data and the phase-retrieval algorithms improved.  The authors reported that the values of 

the low-order Zernike coefficients, except the spherical aberration term, fluctuated 

whenever the system or algorithm parameters were slightly changed.  As a result, the 

authors mention that the accuracy of their results (to publication date) was not sufficient 

to give them high confidence in the predictions of the Zernike coefficients other than the 

spherical aberration.  The authors also mention that the error bars on their estimate are 

difficult to determine since the error bars depend on systematic errors, such as poorly 

known parameters of the system, rather than random errors whose standard deviation can 

be derived.  The authors did not present the reconstructed phase maps (by using the 

phase-diversity method) in the paper, either, because the authors did not have confidence 

in the maps’ reliability.   

In 1994, R. A. Carreras, S. Restaino, and D. Duneman published their work on 

extracting higher-order Zernike coefficients using the phase-diversity method [40].  
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Unfortunately, their conference paper does not include any numerical values for 

estimated higher-order Zernike coefficients.  The authors show only two sets of images 

where they claim that the quality of reconstructed images was improved by using the 

phase-diversity method.     

Some researchers compared the performance of the phase-diversity algorithm 

with that of a SH sensor or a curvature sensor [35, 41].  The conclusions of these 

conference papers are somewhat ambiguous.  The authors do not make any systematic 

comparison of the sensors’ performance parameters such as sensitivity, precision, and 

dynamic range.  

In 1999, L. Meynadier and his colleagues reported that, for the phase-diversity 

method, the noise variance on the Zernike polynomials (17 low-order terms) increases 

with the order of the polynomial [42].  Since there is a higher noise level for a larger 

number of estimated Zernike coefficients, the authors believe that the phase-diversity 

method is consequently better adapted for the estimation of the low-order aberrations.  In 

addition to the noise propagation property of the phase-diversity method, L. Meynadier 

and his colleagues also reported the finding of the existence of an optimal defocus 

position that minimizes the noise propagation on the estimated phase.  The optimal 

position varies from one case to another case, and for the particular case presented in the 

paper, it is approximately equal to 2π.        

In 2003, J. J. Dolne and his colleagues showed that the exact amount of defocus 

distance does not need to be known exactly for the phase-diversity method [43].  The 

authors intentionally included an error of 0.2λ in the defocus distance and compared the 

recovered wavefront with the original wavefront.  (The actual position of the defocus 
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image was also off by 0.03λ.)  They found that the difference between the recovered 

wavefront and the original wavefront is less than 0.01λ rms, and without knowing the 

exact defocus distance, non-linear optimization required roughly twice more iteration 

steps.  This result contradicts the fundamental assumption of the phase-diversity method: 

the magnitude of the defocus added to the second image must be known accurately.  J. J. 

Dolne and his colleagues also stated that the optimal position of the defocus image was 

not very important in determining the accuracy of the measurements, which contradicts 

the claim made by L. Meynadier and his colleagues in 1999.  In spite of the discord, J. J. 

Dolne and his colleagues show that the aberrations (the first six Zernike coefficients 

excluding piston and tilt) recovered by the phase-diversity method compare with those 

measured by a Fizeau interferometer with Strehl ratio of over 0.9.     

In 2003, A. Blanc, T. Fusco, M. Hartung, L. M. Mugnier, and G. Rousset applied 

the phase-diversity method to characterize the static aberrations of the Nasmyth Adaptive 

Optics System (NAOS) and the high-resolution, near-IR camera CONICA [44-45].  From 

the simulation results, the authors show that only the first thirty-six Zernike coefficients 

can be estimated with a reasonable accuracy (using the phase-diversity method) [44].  For 

the experimental results, only the first eleven low-order terms of Zernike coefficients 

(excluding piston and tilt) were presented with good accuracy [45].  The magnitudes of 

the aberrations measured were very small, mostly less than 0.1 μm.  The authors do not 

provide a detail on the limitation of the non-linear optimization algorithm that they used.  

Many readers probably wish to know which non-linear optimization algorithm enabled 

the authors to have confidence in their results since what limits the performance of the 
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phase-diversity method is the uncertainty originating from non-linear optimization 

algorithm [36-37].   

D. Malacara states in his book Optical Shop Testing that estimating aberrations 

from the point spread function is generally impossible in principle [46].  Near to the focal 

plane, where phase-diversity sensors take their measurements, the relationship between 

the aberrations and the measured data is extremely nonlinear, requiring a computationally 

more demanding nonlinear-optimization to determine the aberrations [36].  The 

aberration retrieval from the image becomes even harder when the magnitudes of the 

aberrations are large [36].  No research works that show successful measurements of 

high-order aberrations of large magnitude using a phase-diversity sensor have been 

reported up to date.  The value of using the phase-diversity method for wavefront sensing 

purpose in adaptive optics is also questioned [38].  The phase-diversity method is too 

slow to be used for measuring and correcting aberrations in real-time because it relies on 

iterative methods to estimate the aberrations.  As a wavefront sensor, phase-diversity 

method is still at the rudimentary stage and has not been proven as a reliable wavefront-

sensing algorithm.   

Nevertheless, if considerable improvements and advances are brought to non-

linear optimization or neural network algorithms, the phase-diversity method will prove 

to be very useful in many applications, especially in adaptive optics for astronomy.  

Because the measurements are made at the focal point and at a position slightly off the 

focal point where the image intensity is the strongest, the phase-diversity method can 

potentially yield extremely high signal-to-noise ratios.  And, this will consequently 
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enable astronomers increase the coverage of currently unexplored regions of the night sky 

[35].     

 
4.5 Lateral Shearing Interferometry 

Lateral shearing interferometry is an important field of interferometry and has 

been used extensively in diverse applications such as the testing of optical components 

and systems and the study of flow and diffusion phenomena in gases and liquids.  Unlike 

wavefront-measuring interferometers, lateral shearing interferometers measure constant 

average wavefront slope over the shear distance.  The operating principles of lateral 

shearing interferometry are illustrated in Figure 4.9 [47].  The defective wavefront under 

measurement is laterally displaced by a small amount, and the interference pattern 

between the original and the displaced wavefronts is obtained.  For a nearly plane 

wavefront, the lateral shear is obtained by displacing the wavefront in its own plane.  For 

a nearly spherical wavefront, the lateral shear is obtained by sliding the wavefront along 

itself by rotation about an axis passing through the center of curvature of the spherical 

wavefront. 

One of the important considerations in the design of lateral shearing 

interferometers is the nature of the light source.  From the point of view of lateral 

shearing interferometry, the sources can be classified into two categories: (a) laser 

sources, such as the helium-neon gas laser giving a 6328-⇒ light beam of very high 

spatial and temporal coherence, and (b) all other sources, such as gas discharge lamps, 

which are temporally coherent to some extent but not spatially coherent.  
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(a) 

 
(b) 

Figure 4.9 Schematic diagrams illustrating lateral shearing interferometry in (a) 
collimated light and (b) convergent light. (After D. Malacara [47]) 

 
4.5.1 Basic Theory of Lateral Shearing Interferometry 

 
Consider the original wavefront and laterally sheared wavefront in Figure 4.10. 

 
Figure 4.10 Schematic diagram illustrating the original and the sheared wavefronts.  A 

circular aperture is assumed.  The lateral shear fringes appear in the 
common area of the two wavefronts. (After D. Malacara [47]) 

 
The wavefront is considered nearly plane so that wavefront errors may be small 

deviations from this plane.  The wavefront error may be expressed as W(x, y), where (x, y) 
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are the coordinates of the point P.  When this wavefront is sheared in the x-direction by 

an amount S, the error at the same point for the sheared wavefront is W(x - S, y).  The 

resulting path difference Δ W at P between the original and sheared wavefronts is W(x, y) 

- W(x - S, y).  Thus, in lateral shearing interferometry, it is the quantity, Δ W, that is 

determined, and when S is zero, there is no path difference anywhere in the wavefront 

area and consequently no error can be seen, however large it may be.  Now, the path 

difference ΔW may be obtained at various points on the wavefront from the usual 

relationship: 

 λnW =Δ   (4.5.1) 

where n is the order of the interference fringe and  λ is the wavelength used.  It is of 

interest that, when S is small, the previous equation may be written as 

 λnS
x

W
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∂
∂  (4.5.2) 

Thus the information obtained in the lateral shearing interferometer is ray 

aberration (∂W/∂x) in angular measure.  The equation becomes more exact a S → 0, but 

we also have seen that the sensitivity decreases as S → 0.  Thus we must arrive at some 

compromise for the proper value of S if the previous equation is to be used exactly.   

Defocusing: 

The defocusing aberration can be written as 

 )(),( 22 yxDyxW += .  (4.5.3) 

This yields the optical path difference  

 λnDxSW ==Δ 2 . (4.5.4) 

Tilt: 
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If tilt exists in the direction orthogonal that of the lateral shear, the optical path 

difference can be written as 

 λnEyW ==Δ .     (4.5.5) 

If tilt and defocusing are simultaneously present, the optical path difference is given by  

 λnEyDxSW =+=Δ 2 .     (4.5.6) 

Primary Spherical Aberration: 

The wavefront error for the primary spherical aberration may be written as  

 222 )(),( yxAyxW += .      (4.5.7) 

Thus, the shearing interferogram can be expressed as 

 ( ) λnxSyxAW =+=Δ 224 .      (4.5.8) 

With the addition of defocusing term and tilt, we obtain 

 ( )[ ] λnEySDxxyxAW =+++=Δ 24 22 .      (4.5.9) 

If the primary spherical aberration is very small and also if the defocusing term is absent, 

we can approximate the previous equation as 

 04 3 =+=Δ EySAxW .      (4.5.10) 

Primary Coma: 

The expression for the primary comatic aberration is  

 )(),( 22 yxByyxW += .     (4.5.11) 

Due to the unsymmetrical nature of the aberration, the shape of the lateral shear fringes is 

dependent on the direction of the shear (x-, y-, or some other direction).  If we assume 

that the shear is in the x-direction, then the optical path difference may be written as 

 λnBxySW ==Δ 2 .      (4.5.12) 
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The previous equation represents rectangular, hyperbolic fringes with asymptotes in the 

x- and y- directions.  If the shear exists in the y-direction 

 ( ) λnTyxBW =+=Δ 22 3 .      (4.5.13) 

In this situation, the fringes form a system of ellipses with a ratio of major to minor axes 

of 3 .  Also the major axis is parallel to the x-axis.   

Primary Astigmatism: 

The expression for primary astigmatism is  

 )(),( 22 yxCyxW −= .      (4.5.14) 

As one can readily see from the expression, if the lateral shear exists in x- or y-direction, 

we get straight fringes orthogonal to the direction of shear.  This can easily cause a 

misinterpretation of an astigmatic wavefront as a true spherical wavefront.  However, an 

addition of defocusing makes it possible to detect the presence of astigmatism.  In the 

presence of defocusing, the fringes for lateral shear in x-direction and y-direction are 

described, respectively, by     

 ( ) λnSCxDxW =+=Δ 22  and ( ) λnTCyDyW =+=Δ 22 .     (4.5.15) 

Another way to detect astigmatism involves the use of lateral shear in a general direction. 

For example, the direction of shear may be halfway between the sagittal and tangential 

direction.  In this case, the fringe system is described by 

 ( ) ( ) λnyTCDxSCDW =−++=Δ 22 .      (4.5.16) 

The previous equation describes equally spaced, straight fringes, and their slope is given 

by  

 ( )
( )TDC

SDCSlope −
+= .      (4.5.17) 
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Hence, by changing the azimuth of the direction of shear and noting the corresponding 

direction of the fringes, it is possible to find the particular direction the slope of which 

deviates most from the orthogonal direction. 

Curvature of Field 

Curvature of field can be simply treated as a defocusing situation because it is a 

displacement of focus longitudinally.  

Distortion 

Distortion is a function of the pupil diameter, and hence it cannot be detected 

using lateral shearing interferometry.  

Chromatic Aberration 

Longitudinal chromatic aberration is a change of focus for different wavelengths.  

Therefore, by changing the wavelength of the source light, one can detect a change in the 

number of fringes due to defocusing and thereby detect longitudinal chromatic aberration.  

Lateral chromatic aberration, being a linear function of the pupil diameter, is not 

generally detected using lateral shearing interferometry.  

4.5.2 Current Status of Lateral Shearing Interferometry  

Using the variable-shear LSI technique, M. P. Rimmer and J. C. Wyant reported 

the measurements of wavefronts having aberrations greater than 100 wavelengths and 

slope variations of more than 400 wavelengths per diameter [48].  (These measurement 

ranges fall short of those achieved by conventional Shack-Hartmann sensors.)  The 

accuracy of the wavefront estimation rapidly deteriorates as the aberration becomes large 

(greater than 100 wavelengths) or the shear is reduced (smaller than 0.1).  The restrictions 

imposed on the size of the shear fundamentally limit the sensitivity and measurement 
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ranges of the LSI technique.  The coefficients of the polynomials that show the 

characteristics of the wavefront under test were calculated by solving the simultaneous 

equations between the Zernike coefficients of the wavefront under test and the 

coefficients of the difference between the two wavefronts [48].  However, the order of the 

polynomials that construct the difference information is lower than the order of the 

polynomials that construct the wavefront under test.  Therefore, the number of unknown 

coefficients of the wavefront under test does not coincide with the number of known 

coefficients of the difference information.  In this case, the unknown coefficients are 

approximately calculated by the least-squares fitting. The calculated coefficients are not 

precise.  Also, using the monomial representation in the fitting process and converting the 

fitting data found to the Zernike set of functions afterward produce computational 

inaccuracies [48, 55]. 

In general, if one of the polynomial methods is used for representing wavefront 

under test, polynomial coefficients are determined by least squares.  However, the degree 

of polynomial has to be chosen in advance [49].  If the degree selected is too small, the 

polynomial model can prove to be poor.  An excessively large degree can lead to 

difficulties that are due to ill conditioning or over-fitting.   

Another method uses Tikhonov regularization to obtain a reconstructed wavefront 

that is smooth.  For this method, an appropriate regularization parameter has to be chosen 

to yield good results.  Since this method leads to low-pass filtering of the frequency 

response, the whole Fourier transform of the wavefront is somewhat biased [50].   

The biggest challenge for lateral shearing interferometry (LSI) is the 

reconstruction of the measured wavefronts [49-53].  Regardless of the type of 
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reconstruction algorithms (for example, polynomial-fitting methods or fringe-following 

techniques) used, the reconstruction process proves to be a highly sophisticated data 

analysis problem for LSI.  As a result, LSI has not been a popular choice when 

quantitative data is to be extracted from the wavefront under analysis [48].  No 

researchers have reported successful quantitative measurements of high-order aberrations 

of large magnitude (such as measuring aspheric surfaces or lenses) or very large local-

gradients using LSI.   

 
4.6 Other Testing Methods and Instruments 

4.6.1 Star Tests 

The star test is conceptually basic and simple method for testing image-forming 

optical systems. One examines the image of a point source formed by the system and 

judge the image quality according to the departure from the ideal image form.  In practice, 

the star test is almost always carried out visually and semi-quantitatively.  It is generally 

impossible, in principle, to extract the aberrations from the form of the point spread 

function.  As a result, one who uses the star-test method has to estimate the aberrations of 

the system, based on experience and on the many examples of point spread functions that 

have been either computed or photographed from known aberrations.  Thus, the star test 

is a highly qualitative method, and obtaining the best results from it requires considerable 

experience.   

For measuring large aberrations of imaging systems such as photographic 

objectives, projection objectives, and camera optics, the system will normally be set up 

on a nodal slide optical bench with a collimator, as in Figure 4.11, so that off-axis 

aberrations can also be measured.  According to D. Malacara [56], the work published by 
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Wandersleb showed good photographs of point spread functions with large aberrations 

for comparison and estimation purposes.   

 

 
Figure 4.11  A nodal slide optical bench as used for star testing photographic imaging 

systems (after D. Malacara [56])   
 

Since the star test does not make quantitative measurements accurately for large 

aberrations, incorporating a null test by adding an auxiliary optical system with the 

required aberrations was demonstrated.  The auxiliary system should be precisely 

designed to generate known aberrations (for example, an auxiliary lens system for null-

testing paraboloids), and the system must be easy to manufacture [56].  If it is possible to 

test the system with a laser as light source, then a computer-generated hologram can be 

used as the auxiliary system [57-58].  A useful description of this method is given by 

Birch and Green, who reported that they demonstrated the measurement accuracy of less-

than λ/20-rms for primary and secondary spherical aberrations (low-order aberrations) 

[57].  With a high-resolution computer graphics system, the computer-generated 

hologram can synthesize a wavefront of any desired shape.  And, usually the computer-

generated hologram corrector is part of an interferometric testing scheme [57-58], but it 

could also be used to synthesize an aberrated wavefront for transmission through the 

system under test.  If the system had the desired aberrations, it would form an 
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unaberrated final image.  The most recent work is done by Heil, Wesner, Muller, and 

Sure [58].  They used the computer-generated holograms, in conjunction with the 

Twyman-Green interferometer, in order to perform the in-situ final-minute adjustment to 

the imaging quality of microscope objectives on production line.  The researchers did not 

provide the accuracy and precision that could be achieved with the method.  Also the 

maximum magnitude of the aberrations that could be measured with the method was not 

reported, either.  The paper gave very qualitative discussion of the results on imaging 

correction rather than quantitative discussion on how accurately optical aberrations were 

estimated.  

It is difficult to find publications about the star test.  This is mainly due to the fact 

that the testing method depends heavily on the experience of the user [56].  This implies 

that the star test method is very qualitative rather than quantitative.  Also, the earlier 

relevant publications are either too old that they do not show up in the digital database, or 

they were published in German, making it difficult to understand. 

4.6.2. Ronchi Tests 

In optical testing, the Ronchi test has been used widely but in a qualitative rather 

than a quantitative way [59].  The Ronchi test measures the transverse aberration (TA) in 

a direct way, as shown in Figure 4.12.  In this figure, both the object and the image are on 

the optic axis, so the transverse aberration is measured from the axis and can be seen to 

include defocusing as well as other aberrations.   

The wave aberration is defined in this exit pupil of the optical system under test, 

using a formula given by Rayces, as  
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since r >> W (r: the radius of curvature of the wavefront).  If we assume a Ronchi ruling 

with spacing d between the slits, for a point (x, y) on the mth fringe we may write, in 

general, 
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where it is assumed that the ruling lines are inclined at an angle ϕ with respect to the y-

axis.  This is the basic formula for the geometrical model of the Ronchi test.   

The primary aberrations can be written as 

 ( ) ( ) ( ) ( )222222222 3),( yxDyxCyxByyxAyxW ++++++= , (4.6.3) 

where A, B, C, and D are the spherical aberration, coma, astigmatism, and defocusing 

coefficients, respectively.  No tilt term is included because the Ronchi test is insensitive 

to them.  The last coefficient D is given by the distance l’ from the Ronchi ruling to the 

paraxial focus, as   

 22
'

r
lD = . (4.6.4) 

Manipulating the first two equations, we obtain 
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In the study of each of the aberrations, it will often be convenient to apply a rotation ψ to 

this expression by means of the relations  

 
,cossin

,sincos
ψξψη

ψξψη
+−=
+=

y
x

 (4.6.6) 



130 
 
where η and ξ are the new coordinate axes. 

 
Figure 4.12  Geometry of the Ronchi Test (after D. Malacara [59]) 
 

 
Figure 4.13 Wavefront and ruling orientation (after D. Malacara [59]) 
 
Defocusing: 

By applying the rotation ψ = ϕ to the defocusing term, we obtain  

 
r

mdD −=η2 . (4.6.7) 

 
Dr
dS

2
=  (4.6.8) 

Spherical Aberration with Defocusing: 
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By applying the rotation ψ = ϕ, we obtain  

 
r

mdDA −=++ ηηξη 2)(4 22  (4.6.9) 

Coma: 

Applying a rotation ψ = ϕ/2 + π/4, we obtain 

 ( ) ( )[ ]
r

mdB −=−++− ϕξϕη sin21sin21 22 . (4.6.10) 

Depending on the ruling inclination (ϕ) with respect to the meridional plane, 

different patterns are obtained: 

ϕ = 0°  Hyperbolas 

ϕ = 90° Ellipse with semi-axes in the ratio 3 to 1 

0° < ϕ < 90° Hyperbolas inclined at an angle ψ 

ϕ = 30° Straight bands 

30° < ϕ < 90° Ellipse inclined at an angle ψ 

Astigmatism with Defocusing: 

By applying the rotation ψ = ϕ, we obtain 

 ( )[ ]
r

mdDC −=+−− ηϕξϕη 22sin2cos22 . (4.6.11) 

The angle of inclination between the Ronchigram and the ruling slits is given by  

 ( )ϕ
ϕα

2cos2
2sintan

−+
=

CD
C . (4.6.12) 

The separation of the bands is given by 

 
ϕ

ξ
2sin2rC

d
=Δ . (4.6.13) 
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Spherical Aberration with Astigmatism and Defocusing: 

By applying the rotation ψ = ϕ, we obtain 

 ( ) ( )[ ]
r

mdCCDA −=−−+++ ϕξϕηξηη 2sin22cos224 22 . (4.6.14) 

The Ronchi test has been applied to characterize the primary aberrations of 

aspherical mirrors [60-62].  The measurement range can be quite large for the 

conventional Ronchi test [61-63], but the measurement sensitivity is on the order of 

magnitude of the diameter of the Airy Disc [61].  For example, the maximum sensitivity 

is given by 2λR/D, where λ is the test wavelength, R is the radius of the curvature, and D 

is the diameter of the mirror under test.  In order to increase the measurement sensitivity 

of the Ronchi test, the number of fringes in the interferogram must be decreased so that 

the individual fringes become more visible [61].  However, a decrease in the number of 

fringes reduces the dynamic range of the phase measurements.  Hence, an appropriate 

compromise must be made between the sensitivity and dynamic range, according to the 

specific measurement requirements.  In addition, imperfections of the Ronchi gratings, 

especially binary gratings that generate large number of harmonic components, reduce 

the signal-to-noise ratio of the Ronchi test.  Another challenge is to make digitized, 

quantitative measurements with the Ronchi test.  In 1984, T. Yatagai reported the fringe 

scanning Ronchi test for aspherical surfaces [64] using a digital phase-measurement 

technique.  He translated the Ronchi ruling sideways to vary the irradiance of the 

Ronchigram periodically with time, and then made synchronous phase detection in the 

Ronchi test.  T. Yatagai was able to measure up to75-μm peak-to-peak surface deviation 

but did not comment on the accuracy, repeatability, and sensitivity of his method.  Also 
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the fringe scanning algorithm is limited by the 2π phase jump usually seen in the phase-

shifting interferometer.  In 1997, another group of researchers made digitized aberration 

measurement on a lens using the Ronchi test with a phase-shifted sinusoidal grating [65].  

The goal was to optimize the performance of the quantitative Ronchi test between the 

accuracy and the measurement range.  The least-squares fitting was performed to 

reconstruct the wavefront, and only the spherical aberration of the lens was quantitatively 

calculated.   They reported the accuracy of 0.014λ, which is compatible with the values 

yielded by high-precision PSI systems or S-H sensors.  Unfortunately, the maximum 

deviation that could be measured at this magnitude of the error was only 9.9λ, which is 

much smaller than that of conventional PSI or S-H systems.  More recent works of the 

Ronchi test concentrated on surface profilometry [66-67].  No researchers have 

successfully demonstrated fast, quantitative measurements of large-magnitude, high-

order wavefront aberrations of optical components or systems using the Ronchi test.  

4.6.3 Foucault’s Knife-Edge Tests 

The knife-edge test may be considered, in general, as a method for detecting the 

presence of transversal aberrations [68].  This is done by blocking out one part of a plane 

traversed by rays or diffracted light so that a shadow appears over the aberrated region 

(Figure 4.14).  The knife-edge test is very simple and is used mainly for qualitative 

interpretation.   

For aberrations greater than the wavelength of the illuminating radiation, 

geometrical theory of image formation is employed to study the characteristics of the test.  

Refer to Figure 4.15.  The border of the knife in the Foucault test is placed at a distance r1 

from the chief ray intersection (the origin of the X1-Y1 plane), and an angle φ1 is 
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subtended between the Y1 axis and the knife edge.  The angle φ1 will be defined as 

positive if the slope of the knife edge is positive.   

 
Figure 4.14 Foucault method for testing lenses (after D. Malacara [68]) 
 

   
Figure 4.15 Knife-edge position projected over the entrance pupil plane of the viewing 

system (after D. Malacara [68]) 
 
The following equation defined the border: 

 11111 sincos ryx =− φφ  (4.6.15) 

The transmittance over this plane may be expressed as 
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But, since the X1-Y1 plane defines the paraxial plane of convergence of the ideal 

wavefront W, any point (x1, y1) over this plane satisfies, approximately, the following 

property:  

 ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

−=
y
WR

x
WRyx ,, 11 ; (4.6.17) 

where R is the distance between the X-Y plane and the X1-Y1 plane. 

Using this result, we obtain 
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If we choose the X-axis as reference so that φ1 is 90°, 
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Focus error: 

 ( )22),( yxDyxW +=  (4.6.20) 
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1 =  (4.6.21) 

Primary spherical aberration: 

If both primary spherical aberration and defocus are present, the aberration 

function is 

 ( ) ( )22222),( yxDyxAyxW +++= , (4.6.22) 

The equation of the borders of the shadow pattern is written as 
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Setting x = 0, we identify the boundaries of the shadow pattern along the Y-axis for this 

case: 

 0
42

13 =−+
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ry
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Dy . (4.6.24) 

Since the equation is cubic, we expect three roots.  We define the parameter Δ as 
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1. If Δ < 0, there will be three real and unequal roots. 

2. If Δ = 0, there will be three real roots of which at least two are equal. 

3. If Δ > 0, there will only one real root and two conjugate imaginary roots.  

 

The shadow pattern will show more than one dark region if conditions 1 and 2 are 

satisfied.  This happens when A and D have different signs.  

If Δ ≤ 0, then 
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If the knife edge is touching the optical axis (r1 = 0),  

 0
2
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⎝
⎛ +

A
Dyy . (4.6.27) 

The solutions are 

0=y  
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A
Dy
2

−±= . 

In this case, D and A must have different signs in order to produce real numbers as 

solutions.   

Primary coma: 

The aberration function for primary coma and defocus is given by   

 ( ) ( )2222),( yxDyxByyxW +++=  (4.6.28) 

If the knife edge is placed at a point on the X1 axis at a distance r1 from the origin 

(parallel to the Y1 axis, φ1 = 0), that the shadow pattern satisfies the following equation: 

 
R
rDxBxy 122 −

=+ . (4.6.29) 

Regrouping the previous equation gives 
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This equation implies rectangular hyperbolas centered at the point [0, -(D/B)]. 

If the knife edge is introduced at a point on the Y1-axis, the partial derivative of the 

wavefront with respect to y is  

 ( ) yDyxB
y
W 23 22 ++=
∂
∂ . (4.6.31) 

And, the borders of the shadow pattern becomes 
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which is an ellipse centered at point [0, -(D/3B)], with the major axis parallel to the X- 

axis. 

Astigmatism: 

Astigmatism, together with defocus yields the aberration function: 

 ( ) ( )2222 3),( yxDyxCyyxW +++= . (4.6.33) 

Assuming the knife edge is introduced along an axis that subtends an angle φ1 with the 

Y1-axis.  The partial derivative with respect to x is  

 DxCx
x

W 22 +=
∂
∂ . (4.6.34) 

And, with respect to y, the partial derivative is 

 DyCy
y
W 26 +=
∂
∂ . (4.6.35) 

The border of the shadow pattern becomes  

 ( ) ( )
R

ryDCxDC
2

sin3cos 1
11 =+−++− φφ . (4.6.36) 

Depending on the magnitude of aberrations, a proper mathematical model for the 

Foucault’s test must be chosen to analyze the measured data.  For wavefront aberrations 

smaller than the test wavelength, the diffraction theory of the Foucault knife-edge should 

be applied.  For optical aberrations larger than the test wavelength, the geometrical theory 

is used, and as a result the sensitivity is degraded [68].   

A few papers can be found regarding the Foucault’s knife-edge test for 

quantitative measurements.  In 1975, R. G. Wilson applied the diffraction theory of the 

Foucault test to quantitatively characterize the figure-error of a spherical mirror [69].  A 

precision knife-edge scanner (driven by a reversible clock motor) was used together with 
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three photomultiplier scanners to make the measurements on figure-errors (low orders or 

low spatial frequencies) of a spherical mirror.  The power of the irradiance bypassing the 

knife edge was recorded as a function of the edge position.  The scanning measurements 

were made in two orthogonal orientations of the mirror under test.  R. G. Wilson reported 

the rms figure-error of 0.007λ, which is close to the precision found in high-end SH 

sensors or PSI systems.  But, the author showed little confidence in measuring wavefront 

aberrations larger than 1λ and recommended the method for measuring very small 

aberrations of nearly diffraction-limited optical elements or systems.  In 1999, F. 

Zamkotsian and K. Dohlen reported the quantitative Foucault’s knife-edge method for 

measuring Texas Instruments’ micro-mirror array [70].  Translating a high-precision 

knife-edge scanner (±1μm positioning accuracy) through the source image, twenty-nine 

images of the same field of view for different positions of the knife edge were recorded 

with a CCD.  The authors demonstrated the measurement of 2-nm maximum deviation 

with a sub-nanometer (±0.82 nm) precision.  However, the way the authors validated the 

method was questionable.  Using their Foucault’s scanning method, they measured a 

conventional spherical mirror with a radius of curvature of 252 mm.  Then instead of 

comparing with the measurements made on the same mirror using a well-established 

technology (such as white-light interferometry), the authors compared the measured 

profile with the theoretical profile.  The detailed specifications of the conventional 

spherical mirror were not shown in the paper.   

No researchers, up-to-present, using the Foucault’s knife-edge test, have 

successfully demonstrated the fast, quantitative measurements of large-magnitude, high-

order wavefront aberrations.      
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4.7 Conclusions 

 In this chapter, we have examined the status today and considered the  future 

development of various types of wavefront sensors: phase-shifting interferometers, 

lateral-shearing interferometers, curvature sensing, the phase-diversity method, the 

Foucault (knife-edge) test, the Ronchi test, and the star test.  None of these wavefront 

sensors are suitable for precisely characterizing high-order wavefront aberrations of large 

magnitude.  In the next chapter, we will introduce our Shack-Hartmann sensor with 

addressable microlens array demonstrating how it will eventually be capable of 

characterizing: corneal scarring, tear-film effects, LASIK-flap wrinkles, and keratoconics 

and post-LASIK corneas. 
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CHAPTER 5 
 

Addressable Microlens Array to Improve Dynamic Range of  

Shack-Hartmann Sensors 

 
 

NOMENCLATURE 

Acomb_overlap Overlapping area between moving and fixed comb fingers 
Astructure Area of the top surface of the resonant structure 
Astructure_overlap Overlapping area between the resonant structure and 

substrate 
b Damping factor 
da Actuation distance 
dlens Diameter of microlens 
ESi Young’s modulus of elasticity of silicon 
flens Focal length of the lens 
fr Resonant frequency 
gc Gap between moving and fixed combs 
gf Gap between two parallel flexures 
k Stiffness or spring constant 
kx-comb Stiffness or spring constant of the combs in x-direction 
k x-flex Stiffness or spring constant of the flexures in x-direction 
k y-flex Stiffness or spring constant of the flexure in y-direction 
k y-max Maximum stiffness or spring constant of the flexure in y-

direction allowed in a single row 
lc Length of combs 
lf Length of flexures 
lol Length of overlap between fixed and moving combs 
m Total mass of the microlens resonant unit 
m moving structure Mass of the moving structure without lens and flexures 
m flexures Mass of the flexures attached to the unit 
m lens Mass of the lens 
n The number of moving comb fingers 
tSOI Thickness of the device layer of the SOI wafer 
tBOX Thickness of the buried oxide layer of the SOI wafer 
Vdc DC driving voltage 
Vac AC driving voltage 
Vdc_dyn Maximum dc-driving voltage before side thrust occurs (at 

resonance) 
Vdc_st Maximum dc-voltage before a side thrust occurs (at 

stationary position) 
wf Width of flexures 
wc Width of combs 
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y0 Initial overlap length between the fixed and moving combs 
yd Desired actuation distance at resonance in y-direction 
ymax_is Maximum actuation distance before a side thrust occurs (at 

resonance) in y-direction 
yr Actuation distance at resonance in y-direction 
θ Wavefront slope 
ε Permittivity of air 
ρSi Density of single crystal silicon 
ρLens Density of lens material 
τ Identification (readout) time 
ω Angular frequency (2⋅π⋅f) 
ωr Angular resonant frequency (2⋅π⋅fr) 
μ Viscosity of air 
ν Kinetic viscosity of air 

 
5.1 Introduction 

 Shack-Hartmann sensors are widely used in astronomical telescopes and 

ophthalmic-analysis systems as monitors for wavefront aberrations.  They are fast, 

accurate and, in contrast to interferometers, generally insensitive to vibrations.  When 

they are used in conjunction with adaptive mirrors, Shack-Hartmann sensors are able to 

improve the image quality of astronomical telescopes by performing real-time corrections 

on the wavefront aberrations that are inherently generated as starlight traverses the earth’s 

atmosphere [1].  Shack-Hartmann sensors have also proven to be the most suitable 

wavefront monitors for ophthalmic-analysis applications (such as pre- and/or post-

LASIK surgery and keratoconus analysis) because measuring the optical aberrations in 

illumination passing through constantly moving human eyes requires fast measurement 

speed and high accuracy [2-6].   
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  (a) (b)  
Figure 5.1 (a) Wavefront-slope measurement using microlens array: Each microlens 

has its own sub-aperture consisting of approximately forty CCD pixels 
(divided into four quadrants), and the focal point of the microlens must be 
located within the assigned sub-apertures; (b) Limited dynamic range of a 
conventional Shack-Hartmann sensor (left): A highly aberrated wavefront 
has a very large local slope, which causes the focal points of microlenses 
#1 and #3 to become focused onto the sub-apertures assigned to 
microlenses #4 and #5, respectively, causing erroneous measurements.  

 

 In Shack-Hartmann systems, a microlens array dissects an incoming wavefront 

into a number of segments (Figure 5.1(a)) [7].  Each microlens in the array creates a focal 

spot within the assigned sub-aperture on the CCD (typically made of 40 CCD pixels).  

Because light travels in a straight path normal to the wavefront, the positions of these 

focal spots are related to the average wavefront slope (θS or θL in Figure 5.1) over each 

microlens aperture.  Thus the pattern of spots at the focal plane contains information 
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about the spatially resolved waveform slope that can be integrated to reconstruct the 

wavefront.  The dynamic range (the range of measurable wavefront slope) of a 

conventional SH system has fundamental design limits that affect its performance; a SH 

system produces false results if the slope of the wavefront being measured is too large [2].  

Figure 5.1(b) shows one of these cases in which a focal point of one microlens, as a result 

of extreme aberration in the incoming wave, moves into an adjacent sub-aperture that has 

been pre-assigned to register the focal point of another microlens.  The typical maximum 

values of θ  that can be measured by a commercially available SH system are between 5.5 

mrad and 12.5 mrad over a microlens aperture. 

Researchers have attempted to overcome this dynamic-range limitation of SH 

systems using at least three methods: (1) by employing a modified unwrapped algorithm 

[8], (2) by using a SH array of microlenses with well-defined astigmatism [9], or (3) by 

positioning a spatial-light modulator in front of the SH microlens array as a shutter [10].  

Research showed that the first two methods had limited practical use providing accurate 

measure of wavefront aberration.  Method (1) does not work with wavefronts that exhibit 

localized aberrations of large magnitudes.  Method (2) requires that the elliptical focal 

spots must have enough space between them along the major and minor axes, in order to 

obtain proper measurements.  Hence, the spatial density of the astigmatic microlens array 

has to be much lower than that of a circular microlens array, and this in turn lowers the 

accuracy of the sensor.  Method (3), which employs a spatial-light modulator, is also 

impractical on three grounds: the modulator absorbs a great deal of light (at least 50% in 

the case of an LCD illuminated with unpolarized light); it increases the noise in the 

measurement; and it introduces additional aberrations to the wavefront being measured.  
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In addition, spatial-light modulators can have polarization dependences, and these 

modulators are typically very expensive.  

 Nonetheless, expanding the dynamic range of Shack-Hartmann sensors is highly 

desired, especially in consideration of their increasing uses in refractive surgery ($600M 

market in 2001) and in Keratoconus analysis.  In the case of refractive surgery, the 

development of a transition zone (resultant from scar tissues) at the boundary separating 

surgically treated and untreated areas results in large optical aberrations [11] when the 

tissue is examined.  Also analyzing ophthalmic diseases such as Keratoconus (meaning 

cone-shaped cornea) requires large dynamic ranges and sensitivities that cannot be 

achieved by conventional Shack-Hartmann sensors [2].   

 Using MEMS technologies developed in the Berkeley Microlab, we have created 

densely packed active microlens arrays in which each of the lenses is designed so that it 

can be driven to resonate at a pre-designed frequency.  When a lens resonates, its focal 

point moves parallel to its motional direction [12-13]; hence by selecting the frequency of 

the driving voltage on a string of parallel-connected lenses, we can select only the lens 

that is resonant at the driving frequency.    We can then identify the focal point of that 

resonating lens by detecting a line instead of a point image (Figure 5.2).  To build the 

system, we have designed the individual lens carriages for the array of lenses to have 

separated natural resonant frequencies so that, by changing the frequency of the drive 

voltage, we require only two electrical connections per lens-carriage row to identify the 

selected lens.   



 

 

 
F

 
W

as

an

ra

b

d

ar

 

 

 
 

Figure 5.2 

With our des

ssociated su

nalysis), any

ange of the 

etter than th

iscuss the d

rray.  

By makin
associated
assigned s

sign, a lens 

ub-aperture (

ywhere in t

Shack-Hartm

hat achieved

design, fabri

ng each mic
d focal poin
ub-aperture.

focal point 

(usually 40 

the sensing 

mann sensor

d in conventi

ication, and 

crolens reso
nt, even if 
. 

can be iden

pixels for S

array.  Thi

r to be dram

ional Shack-

experiment

onate indivi
the focal p

ntified even

Shack-Hartm

s identificat

matically imp

-Hartmann s

tal results on

idually, we 
point is loc

n when it fa

mann sensor

tion will all

proved -- a f

systems.  In

n our addre

 
can identif

ated outside

alls outside o

rs for ophtha

low the dyn

factor of 12 

n this chapte

essable micr

152 

fy its 
e the 

of its 

almic 

namic 

to 46 

r, we 

rolens 



153 
 

 

5.2 Addressable Microlens-Array Design 

5.2.1 Design Objectives and Considerations for Addressable Microlens Array 

 The design of our addressable microlens array for Shack-Hartmann sensors has 

been guided by the following objectives: 1. Maximize the clear aperture of the system (or 

microlens area) by minimizing the areas for MEMS actuators and electrical interconnects; 

and 2. Assure that only the desired lens moves appreciably while all other lenses in its 

row remain essentially stationary, even when the lens carriage with the stiffest flexures 

(highest resonant frequency) in the row is actuated with the highest drive voltage.  The 

first objective is reached by designing and building the lens-carriages using the most 

efficient surface-micromachining capabilities available in our laboratory.    Achieving the 

second objective requires the simultaneous consideration of the frequency responses of 

all the units in a single row and the analysis of side instabilities of the resonating units.  

The side-instabilities are caused by the electrostatic pull-in phenomena [14], which we 

discuss in more detail later in this chapter.  The frequency responses and side-thrust 

issues will determine the maximum number of the MEMS-microlens units per row that 

can be reliably addressed by our frequency-addressing method.   

5.2.2 Layout and Dimensions of the Addressable-Microlens Array 

Figure 5.3 shows an enlarged view of an individual MEMS-microlens unit and the 

schematic diagram of our addressable-microlens array.  
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the right (Unit 5) (Figure 5.3 (b)).  Using our frequency-addressing method, we need only 

a single pair of interconnects per row to select and energize each unit, reducing and 

simplifying the area and complexity necessary for alternative selection designs.  A 5-by-5 

addressable array is then obtained by stacking five identical rows (Row1 – Row5), as 

shown in Figure 5.3 (b).  The dimensions of the MEMS-microlens resonant structures are 

summarized in Table 5.1 while other relevant material parameters are listed in Table 5.2.  

The reasons for choosing the listed values for the dimensions will be clarified in the 

following sections. 

Table 5.1 Relevant parameters of the MEMS-microlens units 
Number of moving comb-fingers per unit 172 
Length (lc) and width (wc) of comb-fingers (μm) 60, 5 
Length (lf) and width (wf) of flexures (μm) 500-900, 4 
Gap between comb-fingers (gc) (μm) 3 
Thickness of SOI-wafer device layer (tSOI) (μm) 20 
Thickness of SOI-wafer buried-oxide-layer (tBOX) (μm) 2 
Diameter of integrated microlens (dlens) (μm) 800 
Focal length of microlens (flens) (mm) 2 

 
Table 5.2 Relevant material parameters for the MEMS-microlens units 

Young’s Modulus (ESi) of silicon (GPa) 170 
Density of silicon (ρSi) (kg/m3) 2330 
Density of microlens material (ρlens) (g/cm3) 1.08 
Refractive index of microlens material (n) 1.51 
Viscosity of air (μ) (N⋅s/m2) 1.8⋅10-5 
Kinetic viscosity of air (ν) (m2/s) 1.5⋅10-5 
Permittivity of air (ε ) (F/m) 8.854⋅10-12 

 

5.2.3 Design of MEMS Resonators with Electrostatic Actuators 

 In order to assure the successful, distinctive resonant motion of each MEMS-

microlens unit, the following requirements must be met.  Please refer to Figure 5.4.  First, 

each unit must be able to achieve ±20-μm amplitude at resonance stably and without 

appreciable sideway motions.  Second, when the unit with the highest resonant frequency 
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(which has the stiffest flexures and therefore requires the highest driving voltage) 

achieves ±20-μm resonant amplitude, all other units must move only negligibly and be 

free from any undesired side thrust.  Third, the resonant peak of each MEMS-microlens 

unit should be sufficiently separated in frequency from the resonant peaks of the other 

units in the same row.   

 The target amplitude of ±20-μm is chosen by considering typical sizes of CCD-

/CMOS-imager pixels, which range between 5-10 μm.  Since the total amplitude of 40 

μm will guarantee that the focal spot of the selected lens will move across at least 4 

pixels of the CCD-/CMOS-imager, the computer can identify the moving spot and the 

lens that generated it.     

 
 (a) (b)  (c) 
Figure 5.4 Examples of frequency response of MEMS-microlens units in a row:  (a) 

Three resonant peaks sufficiently spaced for clear identification (higher Q); 
(b) resonant peaks sufficiently spaced for clear identification (lower Q); 
and (c) Resonant peaks insufficiently spaced for identification: When Unit 
1 is at resonance, Unit 2 will also show considerable movements, making 
it difficult to identify the units. 

 
 A side thrust mentioned in the first and the second requirements are caused by the 

electrostatic pull-in phenomenon [14], which is illustrated in Figure 5.5.  The moving 

combs are sometimes not perfectly centered between the fixed combs due to the 

processing variations (Figure 5.5(c)).  And, even if the combs were initially aligned 

perfectly, they can slightly deviate from the ideal line of actuation when the structures are 



157 
 

 

actuated or some external vibrations are present.  This slight misalignment results in an 

unbalanced net electrostatic force in the direction (x-axis) perpendicular to the desired 

actuation (y-axis) (Figure 5.5(c)).  When the changes in these electrostatic forces with 

respect to x become larger than the stiffness of the flexures along the x-axis, the moving 

comb-fingers will bend and in all likelihood stick to the fixed combs, causing the proper 

operation of the structure to fail when the driving signal becomes short-circuited, as 

shown in Figure 5.5(d).  We call the voltage at which the structure begins to fail in this 

way, the side-thrust voltage.   

 

 

 

 

 

 

 

 

 

 

 



158 
 

 

 
(a) 

          
 (b) (c)  

 
(d) 

Figure 5.5 (a) Sketches of the upper half of a the MEMS-microlens unit; (b) perfectly 
aligned fixed and moving combs, (c) misaligned fixed and moving combs 
– the gaps on the right side of the moving combs are smaller than those the 
gap on the left side of the moving combs, causing unbalanced electrostatic 
force in the x-direction; (d) The force Fx generated by the misaligned 
combs causes the unit to shift to the left by Δx.  If the change in Fx is 
larger than the stiffness of the flexures in x-direction, Δx becomes as large 
as gc, and the moving- comb fingers become sufficiently displaced to 
cause electrical contact with the fixed-comb fingers, shorting out the drive 
voltage.  



159 
 

 

There are two different cases of side thrust that we consider.  The first case, which we 

call dynamic side thrust, may occur to the unit at resonance when its drive voltage is 

increased to achieve the intended resonant amplitude.  The second case, stationary side 

thrust, occurs when the unit with the highest resonant frequency is driven to the desired 

resonant amplitude while the others are stationary.  We need to consider them separately 

because the overlapping areas between the moving- and fixed-comb fingers remain 

constant for stationary side thrust yet change in the case of dynamic side thrust.  For 

stationary side thrust, some of the other lower-resonant-frequency units may experience 

side thrust because the highest-frequency unit has the stiffest flexures and requires the 

highest drive voltage.  This high drive voltage is applied to all the units in the row, 

possibly causing one or more of them to move in an undesired direction and to fail.   

 Considering both types of failures and the needed selectivity among the lenses in 

a given row, we see that the number of units in a row is determined by: a) the upper and 

lower limits on resonant frequencies set by the side-thrust issues, and b) the quality 

factors of the resonant units in the row, which determines the spacing needed between 

adjacent units in the frequency domain for clear distinction. 

 To analyze the effects of these limitations, we begin by formulating expressions 

for the resonant frequencies, quality factors, and resonant amplitudes of the lens units.  

Then we consider the range of resonant frequencies allowed in a single row as set by the 

physical dimensions of the unit cell as well as by the side-thrust issues. 

5.2.3.1  Calculations of resonant frequencies, quality factors, and resonant 
amplitudes 

 
The resonant frequency of each MEMS-microlens unit is [15]: 



160 
 

 

 
m
kfr π⋅

=
2

1 , (5.2.1) 

where m is [16] 
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The stiffness k of the flexures is calculated using rectangular beam theory [17]:  
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From Equations (5.2.1) and (5.2.3), we see that increasing the stiffness k by reducing the 

flexure length lf increases the resonant frequency fr.  The mechanical quality factor Q for 

the resonant carriages is [15] 
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The damping factor b is calculated by summing (i) Couette-flow damping between the 

fixed and moving comb-fingers, (ii) Couette-flow damping between the resonant 

structure and the substrate, and (iii) Stokes-flow damping over the resonant structure [18]: 
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 Using the fundamental resonant frequencies and the Q factors, we predict the 

frequency response of the microlens resonant structures in a row as [15]: 
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In Eq. (5.2.6), ω is the angular frequency of the drive voltage, and ωr is the angular 

resonant frequency of the unit under consideration.  As shown in Figure 5.3, each 
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MEMS-microlens unit has two sets of comb fingers, an upper and a lower set.  The upper 

and lower sets actuate the MEMS-microlens unit upward and downward, respectively.  

Each of these sets has an equal number of paired fixed- and moving-comb fingers.  Hence, 

dc voltage simultaneously applied to both upper- and lower-comb sets causes balanced 

forces and no displacement; only an ac voltage, that is applied to the upper and lower 

comb sets with a 90°-phase lag one from the other, will cause displacement.  In this case, 

Eq. (5.2.6) for the resonant displacement becomes  
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Using a large dc Voltage Vdc improves the linearity of actuator response  to an applied ac 

voltage Vac..  Also increasing Vdc decreases the magnitude of Vac required to achieve a 

target amplitude of motion, thereby easing the performance requirements for the ac 

driviing amplifier. For cases in which Vdc is much larger than Vac, Eq.(5.2.6-1) can be 

further simplified  
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The designer must consider Eq. (5.2.6-1) when it is applied over the frequency range of 

interest in order to assure that each unit in a given row achieves the desired amplitude at 

its resonant frequency while movements in the other units in the row are negligible at that 

frequency.  The selected unit must also resonate at the desired amplitude without 

suffering from excessive dynamic side thrust.  At resonance, the amplitude is 
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For cases in which Vdc is much larger than Vac, the expression for the maximum 

amplitude at the resonant frequency can be approximated as  
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Turning now to the dynamic side thrust issue, we calculate the maximum attractive 

electrostatic force between the moving and fixed combs that causes side-thrust at the 

resonant frequency [14] 
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In Eq. (5.2.8), the number of comb fingers (nc) is divided by two because Vac is sinusoidal 

and its peak voltage is applied either to the upper or to the lower comb each half cycle.  

The stable operation of the resonant unit requires that [14] 
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In Eq. (5.2.9), kx_flex, is the effective stiffness of the truss-joined double-flexures in the x-

direction,; this parameter can be calculated by considering the slope developed at the end 

of the flexure beams when stiction takes place [17]: 
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When the drive voltage exceeds the side-thrust voltage (Vs_d = Vdc_dyn + |Vac|), the comb 

drive becomes unstable, leading the moving comb finger to stick to its fixed counterpart. 

If we express yr using Eq. (5.2.7-1) in Eq. (5.2.9) and assume a reasonable value for |Vac| 

(for example Vdc >> |Vac|, |Vac| = 4 V), we can solve for Vdc_dyn.         

 
A

CABBV dyndc ⋅
⋅⋅−+−

=
2

42

_   (5.2.11) 

where 

 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

⋅
⋅⋅⋅

⋅+⋅=
cflexy

SOIc
ac gk

tQn
VyA

_

2
02

ε
, 

 
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⋅
⋅⋅⋅

+⋅=
cflexy

SOIc

ac

ac gk
tQn

V
y

VB
_

2
032

ε
, and 

 
SOIc

cflexx

cflexy

SOIc

ac

ac tn
gk

gk
tQn

V
y

VC
⋅⋅

⋅
−

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⋅⋅
⋅⋅⋅

+=
ε

ε 3
_

_
2

04

2
. 

We now use Eq. (5.2.11) to express Vdc_dyn in Eq. (5.2.7) and calculate the maximum 

displacement that the resonant unit can achieve before experiencing electrostatic pull-in.   
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ε

 (5.2.12) 

For stable operation of MEMS-microlens units, this maximum displacement before side 

thrust must be larger than the desired resonant amplitude. 

5.2.3.2 Lower and Upper Limits on Resonant Frequencies 

The lower limit on the resonant frequencies is related to the physical size of the 

rectangular unit cell.  In our design, the maximum length of flexures that can be placed 
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inside the unit cell is 1250 μm, which gives rise to the lowest resonant frequency of 0.99 

kHz.  However, to provide a margin of safety (because of possible variations in voltage 

values as well as tolerance limits in surface micromachining) it is reasonable to set the 

maximum length (and corresponding minimum resonant frequency) to 900 μm and 1.56 

kHz, respectively.   

After we have the flexure length for the lowest-frequency unit, we can calculate 

the flexure length for the highest-frequency unit based on the stationary side-thrust 

condition of the lowest-frequency unit.  The worst case that we need to consider occurs 

when the highest-frequency unit (unit 5 in Figure 5.3) is resonating.  In this condition, we 

need to assure that the lowest frequency unit, which has the most pliant flexures, remains 

stationary and stable.  Hence we first calculate the stationary side-thrust voltage for the 

lowest frequency unit at the stationary (rest) position.  This side-thrust voltage of the 

lowest-frequency unit is the highest voltage that can be applied to the common electrical 

interconnects in the row without causing stationary side thrust in any of the units.  Then, 

using the stationary side-thrust voltage (Vdc_st) of the lowest-frequency unit at the 

stationary position, we calculate the minimum flexure length of the highest-frequency 

unit that will allow ±20-μm displacement at resonance when driven at a voltage ≤ Vdc_st 

of the lowest frequency unit.   
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Solving Eq. (5.2.9) for Vdc, we obtain 
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For lf = 900 μm and |Vac| = 4 V, Vdc_st is 44.74 V.  Using Eq. (5.2.7-1), we now calculate 

the maximum stiffness of the flexures (ky_max) that can still achieve ±20-μm resonant 

amplitude (yd) at this voltage:   
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The damping factor b (Eq. (5.2.5)) increases gradually as the flexure lengthens; however, 

for resonant frequencies between 1-10 kHz, the change in b is typically less than 10 % of 

its original value in our design.  Hence, to simplify calculation, we assume that b is fixed 

at 0.49×10-5 N⋅s/m.  Assuming |Vac| = 4 V, we obtain ky_max = 79.57 N/m, and the 

corresponding maximum resonant frequency and quality factor are 5.84 kHz and 437.91, 

respectively.  Using the numerical value of ky_max in Eq. (5.2.3) and solving for lf, we 

obtain  
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Equation (5.2.17) shows that the minimum length of the flexures allowed in a row (that 

can achieve ±20-μm displacement at resonance without causing side-thrust in low-

frequency units) is 352 μm.  This minimum length determines that the upper limit on the 

resonant frequencies allowed in the row (using Eqs (5.2.1-5.2.3)) is 5.84 kHz.  As before, 
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if we provide a safety factor (e.g. select lf = 500 instead of 352 μm as the minimum 

flexure length), we calculate an upper limit for the resonant frequency of 4 kHz.  

5.2.3.3 Frequency Response of the Resonant Units in a Single Row: Resonant 
Frequencies and Quality Factors  

 
 After choosing the design values that bracket upper and lower resonant 

frequencies of the MEMS-microlens units in a given row, we calculate the number of 

units having addressable resonant frequencies that can be placed in the row.   

We predict the frequency response of the MEMS-microlens resonant structures in a row 

using Eq. (5.2.6-1).  Using Equation (5.2.6-1), we ensure that at the resonant frequency of 

the unit of interest, the other units in the row do not show any significant movement.   

 As a design example, we fabricated a lens array in which five MEMS-microlens 

units (as described in Table 5.1) were placed in a row having the dimensions indicated in 

Table 5.3.  Predicted resonant frequencies and mechanical quality factors for the units are 

also given in Table 5.3, while in Table 5.4 we show predicted amplitudes for the units 

when they are driven at five different drive frequencies and voltages. Theory predicts that 

when a designated unit is at full resonance reaching amplitudes of ±20 μm, the other four 

units move less than ±1 μm as shown in Figure 5.6.  The appropriate spacing between 

neighboring resonant frequencies together with stability condition determines the 

maximum number of units that can be placed in each row for a given maximum 

frequency of driving voltage.  Between the lowest resonant frequency (fr = 1.56 kHz) and 

the highest resonant frequency (fr = 4 kHz), we calculate that the maximum number of 

units (of different resonant frequencies) that can be placed in a single row is 

approximately 25.  Using only two electrical interconnects, we can realize an array of 

25×25 (or 625 lenses on a 37.5mm×37.5mm aperture).   



 

 

T

T

 
 

 
 

F

 

5

 

m

Table 5.3 

Table 5.4 

A (in μm)
(V Applied=
A (in μm)
(V Applied=
A (in μm)
(V Applied=
A (in μm)
(V Applied=
A (in μm)
(V Applied=

Figure 5.6 

.3 Fabricati

Our a

microlens car

Predicted 
microlens 

 
lf (μm)
wf (μm
fr (kHz)
Q 

Predicted 
frequencie

 
lf (μm) 

) (S1: Unit 1
=20 Vac,  fApp

) (S2: Unit 2
=25 Vac,  fApp

) (S3: Unit 3
=32 Vac,  fApp

) (S4: Unit 4
=42 Vac,  fApp

) (S5: Unit 5
=53 Vac,  fApp

(a) 
(a) Predict
graph repr
mechanica

ion of Addr

addressable-

rriages are b

resonant fr
resonant un

Unit1 
 900 

m) 4 
z) 1.56 

116.13

amplitudes 
es: Bold char

1 Designated
plied= fr_unit
2 Designated
plied= fr_unit
3 Designated
plied= fr_unit
4 Designated
plied= fr_unit
5 Designated
plied= fr_unit

ted frequenc
resenting the
al-resonance

ressable Mic

-microlens a

built using a

equencies a
nits in a row 

Unit2 Un
800 7

4 
1.88 2

139.67 17
 

for the ME
racters indic

Unit1
900

d) 
t1) 

20.45

d) 
t2) 

0.52

d) 
t3) 

0.24

d) 
t4) 

0.14

d) 
t5) 

0.09

       

cy responses
e data in Tab
e method.   

crolens Arra

array is fab

a BSAC-conv

and quality 

nit3 Unit4
700 600

4 4
2.33 3.00
72.44 220.4

EMS-microl
cate the reson
1 Unit2 

800 
5 0.44 

20.25 

0.39 

0.17 

0.10 

s of the ME
ble 5.4 to em

ay 

bricated in 

ventional sil

factors of t

4 Unit5 
0 500 

4 
0 4.05 
43 295.80 

lens units a
nant unit.  (A

Unit3 U
700 
0.17 

0.32 

20.40 

0.27 2

0.12 

(b) 
EMS-microle
mphasize the 

two steps: 

licon-MEMS

the five ME

at differing 
A: Amplitude
Unit4 Uni
600 50
0.08 0.0

0.11 0.0

0.22 0.0

20.23 0.1

0.18 20.

ens units, an
selectivity o

1. the ME

S process; a

167 

EMS-

drive 
e) 
it5 

00 
04 

05 

07 

14 

01 

 

nd (b) 
of the 

EMS-

and 2. 



168 
 

 

microlenses are formed on the MEMS carriages using polymer-jet printing technology 

developed in our laboratory [19]. 

5.3.1 Fabrication of MEMS-Microlens Carriages 

 Steps in the fabrication process of MEMS-microlens carriages are shown in 

Figure 5.7 and described in the figure caption. 
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1. Grow a 1μm-thick thermal-silicon dioxide layer on a SOI wafer. 
2. Pattern the layer to make a mask that will later define combs, flexures, supports, and 

lens frames.  
(Figure 5.7 continues on the next page) 
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(Figure 5.7 continues) 
3. Deep-reactive-ion-etch (DRIE) trenches that will be used to form anchors and 

electrical connections between the device layer and the handling layer of the SOI 
wafers.  

4. Deposit a 0.5μm-thick LPCVD polysilicon layer to create electrical contacts from the 
device layer to the handling layer (which serves as a GND).  The polysilicon layer 
also protects the oxide mask.  

5. DRIE circular trenches in the device layer.  These trenches will serve as wells for 
droplet microlenses later.   

6. Deposit (using LPCVD) a 2-μm-thick silicon nitride layer (tensile stress, ~250MPa) 
and pattern the layer.  

7. DRIE silicon parts (combs, flexures, supports, and lens frame) using the silicon 
dioxide mask layer defined in step 2.  

8. Open the backside of the wafers using DRIE to make clear apertures for microlenses.  
9. Release the devices in concentrated HF.  
10. Make microlenses using polymer-jet printing technology.  The boundary of the trench 

defines the diameter of the lens. 
Figure 5.7 Fabrication process of addressable microlens array 

 In order to make high-quality lenses using polymer-jet printing technology it is 

necessary to form very flat, optically transparent diaphragms on the MEMS carriage 

structures. We have used LPCVD-deposited silicon nitride thin-film membranes (Step 6 

in Figure 5.7) and found them to be excellent for this purpose.  As demonstrated in 

previous work [20, 21], low tensile-stress (~250 MPa) LPCVD-deposited silicon nitride 

membranes (5 mm squares) are virtually flat (radius of curvature ~ 51 m) and physically 

very robust [22].  Additionally, the spectral transmission of silicon nitride membranes is 

above 75% and nearly uniform (75-95%) for wavelengths in the visible region [20]. 

These excellent qualities combine to make silicon nitride membranes very good choices 

for microlens substrates. 

5.3.2 Direct Fabrication/Integration of Microlenses on MEMS-Carriages 

 Fabrication of high-quality droplet microlenses using hydrophobic effects [22] or 

polymer-jet printing technology [23-24] has been reported by other researchers.  In 

Chapter 1, we have discussed the fabrication of high-quality microlenses with excellent 
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uniformity by combining the hydrophobic-effect method with polymer-jet printing 

technology [19].  To form the SH lens array, we repeated this established method 

depositing the polymer lenses on preformed silicon nitride substrates supported by the 

individual lens carriages.  

 The photograph on the right-hand-side of Figure 5.8 shows the microlens-

fabrication setup in our laboratory.  The microlenses are precisely formed by polymer-jet 

printing on 2μm-thick silicon nitride layers that are uncovered by etching circular wells 

(20 μm in diameter) into the device layer of SOI wafers.  The boundaries of the circular 

wells precisely define the lens diameters, and surface tension in the polymer creates a 

high-quality optical surface.  The polymer-jet printing head used in our system is the 

Microfab MJ-AT-01-40, which operates at room temperatures [25].  The MJ-AT-01-40 

requires that the viscosity of the printed material not exceed 40 cps [25].  We used Epoxy 

Technology’s uv-curable Epo-Tek OG146,which meets this requirement at room 

temperature [26].  In addition to its low viscosity, Epo-Tek OG146 possesses excellent 

optical properties: more than 95% spectral transmission after curing in the 0.4-2μm 

(visible to near-IR regions) range and a refractive index of 1.51 [26]. 

   
Figure 5.8 Microlens Fabrication Process: (a) Fabrication diagram; (b) Fabrication 

setup in our laboratory  

Polymer-Jet 
Printing Head

Automated 
x-y-z Stage 

Observation 
Optics Light 

Light 



172 
 

 

 
Figure 5.9 Microlens Fabrication Process: Stroboscopic observation – the focal 

length is controlled by varying the volume of the microlens 
 
Optical properties such as the focal length for a microlens are adjusted by controlling the 

volume of deposited polymer material [19].  The total microlens volume is the sum of a 

spherical part and a cylindrical part, as shown in Figure 5.8 (a).  To give an example: we 

fabricate a 2-mm-focal-length microlens on the MEMS-microlens carriage by depositing 

2.98×10-11 m3 (or 29.8 nl) of the microlens material.  Since the polymer-jet printing head 

generates a droplet of volume 0.025 nl, we need to deposit 1192 drops to fabricate a 

microlens having the required properties on the MEMS carriage. 

 
5.4 Experimental Results and Discussion                  

 Examples of our 5×5 addressable-lens arrays, fabricated using SOI wafers, are 

pictured in the SEM photographs shown in Figures 5.10-11.  Each addressable unit 

(1.5mm square) contains one 800μm-diameter microlens with lens-support carriage and 

actuators. 

  
Figure 5.10 SEM picture of the fabricated addressable microlens array (a) before 

and (b) after microlens fabrication 
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Figure 5.11 SEM picture of the fabricated individual MEMS-microlens unit before and 
after microlens fabrication 

 
5.4.1 Microlens 

 Using WYKO-NT3300, we measured the surface profiles of the low-stress 

(~250MPa) tensile-silicon nitride-membranes and microlenses (EFL=5.5mm) (Figures 

5.12-13).  Within a 200μm-radius, the membranes are virtually flat (radius-of-curvature ≥ 

3m) (Figure 5.12).  Near the edge, the membrane profiles deviate slightly from ideal flat 

surfaces, but the maximum deviation across its 800μm-diameter is still lower than 0.5 μm.  

The average surface roughness is measured at 8.7 nm.  

 
Figure 5.12 WYKO measurement of low tensile-stress (250MPa) nitride-membrane 

surface profile: very flat (radius of curvature≥3m) within 200μm radius 
 
 Using our polymer-jet printing technique in circular wells, we have been able to 

produce microlenses with effective focal lengths (EFL) ranging from 1.94 to 7.48 mm as 

adjusted by controlling the deposited polymer volumes forming the microlenses.  Figure 

5.12 shows the surface profile of a microlens (f = 5.5 mm) and its deviation from that of 

an ideal circle. The microlens surfaces closely approximate a circle having radius 2.2mm.   
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Figure 5.13 The microlens (f=5.5mm) profile follows closely with an ideal circle 

(radius=2.2mm) within 200μm radius. Its deviation near the edge may be 
influenced by the profile of the nitride membrane underneath it. 

 
For our addressable-microlens array, microlenses having a designed focal length of 2.0 

mm were fabricated.  The 25 fabricated microlenses have an average effective focal 

length (EFL) of 2.09 mm, and the peak-to-peak variation in EFL is ≤ 7%.   

5.4.2 Mechanical Performance 

 The measured mechanical resonant frequencies of the MEMS-microlens units 1 

through 5 (microlens EFL=2.09mm) are 1.31, 1.58, 1.98, 2.48, and 3.49 kHz, 

respectively.  The corresponding mechanical Q-factors (microlens EFL=2.09mm) are 

65.4, 105.1, 142.1, 174.8, and 205.2.  Across the same chip, the maximum variation in 

resonant frequencies of five identical units is less than 5 %.  All units achieve 40μm 

resonant excursions (±20μm) when applying actuation voltages equal to or lower than 

4Vac_peak-to-peak + 44Vdc are applied.  Using an optical microscope, we could not observe 

any mechanical crosstalk for these drive conditions.  

 The experimentally measured resonant frequencies deviate from their design 

values by as much as 17 % due mainly to imprecision in control of the deep-reactive-ion-

etch process as revealed by SEM measurements and shown in Figure 5.14 and Table 5.5. 
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Figure 5.14 Over-etched combs and flexures during the DRIE process 

Table 5.5 Processing variation on structure dimensions 
 Design Measured

wf (μm) 4 3.57 
wc (μm) 5 4.418 

 
Using the dimensions given in Table 5.5, our calculations for the resonant frequencies 

nearly match the measured values as indicated in Table 5.6.  

Table 5.6 Experimentally measured and theoretically predicted resonant frequencies 
and quality factors 

 Unit1 Unit2 Unit3 Unit4 Unit5 
lf(μm) 900 800 700 600 500 

fr (kHz) calculated 1.32 1.59 1.97 2.53 3.42 
fr (kHz) measured 1.31 1.58 1.98 2.48 3.49 

Q calculated 99.0 119.1 147.1 188.2 252.6 
Q measured 65.4 105.1 142.1 174.8 205.2 

 

Precisely estimating the quality factors using theoretical models can be quite challenging 

[27].  As other researchers have found previously, our Equation (5.2.5) underestimates 

the damping factor and, as a result, the quality factors are overestimated [18, 27]. 

wf = 3.56 μm 

Flexure 

wc = 4.418 μm 

Combs 
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Figure 5.15 Comparison between the theoretical model and experimentally measured 
data: Unit 1 – Unit 5 indicate the theoretical prediction while Unit 1 M – 
Unit 5 M present the experimental measurements. 

 
Individual frequency-addressing of MEMS-microlens resonant units in a row is 

demonstrated in Figures 5.16 and 5.17.  In all five cases, the targeted unit achieves highly 

distinguishable resonance (±20 μm) while the others in the row are effectively still. 
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Figure 5.16 To be aware of the motions, note the flexures of the each unit shown in the 
images:  (a) Unit 1 is at resonance.  Unit 2 is still; (b) Unit 2 is at 
resonance.  Unit 1 and Unit 3 are still; (c) Unit 3 is at resonance.  Unit 2 
and Unit 4 are still; (d) Unit 4 is at resonance.  Unit 3 and Unit 5 are still; 
and (e) Unit 5 is at resonance. Unit 4 is stationary.  (Non-uniform metallic 
texture seen on the nitride membrane is a reflection of the surface of the 
copper wafer-chuck.  The dark shadows on the membranes for Units 3 and 
4 are due to the objective lens of the optical microscope.) 
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Figure 5.17 Demonstration of focal-point identification: As the microlens resonates, its 
focal point generates a scanning line, and the focal point and its associated 
microlens can thereby be identified.  The focal length f of the microlens is 
2.09 mm, and the CCD imager is placed at 9.84f from the lens.  The focal 
point travels ~40μm×9.84f or ~0.39 mm on the CCD imager. 

 
 For our 5×5 array, the serial identification (readout) time τ can be approximated 

as  

 ∑
=

××=
5

1
/25

i
rii fQτ . (5.4.2) 

where Qi and fri are the quality factor and resonant frequency of each unit in the row, 

where i indicates the unit number.  It is well known that for Q >> ½, the impulse response 

of a resonator decays by the factor e-π in Q cycles, which is approximately 96% decay or 

-27 dB.  The serial identification (readout) time τ is obtained by adding the time 

increments needed for a lens unit to reach its resonant full amplitude and then to become 

stationary again.  For our 5-by-5 array (25 lenses), we calculate  τ 1~5 = 3.175 seconds.    

The improvement in the dynamic range by employing the addressable microlens 

array is limited by the number of photons passing through each microlens and by the 

sensitivity of the CCD imager.  As the slope of the wavefront continues to increase, the 

effective aperture size for each microlens decreases, which consequently reduces the 

number of photons passing thorough it.  Depending on the sensitivity of the CCD imager 

and the thickness of the wafer used, the maximum dynamic range will vary. As an 
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example, Figure 5.18 shows the maximum dynamic range for a wafer thickness of 500 

μm, with three representative effective aperture sizes.  Our addressable microlens array 

will allow a SH sensor to achieve dynamic-range values between 144 and 574 mrad.  

This is an improvement by a factor of 12-46 above values reported for conventional SH 

designs whose dynamic range is usually limited at 12.5 mrad.  This improvement is 

subject to an experimental verification because coma and astigmatism (off-axis 

aberrations) can reduce the accuracy of measurements at such large angles.   

 
Figure 5.18 Expected improvements in dynamic range for different effective aperture 

sizes: The diameters of EAs are 90, 75, and 50 % of the original aperture 
diameter.  

 
5.5 Conclusions 

We have designed, built, and tested an array of MEMS structures that are nearly 

identical except that each structure is designed to have a unique mechanical-resonance 

frequency.  We have arranged these structures along rows and columns and mounted 

nearly identical optical lenses on them to form a lens array that can be used as a Shack-

Hartmann sensor having the special capability to identify the light passing through a 

particular lens by driving the carriage supporting that lens to mechanical resonance. In 

particular, we have demonstrated a (5 by 5) addressable array of high-quality microlenses 
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that can be applied to a Shack-Hartmann (SH) sensor in a micro-optical system to 

improve its dynamic range.  Specific lenses in the array can be addressed using our 

design in which the mechanical resonant frequencies of individual lens-support carriages 

are varied.  The measured mechanical resonant frequencies of the MEMS-microlens units 

1 through 5 with microlenses (EFL=2.09mm) range from 1.31 up to 3.49 kHz and the 

corresponding Q-factors were between 65.4and 205.2.  All units achieve 40μm resonant 

excursions (±20μm) when applying actuation voltages (|Vac+Vdc|) lower than 50V.  

Optically observed mechanical cross talk between different units is negligible. Use of the 

frequency-selection scheme to address individual MEMS structures in an array is not 

limited to the optical application demonstrated in this project. This scheme clearly has 

value for other MEMS applications such as print-head activation in multi-color printers 

or activated drug dispensing, to site only two examples.  In each of these cases, an 

important advantage of the selection technique is that it does away with the need for 

multiple input-addressing leads or for the use of sophisticated electronics. 

In continued research, we have been working to shorten the time needed for an 

SH readout measurement by implementing lens units that have faster responses as well as 

by developing more efficient data-handling algorithms. We are also carrying through 

research on new designs to increase our lens-array fill factor from its present 40%.  

Although we believe that we can double this percentage, we need to develop 

experimental proof before discussing these new designs.  
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CHAPTER 6 
 

Fast, MEMS-Based, Phase-Shifting Interferometer 
 
 

NOMENCLATURE 

fr Mechanical resonant frequency 
l  Length of the optically active area 
w  Width of the optically active area 
lf  Length of flexure 
wf  Width of flexure 
lc  Length of comb finger 
wc  Width of comb finger 
ls  Length of stress-relieving beam 
ws  Width of stress-relieving beam 
h Height of flexure 
k Vertical stiffness of the MEMS resonant structure  
m  Total mass of resonant structure 
tSOI  Thickness of the device layer of the SOI wafer 
ESi  Young’s modulus for silicon 
I(x, y) Intensity measurement as a function of x and y 
I’(x, y) Intensity bias 
I”(x, y) Amplitude of intensity modulation 
λ Wavelength of interest 
δ (t) Phase shift (angular variation) 
φ(x, y) Phase information of the surface of the sample under 

measurement 
 
6.1 Introduction 

Phase-shifting interferometry (PSI) is a well-established optical-characterization 

technique [1].  Typically, a conventional phase-shifting interferometer is constructed with 

both reference and test optical paths arranged in what is known as a Twyman-Green 

configuration, as shown in Figure 6.1.     
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Figure 6.1 Conventional three-step phase-shifting interferometric setup using a 

Twyman-Green configuration [1]  
 
The laser beam from the source is directed into two orthogonal optical paths by the 

polarizing beam splitter (PBS).  The two beams travel their designated paths and are then 

directed towards a CMOS/CCD imager.  As a consequence of the difference in optical 

path lengths, the beams constructively and destructively interfere to form fringe patterns.  

The phase-shifting mirror is moved from position 1 to 2, and then finally to position 3 to 

form three different intensity-measurement patterns.  The intensity of each pattern, 

captured by the CMOS/CCD imager, can be expressed mathematically as [2] 

 ( ) ( ) ( ) ( ) ( )[ ]tyxyxIyxItyxI δφ ++= ,cos,'',',,  (6.1.1) 
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In (1), ( )tyxI ,,  is the intensity captured by the CCD imager, ( )yxI ,'  is the intensity bias, 

( )yxI ,'' times the cosine term is the intensity modulation, and ( )tδ  is the angular 

variation that results from the modulated phase-shifting distance.  The wavefront phase 

( )yx,φ  contains the phase information for the wave reflected off the surface of the 

sample-under-test, and it is the information that we want to retrieve [2].  Knowing 

( )yx,φ , for example, we can generate the surface profile of the sample-under-

measurement.  The angular variation ( )tδ  is known precisely because we control it in the 

experiment, and therefore the three unknowns to be determined are: ( )yxI ,' , ( )yxI ,'' , 

and ( )yx,φ .  To solve for these quantities, we need at least three independent intensity 

measurements which we obtain by physically translating the reference mirror to three 

different, yet precisely known, positions [2].  After we make the three intensity 

measurements, we can solve for ( )yx,φ .  The three-step algorithm requires the minimum 

amount of data and is the simplest to use.  However, this algorithm is also very sensitive 

to errors in the phase-shift between frames [1].  Because of this sensitivity, researchers 

often use a four-step algorithm or a five-step “Hariharan algorithm” [1].   

The rate at which a PSI makes measurements is limited by how quickly and 

precisely one can position the phase-shifting mirror.  Piezoelectric actuators (usually 

made with lead-zirconium titanate (PZT)), which are typically used in existent PSI 

systems, are limited in speed owing to unavoidable transients that need to subside before 

accurate measurements become possible.  When a PZT actuator stops after a commanded 

phase step, there is a transient oscillation of the reference mirror (mounted on the PZT 

actuator) that must be allowed to decay [3].  As a result, in PZT systems, measurements 
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are taken over intervals that vary between 0.5 and 5 seconds. Over time spans of these 

lengths, however, PSI measurements can be corrupted by changes that are due to 

variations in beam transmission over the optical path.  As a result, PSI has generally been 

used to characterize the surfaces of static optical components such as mirrors and lenses 

or of device structures in optical systems built using such components.  In order to apply 

PSI systems to measure transient phenomena such as turbulent flows, non-steady-state 

motions of structural elements, or crystal growth, to name a few examples [4-6], the 

required data sets must be taken at higher rates than are possible in PZT-driven systems.  

Another drawback to the use of conventional PZT actuators is that these components 

require relatively sophisticated control electronics, making them a costly part of the PSI 

system. 

  In this chapter, we discuss a fast, MEMS-based, phase-shifting interferometer.  In 

our MBPSI, the cost-effective micromachined mirror replaces the PZT actuator and 

serves as a phase-shifting component (Figure 6.2).  Other changes include replacing the 

laser with a laser diode and the CCD imager with a faster CMOS imager.  The 

micromachined mirror operates at resonance, with an amplitude at resonance that exceeds 

the wavelength of the laser used for measurement.  We have implemented the four-step 

algorithm for measurement-data reduction in order to achieve processing speed while 

maintaining accuracy.   
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Figure 6.2 MBPSI setup using the Twyman-Green configuration:  The 

micromachined MEMS mirror, laser diode, and CMOS imager replace the 
PZT mirror, continuous-wave laser, and CCD imager, respectively, in the 
conventional setup.  The diagram in the inset shows the instantaneous 
visualization of four different phase-shift positions which occur in the path 
of mirror’s resonant motion.  The distances of motions have been vastly 
exaggerated in the drawing for illustration purpose.     

 
Figure 6.2 shows the optical setup used for the MBPSI.  The MEMS mirror is driven at 

resonance, and a single PSI measurement is completed by making four intensity 

measurements at four different mirror positions that correspond to four phase angles in 

the resonant path of its surface.  The laser illumination is pulsed precisely when the 

micromirror passes each phase position, and the resulting interference pattern for each 

phase position is captured in a single frame of the imaging sensor. Using the CMOS 

imager which is programmed to capture images at 92 frames per second (fps), a single 

four-step PSI measurement takes only 43.5 msec, a speed 12-115 times faster than 

conventional PZT-based PSI systems.  Our system takes 23 measurements per second 

and produces as many as 700 successive measurements, which is limited by the size of 

the computer’s system memory.  This successive measurement capability enables the 

observation of transient optical phenomena for the duration of 30 seconds at the time-
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resolution of 43.5 msec.  Achieving such successive measurements is a very unique 

capability that is impossible and impractical to achieve using conventional PSI systems.  

 
6.2 Fast Phase-Shifting Method 

Our phase-shifting technique for MBPSI is directly related to the well-known 

stroboscopic method for observing vibrating specimens.  By flashing the laser pulses 

synchronously at successively lengthened delays to the resonating micromirror in the 

reference path of the system, we capture repeated interference patterns for beams that 

traverse the two optical paths.  

 

  
Figure 6.3 Phase-shifting technique using our vertically resonating micromirror and a 

pulsed laser diode: ‘ ’ indicates when the laser pulse is flashed. In this 
example, there are four phase steps; each frame of the CMOS imager 
integrates images generated by four laser pulses flashed for each phase 
step. 

  
In Figure 6.3, the sinusoidal wave represents the time-varying position of the resonating 

MEMS micromirror used as a phase shifter.  The interference patterns corresponding to 0, 

λ/4, λ/2, and 3λ/4 phase shifts are captured within the CMOS-imager frames 1, 2, 3, and 

4, respectively.  In each frame, while driving a MEMS mirror at its resonant frequency, 

we pulse the laser diode at the instant when the mirror is precisely displaced by the 

desired fraction of the illuminating wavelength from the initial position.  For example, to 

achieve the phase shift of a 0 displacement, we flash the laser diode whenever the MEMS 

mirror passes the initial position.  Similarly, to achieve the phase shift of a λ/4 
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displacement, we flash the laser diode whenever the MEMS mirror passes the position 

that is precisely λ/4 units away from the initial position.  We do this by adding a precise 

amount of delay time with respect to the zero-crossing in the voltage wave that actuates 

the MEMS mirror before pulsing the laser-diode driving current.  Because the 

integrating-bucket technique (the most common PSI data-collection technique) requires 

that the movement of the phase shifter be linear [7], we take the phase-shifted 

measurements in the quasi-linear region of the micromirror path.  The path is 

approximately linear near the beginning of each resonant period as shown in Figure 6.3.   

Using this technique, the maximum profile-measurement rate is equal to the imager 

frame rate (fps) divided by the number of phase steps required by the PSI algorithm.  For 

a MBPSI setup having a CMOS imager that operates at 92 fps and employs the 4-step 

algorithm, the measurement rate is 23 Hz.  At this rate, the system can continuously 

capture 700 successive, PSI measurements in 30 seconds.  The rate of measurements and 

the number of successive measurements can further be improved by using a faster imager 

and by installing a larger computer-system memory for storing captured images, 

respectively.  

 

6.3 Fast Phase-Shifting MEMS Mirrors: Design, Fabrication, and Characterization 

6.3.1 Design 

 The sizes of the reflective areas of the micromirrors are determined by their uses 

in specific interferometric configurations.  For example, in order to measure the quality 

of a laser beam using the Mach-Zehnder configuration, the size of the reflective area of 

the micromirror must be larger than the diameter of the laser beam, which can be as large 
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as a few mm in diameter.  For our Twyman-Green configuration, the objective lens in the 

reference path of the system focuses the beam onto a small spot (usually smaller in 

diameter than a few hundred micrometers) on the reference-mirror surface.  As a result, 

the required size of the micromirror reflective area is just slightly larger than the size of 

the spot formed by the objective lens.  Although we report experimental results obtained 

using the Twyman-Green configuration in this chapter, we plan other experiments using 

the Mach-Zehnder configuration and for these, we would need a square mirror that could 

be as large as 3 mm on a side.  Hence, we designed our micromirror to have an optically 

reflective area larger than 3 mm by 3 mm (actual size: 3.6 mm by 3.6 mm).  Figure 6.4 

shows the schematic diagram of the representative micromirror that we used in our 

experiments.  

 

Figure 6.4 Top view of the MEMS phase-shifting micromirror: The inset shows one 
of the four corners of the MEMS micromirror.  Both the flexure and the 
fixed comb fingers are vertically thinned in order to increase their pliancy 
in the desired actuation (vertical) direction.  
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We have placed eight vertically-thinned, rectangular-beam flexures at the four corners of 

the micromirror so that the resulting stiffness to forces applied either rotationally or 

laterally in-plane or else torsionally out-of-plane will be much larger than that in the 

vertical direction (perpendicular to the substrate) and will prevent any unwanted motions. 

To fabricate the mirrors, using SOI (silicon-on-insulator) wafers, we made use of a 

process that we had described in earlier publications [8, 9].  In this process, the vertically 

offset actuating combs are formed when we use deep-ionic reactive etching to thin the 

fixed combs without eroding the surfaces of the moving combs.  The flexing elements are 

simultaneously thinned vertically.  

The vertical resonant frequency of the MEMS phase-shifting micromirror is 

calculated using (6.3.1) [10] 

 
m
kfr π⋅

=
2

1  (6.3.1) 

where k is the combined vertical stiffness of the 8 flexures and m is the mass of the 

moving structure.  The stress-relieving beams are found to be 768 times stiffer in the 

vertical direction than the flexures, and we can assume that the stress-relieving beams 

will not bend in the vertical direction.  Hence, the vertical stiffness k of the moving 

structure is given by [11]        

 
( )

3

38

f

Sif

l
Ewh

k
⋅⋅⋅

= . (6.3.2) 

The actual values of the design parameters are given below in Table 1.   
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Table 6.1 Design parameters of the micromirror 

tSOI (thickness of the device layer of the SOI wafer) 50 μm 
lf (length of flexure) 1000 μm 
wf (width of flexure) 50 μm 
h (height of flexure) 25 μm 
lc (length of comb finger)  280 μm 
wc (width of comb finger) 15 μm 
Number of moving comb fingers 208 comb fingers 
ls (length of stress-relieving beam) 500 μm 
ws (width of stress-relieving beam) 75 μm 
l (length of the optically active area) 3600 μm 
w (width of the optically active area) 3600 μm 
m (total mass of resonant structure) 2.06 ×10-6 kg 
ESi (Young’s modulus for silicon) 1.70 GPa 
k 1.06×103 N/m 

 
The precise value of the resonant frequency fr is relatively unimportant; it is 

important, however, that fr be much higher than the frame rate (fps) of the photo-sensor 

array.  Our MEMS phase-shifting micromirror chosen for our MBPSI experiment has the 

design resonant frequency of 3.61 kHz.  We calculated this resonant frequency using the 

parameters given in Table 6.1 in (6.3.1) and (6.3.2).  For a CMOS-image array (fps ~ 30-

100 Hz), indicating that each image frame will capture 36-120 pulses.  The advantage of 

having a larger number of pulses-per-frame is that unavoidable reference phase-shift 

errors contained in interferometric images, which can be introduced by the system 

electronics, can be averaged out improving the phase-shift accuracy in the image sets.   

6.3.2 Micromirror Fabrication 

The MEMS phase-shifting mirror with its support and actuator structures 

measures 7.9 by 7.9 by 0.05 mm (the optically reflective area is 3.6 by 3.6 mm), and is 

micromachined using a fabrication process that we have described earlier [8-9].  The 

process uses three photolithography masks (two for defining features in the device layer 

of a SOI wafer and one for opening the backside of the microscanners).  All process steps 
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are made with conventional silicon-processing tools that have proven their effectiveness 

and user-friendliness through large-scale use in the integrated-circuits industry.  All 

required processing temperatures are low enough to allow pre-fabrication of CMOS 

electronics directly on the same wafer as the microscanner devices.  Steps in the 

fabrication process are illustrated in Figure 6.5.   

1. Figure 6.5-1: Start with an SOI wafer.  Grow 0.5-μm thermal or low-temperature 

oxide (LTO). Using the photolithography mask #1, pattern and remove the 

thermal oxide (or LTO) selectively where fixed combs will be later defined and 

vertically thinned.  

2. Figure 6.5-2: Using mask #2, create patterns of micromirror including moving 

and fixed combs, flexures, and mirrors.  The fixed combs must be defined within 

the windows from which the oxide has been removed to expose the silicon surface 

in the previous step, and the minimum gap between the moving and fixed comb 

fingers can be as small as twice the alignment accuracy of the photolithography 

process. 

3. Figure 6.5-3:  Use deep-reactive-ion-etch (DRIE) to define the micromirror 

structures in the device layer. 

4. Figure 6.5-4: Remove the photoresist layer and deposit a very thin layer (~0.2 μm) 

of LTO. 

5. Figure 6.5-5: Use timed-anisotropic-plasma etch to remove 0.2-μm thick LTO 

from the top-facing surfaces.  This step exposes the silicon surface on top of the 

fixed combs, but leaves all other surfaces covered by an approximately 0.5μm-

thick oxide layer. 
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6. Figure 6.5-6: Then use timed-isotropic silicon-etch to create a set of vertically 

thinned combs.  Only the fixed combs, which do not have any protective layer on 

top, will be vertically thinned.  

7. Figure 6.5-7: Using mask #3, pattern and open the backside of the micromirror 

using DRIE process.  Release the devices in HF and perform critical-point drying. 

 More detailed description of the fabrication process, including additional comments on 

creating vertically offset-combs, is found in references [8-9].   
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Figure 6.5 Fabrication process for vertically actuated microscanners with self-aligned, 

vertically offset combs 
 

Figure 6.6 shows photos of five different fabricated micromirrors.  Three of the 

micromirrors are mounted and wire-bonded on ceramic packages that have circular 

openings (indicated by white-dashed line in the photo) in the mounting area in order to 

minimize air damping and thus improve the mechanical quality factors.   
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Figure 6.6 Photos of fabricated MEMS phase-shifting micromirrors: Three 

micromirrors are mounted and wire-bonded on ceramic packages which 
have circular backside holes.  The micromirror shown on right is the 
representative micromirror used to produce the results reported in this 
chapter. 

 
In Figure 6.7, the SEM image on the right-hand-side shows the vertically thinned 

flexures with reduced vertical stiffness.  The SEM images show that the fabricated 

structures, including vertically offset combs and vertically thinned flexures, are sharply 

defined, precisely aligned, and uniformly etched.  Using the WYKO white light 

interferometer, we have measured that the average offset height across the wafer is 24.9 

μm, and the offset height shows excellent uniformity (less than or equal to ±1.5 % peak-

to-peak deviation from the average value).    
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Figure 6.7  SEM images showing the key sections of the phase-shifting MEMS mirror: 

(a) A corner of the MEMS phase-shifting micromirror; and (b) close-up 
image of vertically offset combs as well as vertically thinned flexure – The 
offset height is 24.9 μm.  The inset at bottom shows the magnified SEM 
image of precisely-aligned vertically-offset combs  

 
6.3.3 Micromirror Characterization 

Using a white-light interferometer (WYKO NT3300), we measured the surface 

profile of one representative micromirror (of 18 that we have produced).  An image from 

this measurement is shown in Figure 6.8; the radius-of-curvature at all points on the 

mirror surface is greater than 20 m, and the surface roughness is consistently below 20 

nm. We carried out the radius-of-curvature measurements on all 18 fabricated 

micromirrors and found in all cases a value greater than 10 m.    
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Figure 6.8 3-D picture of WYKO-profile measurement of fabricated MEMS mirror 
 

 
Figure 6.9 Top views of WYKO-profile measurement: The first picture (left) without 

analysis cursors (reversed triangles); the second picture (right) with 
analysis cursors (reversed triangles) in place (over the optical active area) 
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(Figure 6.10 continues on the next page) 
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(Figure 6.10 continues) 
 

 
Figure 6.10 X- and Y-profiles of the phase-shifting MEMS mirror:  The pictures with 

cursors in place and without cursors are shown because the mirror is 
extremely flat and the gray lines that show the difference in height 
between two cursor points cover the red and blue profile lines.  In both 
cases, the radii of curvature are larger than 20 m.  

 
In order to find the precise flash timings for laser pulses (synchronized with the 

micromirror’s resonant motion) required for MBPSI operation, we studied the resonance 

behavior of the micromirrors using a piezo-based, calibrated stroboscopic interferometer 

[12], which has an rms-measurement accuracy of 5nm.  In these measurements we 

tracked the relative motions of each of the four corners on the mirror and at the mirror 

center and recorded these measurements over one period of resonant motion to obtain the 

measurements shown in Figure 6.11.  The measurement results indicate that a relatively 

small, peak-to-peak 0.75-μm resonant amplitude achieved with 18 V (peak to peak 

sinusoidal drive voltage) is sufficient for performing PSI measurements.  With this drive 

voltage, the micromirror surface passes the desired phase-shifting positions of 0, λ/8, 

2λ/8, and 3λ/8 at intervals of 0, 10, 20, and 30 μsec (see the inset of Figure 6.11), 
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respectively.  Using these intervals as delay times, we can achieve precise timings for the 

laser pulses which have a 1-μsec duration.   

 

                   
 

 
(a) (b) 

Figure 6.11 Resonant-motion analysis for our phase-shifting MEMS mirror measured 
with a calibrated laboratory Stroboscopic Interferometer developed at 
BSAC [11] – (a): One full period of resonant motion, with the quasi-linear 
region indicated by the dashed rectangle, (b): Quasi-linear region used for 
phase-shifting (peak-to-peak deviation in position: < 6 nm) (*1-4: Please 
refer to Figure 6.8.)  

 
The dynamic deformation of the mirror, between the center and the four corners 

of the micromirror, within this quasi-linear region of operation, is less than 3 nm or λ/220, 

which is quite close to the measurement accuracy of the stroboscopic interferometer.  We 

measured a resonant frequency of 3.55 kHz for this micromirror (design value is 3.61 

kHz) and a mechanical Q of 63. 

 
6.4 Optical Measurements Using MBPSI 

Details of our experimental setup are shown in Figure 6.12.  The CMOS imager 

has a maximum frame rate of 100 fps [13].  We ran the imager at a conservative 92 fps 

and employed the four-step phase-shifting algorithm in order to measure sample motions 
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at a rate of 23 Hz.  We used the surface of a flat, reflective mirror mounted on a 

commercial PZT actuator as a measurement sample [14] because we know its traveled 

distance with a precision of ±10 nm as read directly from a feedback-position sensor that 

is built directly into the PZT actuator package.  The MEMS phase-shifting micromirror 

was driven by a 3.55 kHz sine wave of amplitude 18 Vac_p-to-p.  For a light source, we 

drove a pig-tailed laser diode (λ = 660 nm) [15] with 1μsec-wide synchronized pulses 

having rise/fall times shorter than 50 nsec. The laser driver was a precision-pulsed current 

source [16] controlled by a digital controller installed in an IBM-PC computer [17].   The 

entire setup was enclosed in a transparent Acrylic plastic cover in order to prevent the 

influence of air turbulence on the measurements.  

 
Figure 6.12 MBPSI optical-test setup (Twyman-Green configuration): PZT is not used 

as a phase-shifting element but rather serves as the object-under-test as 
well as a calibration reference. 

 
In the experiments, we first used the PZT actuator as a calibration reference to 

measure repeatability of the system for transient measurements.  We repeatedly measured 

the changing positions of the PZT actuator and found that the system repeatability was < 

± 5 nm (±λ/132) over a 30-second period and < ± 10 nm (±λ/66) over a 20-minute period.  
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Next, we measured the accuracy of the system also by using the moving PZT as a 

reference.  We found that the system’s accuracy was < ± 5.5 nm (±λ/120). 

In order to demonstrate the fast measuring capability of our system, we used it to 

track, in real time, the fast-changing, transient motion of the PZT actuator.  The actuator 

was stepped at intervals of 50 nm every 0.5 sec over a 6.478-sec period.  We measured 

the surface profile of the central area (0.52 by 0.4 mm) of the mirror mounted on the PZT 

actuator.  Since our system continuously measured at a rate of 23 Hz, the total number of 

recorded profile measurements was 150, where each profile measurement contained 4 

separate phase-shifted intensity measurements.  After using noise reduction (averaging 

over the entire area within same measurement), the transient measurement was precise to 

within ± 3 nm (± λ/220), lower than the 10nm-accuracy limit of the PZT-actuator’s 

position-read-out sensor (Figure 6.13). 

 

 
 

 
Figure 6.13 Section of a total 150 measurements made with our MBPSI system showing 

a PZT actuator moving at a step of 50 nm every 0.5 seconds during the 
6.478-second period (PZT movement resolution: <±10 nm from the 
readings of the PZT built-in feedback position sensor) 
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6.5 Conclusions 

We have demonstrated a fast, accurate, MEMS-based PSI that can measure 

transient optical phenomena at measurement frequencies up to 23Hz.  A cost-effective, 

batch-produced MEMS micromirror is used as the phase-shifting element.  Proven, 

robust conventional PSI algorithms can be applied to our system without any 

modifications.  The repeatability of the system was measured to be < ± 5 nm for 30-

second interval and < ± 10 nm for 20-minute interval.   The accuracy of the system was 

measured to be < ± 5.5 nm (without noise reduction).  The system has successfully 

tracked the fast changing motion of a PZT actuator.  The transient measurement was 

precise to within ±3nm (±λ/220, after noise reduction), lower than the 10nm-accuracy 

limit of the PZT-actuator movement. 

 

 

 

 

 

 

 

 

 

 

 

 



206 
 
References 

[1] D. Malacara, Ed., “Optical Shop Testing,” 2nd Edition, Chap. 14, New York: Wiley, 
1992, USA  

 
[2] D. Malacara, Ed., “Optical Shop Testing,” 2nd Edition, Chap. 14, Section 14-2, New 

York: Wiley, 1992, USA 
 
[3] J. L. Seligson, C. A. Callari, J. E. Greivenkamp, and J. W. Ward, “Stability of a 

Lateral-Shearing Heterodyne Twyman-Green Interferometer,” Optical Engineering, 
vol.23, 1984, pp.353-356 

 
[4] D. Malacara, Ed., “Optical Shop Testing,” 2nd Edition, Chap. 14, Section 14-4 and 

Section 14-14-3, New York: Wiley, 1992, USA 
 
[5] G. M. Burgwald and W. P. Kruger, “An Instant-on Laser for Distance 

Measurement,” Hewlett-Packard Journal, vol.21, 1970, pp.14, USA 
 
[6] K. Onuma, K. Tsukamoto, and S. Nakadate, “Application of real-time phase shift 

interferometer to the measurement of concentration field,” J. of Crystal Growth, vol. 
129, 1993, pp. 706-718  

 
[7] D. Malacara, Ed., “Optical Shop Testing,” 2nd Edition, Chap. 14, Section 14-7, New 

York: Wiley, 1992, USA 
 
[8] H. Choo, D. Garmire, J. Demmel, and R. S. Muller, “A Simple Process to Fabricate 

Self-Aligned, High-Performance Torsional Microscanners: Demonstrated Use in a 
Two-Dimensional Scanner,” 2005 IEEE/LEOS International Conference on Optical 
MEMS and Their Applications, August 1-4, 2005, pp.21-22, Oulu, Finland  
(Journal version submitted and presently under review)  

 
[9] H. Choo, D. Garmire, J. Demmel, and R. S. Muller, “Simple Fabrication Process for 

Self-Aligned, High-Performance Microscanners; Demonstrated Use to Generate a 
Two-Dimensional Ablation Pattern,” Journal of Microelectromechanical Systems 
(Submitted and presently under review)  

 
[10] W. C. Tang, T.-C. H. Nguyen, and R. T. Howe, “Laterally driven polysilicon 

resonant microstructures,” Sensors and Actuators, vol. 20, pp.25-32, 1989 
 
[11] A. C. Ugural, “MECHANICS OF MATERIALS,” McGraw-Hill Companies, Chap. 

9, 1990, New York, New York, USA 
 
[12] M. R. Hart, R. A. Conant, K. Y. Lau, and R. S. Muller, “Stroboscopic 

Interferometer System for Dynamic MEMS Characterization,” J. MEMS, vol. 9, no. 
4, December 2000, pp. 409-418, USA  

 



207 
 
[13] Basler A600f:  High-Speed, Area-Scan CMOS Camera 
 
[14] PZT Actuator: PI P-753 LISA, PZT Controller: PI E-501 
 
[15] Thorlabs LPS-660 FC Single Mode Pig-Tailed Laser Diode System 
 
[16] ILX DLP 3840 Precision Pulsed current source 
 
[17] National Instrument PCI-6259 Multifunction DAQ (Digital Input/Output Card) 
 
 



208 
 

 
 

CHAPTER 7 
 

Conclusions 
 
 

New fabrication processes and devices that expand the design and application 

space for optical MEMS are presented in this thesis.  In Chapter 1, we describe a method 

to fabricate and place high-quality microlenses in an optical MEMS.  The microlenses are 

fabricated using polymer-jet printing and hydrophobic effects.  Fabricated microlenses, 

whose diameters are 200, 400, 600, and 1000 μm, have focal lengths ranging between 0.3 

and 7.44 mm.  The f-numbers for these lenses range from 1.5-2.1, 2.0-5.5, 3.4-6.3, and 

2.9-7.4 for lenses with these respective sizes.  They are produced with a focal-length 

uniformity of 3.09% within the chip and 4.22 % from chip to chip.  The microlens 

profiles are nearly spherical; the maximum deviation from an ideal radius-of-curvature is 

4.51 %.  The rms wavefront errors (WFE) of the microlenses are also excellent.  Over the 

microlens area included by 90% of its diameter, all microlenses show rms WFEs lower 

than λ/6, which is the quality typically assured in high-end commercial camera lenses.  

The low optical aberration we have achieved proves that these microlenses are capable of 

imaging very fine features (2.5-μm wide lines and gaps).  When we compare our 

microlens imaging system (pairing it with a miniature CCD) with that of a commercial 

microscope, we demonstrate its ability to resolve 2.5-μm wide lines and gaps.  Our 

microlenses also demonstrate good imaging qualities when used to observe macro-scale 

objects. 

In Chapter 2, we describe batch-processed polarization-beam splitters (PBS), 

important optical components to separate the orthogonal TE and TM components of light. 
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The devices, fabricated using thin-film, low-stress silicon nitride membranes show 

excellent performance: extinction ratios (σR for reflected and σT for transmitted light) of 

(21dB, 10dB), (21dB, 14dB), and (21dB, 16dB) for single-, double-, and triple-layer 

systems, respectively with corresponding insertion losses of 3, 10, and 13%.  We show 

that stacking PBS devices improves performance over single elements, especially 

increasing the extinction ratio for transmitted light.  The measured level of performance 

is comparable to that obtained with commercially available PBS.   

In Chapter 3, we describe the design, fabrication, and test of microscanners 

produced using a new fabrication technique, that derives from well-developed integrated-

circuit processing tools.  It is simple, high-yielding, and reliable.  The major advance in 

our fabrication process results from its straightforward method to produce vertically 

offset comb pairs that provide for robust electrostatic drive of torsion-bar suspensions.  

The gap between the comb fingers is ultimately limited to twice the alignment accuracy 

of the photolithography process.  However, practical minimum gap sizes are typically 1-

μm or wider because they are determined by other fabrication-process limitations and 

variations.  In practice, we achieve uniform offset-heights for vertical comb fingers 

spaced across the 10-cm wafers.  Microscanners produced using this new technique have 

resonant frequencies ranging from 50 Hz to 24 kHz and optical-scanning-angle values 

typically approximating 20° but varying from 8 to 48°.  The actuation voltages required 

range from 14.1 to 67.2 Vac_rms.   A 2-D scanning system, built using these microscanners, 

is demonstrated to produce emulated-ablation patterns that compare favorably to 

published results obtained with a state-of-the-art macro-scale ablative surgery system.   
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 Chapters 4 and 5 are closely related.  In Chapter 4, we discuss published results 

that show the present status and predicted development of various types of wavefront 

sensors: phase-shifting interferometers, lateral-shearing interferometers, curvature 

sensing, phase-diversity methods, the Foucault (knife-edge) test, the Ronchi test, and the 

star test.  The purpose of Chapter 4 is to consider wavefront sensors that may be suitable 

for specific ophthalmic-analysis applications (such as corneal refractive-surgery 

evaluations and Keratoconus analysis), that require large dynamic ranges and sensitivities.  

We conclude that no presently available wavefront sensors are capable of precisely 

characterizing high-order wavefront aberrations of large magnitude.     

In Chapter 5, we describe an addressable MEMS-microlens array that vastly 

improves the dynamic range and sensitivity of Shack-Hartmann wavefront sensors.  We 

present our successful research to produce an array of MEMS structures that are nearly 

identical except that each structure is designed to have a unique mechanical-resonance 

frequency.  We arranged these structures along rows and columns and mounted nearly 

identical optical lenses on them to form a lens array that can be used as a Shack-

Hartmann sensor having the special capability to identify the light passing through a 

particular lens by driving the carriage supporting that lens to mechanical resonance.  Use 

of the frequency-selection scheme to address individual MEMS structures in an array is 

not limited to the optical application demonstrated in this project.  This scheme has value 

for other MEMS applications such as print-head activation in multi-color printers or 

activated drug dispensing, to cite only two examples.  In each of these cases, an important 

advantage of the selection technique is that it does away with the need for multiple input-

addressing leads to the array or for the use of sophisticated electronics.  In continued 
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research, the time needed for an SH readout measurement will be shortened by 

implementing lens units that have faster responses as well as by developing more 

efficient data-handling algorithms.  We will also carry through research on new designs 

to increase our lens-array fill factor from its present 40%.   

In Chapter 6, we describe a fast, accurate, MEMS-based PSI that can measure 

transient optical phenomena at measurement frequencies up to 23Hz.  A cost-effective, 

batch-produced MEMS micromirror is used as the phase-shifting element.  We show that 

proven, robust, conventional PSI algorithms can be applied to our system without any 

modifications.  The repeatability of the system is measured to be less than ± 5 nm for 30-

second intervals and less than ± 10 nm for 20-minute intervals.  The accuracy of the 

system is measured to be less than ± 5.5 nm (without noise reduction).  The system has 

successfully tracked the fast changing motion of a PZT actuator.  Precise transient 

measurement to within ±3nm (±λ/220, after noise reduction) is demonstrated, a 

measurement accuracy lower than the 10nm-motional accuracy achieved in the 

commercial PZT-actuator movement. 
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