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Abstract

Supporting early-stage ubicomp experimentation

by

Scott Alan Carter

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor John Canny, Chair

The thesis of this dissertation is that tools and techniques that leverage pre-existing

infrastructures, human operators, and the increasing power of mobile devices can im-

prove innovation, development, and evaluation of ubicomp applications. Specifically,

we can encourage innovation by developing methods and tools that support situated

needfinding; facilitate prototyping by developing tools and methods that eliminate

the need to write code by using human operators and simple, rule-based systems; and

reduce the burden of evaluations by minimizing infrastructure deployment, capturing

and encouraging feedback from critical events, and using devices and interfaces with

which participants are already comfortable.

In this thesis, we describe fieldwork that led to a set of core challenges for ubicomp

experimentation. From this fieldwork we derive a set of requirements to support

early-stage ubicomp experimentation. We then describe the iterative development of

a system we built based on the requirements, Momento.

Professor John Canny
Dissertation Committee Chair

1



Dedicated to my parents, and in memory of Glen W. Coleman.

i



Contents

Contents ii

List of Figures vi

List of Tables ix

Acknowledgements x

1 Introduction 1

1.1 Characterizing ubiquitous computing . . . . . . . . . . . . . . . . . . 3

1.2 Thesis statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Background 7

2.1 Field work with ubicomp developers . . . . . . . . . . . . . . . . . . . 7

2.1.1 Mobile applications . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.2 Peripheral Displays . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.3 Tangible User Interfaces . . . . . . . . . . . . . . . . . . . . . 17

2.2 Challenges Iterating Ubicomp Applications . . . . . . . . . . . . . . . 19

2.2.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 Challenges of needfinding . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3.1 Event-driven field-based needfinding methods . . . . . . . . . 26

2.4 Challenges of prototyping . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.1 Lightweight prototypes . . . . . . . . . . . . . . . . . . . . . . 33

2.4.2 Functional prototypes . . . . . . . . . . . . . . . . . . . . . . 36

ii



2.5 Challenges evaluating prototypes in the lab . . . . . . . . . . . . . . . 37

2.6 Challenges evaluating prototypes in the field . . . . . . . . . . . . . . 38

2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Extending the diary study method 40

3.1 Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.1.1 Photo diary in an everyday setting . . . . . . . . . . . . . . . 44

3.1.2 Transit decisions diary study . . . . . . . . . . . . . . . . . . . 50

3.1.3 Festival diary study . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3 A proposed diary study pipeline . . . . . . . . . . . . . . . . . . . . . 60

3.4 Tool support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.4.1 Reporter implementation . . . . . . . . . . . . . . . . . . . . . 61

3.4.2 Reporter use example . . . . . . . . . . . . . . . . . . . . . . . 64

3.4.3 Pilot test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4.4 Field study using Reporter-based tool . . . . . . . . . . . . . . 66

3.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4 Implications for tool design 68

4.1 Evaluation and design for coevolution . . . . . . . . . . . . . . . . . . 68

4.2 Requirements for participants . . . . . . . . . . . . . . . . . . . . . . 71

4.2.1 Unified client system . . . . . . . . . . . . . . . . . . . . . . . 71

4.2.2 Leverage existing devices . . . . . . . . . . . . . . . . . . . . . 71

4.2.3 Multiple, lightweight communication options . . . . . . . . . . 71

4.3 Requirements for experimenters . . . . . . . . . . . . . . . . . . . . . 72

4.3.1 Support qualitative data, quantitative data, and contextual data 72

4.3.2 Do not require fully implemented applications . . . . . . . . . 72

4.3.3 Support the full experimental lifecycle . . . . . . . . . . . . . 73

4.3.4 Support monitoring and notification . . . . . . . . . . . . . . . 73

4.3.5 Support lengthy, remote studies . . . . . . . . . . . . . . . . . 73

4.3.6 Support coevolution over long-term studies . . . . . . . . . . . 73

iii



4.4 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5 Momento architecture 78

5.1 Clients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.2 Desktop Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.3 Server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.4 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6 Momento validation 90

6.1 Uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.1.1 Experience sampling . . . . . . . . . . . . . . . . . . . . . . . 90

6.1.2 Diary studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.1.3 Rapid Prototyping of applications . . . . . . . . . . . . . . . . 91

6.2 Other uses for Momento . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.2.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.3.1 Pilot study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.3.2 Early study of AwarenessBoard . . . . . . . . . . . . . . . . . 100

6.3.3 Field-based study of Scribe4Me . . . . . . . . . . . . . . . . . 103

6.3.4 Diary study of informal learning . . . . . . . . . . . . . . . . . 106

6.3.5 PhotoSketch: Supporting informal classroom learning . . . . 108

6.3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7 Conclusion 113

7.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Bibliography 116

A Momento documentation 132

A.1 Installation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

A.2 Getting started . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

A.3 Configuring participants on the desktop platform . . . . . . . . . . . 135

iv



A.4 Configuring rules on the desktop platform . . . . . . . . . . . . . . . 135

A.5 Sending messages to clients from the desktop platform . . . . . . . . 136

A.6 Mobile client . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

A.7 Sending messages to the server from standard mobile applications . . 137

A.8 Desktop platform message sending configuration . . . . . . . . . . . . 138

A.9 Configuring an email account on the server . . . . . . . . . . . . . . . 138

A.10 Connecting the server to the GSM network . . . . . . . . . . . . . . . 138

A.11 Special desktop platform commands . . . . . . . . . . . . . . . . . . . 139

A.12 Calendar input to the desktop platform . . . . . . . . . . . . . . . . . 139

B Understanding difficulties with mobile iteration: interview guide 141

C Gathering implicit data with J2ME: lessons learned from the Aware-
nessBoard study 143

D Tangible objects collected in the festival diary study. 145

v



List of Figures

2.1 Matthews et al.’s functional prototype of the Scribe4Me system, which
provides an on-demand transcription service for the deaf. By pressing
“What happened” the user causes the previous 30 seconds of audio and
an image to be sent to a remote wizard who sends back a transcription
[120]. In our field study, the MMS network caused delays of three to
five minutes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 The awareness prototype deployed in a field setting. Location and
availability of users were sensed through users’ mobile devices and Wiz-
ard of Oz input. The public displays relied on three different research
prototyping systems [28]. . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 (a) Our system designed to encourage communication and collabora-
tion among work colleagues. Pictured here are two components of the
system: an interactive public display and beneath it a badge reader.
The value of the system was directly related to the number of partici-
pants actively using it [27]. (b), Matthews et al.’s toolkit facilitates the
control of peripheral devices such as this orb from Ambient Devices,
which can unobtrusively change color and pulse to indicate different
information patterns [117]. . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Churchill et al.’s Plasma Poster was an interactive public display de-
signed to encourage informal content sharing and conversations. The
system was designed for informal social situations, such as a café (pic-
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Chapter 1

Introduction

In the 15 years since Weiser [175] introduced ubiquitous computing as a goal,

the field has made great strides in terms of system building, but with a few notable

exceptions (e.g., [3, 128], there has been a dearth of iteration and evaluation. For

example, Kjeldskov’s and Graham’s [95]) review of Mobile HCI systems found field

evaluations in only 19 of 102 pieces of published work, and four of those evaluations

did not involve working systems. Real use of real systems is getting short shrift. For

a field to mature, designers and researchers must be able to close the iterative design

loop, encompassing both prototyping and evaluation, and learn from their prototypes.

Evaluation can be split into two major stages – formative, or before a complete

application is built, possibly including requirements gathering, before any develop-

ment at all is done, early-stage, in which sketches and rough prototypes may be built;

and summative, at which point a working system exists. Iterative design may be

described as a spiral starting with formative techniques for requirements gathering,

sketching and early-stage evaluation, followed by a repeated prototyping and evalu-

ation cycle, in which feedback is obtained on prototypes until a designer is satisfied

with the results, followed by implementation and summative evaluation of a working

system. Although most evaluation techniques can be used at multiple stages of this

cycle, each technique is typically used more at some stages than others. For example,

interviewing, ethnography, and other similar techniques are particularly well suited
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to requirements gathering because they do not require even a prototype system to be

effective.

However, while realistic evaluation is necessary for ubicomp experimentation, it

can be difficult. As an example of the value of ecological validity, consider the design

process of CareNet, an ambient display connecting elders with their families [35]:13.

CareNet was deployed in a field experiment that employed Wizard of Oz, an early-

stage evaluation technique in which a person (the “wizard”) simulates an aspect of

the computer’s functioning [39, 90, 123] – in this case, activity sensor information.

The experimenters found that they needed to “incorporate a daily narrative provided

by the drastic life changer [a person who has made major changes to her own life to

care for the elder] about how the elder was doing and what her day was like. . . .” This

finding arose from participant concerns with replacing the “wizards” with sensors and

likely would not have been discovered without the use of an ecologically-valid evalua-

tion. The experimenters make a similar argument about another discovery that arose

from their study: “. . . participants got upset when the CareNet Display stopped being

ambient. This is the type of problem that in situ deployments are good at uncover-

ing.” The value of ecologically-valid evaluations is evident in other research systems

as well. For example, in a year-long field trial of a system similar to CareNet, the

Digital Family Portrait, Rowan and Mynatt [153]:529 found that “behavior shifted

gradually with the changes in the seasons.” Furthermore, the application required

that they install a sensor network in a participant’s home. Even though they put

considerable effort into planning the deployment, through the evaluation they discov-

ered that their approach to sensor deployment needed iteration and they subsequently

developed more robust deployment support.

In summary, ubicomp applications provide broad support for activities by

smoothly integrating with the existing artifacts and social structures that are as-

sociated with those activities. To achieve this goal, the ubicomp design process must

support the development of an understanding of the target environment and exten-

sive iteration in realistic settings. These issues pose an array of challenges, some

of which are also faced in other applications. For example, computer-supported co-

operative work (CSCW) applications must handle multiple people and potentially

multiple locations, and desktop interfaces may use recognition technologies or may
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need to adjust to different work patterns. But it is the confluence of these different

agendas that makes ubicomp especially challenging.

1.1 Characterizing ubiquitous computing

We characterize ubiquitous computing as an approach to designing user experi-

ences that, to use Anderson’s [9]:178 phrase, is integrated into the “practical logic

of the routine world.” Ubicomp applications are designed to address tasks that span

the people, artifacts, and places that compose an activity and to address the complex

way that activities are interleaved. Ubicomp applications can meet these goals by

integrating seamlessly with other successful artifacts and processes. In this way, ubi-

comp applications can, as Weiser [175]:94) wrote, “weave themselves into the fabric of

everyday life until they are indistinguishable from it.” For example, although many

have lauded the idea that computers will replace paper, in the Myth of the Paperless

Office, Sellen and Harper [161] show that users work practices are much more success-

ful, and much more subtle, than a näıve techno-utopian perspective might suggest.

Mackay’s work with paper flight strips, demonstrates the flexible representation that

paper affords, and how users make savvy choices embedded in rich and nuanced work

practices [113]. In summary, ubicomp applications that augment a user’s existing

practices can often be more successful than those that seek to supplant them [45, 99].

The term ubiquitous computing has been applied to a broad array of systems; we

use the following two-pronged interpretation of ubiquitous computing for the scope

of this thesis:

Sensing and Actuation To adapt to changes in activities, ubicomp applications

often sense and react to live data about what is going on in the world, or

actuate changes in the world around them. As an example, a mobile tour guide

may update the information available to the user based on her location (thus

reacting to live data), or may help a visitor find the nearest bathroom by causing

a light above it to flash (actuation).

Scale Because of the complex and multi-tasking nature of real-world human activity,
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ubicomp applications often handle one or more of the following complex issues

of scale:

Many Tasks Studies have shown that some information workers commonly

manage up to 10 basic units of work at a time [55]. Ubicomp applica-

tions can benefit from being sensitive to these tasks, or supporting this

multi-tasking process. Applications in the sub-area of ubicomp called pe-

ripheral displays are often used in multi-tasking situations where the user

is monitoring one or more tasks while focusing on others.

Many People Some ubicomp applications must handle issues of collaboration

and coordination among groups of people. Examples include shared public

displays (e.g., [31]) and systems supporting coordination among small, co-

located working groups (e.g., Figure 2.4 [31]).

Many Devices Some ubicomp applications employ multiple devices simulta-

neously to support a broad array of situations and tasks embedded across

time and space. In fact, this epitomizes part of Weiser’s original vision of

yard-scale, foot-scale, and inch-scale displays.

Many Places Because everyday activities are spread out over both time and

space, ubicomp applications often use mobile devices or augment environ-

ments. This is the place that ubicomp has most enjoyed broad commer-

cial success, first in the form of smartphones and PDAs, and recently in

products that also sense or actuate parts of the user’s environment, most

commonly providing location-aware services.

The sensing and scale issues of ubicomp make studying these systems more chal-

lenging than traditional desktop applications. First, evaluation is hard to do at all,

making it a difficult process to start for designers whose time and energy is limited.

Second, evaluation is hard to do well. Even for those who are motivated, there are

significant difficulties in conducting ecologically valid evaluations with generalizable

results. Ecological validity, by which we mean the extent to which a study matches

the actual, “real-world” use of a system, is challenging to achieve because ubicomp

applications tend to support not just many aspects of a single activity but potentially

also the interaction of multiple activities. It is addressing this challenge that is the
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focus of this thesis. In this thesis, we focus on evaluation techniques and tools that

may be useful in bringing richer ecological validity to ubicomp.

We argue that a nuanced understanding of the particular challenges that arise

for ubicomp applications can provide evaluators with valuable advice for how to

approach iteration, and can help to identify key research challenges for the future.

Some aspects of ubicomp applications, such as basic usability issues, can be evaluated

using techniques largely similar to those designed for desktop applications, including

discount methods (e.g., [132]) and laboratory studies (e.g., [154]). However, those

aspects of applications that depend on an ecologically valid evaluation are particularly

difficult to assess. For example, there has been much discussion of the difficulties of

building applications at the intersection of computing with groups of people [138, 60,

61, 68], including adoption, sparsity, and critical mass. Without addressing ecological

validity, developers risk making and evaluating “a representation without sufficient

knowledge of how it actually would work,” what Holmquist [72]:50 calls “cargo cult

design.”

1.2 Thesis statement

The thesis of this dissertation is that tools and techniques that leverage pre-

existing infrastructures, human operators, and the increasing power of mobile devices

can improve researcher’s ability to experiment with ubicomp applications in realistic

environments. Specifically, we can encourage experimentation by developing evalua-

tion methods and tools that support situated needfinding; facilitate prototyping by

developing tools and methods that eliminate the need to write code by using hu-

man operators and simple, rule-based systems; and reduce the burden of evaluations

by minimizing infrastructure deployment, capturing and encouraging feedback about

critical events, and using devices and interfaces with which participants are already

comfortable.
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1.3 Contributions

Overall, this work offers three contributions. First, we describe interviews with

developers in three subfields of ubicomp – mobile applications, peripheral displays,

and tangible user interfaces. From this work, and an extensive literature review,

we derive five central challenges for situated evaluation of ubicomp – ambiguity and

error, sparse data, critical mass, unobtrusiveness, and tool support for realistic en-

vironments. Second, we elucidate how the diary study method can be modified to

overcome some of these challenges. Specifically, we show that media-based diary stud-

ies can help address data sparsity while remaining relatively unobtrusive. From our

literature review, interviews, and formative work with the diary study method, we

derive a set of requirements for a tool to support realistic ubicomp experiments. Fi-

nally, we present Momento which meets these requirements to support a broad range

of early-stage ubicomp experiments, from needfinding studies to field evaluations with

prototypes.

1.4 Outline

In Chapter 2, we overview evaluation approaches as well as fieldwork by the

authors and others with developers in three subfields of ubicomp that, together, flesh

out the space of ubicomp applications: peripheral, mobile, and tangible. This work led

to a set of core challenges for ubicomp experimentation: ambiguity and error, sparse

data, critical mass, unobtrusiveness, and tool support for realistic environments. In

Chapter 3 we then describe our work extending the diary study method to meet the

needs of realistic ubicomp experimentation. This work led to the development of a

technique, involving in situ capture and annotation and ex situ review, as well as a

tool supporting this technique, Reporter. In Chapter 4 we derive from our experiences

with both needfinding and prototyping a set of requirements for a tool to support

early-stage ubicomp experimentation. We then describe the iterative development of

this system, Momento, in Chapters 5 and 6.
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Chapter 2

Background

In this chapter we present a literature review and interviews investigating three

key areas of ubicomp – peripheral displays, mobile applications, and tangible user in-

terfaces – concentrating on the difficulties encountered in prototyping and evaluating

these systems. From these we derive a set of challenges for ubicomp evaluation, and

then explore how past work has attempted to address these challenges for different

types of evaluations, including needfinding, prototyping, and lab and field studies.1

2.1 Field work with ubicomp developers

We conducted interviews with developers in one subfield of ubiquitous computing

– mobile systems – and summaries of interviews conducted in two other subfields –

tangible user interfaces and peripheral displays. Together, these subfields span the key

characteristics of ubicomp. Peripheral displays represent sensed information to help

people coordinate multiple tasks. Mobile applications are designed to be used in many

places and usually need to work across many devices. Tangible interfaces sense actions

in the physical world and actuate responses to them. Furthermore, each of these fields

include technologies that support both individual and group tasks. Through fieldwork

1This chapter is based on [24].
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with researchers who are developing software in an area, we can gain an understanding

of the challenges of development as practiced and find opportunities for tool research.

In presenting the findings of our field work below, we concentrate on the difficulties

encountered in prototyping and evaluating these systems. Examples of successful

evaluations and prototyping are often published: information about problems is far

rarer.

One common theme that was expressed by developers in many of our interviews

was the need to develop functional prototypes early on that could enable situated,

ecologically valid evaluations. For example, two peripheral display designers felt it

important to gather longitudinal data, one mobile developer wanted to know how an

application “changes [a user’s] day,” and one tangible developer discussed an inter-

est in understanding failure modes to help drive development of a robust, complete

system. Interviewees felt that prototypes in each case could be a means of answering

questions.

2.1.1 Mobile applications

Mobile applications are those deployed to personal devices that people carry from

place to place. (See Figure 2.1 for an example). Mobile applications often must

handle issues of scale: they may be expected to function appropriately in many

places or to work across many devices. Many mobile applications are designed to

be used collaboratively by two or more people. Mobile devices represent one of the

most successful domains of ubicomp: billions of people across the globe use them

on a daily basis. Yet we found that building and evaluating applications for mobile

devices remains challenging.

Method

We conducted interviews with nine designers of mobile applications. We focused

on developers who had deployed applications to personal digital assistants (PDAs)

and mobile phones. Six participants held research positions; the other three worked in

non-research, industry positions. Three of the participants were primarily designers,
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Figure 2.1. Matthews et al.’s functional prototype of the Scribe4Me system, which
provides an on-demand transcription service for the deaf. By pressing “What hap-
pened” the user causes the previous 30 seconds of audio and an image to be sent to
a remote wizard who sends back a transcription [120]. In our field study, the MMS
network caused delays of three to five minutes.

three were primarily developers, and three were both. Participants had designed

between two and four mobile systems over the last one to three years.

Interviews were conducted in person. We asked participants a set of open-ended

questions addressing difficulties they encountered designing, building, and evaluating

mobile applications.

Results

Interviewees considered ecological validity paramount in evaluations of mobile

applications. This issue led them to concentrate on field studies, but they encountered

difficulties developing prototypes robust enough for use in uncontrolled settings.

Interviewees believed it vital to understand how mobile systems are used in field

settings, but expressed concern that needfinding techniques suitable for desktop set-

tings would not garner results that could translate to real use for mobile applications.

One developer commented that “new concepts need to be vetted in the field” before

they could be considered valid. Needfinding techniques suitable for gathering situated
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data, such as diary research, were seen as suitable solutions. Still, developers cited

“staying on top of users” during the study in addition to lengthy perceived set-up

time as reasons why they were not inclined to run such studies. These are challenges

common to non-mobile designs as well, and ones that should be overcome to promote

needfinding.

Our interviews verified what Kjeldskov and Graham [95] suggested in their re-

view of published mobile HCI research: many mobile developers relied on existing

knowledge and trial and error to derive new designs. They also point out that many

developers conduct extensive studies of mobile use that represented research contribu-

tions in their own right. We did not see this phenomenon in our interviews, but there

are several reports in the literature of more extensive studies conducted by ethnog-

raphers working closely with designers that variously included extended participant

observations and interviews and analysis of collected data [75, 178] as well as diary

studies [143]. For example, Horst [75] conducted an anthropological investigation

of cell phone use among low-income Jamaicans over a one-year period, finding that

people use cell phones to keep alive essential social network connections. Woodruff

et al. [178] lived with teenagers for a one-week period to understand how they use

push-to-talk technologies, from which they found inspiration and design goals for a

social audio space.

In the transition from needfinding to evaluation, interviewees rarely used

lightweight prototypes. This trend arose because developers strongly believed that

it was important to test their tools in realistic settings, but that it was difficult to

contrive realism using lightweight prototypes. Instead the developers concentrated

on mock-ups of their displays that they then used in cognitive walkthroughs (similar

methods, such as heuristic walkthroughs, have also been used in the literature, e.g.,

[94]). Using this approach, developers could “find the really big and the really small”

problems with the design without worrying about “trying to get the user to imagine”

that they are in a realistic situation during a study.

Interviewees used a variety of different mobile development platforms once they

were ready to create full prototypes, but all reported difficulties, especially when

attempting to deploy their application to more than one type of device and across

different infrastructures. For example, one participant commented, “what was a shock
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to me was to learn that lots of the Java JSR specs [mobile APIs] are optional. So

different operators and – no worse than that – different devices might implement one

function but not another or implement it a different way. . . .” Another participant

lamented that different cellular networks operate differently enough that sometimes

“you have to make versions for different models and networks, which. . . explodes the

development branch tree.”

Two interviewees used controlled lab studies to evaluate interaction issues. How-

ever, ecological validity was a lesser concern in these studies; the developers concen-

trated on the user’s ability to “[get] from A to B” in the interface. In their review

of mobile evaluations, Kjeldskov and Graham [95] show that this use of controlled

studies is common. Using this approach, they were able to find critical interaction

problems – for example, that screens were too cluttered to be interpretable. But

interviewees did not believe that the studies were useful ways to identify problems

more related to actual experience – for example, the level of navigation complexity

that users were willing to tolerate.

All nine interviewees had conducted a field experiment. One commented that, “I

think the main thing we want to know is how [the application] actually affects what

they do. . . how that information changes their day,” and developers considered field

experiments the only reliable way to find that information. However, they did report a

number of issues that stood in the way of conducting field experiments. In addition to

the challenges with developing functional prototypes described above, because of the

plethora of different mobile operators, plans, and devices, developers had difficulties

planning studies. Mobile operators, in particular, were a concern, “sometimes they

will change something during the study. . . and your [application] will not work any

more or you will have a different payment plan,” and “sometimes it is hard to find out

what [the operator]’s limits for various features. . . like data limits on messages.” As

an example, the Scribe4Me system [120], which sends audio and photographs across

the MMS network to provide translations for the deaf (see Figure 2.1), we encountered

rare delays of up to nine hours when messages had to cross between service providers

on rare occasions.

Interviewees often had trouble gathering data in their field experiments because

the activities their applications augmented occurred infrequently. For example, a
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researcher testing a transit application found that most participants used the device

only twice a day – to and from work. The researcher felt that to gather enough data

to guide the next iteration the deployment would need to run for months, and “you

either have to build something robust enough to last, which takes a long time, or keep

fixing it when it breaks, which also takes a long time... and is frustrating.”

Once the pragmatic concerns of deploying technology is overcome, developers

encounter evaluation challenges similar to those in needfinding studies. For example,

in their study of a mobile presence awareness device for ski instructors, Weilenmann

et al. [174] found that “the observer’s task is difficult – it is simply not possible to be

everywhere at the same time” and used participant observations and focus groups to

evaluate the tool. The developers we interviewed had similar concerns and chose to

run either diary studies or to rely primarily on interaction logs.

Discussion

Ecological validity was a primary concern among mobile developers, as a way

both of vetting new concepts and seeing the effect of an application on “what they

do. . . how [it] changes their day.” Furthermore, developers felt that field experiments

were a good way of addressing this concern. Intuitively, this makes sense – precisely

what makes an application mobile is that it is used in many different situations. How-

ever, especially when clean, generalizable results are desired, conducting field experi-

ments is challenging due to a variety of development, methodological, and pragmatic

difficulties. Controlled studies represent an alternative, and attempts to address eco-

logical validity in controlled experiments have proven valuable, though they may be

limited to applications that are mobile only within a limited environment.

Our participants verbalized a concern about the difficulty of collecting ecologically

valid data with lightweight mobile prototypes. Others have reported similar concerns.

For example, Rudström et al. [155], in a paper prototype study of a mobile social

application, found that participants had difficulty reflecting upon how their use of

the application would change if they actually were mobile and using an interactive

system. We [27] also ran a similar paper study of the interaction between a mobile

device and a public display. However, the task required participants to act as though
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they had serendipitously encountered the display, which was difficult for them to

enact.

With heavyweight prototypes, interviewees often employed controlled studies, typ-

ically in lab settings, because these studies are more forgiving of the fragility of early-

stage technology, and because data across participants can be more easily compared.

However, the interviewees were concerned that the contrived nature of such studies

limits their ecological validity. Oulasvirta et al. [140] articulated an important short-

coming of lab studies in the mobile domain is that the attentional demands of mobile

applications cannot be simulated in lab environments, because in realistic environ-

ments a plethora of activities interact to constrain severely the continuous periods

that participants can attend to mobile devices.

To address this, a few researchers have taken steps to make controlled studies more

realistic and also to devise more rapidly buildable approximations of a system that

can be used to move controlled studies into the field. Kjeldskov et al. [96] recreated a

hospital situation in a lab and ran controlled experiments in which participants had to

move and interact with other devices to complete tasks. They showed that they were

able to find all of the usability errors in their lab evaluation that they found in a field

evaluation of the same prototype. Kjeldskov and Stage [97] also ran controlled studies

that integrated the varying body movement and attentional demands that would be

present in mobile situations. In Yeh et al.’s [179] controlled field experiment with 14

biologists of the ButterflyNet system, a device ensemble comprising a mobile device

and an augmented paper notebook, the insight that enabled this work to take place

in a tractable fashion was to use a handheld Windows XP machine to simulate the

features of a future digital camera.

Because of the high time investment and development costs of classic field obser-

vation and high-fidelity deployment, researchers have recently begun to explore tech-

niques that can provide sufficiently rich data at lower cost. For example, researchers

are increasingly using diary and experience sampling studies to provide design guide-

lines for mobile applications. Okabe and Ito [136] used interviews and diary studies

to learn how people use mobile phone picture technologies, showing that personal

archiving and maintaining distributed-copresence are common uses. In their article

examining text messaging amongst teenagers, Grinter et al. [59]:442 talk about using
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diary studies because direct observation “would be impractical” and “teenagers were

hesitant about being directly observed.” Palen et al. [143] used a voice-based diary to

study mobile phone calls, finding design issues with public mobile phone use. Also,

the PlaceLab group at Intel Research Seattle ran an experience-sampling study to

understand how factors such as activity and mood effect location disclosure in mobile

applications and used this data in the design of a social location disclosure service

application [36, 166]. Finally, Abowd et al. [4] introduced the notion of a paratype, a

modified diary study in which experimenters first describe the proposed functionality

of a tool to participants and then ask participants to diary situations in which they

believe that tool would be useful.

To conduct field studies, developers reported having to develop prototypes for

multiple different platforms. The difficulty of deploying multiple different versions of

a tool to meet different environmental demands (e.g., developing different Web pages

for Internet Explorer and for Mozilla) is not new. However, as one developer sug-

gested, this problem “explodes” when each device and network has different demands.

New prototyping tools, such as Python for Nokia Series 60 phones [133] or Mobile

Processing [106] can reduce iteration time, but are still limited in device support and

do not address differences in network support.

After deploying a technology, developers encounter evaluation challenges similar

to those in needfinding studies. Similar solutions (such as diary research) can be used,

and augmented with logs of system use. For example, some researchers have relied

primarily on video and interaction logs to evaluate field deployments [51, 15].

2.1.2 Peripheral Displays

Peripheral displays are tools that enable quick and easy access to information.

Though extensive use may engender enough familiarity to enable many information

sources to be peripheral, peripheral displays are specifically designed to be glance-

able and non-interruptive. These displays are often used in ubicomp because their

glanceability enables them to scale across many activities so that people can monitor

many information streams outside of their focal activity, while their non-interruptive

nature minimizes the extent to which they distract from that activity. An example
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of a peripheral display is Pinwheels, which mapped the spin of pinwheels to the rate

of change of a variety of information sources.

Matthews [119] found that the central problem facing developers of peripheral

displays is that metrics for success are not well defined. One participant summarized

this issue saying that while “most technology that is out there is about maximizing

efficiency” that is often not the case with peripheral displays, causing designers to

“reevaluate [standard] systems of evaluation.”

Broadly speaking, peripheral displays require a different style of technological in-

tervention than traditional ‘foreground-based’ user interfaces. As such, it may be

challenging to precisely specify the most appropriate metrics for success and to dis-

cover appropriate interventions. Needfinding is used to address this issue because

it helps researchers understand the specific context in which a display will be used.

Researchers have found sketches effective in needfinding studies to facilitate concrete

comparisons between different designs and to help participants express their expecta-

tions for a display. Matthews et al. [118] conducted needfinding interviews and sketch

studies that led to the IC2Hear sound awareness display. In this study, the sketches

gave users semi-concrete display ideas to discuss. The rough nature of the sketches

encouraged critiques and suggestions, improving the prototypes created based on in-

terview results. Similarly, Sengers et al. [162]:54 instructed participants to “reflect

on aspects of their current relationship and technology use within that relationship,

and [had] them sketch novel designs for communication devices for couples to use.”

Researchers also have begun to derive metrics and design guidelines for periph-

eral displays. Mankoff et al. [114] adapted heuristic evaluation to ambient displays,

a subset of peripheral displays that focus on aesthetics and tend to convey informa-

tion of low criticality. Those heuristics encode design goals for peripheral displays.

McCrickard et al. [124] presented IRC, a design model for classifying different types

of peripheral awareness systems along the dimensions of interruption, reaction, and

comprehension. The model can be used analytically to understand how a design

might affect the user along those dimensions. It can also guide empirical evaluations

by helping to identify relevant metrics. Finally, Matthews et al. [122] presented a set

of evaluation metrics and guidelines derived from past literature and a user-centered,

activity theory framework. Metrics include appeal, learnability, awareness, effects of
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breakdowns, and distraction. Guidelines focus on prioritizing metrics depending on

design dimensions identified as part of the framework.

Shami et al. [163] developed Context of Use Evaluation of Peripheral Displays

(CUEPD), an evaluation method that relies on active user participation and empha-

sizes the experience of using peripheral displays. CUEPD captures the context of use

through user scenario building, enactment, and reflection. Designers can use CUEPD

once they have a working prototype to improve future designs. This new method at-

tempts to increase realism in a laboratory experiment with scenarios collaboratively

created by the designer and user. It also provides guidance for evaluation metrics by

suggesting survey question categories: noticeability, comprehension, relevance, divi-

sion of attention, and engagement.

Peripheral display developers have leveraged multiple research toolkits. Because

peripheral displays often employ physical user interface elements as their display

modality, developers have benefited from recent research on tool support for physical

interaction design, including Phidgets [56], iStuff [10] and d.tools [65]. Furthermore,

Matthews’ et al.’s [117] Peripheral Display Toolkit, based on requirements derived

from these interviews, has helped to structure the creation of functional prototypes.

Most controlled studies and field evaluations of peripheral displays have focused

on issues such as usability, awareness, and distraction. For example, the Scope in-

terface was studied in a pilot lab study to identify major usability problems and to

drive design iteration [172]. Participants were asked to perform tasks that involved

interpreting the interface. Data included the time to complete tasks on the Scope

and subjective usability ratings from a survey of Likert-scale questions. Ho-ching et

al. [70] compared the awareness provided and distraction caused by two peripheral

displays of sound in a dual-task lab study. In a multiple-task lab study, Matthews et

al. [121] compared the multitasking efficiency benefits caused by a peripheral display

using various abstraction techniques. Data included time to complete tasks (indicates

task flow and distraction), time to resume a paused task after a new update (indi-

cates awareness), number of tasks and window switches (indicates awareness) and

user satisfaction.

The iterative design of Sideshow, a peripheral display by Cadiz et al. [22] was
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particularly successful in improving the display based on user feedback. For example,

laptop users requested an “offline” mode that showed stale data. Though hesitant

to show outdated information, designers added this feature and got positive feedback

from users. Many such iterations improved Sideshow’s usefulness to users. This suc-

cessful iteration process was facilitated in large part by a focus on making Sideshow

easy to maintain and update. During a 9-month period, 22 new versions of Sideshow,

a graphical peripheral display of various information streams (e.g., meetings, email,

IM, co-worker presence, traffic, weather), were released with bug fixes and new fea-

tures. The updates were made based on a constant dialog with users, who submitted

bug reports and email feedback. Sideshow had an advantage over other ubicomp

applications, though, being a software program running on a desktop computer. Off-

the-desktop applications are more difficult to update, making frequent modifications

less practical.

2.1.3 Tangible User Interfaces

A primary goal of ubiquitous computing is the creation of systems that augment

the physical world by integrating digital information with everyday physical objects.

They typically sense and/or actuate aspects of the world. The art of designing these

interfaces involves leveraging the unique strengths that the physical and electronic

worlds have to offer, rather than näıvely replicating the interaction models of one

paradigm in the other. For example, in Mackay’s work with paper flight strips, the

most useful design was one that augmented existing paper flight strips rather than

replacing them entirely, combining the flexibility of paper with the speed of digital

capture and presentation.

Klemmer [98] found that the extensive expertise needed to build robust tangible

interfaces presented the largest challenge to evaluation for interviewees. For example,

in each of the three projects that employed computer vision, the team included a

vision expert. Even with an expert, writing vision code proved challenging. Writing

code without the help of a toolkit yielded applications that were unreliable, brittle,

or both.

In addition to Mackay et al. ’s [112] fieldwork with air traffic controllers, other
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researchers have conducted needfinding studies of tangible interfaces that successfully

translated to prototypes. In their study of web designers, Newman et al. [131] found

that designers used several different representations of Web sites as they worked,

allowing them to concentrate on different aspects of design. This work led to tools

supporting these different aspects of design, including Designers’ Outpost. Also,

Yeh’s [179] fieldwork led to the creation of tools to support data capture for biologists

working in the field.

Prototyping was beneficial to interviewees. Klemmer’s results demonstrate that

the interviewees’ prototypes helped them better understand the problem their tool

was trying to solve, and that the interviewees different approaches provided different

insights. Klemmer also found that the heterogeneity of ubicomp’s input technologies

may require different support architectures than GUI toolkits provide. The challenges

of this heterogeneity and the benefits of toolkit support for managing both input and

presentation suggest that user interface management systems (UIMS) may be useful

for ubicomp [69]. Furthermore, a significant difficulty in program debugging is the

limited visibility of application behavior [41]. The novel hardware used in tangible

interfaces, and the algorithmic complexity of computer vision, only exacerbate this

problem.

Researchers have conducted a handful of controlled studies of tangible interfaces.

Klemmer [101] evaluated Outpost with professional web designers. Participants were

asked to “speak aloud” about their experiences while they completed an information

architecture design task. Also, Fitzmaurice et al. [50] implemented and evaluated a

tangible interface to Alias Studio, a high-end 3D modeling and animation program.

The evaluation found that users rapidly learned how to perform complex operations.

Finally, McGee et al. [125] conducted an evaluation comparing traditional paper tools

to Rasa, a system that extends tools currently used in military command post settings

with a touch-sensitive smart Board, gesture recognition on ink strokes written on the

Post-it notes, and speech recognition on verbal commands. The researchers took the

novel step of shutting down the system halfway through the experiment to evaluate

users’ response to breakdowns.

Extended field deployments of tangible interfaces are rare, but some evidence

shows that they can yield important insights. Lee et al. [105] conducted a longitu-
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dinal study of an augmented paper interface for student design teams. Specifically,

they deployed iDeas, a system that leverages digital pens and cameras to support

design practice. They deployed the system for two academic quarters with fifty-eight

design students and recorded over four thousand pages of authored content. Their

results showed that their tool enabled new behaviors, including reflection upon design

process. Improved prototyping tools and evaluation methods have the ability to lower

the threshold for such valuable deployments.

2.2 Challenges Iterating Ubicomp Applications

This formative work revealed that designers of ubicomp applications struggle with

ecological validity throughout the design process. For example, Figure 2.2a shows a

system that spans mobile and public applications to sense and display awareness infor-

mation. This system was difficult to prototype because it spanned devices, places, and

users, and it was difficult to evaluate because most important events (e.g., impromptu

meetings similar to the one pictured) occurred spontaneously. Our interviews and our

literature survey, along with case studies described in [25], suggest that there are five

particularly salient ways that the sensing and scale of ubicomp resist easy prototyping

and ecologically valid evaluation: handling ambiguities and error, dealing with sparse

data, reaching critical mass, remaining unobtrusive, and developing tools for realistic

environments.

Ambiguity and error: Ubicomp applications that depend on sensed data and as-

sociated inferencing technologies must mitigate ambiguity and error, a process

that necessarily involves the end user and thus must be reflected in the eval-

uation process. Bellotti et al. [14] discuss some of the issues that arise from

inferencing, including recovery from mistakes, clearly articulating the target

of a command, and telling if the system is attending. Approaches addressing

these core usability issues, such as input repetition and choice [115], can only

be tested if recognition and ambiguity are included in evaluation in a represen-

tative fashion. Additionally, the accuracy of any sensing and inferencing has a
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Figure 2.2. The awareness prototype deployed in a field setting. Location and avail-
ability of users were sensed through users’ mobile devices and Wizard of Oz input.
The public displays relied on three different research prototyping systems [28].
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(a) (b)

Figure 2.3. (a) Our system designed to encourage communication and collaboration
among work colleagues. Pictured here are two components of the system: an inter-
active public display and beneath it a badge reader. The value of the system was
directly related to the number of participants actively using it [27]. (b), Matthews
et al.’s toolkit facilitates the control of peripheral devices such as this orb from Am-
bient Devices, which can unobtrusively change color and pulse to indicate different
information patterns [117].
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Figure 2.4. Churchill et al.’s Plasma Poster was an interactive public display designed
to encourage informal content sharing and conversations. The system was designed
for informal social situations, such as a café (pictured here), which are difficult to
recreate in lab settings [31].

huge impact on the outcome of such an evaluation, and it may be difficult to

prototype accurate sensing and inferencing systems.

Sparse data: Some tasks may naturally occur only occasionally (such as commuting

to and from work), or may be difficult to sense (such as an emotional response).

This impacts prototyping because prototypes must function in the myriad set-

tings where tasks may occur and because data collection for sensing purposes

may be difficult. For example, any system that depends on a large corpus of la-

bels, sensed data for inferencing will be especially difficult to prototype if data

is sparse. Overcoming this challenge often requires running evaluations over

large amounts of time, people, or places.

Critical mass: For ubicomp applications that must scale to involve many tasks,

places, people, or devices, reaching critical mass along the relevant dimension

is important to ecological validity. This requires prototypes to robustly scale.

It affects evaluation because difficulties such as adoption by many people (such

as in Figure 2.3a) or unanticipated interference with existing activities may

arise. Also, these tendencies suggest that a realistic use scenario for a ubicomp
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application includes not only the people, artifacts, and places involved in a

single target activity, but potentially also other activities in which each target

person or group, artifact, or place is involved.

Unobtrusiveness: Monitoring the use of any application can change user behavior.

For conventional applications, the effect of monitoring is usually small enough

not to impact an evaluation. But ubicomp applications may have only subtle

effects on behavior, and the effects of monitoring may therefore interfere with

an evaluation’s outcomes. Additionally, prototypes themselves often have prop-

erties that may make them stand out. To be unobtrusive, prototypes work best

when they are refined, of appropriate size and weight and requiring only appro-

priate amounts of attention (such as the Ambient display in Figure 2.3b). This

makes evaluation at the early stages of design particularly challenging: Consider

three prototypes which differ significantly in terms of size, weight and function-

ality. Should a developer invest more time to make prototypes more appropriate

before testing them? If not, can she trust the results of her tests? Even when

prototypes exhibit subtlety, evaluations must leverage subtle techniques that

provide data without causing major changes in use.

Tool support for realistic environments: We take the research goal of ubicomp

to be systems that integrate into “the practical logic of the routine world”

[9]:178. This raises two issues. The first is that building systems that operate in

the everyday world – even one-off prototypes – is difficult and time-consuming.

For example, Wizard of Oz prototypes are excellent for early lab studies, but

do not scale to longitudinal deployment because of the labor commitment for

human-in-the-loop systems. The second is that, even if the system works, it

can be difficult to build tools to capture and analyze the longitudinal user

experience of a system in the real world. Consider the rich context of use of the

interface in Figure 2.4. Video recordings and system logs are both helpful, but

the traditional methods of working with this data have often been prohibitively

time-consuming. Lighter-weight techniques for dealing with rich capture of

longitudinal user data are needed.
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2.2.1 Summary

McGrath [126] argues that an evaluation is complete to the extent that it is pre-

cise, realistic, and generalizable. His analysis of evaluation methods highlights that

controlled evaluations maximize precision, while field studies and experiments maxi-

mize realism, and that it is through a combination of these different approaches that

designers can arrive at generalizable theories of application use. Thus, developers

will likely encounter the challenges we derived above in many different types of eval-

uations. In the following sections we explore the implications of these challenges for

different stages of the iterative design process: needfinding, prototyping, and lab and

field evaluations.

2.3 Challenges of needfinding

In this section we review strategies for needfinding, and argue that event-driven

field-based needfinding methods best meet the challenges of ubicomp evaluation.

In the past decade, it has become increasingly common for user-centered design

efforts to begin with some form of observation-based needfinding. Observation plays

a role not only during needfinding but also during field studies and other types of

situated evaluation of technological prototypes. This grounds subsequent design dis-

cussion in the actual practices of actual users and provides an opportunity to unearth

insights that may guide design. Needfinding and observational work ranges from rig-

orous and labor-intensive methods such as ethnography [64] – comprising intensive

qualitative observation that can last multiple years – to more cost-sensitive and ap-

plied methods such as contextual design [18, 73]. Returning to our working definition

of ubicomp as being computing that is concerned with “the practical logic of the

routine world” [9]:178, it becomes clear why qualitative field observation methods

have enjoyed some success in user-centered ubiquitous computing efforts (see e.g.,

[36, 136, 143, 59, 78]).

The primary difficulty with gathering high quality data through observation is

remaining unobtrusive while monitoring potentially sparse data. First, the act of
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observing often has a “Heisenberg uncertainty principle”-like effect in that observ-

ing participant behavior can change it. This is particularly problematic for highly

reactive activities such as the monitoring peripheral information. For example, a de-

veloper might be interested in how people react to noise in the hallway. By asking a

participant directly about the noise, the developer might cause her to notice it more.

A more unobtrusive approach might be to observe or videotape the participant and

ask about the situation. Second, events of interest to the evaluator may be rare,

such as serendipitous encounters. Important events may also be hard to observe.

For example, how might one observe interruptability? We suggest that approaches

to observation that can handle sparse data are important directions forward (e.g.,

[77]). Lower-cost observational methods that are perfectly appropriate for more con-

strained settings may run into problems with unobtrusiveness and sparse data. While

a carefully structured evaluation can help to mitigate this, evaluators may be forced to

reduce realism in the process (for example, by simulating events at a higher frequency

than they might otherwise happen in order to observe a participant’s response).

When realism is important, an evaluator may turn to situated techniques, with

a remote evaluator. This can make it feasible to conduct evaluations over a longer

period of time (addressing data sparsity), while the removal of the evaluator can help

to make the experiment less obtrusive (although monitoring can interfere as long

as the user is involved or aware of data being gathered). Below, we discuss some

situated techniques that are especially appropriate for ubicomp because they can

provide a balanced solution to the problems of realism, unobtrusiveness, and data

sparsity. A primary challenge in observation efforts is that capturing data is often

cheap and easy, but that accessing that data later for use as a design resource can be

challenging. Interfaces that help manage this data promise to increase the value of

observation. For example, designers and anthropologists have used the ButterflyNet

system to capture a variety of media in the field and search, manage, and share that

data ex situ [179].

Other systems facilitate capture of field data in situations in which participants’

attention is distributed amongst multiple activities, but these systems usually do

not support a range of media nor provide communication support. For example,

Cybertracker and systems developed by Pascoe et al. allow field workers to track
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animals by providing a memory prosthesis, but those systems neither require nor

provide support for interactions between experimenters and participants [38, 144].

Also, others have developed episodic memory prompts but that were not used for

evaluation. Forget-me-not automatically captured event context and displayed icon-

based cues for each event [103]. Eldridge et al. used video to aid recall but again did

not use the system for evaluation purposes [49]. Also, Carmien explored prompts on

personal devices for personal coaches for the memory impaired [23].

In the following section, we explore how event-driven field-based needfinding meth-

ods can be used to address ubicomp evaluation challenges, especially realism, unob-

trusiveness, and data sparsity.

2.3.1 Event-driven field-based needfinding methods

Using event-driven field-based needfinding methods, experimenters can gather re-

alistic data while remaining relatively unobtrusive to participants. In this section, we

use five differentiating terminologies to guide our discussion of different event-driven

field-based needfinding methods (see Table 2.1: communication between an experi-

menter and participants (synchronous or asynchronous, e.g., a web-based survey is

asynchronous while an interview is synchronous); the location of the experimenter

with respect to the participants (local or remote), the interface between participant

and experimenter with respect to the event-of-interest (in situ versus ex situ); who

controls the capture of events (experimenter or participant); and what indicates events

of importance (time or activity).
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Experience Sampling

In the Experience Sampling Method (ESM), participants are interrupted through-

out the day to answer a set of questions in situ at time- or activity-based intervals

specified by a remote experimenter [85, 11]. Participants must respond to a short sur-

vey – effectively communicating with experimenters asynchronously. The technique

in its classical form is very appropriate for the needs of ubicomp.

By asking questions at a low frequency, and keeping the experimenter remote, the

technique can remain fairly unobtrusive. In order to keep the time commitment of par-

ticipants low, while still capturing information about sparse data, experimenters may

want to use a variation of the technique called event-contingent ESM that attempts to

ask questions at meaningful times rather than at random times (See [83, 152, 176]) for

more information on this technique). Ideally, event-contingent ESM asks questions

only at the rare moments when something interesting happens, rather than hoping

that question and event will coincide.

While ESM is situated, realism is still a concern for this technique because the

remote experimenter may not have rich data about the situations on which the user is

reporting. Researchers are beginning to look at media capture as a way of increasing

realism (see [13]). Also, while ESM is useful for measuring the amount of time

participants spend on everyday tasks, it is not as useful when one is interested in

events in which a participant was unable to do something because of a limitation, or

when a participant action is difficult to sense.

Diary studies

The diary study is a participant-driven method of understanding participant be-

havior and intent in situ that minimizes the effects of observer. Similar to ESM, the

experimenter is remote from participants. Diary studies differ from other field study

methods in that experimenters are remote from participants and participants control

the timing and means of capture. When experimenters are local with respect to par-

ticipants, as in contextual inquiries, they are able to discuss the implications of events

and actions with participants immediately. These studies yield data less pigeonholed
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by a participant’s particular perception of an event but are subject to presentation

effects (i.e., participants may act differently because of the presence of the exper-

imenter) and are time-consuming and difficult to scale. Also, when experimenters

control capture they are able to obtain objective data about participant’s activities

but do not necessarily gain an understanding of the events that are important to the

participants. An example of such a method is experience sampling (ESM).

Diary studies can be broken down into those that use media captured by par-

ticipants as prompts for discussion in interviews (elicitation studies) and those that

require participants to answer predefined questions about events (feedback studies).

Feedback studies may also require participants to capture media to serve as prompts,

but the principle difference between elicitation and feedback studies is that elicita-

tion studies involve synchronous communication between experimenter and partici-

pant (e.g., interviews) while feedback studies involve asynchronous communication

between experimenter and participant (e.g., questionnaires). In some studies the

methods are combined, with results from feedback serving as prompts for discussion

during the elicitation study.

Another difference between feedback studies and elicitation studies is that in feed-

back studies participants should provide information about an event immediately after

they perceive it, whereas in elicitation studies participants only capture some aspect

of an event when it occurs and provide information about it later during interviews.

Thus, a typical feedback study will ask participants to answer questions about some

event as soon as it occurs, whereas in an elicitation study participants merely capture

some information about the event that will serve as a memory cue during a later inter-

view. Feedback studies have the drawback of potentially overburdening participants

with questions, especially when the number of events reported is high [147]. Because

participants can rapidly capture prompts, such as a photograph, elicitation studies

tend to be much less burdensome. But because questions are asked at the time of

the event, or in situ, feedback studies are more likely to provide accurate responses

to questions that depend on recall of the event. Thus, the two methods represent

a tradeoff made between accurate recall but burdensome logging (feedback) versus

potentially inaccurate recall but unobtrusive logging (elicitation).

Thus for elicitation studies, capture is quick, but as the captured media still
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represents a subjective point-of-view, it has some empirical value. Barsalou posited

that episodic memory can be improved when a person is presented with cues about

an event such as who was involved, where it occurred or what was done just before

and after the event [12]. However, while experimenters have recently begun using

diary studies using photo-elicitation, it is not evident how well media capture these

cues and to what extent media facilitate participant reconstruction of events. Also,

different media types will likely evoke different reconstructions and attitudes towards

an event, but no study has yet shown how.

Review of studies run by other experimenters Feedback studies usually rely

on paper-based forms as the feedback medium [33, 160, 151, 58]. However, one of

the concerns with using paper-based feedback studies is sustained subject partici-

pation. In an attempt to address this issue, Palen and Salzman experimented with

cell phones as a feedback medium [142]. From their studies they derived ways to

encourage subject participation, including the use of periodic reminders and reim-

bursement strategies. They also recommend that experimenters provide participants

with feedback about the level of detail of their responses.

Researchers in both behavioral and technological research communities have only

recently begun to explore elicitation studies. Elicitation studies are rare with the ex-

ception of photo-elicitation studies. Brown et al. used photo-elicitation to understand

design requirements for information capture devices, and O’Hara et al. used the same

method to understand transaction decisions [20, 134]. In his study of young Buddhist

monks in Sri Lanka, Samuels compared photo-elicitation to word-only interviews and

found that participants were far more detailed in their description of everyday events

with photo elicitation [157]. According to participants, the difference arose because

the photos that they took had more “meaning and value” to them and that they

could “explain more when the pictures are close at hand.” Samuels also found with

photo-elicitation that participants were better able to make novel associations among

tasks and that participants tended to remain more focused on the interview.

Clark-Ibáñez also used photo-elicitation in her studies of children attending ele-

mentary schools in urban environments [32]. She described that background infor-

mation in photos can often be crucially important, specifically citing a case in which
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participants discussed the “‘tagging’ of gang names and symbols” in the periphery of

one image that she did not initially notice. She also found that photos tended to hold

participants’ attention and found them useful for structuring interviews. However,

as she developed the photos herself, participants could not review and potentially

remove photos before the elicitation interview, frustrating some.

Sampson-Cordle used photo-elicitation to construct photo essays, or combinations

of interview transcripts and photos about a related topic, in her study of a small rural

school and the community in which it was situated [156]. She found that participants

would often take pictures of similar objects but have vastly different reasons for taking

the photo. She also found it vital to allow participants to erase photos.

Summary In summary, feedback studies using a medium more convenient for par-

ticipants, such as cell phones, may yield higher use rates. Also, recent use of photo-

elicitation has shown it to be a promising method of gaining more detail about par-

ticipant’s everyday events, augmenting participant focus on the interview itself and

encouraging participants to make new associations. This work has also shown the

importance of peripheral information in photographs as well as identifying the need

for participant review of photos prior to conducting the interview.

Cultural probes

In the cultural probe method researchers design a set of tools that participants

use to express their feelings, beliefs, and attitudes. Considerable planning goes into

the design of the probes themselves to make use of familiar functionality (such as a

camera) while encouraging participants to examine their daily life in a way that have

not before (such as asking them to take a photo “at 8pm on a Sunday”) [67]. Cultural

probes are similar to diary studies in that they are highly participant controlled, but

are intended to capture general attitudes and social trends rather than everyday

interactions. In a related technique, Hutchinson et al. introduced technology probes,

or simple tools designed to encourage creative use, to a field situation to generate

design requirements for more specific tools [79]. However, technology probes are not

designed to capture everyday interactions.
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Note that the breakdown in Table 2.1 does not distinguish between cultural probes

and elicitation diary studies. In reality, each category is a scale between two extremes,

and these two methods can be seen as being different with regards to capture control

(experimenters usually provide more structure for cultural probes).

Other approaches

In contextual inquiries and participant observations, researchers are able to dis-

cuss the implications of events and actions with participants immediately. These

studies yield the most objective data but are subject to presentation effects (e.g.,

participants may act differently because of the presence of the researcher and are

time-consuming and difficult to scale. Also, a general problem with in situ studies is

that the participant may feel annoyed if they are too distracted by questioning.

Contextual inquiry could be modified so that the communication between par-

ticipant and experimenter occurs more-or-less ex situ. In this case, the discussion

of captured events could occur significantly later than the empirical event of inter-

est. For example, a researcher conducting a contextual inquiry may not be able to

interrupt the participant because he or she is conducting a sensitive operation. In

these cases, researchers may record questions, and recording tools would probably aid

participant recall of the event.

Other studies could use synchronous, in situ communication, with remote pres-

ence, such as phone interviews held immediately after and in the context of significant

events. These types of studies are highly disruptive to participants and are therefore

difficult to conduct. However, if events of interest occur infrequently, this method

can provide more detail than ex situ methods.

2.4 Challenges of prototyping

While observational techniques can help to inspire ideas and provide requirements

for design, to arrive at usable interface designs, product designers commonly build

a series of prototypes: approximations of a product along some dimensions of in-
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terest. Prototyping is the pivotal activity that structures innovation, collaboration,

and creativity in the most successful design studios [91]. Prototypes play important

roles for four distinct constituencies. First, designers create prototypes for their own

benefit; visually and physically representing ideas externalizes cognition and provides

the designer with backtalk [159] – surprising, unexpected discoveries that uncover

problems or generate suggestions for new designs. Second, prototypes provide a locus

of communication for the entire design team – through prototypes, the tacit knowl-

edge of individuals is rendered visible to the team. Third, prototypes are integral

to user-centric development by providing artifacts that can be used for user feed-

back and usability testing. Fourth, prototypes are also important sales tools in client

relationships – many product designers live by the principle, “never enter a client

meeting without a prototype in hand.” Through much of the design process, design-

ers today create two separate sets of prototypes: looks-like prototypes that simulate

“the concrete sensory experience of using an artifact” and show only the form of a

device [76]:3, and works-like prototypes that use a computer display to demonstrate

functionality and more closely simulate actual user experience [21]. The time and

expertise requirements for creating comprehensive prototypes that tie form and func-

tion together prohibit their use until late in development. At that time, monetary

constraints and resource commitments prohibit fundamental design changes [171].

2.4.1 Lightweight prototypes

By lightweight prototyping, we mean the rapid iterative process of designing and

exploring representations that look like or work like a possible application. Examples

include sketches, paper prototype mock-ups [150, 167], probes, and Wizard of Oz

simulations of working systems. All of the challenges are problematic at this stage

of development. While similar challenges might exist in other domains, ubicomp

developers face major development hurdles at this stage. As a result, this often

becomes a bottleneck for ubicomp developers.

During the early stages of design, it is important that users do not focus only on

surface usability issues such as color and typography. Thus, it is important to design

lightweight prototypes that do not appear to be finished products [104]. However,
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it can be time consuming even to simulate core interactional features of a ubicomp

system with lightweight prototypes. For example, in evaluations of mobile applica-

tions it is difficult for person to shadow users while they move, or to distribute sensed

information to different sites, users, and devices.

“Looks-like” techniques that require no coding, such as graphical mock-ups, are

limited in terms of realism. However, when high levels of interactivity are not neces-

sary, they can function as informative, unobtrusive situated probes to provide realistic

data on potential use. In non-situated settings, they can also provide straightforward

ways to explore the impact of ambiguity (a developer could roll a dice to simulate

recognition errors). “Works-like” techniques such as technology probes, if deployable,

can provide situated, real information. Depending on the level of functionality, they

may also be able to address ambiguity. If they function smoothly, and do not have

too rough an interface, they may be unobtrusive. Prototypes that are robust enough

to be deployed longitudinally are best for addressing issues of data sparsity.

Functionality of both “looks-like” and “works-like” prototypes can be enhanced

with the help of the Wizard of Oz approach. Wizard of Oz was originally adopted

for speech user interfaces because having a human “recognize” the speech obviates

the overhead of implementing or configuring a functioning speech recognizer [39, 90,

123]. Recently, Wizard of Oz has emerged as a particularly successful technique for

ubicomp, because of the number of sensors involved and the amount of technology

integration often required. Early in the design process, having a wizard perform

some aspect of this manually can help developers to gather user feedback quickly. In

ubiquitous computing, Wizard of Oz control has shown to be useful for simulating

recognizers [6])multi-modal interfaces [29, 141] sensing [77, 35, 130], intelligent user

interfaces [39], location [16, 107], augmented reality [110], and input technologies

[100] early in the design process. Once software is developed, Wizard of Oz-enabled

tools can assist in the collection and analysis of usability data [102] and in reproducing

scenarios during development and debugging [102]. Looking forward, we believe there

are many opportunities for richer integration of Wizard of Oz into design tools, and

for increased adoption of the design, test, analysis philosophy utilized in SUEDE

[102], a tool that allows designers to prototype prompt/response speech interfaces.

Another approach to achieving realism with “works-like” prototypes is to create
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robust prototypes with very simple functionality that can be rapidly created and

deployed to probe use patterns. The original culture probes introduced by Gaver

[54] have been expanded to include technology [79, 145, 146]. Such probes can help

to “achieve three interdisciplinary goals: the social science goal of understanding

the needs and desires of users in a real-world setting, the engineering goal of field-

testing the technology, and the design goal of inspiring users and researchers to think

about new technologies” [79]:17. These technologies can gather information about

sparse data if they are sufficiently robust by going beyond short deployments. Over

the course of a longer deployment they will also slowly be integrated into daily life,

becoming less and less obtrusive. Alternatively, a probe might be entirely simulated,

as with paratypes.

In deciding among these techniques (paper prototypes, interactive prototypes,

Wizard of Oz prototypes, and probes), a designer must make trade-offs between

realism, unobtrusiveness, data sparsity, ambiguity, and cost/time. Paper prototypes

and Wizard of Oz prototypes can be used to explore ambiguity (by manually or

virtually “rolling the dice,” respectively). Probes or other technologies that can be

deployed in real-world situations over time can support both realism and sparsity.

Paper prototypes and interactive prototypes may be the least costly techniques, but

they may also be least flexible in addressing challenges.

Researchers have recently begun comparing the combined cost of creating and

evaluating paper and interactive prototypes. In evaluating a system for locating items

in an industrial-sized kitchen, Liu and Khooshabeh [108] compared paper prototyping

to an interactive system that looked more finished and included some functionality.

They found that more people were needed to run the paper prototype study, and

that it was hard to make sure that it was present and interactive at appropriate

times. However, the paper prototype took the authors only a day to create while the

interactive prototype took two weeks. In a different study, Mankoff and Schilit [116]

deployed paper prototypes of an application in 16 separate locations for a month.

Wizards responded to user interactions once per day. The prototypes supported

situated activities such as group conversations and requests for missing supplies. The

time to build the prototypes and run the evaluation was minimal. One reason this

worked was that the application did not require real-time responses. These examples
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illustrate that, if used judiciously, paper prototypes can be an effective, time-efficient

method for eliciting user feedback. However, the examples show, because human

labor is required to achieve “interactivity,” the cost/benefit ratio is only attractive

when human involvement is limited.

2.4.2 Functional prototypes

“Effective evaluation, in which users are observed interacting with the sys-
tem in routine ways, requires a realistic deployment into the environment
of expected use” [5]:49.

Eventually, it becomes necessary to deploy a real prototype in the field. These

prototypes go beyond the lightweight representations mentioned above to include

real interaction. While high-fidelity implementation of ubiquitous computing systems

deserves a longer discussion than space affords, we highlight a few particularly salient

issues here: It is difficult to develop systems robust enough for realistic situations and

to coevolve with user needs quickly enough to sustain a critical mass of users.

Reasons for lack of iteration include the expertise and the time necessary to build

working ubicomp systems that work at the level needed by most applicable existing

evaluation techniques. The process of building prototypes for realistic use can require

considerable technical expertise in many different areas. One developer we interviewed

commented, “I would say the hardest part about implementing these displays is the

mechanics of doing it. . . .” Similarly, Hartmann et al. [65] found that while design

consultancies have many design generalists, they do not have enough programmers

and electrical engineers to complete large prototyping projects.

For a large majority of ubicomp applications, tremendous resources, expertise and

time must be committed to create prototypes that function consistently across dif-

ferent devices and places [2]. Tools that simplify interface iteration, reduce coding,

support remote administration and diagnosis, and reduce the burden of reinstallations

can help. The first two solutions are important in any prototyping system. Remote

administration and remote installations are particularly important to support in ubi-

comp applications being field tested. Researchers and developers have created some

tools and toolkits to allow developers to rapidly prototype ubicomp devices for early-
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stage testing (including [56, 100, 117, 133, 106]). However, our interviews revealed

that some developers are not taking advantage of the abstractions these toolkits pro-

vide, instead choosing to build systems from the ground up. This suggests that more

work needs to be done to convey the benefits of these systems to developers and that

toolkit developers may need to design more flexible systems.

2.5 Challenges evaluating prototypes in the lab

Controlled evaluations comprise laboratory experiments, field simulations, and

controlled field experiments [126]. They are typically used when precision is important

(e.g., determining how long users take to complete constrained tasks), but are used

less often to determine realistic use. Methods that emphasize realism, such as field

experiments, are untenable for some applications, such as those that augment spaces

for which there is an extremely high cost for any obtrusive deployment (e.g., hospital

emergency rooms or airplane cockpits), or that are extraordinarily difficult to simulate

(e.g., city transit systems). In these cases, it is necessary to address ecological validity

in more controlled evaluation environments, such as labs.

Practically speaking, controlled evaluations can be very effective at testing issues

of aesthetics and standard graphical interface interaction, as well as for comparing

possible solutions. Running a study of this type is no different for ubicomp than

for any other domain. Ubicomp developers must simply realize that they must se-

lect aspects of their system that are amenable to this sort of testing. For example,

our mobile designers found controlled studies especially important when testing the

readability of information on small mobile screens.

Recent work suggests that recreating the context of use through scenarios in lab

settings may provide just as much or more feedback on usability problems as field

experiments for some ubicomp applications. Kjeldskov et al. [96] found that a lab-

oratory test approximating field use found usability problems at a lower cost than

field experiments. Kjeldskov and Stage [97] also investigated more general methods of

simulating realistic mobile situations. Specifically, they devised a lab evaluation ap-

proach using treadmills that involves different types of body motion (none, constant,
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and varying) and different attentional demands (none and conscious). Simulating

these fundamental properties of the situations in which ubicomp applications are

likely to be used to help extend the usefulness of controlled evaluations for ubicomp

developers.

2.6 Challenges evaluating prototypes in the field

When ubicomp applications are deployed and used (or even commercialized), it

gives the field valuable data about what really works or does not work. As noted

above, creating prototypes robust enough for field deployment is challenging. But

other challenges also make field experiments difficult, such as issues related to critical

mass including adoption and extended use, data sparsity, and generalizable compar-

isons of different prototypes.

Critical mass is difficult to maintain in field experiments because people may be

slow to adopt a technology or may be quick to abandon a technology after a small

number of breakdowns. One way of addressing these issues is by making use of local

informants/champions, people who are well-known and respected in the deployment

site who can help to speed up acceptance and to increase the chances of success [27].

Another approach to addressing critical mass is the living laboratory, a later stage

technique that seeks to test and iterate on ubicomp systems in an everyday context

that is highly accessible to the developer/experimenter. EClass included multiple

projected displays for the instructor, a large-screen, rear-projection whiteboard, pen

tablets for students, video and audio recordings, and web based access to recorded

data at a later time [1, 3]. It was deployed and iterated on over the course of sev-

eral years in a classroom in which the developers taught and studied, as well as in

the classes of colleagues of the developers. Intille et al. [84, 82] are continuing this

tradition with PlaceLab, a living laboratory designed to sense and augment everyday

domestic activities.

Events of interest may occur only sporadically or may be difficult to sense in field

settings, leading to sparse data collection. One way of addressing this concern is to

collect, unobtrusively, logs of all important events. For some applications, in situ
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observation can be unobtrusive, such as systems deployed in public spaces [31]. But

this approach is more difficult for other types of applications, for example mobile

prototypes. Methods for handling these cases include integrating data collection

into the prototype [149], or adapting the needfinding techniques discussed above to

encourage users to introspect on their situated use of deployed technologies.

Given that it is difficult to evaluate only one prototype, it is clearly also challeng-

ing to conduct an experiment comparing multiple prospective designs. To address

this issue, Trevor et al. [170] developed a comparative study methodology similar to

a laboratory experiment. They used quantitative and qualitative data to compare

and contrast two types of interfaces: portable (i.e., mobile) versus embedded. The

difficulties of evaluating ubicomp applications in the field made it difficult for them

to conduct a true controlled study. However, their interfaces were designed for eval-

uation rather than for use, and this allowed them to gather information that could

be used for comparison. Trevor et al. [170]:66 gathered data about issues including

usability (which they defined as “learnability, efficiency, memorability, error handling,

and user satisfaction”), and utility, or “the functionality that users perceived to be

useful.” They also gathered data about availability, trust, and privacy, issues that

may affect end-user satisfaction in ubiquitous computing environments but are not

normally tested in traditional GUI applications. The deployment continued for sev-

eral months, and they found a set of tradeoffs between performances on different

metrics and type of interface.

2.7 Summary

In this chapter, we derived a set of challenges of evaluating ubicomp applications

from a literature review and a set of interviews with developers. We also showed

that developers have a small but growing set of tools to overcome these challenges:

self-report methods for needfinding; Wizard of Oz, paper prototyping, and probes for

lightweight prototyping; research and professional toolkits for functional prototyping;

methods of recreating environments for controlled evaluations; and a set of approaches

to encourage use, gather data, and compare deployments in field experiments.
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Chapter 3

Extending the diary study method

In this chapter, we describe extensions to the diary study technique to better

support ubicomp experimentation, derived from three studies of the technique itself

in action.1 For two of these studies we played the role of a participant observer by

involving ourselves in an ongoing study. Specifically, we observed the process of using

the method, analyzed results from the study and interviewed the researchers involved

about their experiences. The other study we ran ourselves to gain first-hand insight

into the issues involved in running a diary study and to compare and contrast the use

of different capture media: photos, audio clips and tangible (physical) objects. While

photo diary studies are gaining in popularity, use of the other two media is limited.

Our studies revealed a need for situated annotation of captured events in elicita-

tion studies. We found that the best approach to feedback studies may be to combine

media capture with structured, question-and-answer based annotations. Our studies

also revealed the usefulness of different media in different situations. Specifically, we

found that images lead to more specific recall than any other medium, but that au-

dio, in addition to making it easier for participants to capture information that does

not have a visual representation, can be used clandestinely in situations in which

participants do not feel comfortable using a photo to capture an event. We found

that information about location does not significantly impact recall, and that tangi-

ble objects are more likely than other media to prompt discussion of broad attitudes

1This chapter is based on [26].
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and beliefs (Figure 3.1). We also noticed unforeseen issues in elicitation interviews.

For example, while media capture lent itself to a sequential review of data, interview

discussion tended to follow themes, causing problems for participants and researchers

when they referenced captured data out-of-sequence.

We also developed a technique and a tool to support media-based diary studies.

Our experience with media-based diary studies as well as reports in the literature,

indicate that it is important to mitigate the impact of a study on participant’s every-

day interactions and encourage participant recall of ambiguous data. We also found

it important to provide support for interview preparation. To address these issues

we propose a diary study pipeline that borrows from both feedback and elicitation

methods to maximize participant recall and interview preparation while minimizing

situated logging. We then built and tested a lightweight tool, Reporter, to support

this pipeline. Results showed that participants were able to learn the tool rapidly.

3.1 Studies

None of the studies cited above concentrate on how using different media for com-

munication and prompting might affect the diary study method as a whole, including

the types of responses different media elicit as well as how different media effect the

process from an experimenter’s perspective. To thoroughly explore media use in diary

studies we analyzed the results of three studies to better understand how to support

media elicitation and diary studies (see Table 3.1). The studies included an elicitation

study in which participants used photos as prompts; a hybrid phone feedback and

elicitation study; and an elicitation study comparing photos, audio and tangible ob-

jects as prompts. For the first two of these studies we played the role of a participant

observer, observing and analyzing studies run by other experimenters. We ran the

third study ourselves.
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Figure 3.1. A selection of tangible objects collected by participants in the festival
study. “The flowers (upper left) ... mirror how I think about jazz.”
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capture media feedback media

everyday photo diary

festival diary

transit diary

photo
s

audio

objects

phone

lo
ca

tio
n

11

34

Reporter pilot 2

23

2

11

web

2

23

Table 3.1. We analyzed the results of three studies that used different approaches
to media capture and feedback We also ran studies exploring web-based feedback
methods (bottom row). In this table, the dotted horizontal line separates studies we
ran (below) from those other experimenters ran (above). Also, the vertical dotted
line separates capture media (left) from feedback media (right).
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3.1.1 Photo diary in an everyday setting

This study was run by another group at our institution, the members of which

we refer to as experimenters below. We were involved in the study from beginning

to end, observed the process of using the method, analyzed results from the study

and interviewed the experimenters involved about their experience. In the study,

experimenters explored how people search for, consume and produce information.

The experimenters’ participants in the study captured information consumption or

production events using digital cameras and used photo-elicitation to explore the

meaning of captured photos.

Method

After piloting the study with eight participants, the experimenters recruited an

additional 11 participants for this study from within the social networks of the exper-

imenters. The participant group was split evenly between men and women. Ninety

percent of participants reported some college education and sixty percent some grad-

uate education.

The experimenters gave each participant some basic instructions and a digital

camera. The digital camera (Logitech’s Pocket Digital 130) was chosen as it is small,

robust and easy-to-use. The experimenters asked participants to take a photo each

time they noticed that they were consuming or producing information. An instruction

sheet noted that things like reading a newspaper, surfing the web, reading email,

watching television, listening to the radio and other similar activities were of interest

and should be photographed. Also, the experimenters asked pilot participants to

create written annotations for each photo on a small notepad. However, as all of

the pilot participants abandoned written annotation after only a few attempts, the

experimenters decided not to ask for such data of the study participants.

Participants captured photos for an entire day from the point they awoke until

they retired in the evening. Because of the amount of time required for elicitation in-

terviews, the experimenters felt it important to discourage casual picture-taking. One

day after the day chosen to diary, the participant was interviewed for approximately
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one hour. The participant first completed a small demographic survey that included

questions about their information use. The interview was qualitative in nature and

revolved around the images captured by the participant.

After completing the interview the experimenters coded and analyzed both the

interview and the captured photos. We also analyzed the data to construct a coding

scheme focused on the method rather than the goal of the experimenter’s research.

We iterated this scheme a number of times with the experimenters. This iteration

was done qualitatively, similar to [93]. We then classified the data according to this

scheme (List 3.1.1), and asked the experimenters to classify a subset (10%) of the data.

We initially found 76% inter-assessor agreement, but after one iteration increased the

accuracy to 89%.

Below we present results both from our coding of the participant data as well as

interviews with experimenters about the method.

Results from participants

In summary, the median participant captured 34 photos (minimum participant:

15, maximum participant: 90). In the interviews, the experimenter would progress

through the photos in the order they were taken by the participant. Our analysis

of the interviews and photos revealed that more time was spent with photographs

viewed at the beginning of the interview than those viewed toward the end and that

often participants and experimenters would reference photos out-of-sequence. Also,

participants would often photograph an object that itself was meaningless but that

would cue recall of a specific event (“pointers”). We also found several cases in

which participants adjusted their photo-taking process because of the presence of

other people. Other findings included a prevalence of dynamic objects that do not

lend themselves to photos, peripheral information in photos that was important in

the elicitation interview and many instances of staged photos (i.e., photos in which

participants arranged objects or people specifically to make them easier to photograph

— see Figure 3.2).

We found that in every case, interviews followed themes rather than the temporal

order of capture. Thus, the experimenters reported that “most [of the interview] was
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Listing 3.1. Codes for the photo elicitation study

r e c o gn i t i o n

r e c a l l about a s p e c i f i c ob j e c t

r e c a l l about the surrounding context

v e rba l l y de s c r ibed sequences

photos o f sequences

absence o f photographable ob j e c t s

absence o f non−photographable ob j e c t s

absence ( other )

cues r e l a t e d to other media

a t t i t ud e s towards captur ing people /power i s s u e s

evo lu t i on o f capture a t t i t ud e s

gene ra l ve r sus s p e c i f i c r e c a l l i n g

ove r l oad ing

con ta i n e r s

po i n t e r s / stand−i n s f o r in fo rmat ion

people

ob j e c t s

wr i t t en communique

p e r i ph e r a l ob j e c t s

media ( as we l l as type )
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Figure 3.2. For the photo diary study, participants were asked to capture information
as they encountered it in everyday settings. Participants occasionally captured im-
portant information unintentionally. A participant intending to capture an Internet
search also unintentionally captured paper-based reminders (top). Some photos re-
ferred to events that were not visible. A participant took a photo of a door to signify
that he was having an argument with someone on the other side of it (bottom).
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spent on the first one-fourth” of photos taken because the first photos would touch

off a discussion about general habits that would not be revisited upon seeing later

photos. For example, if someone got a cell phone call in the morning, a photo of that

event would lead to a general discussion of cell phone use. In that case when photos

of cell phones were viewed later in the interview, they generated far less discussion.

Also, for some participants the interview would begin to concentrate on the topic of

a later photo. In these cases, the experimenter or participant would often “save that

topic for later” and continue with the discussion with the intent of picking up that

thread of conversation again when they arrived at the appropriate photo. Six out

of 11 participants showed this trend, with total occurrences ranging from one to six

times during their respective interviews.

Nine out of 11 participants used pictures of pointers, or objects that were not

themselves information events but were reminders of other events, from three to 10

times during their interviews. These objects that served as pointers were usually

related in a peripheral way to the event itself. For example, in one case a discussion

with a colleague about an article read online was recalled via a picture of the beverage

the colleague brought for the participant at the time. Also, there were five instances

of pointers that were themselves direct side effects of the information event captured,

such as a photo of diagrams on the wall as a reminder of the information conveyed

during the meeting that produced them. Each of the three times a pointer referred to

a daily event (e.g., getting the morning paper) the pointer led to only general recall

of the event, with participants using such qualifiers as “usually” without uncovering

the specifics of the instance. In every other case in which pointers were used they

referred to unusual events and recall was specific.

In addition, we found that six out of 11 participants adjusted the style of capture

because of the presence of people in the picture from two to seven times per inter-

view. In one such case, a participant took a picture clandestinely to avoid further

aggravating an angry family member. Also, during the interviews the experimenters

conducted, there were two incidents of tangible objects serving important but un-

expected roles as prompts. In one case in particular, the poor physical appearance

of a participant’s cell phone prompted follow-up questions about the participant’s

attitude toward the device.
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Similar to others who have used the photo-elicitation method, we found that the

most important information gleaned from the interview usually came not from the

photos themselves but from the participant’s description of the actions and processes

that led them to take that image. However, we did note in seven different cases

participants were unable to recall why they took an image. This was usually due to

either the image resolving poorly or the capture of overloaded objects. For example,

one participant took several pictures in a row of his cell phone. The elicitation session

revealed that he had answered several phone calls in a row, but could not remember

the specific content of those calls.

We also recorded the following findings:

• In all participant interviews there were situations in which peripheral infor-

mation cued important discussions (e.g., something not intentionally captured

became a topic for discussion). The number of references to peripheral in-

formation ranged from one to 11 times per interview with a median of three

occurrences. In nearly all of these cases, the experimenter, not the participant,

first referred to the peripheral information during the elicitation interview.

• In all participant interviews there were instances of staged photos, or those in

which the participant arranged the scene or in which a person was photographed

presenting for the camera. The number of staged photos ranged from two to 26

times per interview with a median of nine occurrences.

• Eight participants referenced other media in their photos. These were events in

which participants took a picture of a physical artifact of some other medium,

usually audio. Of the participants that showed this trend, the number of refer-

enced media ranged from one to four times per interview with a median of 1.5

occurrences.

• Ten participants took photos that did not record correctly, usually because

of lighting issues. Of the participants that showed this trend, the number of

improper recordings ranged from one to five with a median of two. However, in

nearly all cases the photos nonetheless led to recall of a specific event.

• Nine participants referenced some object in the interview that was itself never
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captured. Of the participants that showed this trend, the number of non-

captured references ranged from one to nine times per interview with a median

of four occurrences.

Results from experimenters

From our interviews with the three primary experimenters running the study we

found a need for situated annotation as well as a means to review captured data and

annotations before the elicitation interview takes place. The experimenters reported

that they spent too much time on just a few images and having the chance to review

and categorize them would facilitate their getting the most data out of limited inter-

view time. However, they noted that in many cases the thing being photographed

was not necessarily evident and thus some form of annotation of the photo would be

crucial for them to categorize photos appropriately. They also commented that “writ-

ten responses” to the photos would be helpful as well, but that it was unlikely that

participants would complete such questions in the field. To that end, they expressed

interest in a software tool to support desituated photo feedback, but were concerned

about limiting their study population to people who have access to a computer. To

remedy this problem, one experimenter suggested a “computer that is publicly avail-

able that has this kind of photo feedback software” that participants could easily

access.

3.1.2 Transit decisions diary study

This study was run by a colleague at our institution. Similar to the first study,

we were involved in the study from beginning to end, observed the process of using

the method, analyzed results from the study and interviewed the experimenter about

his experience. This was a hybrid feedback and elicitation study that explored how

people make public transit decisions. The experimenter used phone-based feedback

as well as location capture for elicitation. We analyzed feedback from participants as

well as the results of the elicitation interview. We also interviewed the experimenter

about his experience with the method.
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Method

The experimenter provided four college students with a cell phone for a two week

period and asked them to call a specified number every time they made a transit

decision. When they called they were led through a series of questions about the

event. Also, the location from which they placed the call was automatically derived

from a built-in GPS sensor and communicated to our server. The experimenter then

conducted two elicitation interviews: one a week into the study and the other imme-

diately after the study was complete. During the first interview, the experimenter

used transcriptions of participant recordings as prompts, and during the second in-

terview he used both the transcriptions as well as maps indicating the location of the

participant when he or she completed a response.

Participants were asked the following questions each time they called: 1) Where

are you going to and coming from? 2) How are you traveling? 3) What are you doing

during your travel? 4) Do you expect to arrive early, on time or late? 5) How long do

you expect to wait? 6) Did you consult any resources when you were planning this

trip? 7) Is there anything special about this trip?

Results

As mentioned, feedback studies tend to place a heavy burden on participants

because they require participants to switch tasks at the moment that a particular

type of event occurs. However, the events about which participants provided feedback,

transit decisions, occur relatively infrequently, reducing the burden on participants

and yielding relatively high response rates.

Two participants logged responses a median of four times per day (Monday-

Friday) while the other two responded a median of two times per day. The responses

generally occurred at the beginning and end of the day, corresponding to morning

and evening commutes. However, in some of these cases participants responded only

to correct a perceived mistake in an earlier response, and removing these repeat re-

sponses moves the median responses from four to three per day for one participant.

Weekend response rates and times were much more sporadic, ranging from zero to
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two per day for one participant to one to five for another and with no specific pattern

for any participant. The median time for individual participants to complete a set

of answers per call ranged from one minute 37 seconds for one participant to two

minutes one second for another.

An interview with the experimenter revealed that, while referring to transcribed

responses was helpful in recreating specific recording events during elicitation inter-

views, the maps neither aided participant recall nor were helpful to the experimenter

for logging purposes. Several reasons were given for this, including that “location

was not reliable,” and therefore not always captured for every event because of GPS

coverage issues, that the maps could not dynamically show a sequence of calls and

that the maps lacked detail. The experimenter noted that, “being able to visualize

the sequence of responses would have ... made it ... simpler to reconstruct the event,”

compare it to other possible events, and ask the participant about their choices.

3.1.3 Festival diary study

To gain first-hand insight into the issues involved in running a diary study, we ran

a study ourselves based on our first two studies and using the diary study method.

During the study, we took notes on methodological breakdowns. From a sociological

perspective, the study was designed to understand people’s experience of novel infor-

mation in non-everyday settings. From a methodological perspective, we compared

the standard medium for elicitation studies, photography, with two other media, tan-

gible objects and audio. As a contrast to the previous two studies, we chose to look

at an unusual situation, a festival, rather than an everyday context.

Method

The focus of this study was to understand peoples’ experiences of novel infor-

mation in non-everyday settings. We ran the study in a different context and with

different media capture devices from the previous studies. We recruited seven college-

educated participants, five women and two men, to capture information-related events

they experienced during one day at a nearby jazz festival. We divided the partici-
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Listing 3.2. Codes for tangible objects

i n fo rmat ion

po in t e r

s i d e e f f e c t s

natura l

man−made

gene ra l

a t t i t ud e s

s p e c i f i c event

arranged

r e c a l l

r e c o gn i t i o n

pants into groups: two of the participants used digital cameras, two used digital audio

recorders (Aigo mp3 player/recorders) and two were asked to collect tangible objects

in a bag. Also, we asked one participant to capture both audio data and tangible

objects.

After we provided tutorials on the use of the capture technology, participants

captured information during one day of the festival and were interviewed about their

items immediately afterwards. After completing the interviews we coded the in-

terviews and the captured media and we cataloged all of the objects collected by

tangible-media participants. In this case we coded the data only for issues related

to method, especially those that had to do with differences and similarities in cap-

ture media. Our coding scheme for images followed the one we developed for the

photo elicitation study, and we developed a new schemes for tangible objects (List

3.1.3) and audio (List 3.1.3). We recoded the data after a week interval and found a

intra-assessor accuracy of 96%.
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Figure 3.3. Tangible objects collected by participants in the festival study. A partici-
pant wore the flower (bottom) as a way to “show [friends] that I am not always prim
and proper.”
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Listing 3.3. Codes for audio events

music

ambient

conve r sa t i on

unknown event

c l and e s t i n e

annotat ion

r e c a l l

r e c o gn i t i o n

Results

During the one day of the study, the photo-elicitation participants collected 56

and 42 images, the audio participants collected 25 (median length: 1 minute and 32

seconds) and 45 (median length: 21 seconds) recordings, and the tangible object par-

ticipants collected 28 and 14 distinct objects. Also, the seventh participant collected

12 recordings (median length: 1 minute and 3 seconds) and 13 objects.

Tangible objects Of the 55 total tangible objects the three participants collected

(see Figures 3.1 and 3.3, 30 were information objects themselves (e.g., flyers), 14

were pointers to some information event while 11 were side effects of some event, for

example an extra copy of a form that a participant completed (see Appendix D). Also,

because this was an outdoor event, many of the objects collected were natural objects,

such as a leaf from a tree, but represented entirely different events and media (the leaf

was used to both represent music as well as an encounter with a friend). Also, the type

of events prompted by the tangible objects varied considerably. In one case, a piece

of bark prompted a participant to discuss in considerable detail a complicated event

in which she helped a handicapped festival-goer physically maneuver in a crowded

spot (see Figure 3.1, upper left). In another case, a participant grabbed three flowers

to represent a general idea she had written in a personal diary during the festival.

Also, during the elicitation interview we found the participant’s spatial arrange-
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ment of the items to be important. In the case mentioned above, the participant

arranged the flowers on the table in a gradient from brightest to darkest and ex-

plained that the arrangement mapped her opinions of various flavors of jazz: Latin

(bright), cool jazz (middle) and traditional (dark) (see Figure 3.1, upper left). Also,

another participant arranged all of her items during the interview by narrative. For

example, one of her narratives involved being asked to dance by a man, and she used

both a bottle the man had with him and a jalapeño he gave to her as prompts during

her explanation of the story (see Figure 3.1, upper right).

We noticed that memory of event order was poor. Two of the participants cor-

rected their recall of the order of events three times and the other made four cor-

rections. Also, two of the participants were not able to recall any details about the

ambient audio at the time of capture, and the other participant recalled ambient

audio roughly half of the time.

Audio recordings The type of audio that was recorded varied significantly by

participant. The first participant captured almost entirely (23 out of 25) music events,

while the second captured almost entirely (40 out of 45) ambient events, such as people

talking, planes going by or overheard conversations. The second participant tended

to capture more music events (8 out of 12).

We found that after identifying the contents of the recording, participants had

excellent recall of the event. During the interview we stepped through each of the

recordings in the order that they were made, so all participants were able to recall

the sequencing of events. Participants universally recalled the place the recording oc-

curred. However, participant identification of the event took longer than anticipated

(45 seconds of playing time on average). While recording quality was often the reason

for poor recognition, in some cases the event of interest to the participant simply did

not occur at the beginning of the recording. In those cases, participants tended to

describe general features of the event (“This sounds like a bunch of people talking,

and I was really interested in their voices”) until some point in the recording when

they were suddenly able to recall the specific event and then describe that event (“Oh,

laughing, that’s it, I was fascinated by how these two people were laughing...”).

We found that participants used audio to clandestinely capture events that they
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otherwise may not have. One participant captured 12 events of other people talking,

masking her recording by pretending to be doing something else, for example hiding

the recording device behind a book or in her palm while looking in another direction.

In these cases we asked participants how they would have captured such data if they

had a video device. In most cases the participants said they would not have recorded

the event unless they asked permission first, in which case, as one participant said,

“it would not have been very realistic.”

Also, during elicitation, the participant who used both audio and tangible capture

referred to some events being “linked,” or audio that annotated a tangible object, and

we spent some time searching for the appropriate audio recording before finding it.

Images Participants captured 43 and 55 images. Unlike the everyday study, the

interviews largely followed temporal order of capture more than the thematic order

of capture, likely because most images were of one-time events. Also, there were only

five total pointer images. That is, most of the photos contained information about

the actual event that the participant experienced.

There were 37 total media cue events, but this was likely due to the fact that

the music had a physical representation (the performers themselves). However, audio

recall was poor when cues were not provided in the photos themselves.

Though participants rarely adjusted photos taken of another person out of privacy

concerns, there were several other occasions in which the participant’s picture-taking

affected others. For example, one participant clandestinely took a picture of a man

who was sketching a young woman sitting in the crowd, unbeknownst to the woman.

The woman, seeing the participant take the image, began to take an interest in what

the man was doing and ultimately the man offered his sketch to the woman.

Finally, peripheral information in the images was again significant, playing a role

in 20 images.
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Comparing results between media in the festival diary study

The results from the festival study allowed us to compare audio, photo and tangi-

ble object elicitation. As Barsalou argued, it is important to analyze to what extent

each capture medium supports recognition of who, where and what information about

the captured event [12]. In each case, participants were able to recall people involved

in an event with whom they were already familiar. Photos provide the best support of

who and where recognition, while audio clips, once recognized, also provide adequate

support. Tangible objects did not lend themselves to who or where recognition.

Timing and sequencing of events are important for activity reconstruction. Partic-

ipants tended to have poor recall of the exact time of capture for all media. Also, for

tangible objects participants were not able to recall correctly the complete sequencing

of events, while photo and audio capture are inherently sequenced.

In addition, participants generally were unable to recall information on media

channels other than the cue. When a visual representation of the media was captured,

it was often difficult or impossible to recognize and participants often could not recall

the specific media. For example, a participant in the everyday photo diary study who

took a picture of his audio-playing software could neither recognize (because of the

fidelity of the picture) nor recall what music he was listening to. However, the photo

did lead to a general discussion about audio consumption habits.

3.2 Discussion

Results from the use of different media in diary studies suggest adjustments to

the method to better accommodate different situations. Specifically, we found that

audio elicitation suffers from recognition problems but encourages more clandestine

capture events. Also, tangible objects are more likely than other media to elicit from

participants creative explanations of attitudes and beliefs. The results also revealed

the need for new tools to support the method. In particular, we found that tools

are needed to support tagging of tangible objects; lightweight, situated annotation;
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experimenter review of captured events; and automatic time stamping for all captured

events.

Our results suggest that, overall, photos are the easiest to capture and recognize.

However, audio cues can allow participants to capture events clandestinely that they

otherwise may not have. Also, audio is a lightweight media appropriate for anno-

tation. In general, for studies in which detail is important, a hybrid photo/audio

capture medium is most appropriate.

From the transit study, we found that raw location information is not likely to

lead to better recall of an episode. However, we also found that participants seem to

be willing to spend longer answering feedback questions when the rate of events to

report is low. These two issues suggest that situated feedback may be appropriate for

some studies, but that feedback should be tied to better prompting cues. One way

of supporting this would be to use photo-elicitation combined with more structured

annotations, in which participants are encouraged to answer a set of specific questions.

Similar to location information, tangible objects are not likely to cue episodic

memory. Thus, tangible objects are not appropriate for studies in which detailed

recall is important. However, this lack of specificity could be a benefit for studies

that concentrate less on the reconstruction of specific events and more on participant’s

attitudes and beliefs.

We found that similar to cultural probes, tangible object elicitation may inspire

unique ways of describing and codifying beliefs and behavior [54]. Also, while cultural

probes are able to inspire responses to general feelings about a community and culture,

auto-driven object elicitation helps inspire recall and description of specific events.

We also found that it would be useful to tag objects with audio annotations.

To support recall of ambiguous events, we found that it is important that each

capture event be tagged with a brief annotation. However, as noted above, in the

photo-elicitation study pilot participants who were asked to annotate their pictures

with written diaries usually gave up the practice immediately as it was too disruptive.

Thus, rapid, situated annotation, such as audio for photographs and tangible objects,

is crucial. We also found that experimenters need to be able to review captured data

as well as annotations before the elicitation takes place. This preparation is necessary
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to get the most out of limited interview time as possible. Because peripheral infor-

mation in photographs consistently provided useful information, a tool that allows

participants and experimenters to annotate various parts of the photographs would

be useful. In general, the results of our studies argue for lightweight capture tools

combined with lightweight in situ annotation as well as support for more thorough

ex situ annotation and review by both participants and experimenters.

Our studies and others indicate that people are not good at judging how long

an activity takes to complete [88]. Thus, automatic time stamping as often as pos-

sible is crucial. Our experience also revealed that in studies of everyday situations

that depend on empirical evidence, rather than general participant attitudes, ex-

perimenters should only encourage the capture of “pointers” to events when those

events are unusual. Capture of regularly experienced events should be direct to avoid

generalization.

3.3 A proposed diary study pipeline

As we mentioned earlier, feedback diary studies and elicitation diary studies rep-

resent a tradeoff between accurate recall but burdensome logging (feedback) versus

potentially inaccurate recall but unobtrusive logging (elicitation). In our experience

with media-based diary studies as well as reports in the literature, we found that it

is important to mitigate the impact of a study on participants’ everyday interactions

and encourage participant recall of ambiguous data. We also found that for elicitation

studies it is important to provide support for interview preparation. To address these

issues we propose a tool-supported diary study pipeline that borrows from both feed-

back and elicitation methods to maximize participant recall and interview preparation

while minimizing situated logging. Specifically, the pipeline includes (1) lightweight

in situ capture by participants augmented with (2) lightweight in situ annotation at

the time of capture to encourage recall, followed by (3) more extensive annotation by

participants at a later time, allowing for (4) review of the data by experimenters to

better structure (5) a post-study interview (see Figure 3.4). This pipeline minimizes

the extent to which participants are distracted from their primary tasks while still
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allowing them to recall and comment on the event at a more convenient time. Fur-

thermore, unlike any previously conducted media-based diary study, experimenters

have the opportunity to prepare for elicitation interviews based on specific data.

3.4 Tool support

As a first attempt to support the pipeline described above, we built Reporter. This

tool can aid experimenters performing diary studies that use capture technologies, but

it is not a replacement for other tools and methods necessary to conduct a study.

3.4.1 Reporter implementation

Reporter is a lightweight tool that combines a photo upload client, a database,

and web interfaces to facilitate diary studies that involve digital capture media. The

upload client is a standard Java desktop application and supports a simple drag-

and-drop interface. The upload client sends photos to a remote MySQL database

that associates each photo with a timestamp, UID, and the appropriate participant

ID. The web interfaces are PHP-based and run on the same server as the database.

The experimenter’s web interface supports storing per-capture feedback questions

for participants, reviewing all participant captures and comments, and annotating

participant captures. The participant’s interface shows captured media and associated

feedback questions.

Our design also includes support for two types of photo annotation. First, users

may use the Java client to upload digital audio clips captured in the field. Second,

we provide a way for the experimenter to ask participants to tag parts of photos

using semi-transparent rectangles that are movable and scalable. The photo annota-

tion rectangles are implemented in DHTML and thus do not significantly impact the

load-time of the page nor require any specific plug-ins. Also, clicking on the rectan-

gles rotates through a series of colors, allowing participants to group annotations by

color. As an example, consider Figure 3.5. Here a participant has used the photo

annotation tool to designate features requested by the experimenter: the object that
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A participant takes a photo

The participant annotates the 
photo with an audio recording

The participant uses a tool to 
log the photo and audio and 
add more annotations

The experimenter provides 
feedback about the captured 
data

The researcher holds an 
elicitation interview
with the participant using the 
captured media as prompts

Figure 3.4. Proposed media elicitation pipeline.
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Figure 3.5. Reporter’s Web interface. The participant has repositioned and resized
rectangles as per questions asked by experimenters, including the object that the
participant intended to capture (upper left of the photo) and any other information
that the participant felt was important in the scene (center and right of the photo).
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the participant actually intended to capture (center of the photo) and any other in-

formation that the participant felt was important in the scene (left of the photo).

The participant has also uploaded an audio annotation captured in the field (lower

left of the figure).

3.4.2 Reporter use example

The steps in a study that would use Reporter are the following: 1) A experimenter

enters questions that participants will answer about each piece of captured data using

Reporter’s web interface; 2) Participants download and install a small Java client

to a desktop machine; 3) Participants capture events and audio annotations in the

field as per the experimenters instructions during some period of time; 4) When the

participant is able to return to her desktop she gets data from her devices to her

desktop (e.g., via Bluetooth or a mounted drive – Reporter is agnostic about how

this happens) and drags captured data to the Reporter desktop client and then uses

a web interface launched from the client to answer per capture questions about each

captured photo; 5) The experimenter uses the responses and photo data to structure

a subsequent post-study interview.

If the study occurs over the course of several days, the experimenter may use the

web interface to provide feedback or ask follow-up questions of participants about

specific photos. After the experimenter attaches a feedback question to a photo, the

web interface flags that photo so that participants can rapidly review all of the out-

standing follow-up questions they have yet to answer. Also, a experimenter may use

the tool completely asynchronously (i.e., as a feedback tool rather than an elicitation

tool).

3.4.3 Pilot test

We pilot tested the five-step pipeline and Reporter with two participants. In

this study, participants captured information production and consumption events for

one day and used Reporter to upload pictures and audio annotations, visually anno-

tate photos, and answer a few questions about each event. Participants used digital
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cameras with audio annotation features to record events. We asked participants the

following questions post hoc: 1) Please indicate the area that you were trying to take

a picture of with a red square and describe what or who it is (in the textbox) below.

2) If there is anything in this photograph that you want to label and comment on,

please use yellow colored squares and discuss them (in the textbox) below. 3) Did

you talk to any people in this photograph? If so, use blue squares to designate them

and indicate who they are (in the textbox) below (not names, just how they relate to

you). If not, write “none.” 4) Please discuss briefly how important this object/person

is to you. 5) How often do use this object/person as an information resource (only

once/hourly/daily/weekly/monthly/yearly)?

The day after we reviewed the data and used Reporter’s feedback feature to ask

follow-up questions about certain photos. The participants then answered the ques-

tions using Reporter’s Web interface and we then interviewed them about the photos

they captured as well as their experience using Reporter.

The participants found the system easy to learn. In particular, participants mas-

tered the visual photo annotation technique within minutes. Also, we found as ex-

perimenters that we required a means to add links to specific study instructions at

pertinent parts of the interface. For example, when uploading photos participants

need to know the policy on photo deletion and modification, an issue which is likely

to change per experiment. Based on this, we modified Reporter to allow experi-

menters to enter a study description that participants would see on every page in the

web interface.

We also found that audio recording is a mostly unobtrusive means of annotat-

ing. In some cases, participants took a photo and simultaneously cued the audio

recording while continuing with the task in which they were involved. For example,

one participant snapped a photo while walking and carrying on a conversation with a

friend. The participant then continued walking and conversing while cueing the audio

recording and used a break in the conversation to record the annotation far from the

point of capture. Other types of media, such as video, would likely not have been

able to support this kind of use, instead requiring the participant to stop what they

are doing completely in order to capture and annotate the event. On the other hand,
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one participant commented that he was uncomfortable recording audio annotations

in some locations, such as lecture halls.

Because we were able to view photos and annotations beforehand, we more effec-

tively structured our elicitation interviews. Though we still found it useful to under-

stand the sequence of events that participants captured, by organizing the interviews

around themes we were able to cover all of the most important types of events. In

some cases, the same photograph was important for different themes. For example,

a picture of a computer also included peripheral audio cues, and we discussed each

at different points in the interview. Note that Reporter did not specifically support

organizing photos in themes – we used pen-and-paper to compose lists of capture IDs

relevant to each topic. While this sufficed, it suggests that a simple tagging scheme

would be a useful addition to Reporter.

3.4.4 Field study using Reporter-based tool

Another group of experimenters used a tool based on Reporter to conduct a two-

week-long diary study of childrens’ approaches to learning new technologies. The tool

was reengineered to better fit preexisting system components, but the only differences

between this tool and Reporter were that the tool did not include a Java upload client

(all media uploads were done through forms added to the web site) and the tool

included support for text-based annotation but not DHTML-based layer annotation.

Four participants were recruited for the study. Two experimenters gave each

participant one-click digital cameras and asked them to record every situation in

which they interacted with technology. Experimenters discussed use of the cameras

and upload procedure with participants, and interviewed participants twice over the

course of the study. They asked participants to upload photos on a daily basis,

This study was particularly challenging because all previous studies of the tool

had been with adult participants. Nonetheless, the experimenters found the tool to

be useful and an easier means of gathering data than conducting lengthy participant

observations of each participant.

The experimenters also found some issues that could be improved in the next
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iteration of the tool. For example, participants reported some confusion regarding

the process of getting photos from the devices. This meant that experimenters were

infrequently able to see what participants were diarying, they were unable to provide

feedback to participants, and as a result much of the data fell outside of the scope

of the study. For example, many participants interpreted the study as a scavenger

hunt – taking pictures of items that they felt were technology – rather than taking

pictures only of items they actually used. This issue could be addressed by a system

that automatically collects and uploads photos (e.g., using a Bluetooth connection

between the camera and a computer).

3.4.5 Discussion

Our experience with Reporter focused our efforts on supporting immediate syn-

chronization. As we present later in the thesis, we developed a system, Momento,

that addresses this issue using mobile phones, which provide better support for me-

dia based diary studies: uploading is automatic, experimenters can provide feedback

sooner, more information (such as GPS location) can be captured, and experimenters

can potentially make use of devices participants likely to own. Momento can ac-

cept media messages from mobile devices or e-mail. The suite also includes a mobile

application that can be used to attach context data to diary entries.

3.5 Summary

In this chapter, we described studies that helped us understand how to modify

the diary study technique to better support ubicomp experimentation. We also pro-

totyped some lightweight tools to support this technique. In the next chapter we

combine our experiences with the diary study method with our work in Chapter 2 to

derive implications for tool design.
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Chapter 4

Implications for tool design

In this chapter we identify usability requirements for ubicomp experimentation,

unifying findings from our interviews, diary study work, as well as an investigation of

support for coevolution, which our literature review revealed is central to sustaining

critical mass in field deployments. We then discuss other systems with these metrics

in mind.1

4.1 Evaluation and design for coevolution

Increasingly, ubicomp developers are creating devices embedded in everyday prac-

tices. Such a tight link between a device and its environment suggests that in some

circumstances a particular feature will become more or less important, requiring ap-

proaches to design and evaluation robust to applications whose functionality and

utility is in constant flux (see Figure 4.1).

Orlikowski [139] introduced the notion of structuration of technology systems,

emphasizing the duality of technology — that organizations and users influence tech-

nology and vice versa. She found that the specific context of an institution and

workers within it will collectively mediate a relationship with a technology. In a de-

ployment designed to explore these issues, she found that some managers were using

1This chapter is based on [28].
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Evaluate
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Figure 4.1. Extended iteration cycle for situated applications.

the technology as a means of social control. That is, even though workers could adjust

some settings managers told them they could not, leading to “trained incapacity.”

In this way, institutions can embed social properties in tools not designed with this

functionality in mind.

Mackay extended Orlikowski’s [111] work and studied how users customize soft-

ware. She found that people often appropriate software by editing preferences. In

those cases, users both adapted to and appropriated the technology. Furthermore, she

clarifies that appropriations may be innovations that can change the technology and

thereby communication patterns. Her analysis of a two year study of the Information

Lens system showed that:

External events increase chance of customization.

People change preferences when they discover patterns — “The most common on-

going customization occurs when the user becomes. aware of a commonly-

repeated pattern of behavior and encodes it as a customization” [111].

A small group of users will often be the first to test new customizations. They rarely

get feedback on how well these novel adaptations work, however.
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Other, more mainstream, users translate individual needs to create sets of customiza-

tions organized to meet those needs.

In general, Mackay suggests “observation of use in the field as an important in-

put to future development” as well as software support for sharing customizations.

Mackay’s findings and subsequent recommendations echo Lucy Suchman’s [168] find-

ing that people tend to change their categories over time.

But if users can adapt to technology, what is the real problem? Postman and

Ackerman have argued that ignoring possible co-evolutionary effects may lead to

systems that are inflexible or that encourage behavior contrary to intended behavior.

Postman states that “I just don’t think we can go into [designing distributed systems]

anymore with our eyes closed” [148].

Situated activity refers to the actual means by which a particular action is done

rather than any official or conveyed means. Such activities are naturally highly de-

pendent on the specific context and content of the actions [45]. Furthermore, because

“situations in which human-computer interaction takes place are increasingly varied,

as computers become highly portable and embedded in everyday environments” [158]

designers of novel devices must take the situation of their use into account. Situated

devices, technologies whose use is greatly correlated to context, face co-evolution prob-

lems beyond the more traditional interfaces Orlikowski and Mackay studied. While

many such devices use context information to adapt parameters to new situations

[42], changes to the device’s general functionality may require redesign.

Both tools and processes are needed to support the co-evolution of situated de-

vices. Processes are needed to handle a design cycle that can support multiple versions

of the same technology. In particular, designers may need to reconsider the standard

iterative design-cycle (design, prototype, evaluate, repeat). For situated devices, this

cycle may need to branch to include specific needs that arise in different situations

(see Figure 4.1).

However, field studies, as mentioned earlier, are already dauntingly difficult and

time consuming. Some researchers have approached this problem by integrating ubi-

comp systems into on-site work processes [127, 84, 1]. However, these approaches

do not address evaluation support covering situations in which one is not necessarily
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embedded. Therefore, new tools are needed to aid field study evaluations. One pos-

sible approach is to deploy tools supporting quantitative evaluation that could feed

into qualitative inquiries. For example, logging toolkits could be used to determine

device use patterns while Allanson’s elecrophysiological toolkit [7] and eye tracking

technologies [86] could also help determine how people respond to devices in different

scenarios. With such in-the-field use patterns identified a priori, ethnographers and

developers would be better prepared to adapt their technology to different situations.

4.2 Requirements for participants

For participants, minimizing the burden of experimentation can help with partic-

ipant compliance, adoption, and retention:

4.2.1 Unified client system

A unified client system for gathering multiple types of data (such as self reports,

logged events, and ESM) is one way of increasing consistency and mitigating adoption

and retention issues raised in our interviews.

4.2.2 Leverage existing devices

Our field work confirmed that carrying a new device, even loaded with useful new

features, is burdensome for end users. It is important to leverage existing devices

as much a possible. Communications with end users can piggyback on commonly

available devices such as camera phones and devices that support text messaging.

4.2.3 Multiple, lightweight communication options

Related to this, it is important to provide multiple kinds of support for commu-

nication between participant/device and experimenter. Our diary study observations
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showed the need for ongoing availability of communication and asynchronous com-

munication (e.g., annotation); and both our diary studies and interviews emphasized

the need for communication to be lightweight. Given a focus on participants’ existing

devices, options include: live phone discussions on a participant’s phone (hard to

manage asynchronously but allows rapid communication); text messaging (ideal for

lightweight experimentation with participants who are highly comfortable with text

messaging); or a custom client (requires software installation, is easily customizable

by the experimenter, can include many more types of media and can be optimized

for participant usability).

4.3 Requirements for experimenters

For experimenters, it is important to support different levels of computer experi-

ence, to support multiple types of data and context, and to support monitoring and

notification. Some specific requirements arising from our studies include:

4.3.1 Support qualitative data, quantitative data, and con-

textual data

Experimenters reported valuing both qualitative and quantitative data, including

diary data, ESM data, log data, and sensed context. Integrating support for multiple

types of data can help to increase consistency and usability.

4.3.2 Do not require fully implemented applications

Participants in our observations wanted to test ideas they could not easily imple-

ment. To support experimentation at the early stages of design, as well as to support

experimenters with limited coding experience, it is important not to require complete

applications. One way to facilitate this is to support a Wizard of Oz protocol in

which experimenters can do some of the work normally done by an application.
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4.3.3 Support the full experimental lifecycle

The experimental lifecycle described by our interviewees included experimental

set-up, modifications to an experiment, running an experiment, and analysis and

summarization of data both during and after the experiment was run. A usable

system should support this entire cycle.

4.3.4 Support monitoring and notification

As reported and observed in our field work, experimental data may arrive in

occasional bursts, reflecting the variable nature of day to day life. When a study

takes place over days or weeks, constant attention may be an inefficient, difficult way

to watch for rare or uneven data. Overview displays and notifications can address

this problem. For example, an experimenter might be notified when a user enters a

certain space, or might monitor a display for big changes in amount of activity. These

pieces of information could help an experimenter decide when to take direct action

(e.g., contact the user, go somewhere to make observations, etc.).

4.3.5 Support lengthy, remote studies

Our fieldwork identified a strong preference for remote data gathering, both to

reduce observer effects and to get data of an appropriate quality. Data from studies

that take place over days, weeks, or more may overcome issues such as the novelty

effect and learning. Gathering situated data over time is far more feasible when

experimenters can be remote. Additionally, remote experimentation helps to mitigate

the effects of an observer being present.

4.3.6 Support coevolution over long-term studies

After lengthy deployments, requirements for a system might diverge. It is impor-

tant that experimenters have the flexibility to morph rapidly their designs to match

the needs of different environments.
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Based on these requirements, we created a tool, Momento, supporting situated

experimentation. Our process involved iterative studies with the tool, run by our-

selves and others. After each study, we reflected on the participant and experimenter

experience. The current version of Momento is described in the next chapter, while

studies run during and after the implementation of Momento are described later.

4.4 Related work

Situated experimentation is an area receiving much attention in ubicomp and mo-

bile device research. Laboratory studies can uncover some interface and navigation

flaws [89, 17], especially when the physical configuration of the study embodies some

aspects of a field setting [96]. However, as Zhang et al.’s review of emerging mo-

bile and ubicomp research trends show, the difficulty of matching the realism of rich

mobile contexts in laboratory settings makes field studies paramount because they

can unearth unexpected behaviors and adaptations [180]. For example, Benford et

al. coordinated one of the most extensive field deployments of a ubicomp technol-

ogy, Can You See Me Now?, a mobile game in which participants raced through city

streets to catch virtual avatars that they tracked on mobile devices [15]. The authors

compiled data from a variety of sources, including videos, interaction logs, voice and

text communications between players, and interviews, and found that connectivity

and location tracking irregularities could be co-opted and integrated into the game as

a feature rather than an error. Halloran et al. also showed that long term, situated

design can promote a sense of ownership of the technology amongst stakeholders, en-

couraging adoption [63]. However, Zhang et al. and Davies et al. note that researchers

find it difficult to make use of real devices and to observe and collect data in the field

[180, 40].
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From a tools perspective, many researchers have developed systems that sup-

port the rapid creation of throw-away functional prototypes to be used during it-

erative design (e.g., Table 4.1). These tools often rely on Wizard of Oz so that

fully-implemented applications are not required, support monitoring of events during

evaluations, and allow developers to branch code. For example, Li et al. developed

Topiary, which can be used to prototype location-enhanced applications in which a

wizard typically shadows a participant and enters location information as the partic-

ipant moves around [107]. Dow et al.’s DART extends Macromedia Director to allow

designers to Wizard of Oz augmented reality applications. It provides multimedia

support for video, tracking, and sensor data [46]. Klemmer et al.’s d.Tools explic-

itly integrates support for evaluation into their prototyping platform by showing the

design of a task and the user data derived from completing that task together in

one interface [102]. Chang and Davis developed Active capture to allow designers

to prototype systems that direct human action [30]. Klemmer et al.’s SUEDE tool

allows designers to prototype prompt/response speech interfaces [102]. Sinha and

Landay developed Crossweaver to support rapid development of multimodal applica-

tions [165].

Several researchers have developed systems designed to gather or visualize qual-

itative, quantitative, and contextual data to support lengthy, remote studies via a

lightweight communication infrastructure. Intel Research developed an early experi-

ence sampling tool, iESP, that ran on mobile platforms but was not networked [81].

Intille et al. developed applications to support context-based, or event-contingent,

experience sampling [85]. This system runs on PDAs and can be used to support re-

mote needfinding studies. Froelich et al. built the Me (My Experience) tool to gather

a wide range of experience sampling data [53]. Their system runs on a Windows

mobile platform. Morrison et al. implemented Replayer, a system that consolidates

a variety of streams of quantitative and qualitative information into one interface to

support mobile application evaluation [129]. Van House’s InterviewViz is a desktop

tool to support photo elicitation interviews [173]. Hulkko et al. ran a diary study us-

ing Mobile Probes, a personal publishing system that automatically converts mobile

media messages to feeds that can be viewed by feed readers or browsers [78]. In the

study they ran using the tool, the experimenters found that the ability to monitor
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participant captures as they occurred was critical. Also, they reported high rates of

media capture, but the experimenters noted that the participants were experienced

mobile phone users. Finally, Fleck et al.’s Rememberer tool allowed museum visitors

to capture photos and other data about their visit at a particular exhibit by simply

waving a card over a reader [51].

A handful of other projects have taken our approach of using mobile phones to

enable realistic studies (e.g., [71, 34, 8, 62, 80]). For example, Okabe et al. ran a

diary study using mobile phones utilizing blogging software [135]. Specifically, the

experimenters gave participants phones with a preinstalled application that submitted

photos and GPS location data to a web blog. Experimenters were then able to use

captured information during elicitation interviews. Also, Intille et al. designed a

system for photo-based ESM, but it relies upon an infrastructure that would be

difficult to implement in everyday field settings and involves context-aware capture

rather than participant capture [83].

Recent work has suggested guidelines for tools that support experimentation. For

example, in an analysis of several field evaluations of ubicomp applications, Crabtree

et al. elaborated the need for tools that support side-by-side reviews of video and log

data; mechanisms to support user captured video; synchronization between record-

ings; a timeline-based visualization interface for rapid review of different data sources

at different times; and better support for annotation [37, 15].

4.5 Summary

While many of the systems we reviewed meet some of the requirements for ubicomp

experimentation, none provide integrated, usable support for experimentation. In

the next chapter, we introduce Momento, which integrates multiple experimental

methods, and includes a collection of novel features ranging from privacy sensitive

review to live monitoring and feedback that were motivated by our user-centered,

iterative approach.
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Chapter 5

Momento architecture

Based on the implications we derived for supporting needfinding and prototyp-

ing tools, we developed Momento, a set of software tools that support early-stage

evaluation and prototyping for ubiquitous computing applications.1

Momento consists of a set of configurable tools that can be used without writing

source code. As shown in Fig. 5.2, the most important components of Momento are

the clients (C) used primarily by participants to send messages and make requests

(clients include fixed applications and mobile devices running either standard mobile

multimedia applications or a specialized mobile application we built); the desktop

platform used by experimenters to configure and monitor experiments (D); and the

server (S), which supports multiple experiments, handles communication between

clients and the desktop for each experiment, and provides data backup and remote

access facilities.

All communication in Momento is sent as text or multimedia messages. Messages

are sent to and from the server and mobile devices or fixed applications using HTTP or

SMS/MMS (text or multimedia messaging). Momento communicates with networked

applications using the Context Toolkit (CTK) [43]: messages are sent to applications

using the CTK event system and are sent back to Momento using the CTK services

system.

1This chapter is based on [28].

78



(a) (b)

Figure 5.1. (a) Part of an overview display for use by remote experimenters while
a study is running. This display is especially valuable during lengthy studies with
sparse data. (b) Part of a detailed view of a message.

5.1 Clients

Participants, not experimenters, are the primary users of clients. The most basic

client facilitates data gathering, such as requesting a photo or implicitly logging sensed

context. It is also possible to simulate an interactive application through the mobile

client. Mobile experimenters can also use clients to report context information from

the field or to interact with participants while mobile.

Data gathering The main purpose of Momento is to help support situated exper-

imental data gathering. An important part of this is qualitative reports from

users. In addition to raw SMS/MMS, Momento includes an easily configurable

mobile client that can be installed on most mobile devices. This client can dis-

play an information request to a user, who can then respond by taking a photo

(if supported by the device), recording audio, entering text, or sketching using

a stylus.

Context Both the mobile client and fixed applications can report on context data.

The mobile client supports logging of location, nearby people and audio.
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Figure 5.2. System architecture. The desktop platform (D) and server (S) communi-
cate with clients (C) via SMS/MMS, HTTP, or the Context Toolkit. Study data is
stored for later analysis or retrieval via the web.

Simulating applications In addition to information requests, arbitrary messages

may be sent to clients independently or in response to user input. This can be

used to simulate an interactive application. By default, the Momento mobile

client displays incoming messages to the participant (more sophisticated behav-

ior must be hand-coded, as must any behavior by fixed applications). Also, the

client may be configured to display one or more buttons that a user can select.

Depending on its configuration, a button may send locally cached data to the

desktop platform or may request media from the user and send it (e.g., ask the

user to enter text or take a photo).

Mobile experimenters Although we support experimental protocols that do not

require an experimenter to be mobile, there are still occasions when mobility is

desirable. For example, a mobile experimenter might wish to observe partici-

pants or to record data that is hard to sense. Mobile experimenters in Momento

can use the mobile client to report data or to view live data recorded by par-

ticipants. In particular, messages can be forwarded to a mobile experimenter

who can optionally respond to participants via Momento. Finally, Momento
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can notify an experimenter when a participant is in a certain context (e.g., in

a certain location with a group of people). The experimenter may wish to act

on this information, for example by making additional observations in person.

The supported version of the Momento Mobile client is implemented in C#.

The mobile client can receive messages via SMS/MMS from the server and can

send messages back using either SMS/MMS or HTTP over a network connection,

if one is available. The client expects to receive messages of the following format:

header|participantId|study|eventNumber|text[,buttonName,buttonName...].

The header string is a flag for messages coming from Momento and is discarded.

If no button names are sent, the client replaces the description field text with the

‘text’ string. However, if any number of button names follow the text, then the client

assumes that this message is a question description. In this case, the client creates a

new form using the ‘text’ string as the question text and displaying the appropriate

buttons (‘buttonName’ should correspond to a name field in a button description in

the mobile configuration file). In this case, when a question is answered the client

reverts back to the main screen and the description text is unchanged.

In this way, clients on mobile devices can leverage the fastest network connection

available to them (e.g., 802.11, GPRS, TCP/IP over Bluetooth, etc. ) to send mes-

sages to the server, which will pass them on to the experimenter’s desktop platform.

The mobile client is configured using a simple text file. Listing 5.1 shows the

basic structure of the configuration file. The experimenter specifies: 1) A description

of the study that can be any string and appears once in the file; 2) An identification

of the participant that should match the participant identification in the desktop

platform and appears once in the file; 3) An IP address for the server that appears

once in the file; 4) Up to four different data types (audio, Bluetooth, photo, or gps)

to be continuously buffered as well as a one of four buffer lengths for each data type;

5) Any number of button definitions, where a button definition includes the name of

the button, an optional color value for the button, the text label for the button, a

switch indicating that captured photos can be annotated (default is no annotation),

switches indicating that manual photo, audio, and text capture should occur when

the button is pressed (default is no manual capture), a switch indicating that a buffer
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Listing 5.1. The structure of the client configuration file

# 1 Desc r ip t i on o f study (Any s t r i n g )

de s c r i p t i on , Scribe4Me study

# 2 Par t i c i pan t ID

id , 123456789

# 3 Server l o c a t i o n ( IP )

se rverLocat ion , 2 3 6 . 3 4 5 . 2 . 1

# 4 Continuously bu f f e r ed data types

# (name , bu f f e r l ength in secs , and automatic uploading )

# buf ferAudio | buf f e rBt | buf ferGps [ 3 0 | 6 0 | . . . ] [ t rue | f a l s e ]

buf ferAudio , 30 , f a l s e

# 5 Button d e f i n i t i o n s :

# button name=name , l a b e l=labe lText ,

# [ c o l o r=co l o r ] , [ d e f au l tS c r e en ] ,

# [ manualPhoto |manualVideo=s e c s |manualAudio=s e c s |manualComment |

# sendAudioBuffer | sendBtBuffer | sendGpsBuffer | annotatePhoto ]

button , name=what , l a b e l=what happened ? , de fau l tSc reen ,

sendAudioBuffer , manualPhoto

with the appropriate data type should be sent when the button is clicked (default is

not to send any buffered data), and a switch turning off photo repositioning when

annotating.

Listing 5.1 corresponds exactly to the Scribe4Me application (Fig. 2.1) [120]. Au-

dio is stored in a 30-second buffer, and the interface contains a single button (labeled

“what happened?”). When the participant presses the button, the application asks

that a photo be taken and then transmits the photo and current audio buffer to the

experimenter’s desktop platform.
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5.2 Desktop Platform

The desktop platform is the main interface used by experimenters. It supports

many of the activities of the experimental lifecycle. Experimenters can use it to

manage the specification of the devices, participants, groups, locations, and rules as-

sociated with the experiment. While the experiment is running, experimenters can see

an overview of communications with the participants that supports peripheral moni-

toring, manage communications by sending messages and viewing incoming messages,

and receive notifications about actions that are needed. The desktop platform sends

text and media messages to mobile devices with the server’s help, and communicates

with other client applications via the Context Toolkit. All incoming and outgoing

messages are stored locally by the desktop platform. Experimenters may upload this

data to the server at will. Here we discuss each of the activities that is supported.

Specification of the experiment Specification, which typically takes place dur-

ing or just after the planning phases of an experiment, includes the devices,

participants, groups (of participants), locations, and rules.

Participants and groups Participants are uniquely defined by their client ID

(typically a mobile phone number). Other information about participants

can be included, such as: their email address, a designated place, capabil-

ities of the mobile device (whether or not it has MMS and whether or not

it has the mobile client installed), notes, and a calendar schedule (see Ap-

pendix A for details). Experimenters can create groups of participants for

use when rules or messages should apply to more than one person. Exper-

imenters can create any number of groups and can add a single participant

to any number of groups.

Locations Momento supports both discrete semantic locations (e.g., within

discovery range of a Bluetooth beacon) as well as geographically defined

locations (within a bounding box specified by two GPS coordinates). GPS

coordinates are sensed via a Bluetooth connection to an external device.

Rules Experimenters can pre-configure outgoing messages using Momento’s

rule system. The rules system can be used to automate simple, frequent
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actions and to configure ESM and event-contingent ESM studies. Mo-

mento evaluates rules in a continuous loop on a separate thread. When

configuring a rule, experimenters define rule conditions (what fires this

rule?) as well as rule actions (what to send and to whom). Rule con-

ditions include participant location, proximity, incoming message pattern

matching, as well as time-of-day. Rule actions include sending files or text.

Note that when a folder is specified, Momento randomly selects a file from

that folder. Also, Momento supports some special macros in the message

text when responding to an incoming message: %%PARTICIPANT will

be automatically replaced with the participant’s name, %%LOCATION

the participant’s location, and %%PROXIMATE the other participants

near this participant. These conditions and actions can be combined using

simple booleans. Rules generally take the form: if [conditional and/or

conditional] then send [content] to [recipient(s)] (see Table 5.1). So, for

example an experimenter could configure rules that 1) check to see if par-

ticipant Alice is in her office at noon and every half-hour thereafter, and if

so, sends her an image file (see Figure A.3 in Appendix A); 2) sends a mes-

sage to group “wizards” whenever a message from participant Bob arrives;

3) sends Alice a list of the people near her whenever she sends Momento a

message that matches the regular expression (W||w)here am (I|i)?; etc.

Overview and management of communications The desktop platform’s

overview mode, shown in Fig. 5.1 (left), displays recent messages sent to

and from all participants. The timeline, built using Prefuse [66], associates

one horizontal line with each participant. Red triangles, or photos (if part of

the message), represent incoming messages, while blue stars represent outgoing

messages. A vertical red line indicates the current time. Blue stars shown past

this line indicate future messages scheduled using the rule system. Clicking on

any of the message icons opens a message information panel showing message

details and any associated media (see Fig. 5.1, right).

Notifications Notifications are provided automatically when messages arrive to help

experimenters monitor incoming messages. Notifications can allow an experi-

menter to multitask and can reduce the impact of experimenter fatigue. They
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if [ cond and/or cond ... ]

o/g near/!near location
o/g arrives/leaves location
o/g stays in location (min time)
msg arrives
msg has attachment
msg matches regular expression
time of day (repeat time)

then send [content]

file (random|specific)
[o’s name]
[o’s location]
[o’s proximate people]
[incoming message]
arbitrary text
web page

to [recipient(s)]

any person
any group

Table 5.1. Rules. o = originator of the message; g = group. In the conditional,
g is matched if anyone in the group is the originator. Momento evaluates rules
continuously (on a separate thread).

are especially helpful when data are sparse. Notifications are visual and audi-

tory.

5.3 Server

The Momento server has three functions: it acts as the gateway between the desk-

top platform and the cellular network, (allowing the desktop platform to run on any

networked machine); it manages study data; and it provides password protected web

access to captured media. Experimenters can configure a server using an Adminis-

tration program 1) to create a Momento archive on a machine; 2) to create users and

studies, and 3) to associate users and studies.

Gateway The server interfaces can communicate video, images, audio, or text-

based data to and from email addresses, default messaging applications on mo-

bile phones, or the Momento mobile client. The server automatically compresses

media, and sends messages to phones via a GPRS-enabled modem. When send-

ing messages to mobile clients (rather than email addresses), the server relies on

an SMS/MMS gateway to communicate with a cellular modem. Currently, the

server is configured to support standard installations of the NowSMS Gateway

(http://www.nowsms.com/). NowSMS supports a variety of cellular modems.

Study management The server stores all data associated with each study. All
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data are stored in a folder with the same name as the study. Experimenters

can use the desktop platform to upload data to and download data from the

server by specifying server information, a study name, and a user name and

password associated with the study (the association would be specified using

the Administration program specified above). Note that the server is capable of

storing any file type, including images, audio, and video files sent to and from

the desktop platform.

Web host Web access is hosted by the server but can be controlled with the desktop

platform (see Appendix A for web host configuration information). Data for

each participant is provided separately, and a per-participant password (pro-

vided by the experimenter) is required for access. The web interface is imple-

mented using PHP (see Figure 5.3).

5.4 Example

As an example, consider a study we recently ran of the Scribe4Me system (shown

in Fig. 2.1), which allows people who are deaf to request a transcription of recent

audio. The goals of our experiment were to learn when and whether such functionality

would be valuable to people with a range of hearing impairments. For this reason,

our experimenters wanted a photo showing additional context relevant to each audio

request. Also, they used a diary protocol to ask participants to answer a fairly lengthy

series of questions about each transcription request. This was done at the end of each

day. Although our study ran with an earlier version of Momento, here we describe

how it would be done with the current version.

Because of Momento’s ability to capture live context, including audio, and trans-

mit it to experimenters, Scribe4Me requires no implementation, only configuration.

In general, we have found this to be true of many studies that involve an application

that can be defined simply by transferring information and media between partici-

pants and a human experimenter. The participant device is configured to buffer 30

seconds of live audio at all times. Additionally, a button, labeled “what happened”

is added that transmits that buffer to experimenters when pressed. This button also
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Figure 5.3. The web host login, capture list, and individual capture access screens.
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causes a pop-up window to appear, asking participants to take a photo illustrating

the reason for the request.

To run this experiment with Momento, only 4 actions are needed. First, the exper-

imenter downloads and installs the mobile client on each participant’s mobile device.

This is a standard mobile device application installation process and involves moving

the Momento client archive file to the device (via Bluetooth, serial port connection,

docking station, etc.). Once the file is on the device, the experimenter only needs to

double-click on the archive file to install the application.

Second, the experimenter modifies a total of five lines of the configuration file (as

shown in Listing 5.1) to indicate the phone number of the Momento server and the

participant’s unique ID, to display information about the experiment to the user, to

buffer audio, and to add an action button to the mobile client.

Third, the experimenter configures the desktop platform, specifying the IP of the

server, the study name and associated user name and password (see Figure A.1 in

settingsConfig) and the phone number and ID of each participant (see Figure A.2 in

Appendix A).

Fourth, the experimenter can optionally specify details about what context should

be gathered (by editing the mobile client’s configuration file) or add rules to the desk-

top platform describing when communications should take place automatically (the

rules panel is shown in Figure A.3 in Appendix A). For example, the experimenter

could change the configuration file to indicate that Bluetooth data be gathered auto-

matically, or that the desktop platform should send a message to participants every

hour. The experimenter may also add information about a mobile experimenter to

the desktop platform’s configuration. The experimenter must also add a rule for each

type of data that mobile experimenters should see and respond to, and a rule that

transmits any incoming information from mobile experimenters to the participant as

needed.

Once configuration is complete and the desktop platform is running, event flow

would look something like the following. Note that all communications from the

participant to the experimenter go through the mobile client, to the server, to the
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desktop platform and all communications from the experimenter to the participant

do the reverse, unless otherwise specified.

1. Scribe4Me participant presses “what happened”; sends audio and photo to ex-

perimenter.

2. Experimenter sees data and enters transcription, which is sent to the partici-

pant.

3. At the end of the day, the participant reviews all of her requests using a web

interface provided by the server, and fills out a form answering a series of ques-

tions that are then sent to the experimenter.

4. Optionally, an experimenter could also send a short-answer ESM request to the

participant immediately after completing a transcription or at random times

during the day. The participant’s response would be shown immediately to the

experimenter.

5.5 Summary

We developed Momento to meet the requirements we derived for supporting

needfinding and prototyping tools. In the next chapter, we explore how Momento

can be used.
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Chapter 6

Momento validation

In this chapter we provide more detailed examples of how Momento can be used:

Experience sampling, diary studies, and Wizard of Oz prototyping. We also describe

experiments run using Momento.1

6.1 Uses

6.1.1 Experience sampling

ESM studies intended to reach large numbers of SMS-savvy users can be run

with no installation of the mobile platform. In this case, periodic queries can be

configured using the rule system of the desktop client. Queries are delivered and

responses (including text and/or photos) are gathered using text or media messaging.

When the mobile platform is installed on participant phones, queries can be context

sensitive (for example, triggered by a change in location).

1This chapter is based on [28].
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6.1.2 Diary studies

Researchers conducting diary studies usually give participants a high-level query,

such as “chronicle important events in your life that have to do with your family,”

Participants are then responsible for recognizing and chronicling events relevant to the

query. Diary studies are a good way to gain insight into the attitudes and beliefs of

participants, but, because of their open-ended nature, require a degree of monitoring

by researchers. Again, they can be used either to gather requirements or to understand

the use of a deployed application.

As with experience sampling, researchers can run diary studies without requir-

ing any installations on participant phones. Since in diary studies participants are

responsible for detecting important events, researchers do not schedule queries, but

participants can send captured data via media messaging.

When the mobile environment is installed, Momento can supply some reminder

and feedback information to participants. Earlier investigations of diary studies re-

vealed that it is important for participants to be reminded of the types of events they

are to capture [156]. To this end, Momento displays a persistent description of the

types of events that participants are to capture.

Momento is ideally suited to support the diary study pipeline described in Section

3.3. Experimenters can monitor participant captures and annotations and provide

feedback if necessary. All incoming events are logged, allowing researchers to review

them at any time. Also, when participant responses lack detail or become less fre-

quent, researchers can send feedback or requests for additional information directly

to participants’ mobile interface using the desktop platform. Finally, the web history

supported by the server, as well as the navigation options in the desktop platform,

can be used to facilitate elicitation interviews after a few days of diary data have been

collected.

6.1.3 Rapid Prototyping of applications

Our Scribe4Me scenario described a simple Wizard of Oz application implemented

using Momento. Momento has integrated support for Wizard of Oz prototyping,

91



including tools to visualize and notify the wizard about incoming events. The wizard

can pre-configure responses to participants or enter them interactively. Rules can also

be configured to support simple data retrieval applications.

Alternatively, more complex prototypes may require coding. Momento is designed

to support this in two ways. First, it is integrated into the Context Toolkit. Anything

that Momento can sense or that users report to Momento can be sent to applications

using the Context Toolkit. Second, mobile developers can use mobile prototyping

environments (such as Mobile Processing TM(http://mobile.processing.org)) to

create more complex mobile clients that communicate with the desktop client via

SMS/MMS or an HTTP connection. The advantage of integrating these clients with

Momento is the ability to depend in part on a wizard, and all of the features of

Momento which support logging and evaluation.

In general, Momento best supports prototypes that have some mobile component,

either in the prototype itself or used by the wizards to support the prototype. Alone,

Momento is capable of only supporting the most rudimentary capture and access,

mobile-based applications. Coupled with context-aware applications or data visual-

ization interfaces, though, Momento can play a role in wide variety of prototypes by

providing a clearinghouse for automatically- and manually-sensed data.

6.2 Other uses for Momento

Momento could also support probe based studies [146, 79, 67]. Text and or images

inspiring thoughtful, situated responses could be sent to participants at opportune

times. The Momento client could also be configured to support capturing information

for such studies.

Momento can be used to “fake” sensing capabilities by asking human participants

to act as sensors when information is difficult to sense or sensors are hard to deploy.

This has been done successfully in the past for simulating location information [16],

and we used this technique to scaffold the AwarenessBoard application (our study

of that application is described later in the document). This capability might also
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be used to reduce ambiguity in sensed information. For example, a Context Toolkit

sensor could send an event to Momento to have a human resolve ambiguous data.

Finally, Momento can be used to notify experimenters about critical events. For

example, a rule could specify that a message be sent to an experimenter’s mobile

device each time someone interacts with a public display. Rather than having to

spend all day watching the public display, the experimenter could simply walk over

to it when receiving that notification, and take notes or ask the user to answer some

questions.

6.2.1 Summary

Momento supports situated ubicomp experimentation by managing, recording,

and automating different types of data flow between participants, experimenters, and

applications. Momento was developed in an iterative, user centered fashion. Our

validation was conducted as part of that iterative design process. We deployed our

system internally and with external experimenters as we developed it. Each time, we

interviewed experimenters and end users, and analyzed the data that experimenters

gathered. Our focus was on understanding and improving both the end user experi-

ence and the experimenter experience.

6.3 Experiments

Table 6.1 shows an overview of the five experiments run using Momento. The

experiments included: a pilot; a public awareness display (AwarenessBoard); the

Scribe4Me system; a diary study of young adults’ approaches to informal learning

(InformalLearning); and a mobile sketch-based learning application for children (Pho-

toSketch). These experiments demonstrate Momento’s ability to support a variety

of methods, data collection techniques, and a range of study lengths. The pilot and

AwarenessBoard studies were run with an early version of Momento, while Scribe4Me

was run about five months later with an intermediate version, and the other two were

run when Momento was nearly in its current state. We iterated after each one.
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Pilot field study 4 1 4

AwarenessBoard    field study 14 51 3  y  y  y  y  y  y  y  y 

Scribe4Me         field study 6 7-15 2  y  y  y  y  y  y 

Informal learning    diary 12 7 4  y  y  y  y  y

PhotoSketch    workshop 24 1 7  y  y 

Table 6.1. How experimenters used Momento in five different experiments, includ-
ing whether or not the experiments involved Wizard of Oz, feedback or questions
sent by experimenters to participants, use of the desktop to review captures with
participants after the experiment, external applications, distributed or mobile ex-
perimenters, monitoring of the desktop during the experiment, the mobile client, or
rules.

The experiments spanned a range of methods and experimenter conditions. The

pilot, AwarenessBoard, and Scribe4Me studies were deployed as field studies lasting

days to months, while PhotoSketch was deployed during 1-day workshops and the

InformalLearning study was a week-long diary study. Scribe4Me depended heavily

on synchronous exchanges between experimenters and participants, while Awareness-

Board and the InformalLearning study required only minimal exchange and Pho-

toSketch required none. Furthermore, experimenters in all experiments monitored

captured events in real-time, but those who ran the PhotoSketch and InformalLearn-

ing experiments also used Momento for post hoc review with participants. Finally,

in the AwarenessBoard experiment, Momento communicated directly with not only

participants but also other applications.

In this section, we describe our experiments in detail. Our goal is to illustrate

that we were successful in providing a usable experience to both end users and exper-

imenters, and to illustrate the range of uses for Momento. For each experiment, we

first provide a brief description of the experimenters’ goals and describe the set up for

the experiment. We then describe what we learned about both the participant and

experimenter experience and how this led us to iterate on the design of Momento.
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Figure 6.1. A wizard monitoring Momento while focusing on another task.

6.3.1 Pilot study

We ran a pilot study to evaluate the user interface and give us insights into

how Momento affects both the experimenter and participant experience. We asked

experimenters to run a Wizard of Oz study focusing on two types of information:

location and traffic conditions. We provided the wizards with participants and a pre-

defined protocol for the study. Wizards were instructed to use Momento to query

participants about their location via ESM. Each participant was told to query the

wizard for location data about other participants (e.g., “Where is Steve?” or “Who

is in the lab?”, etc.) or traffic information (e.g., “How is the traffic on the bridge?”).

Because this was the first time we observed this technique in use we also wanted

to give participants and wizards a chance to brainstorm actively about other possible

uses for the system. To encourage this open-ended use, we instructed wizards that

they could come up with other experience sampling questions and participants that

they could query the system for any information they need throughout the day.

Setup

To run the study, we recruited total of four experimenters with at least an upper-

level undergraduate understanding of user studies. For one working day, two of the

subjects played the role of participants, while two switched off between being par-
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ticipants and wizards. Momento is designed to be used as much as possible in the

context of other work. Thus, wizards were asked to use Momento from their personal

desktop machines (Figure 6.1). The job of wizard was traded off during the study,

with each wizard’s turn lasting at most 2 hours, followed by a break of 1 to 2 hours.

We followed up with open-ended interviews with each experimenter.

Participant/experimenter experience

We found that the system was intuitive to use and were inspired by the range

of uses for the system in the open-ended section of the study. Overall, during the

one day study, wizards generated 55 messages and participants sent 58 messages.

However, only a small number of those were related to the main questions of the

study. There were four traffic requests from participants and four responses to those

requests. Also, there were five location requests and five responses to those requests

and total of seven questions generated querying participants’ location (five scheduled

events and two automated events).

The rest of the messages were related to uses of the system that wizards innovated.

For example, one wizard setup questions that participants could respond to with

scalar results. One of these questions was related to an event that occurred during

the course of the study:

Is the current [lab] tour distracting your work? Please reply on a scale of
1 for not distracting, 5 for impossible to work

Other questions were more general, such as:

How busy are you right now? 1 not busy at all, 5 is really busy.

Also, wizards used the system to compensate for their sometimes not being able to

gather information as rapidly as an interactive system might. For example, the wizard

used the automatic reply feature in Momento to respond with the following text

whenever a participant sent a request with text that matched the regular expression

“.*traffic.*”:

I’ll check the traffic for you as soon as I can and get back to you
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Figure 6.2. A brainstorm map created by an experimenter in the pilot study using
MindMapper R©software.
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There were also more playful uses of the system. For example, one wizard config-

ured the following two messages: one a question and one a response if a participant

sent the correct answer.

What is the airspeed of swallow?

African, I mean American, aaahhhhhhh.

One wizard extended the idea of prototyping games using Momento and created

a short text adventure game during the study. The first message the wizard sent was:

You’re in a forest. There is a trail to the N and a cabin to the W. Which
way would you like to go? N/W

The wizard then set up two automated messages that would fire based on partici-

pant responses. If a participant sent back a string that matched the regular expression

“W.*”, Momento responded with:

You open the cabin but there was a troll and he squashed you with his
fist. Game over. Bad luck

If a participant sent back a string that matched the regular expression “N.*”,

Momento responded with:

You followed the trail and there was a big pot of gold and a beautiful
maiden. Congratulations, you win!

Interviews with experimenters revealed a high-level of interest in the system. Dur-

ing one interview, an experimenter brainstormed potential uses for the system using

brainstorming-support software he uses on a daily basis (Figure 6.2). Experimenters

reported that using Momento was not too distracting and “felt like e-mail or instant

messaging.” One experimenter suggested modeling the interface after instant messag-

ing, adding clickable “faces” for each participant. Also, there were a set of features

that experimenters thought should be added to the interface. The most pressing

need reported was a means of visually linking questions and answers. At the time,
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the timeline visualization showed generated and received messages but did not indi-

cate the relationship between messages (e.g., whether a message was a response to a

previous message, or which message it was a response to). A similar issue was that

experimenters wanted to schedule a message to repeat only if a question had not been

answered. Also, experimenters wanted the ability to create groups of participants.

While Momento supports sending a message to all participants, experimenters wanted

to send messages only to subsets of participants. Experimenters also thought there

should be a “Send now” button on generated messages. Finally, experimenters some-

times had difficulty selecting overlapping message icons in the timeline visualization.

Implications for design

Based on feedback from this study, we made several changes to Momento, includ-

ing:

• Added a notion of places and groups to the desktop platform to support social-

mobile applications.

• Expanded the rule system from AND-only to AND/OR. This allows more so-

phisticated sampling and prototyping without sacrificing much simplicity.

• Began development of a J2ME mobile client to expand range of supported

applications that can make use of data streams not available via standard media

messaging, such as Bluetooth.

• Added table view of rule and action events. Before, these items were difficult

to locate in the interface – small items on the timeline display.

• Augmented the desktop platform logging system to include all experimenter and

participant events. The pilot made clear that a complete log of events would

be critical for any field study.

• Rewrote the timeline display using Prefuse [66]. The timeline display visualizes

all messages sent and received by the desktop platform. Prefuse made it easier to

show relationships between events (this message was a response to that question)

and swap representations of messages (e.g., a message could be represented as

a photo or a shape).
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Overall, while this study was small and made use of only a subset of Momento’s

capabilities (e.g., we did not use MMS), the interface seems to fill a need for mo-

bile application developers. Our experiment showed that the system works well for

standard applications, such as traffic and location information, but also that there is

a potentially large set of additional applications that could lend themselves to pro-

totyping using Momento, especially with the above additions. The success of the

open-ended section of our study also suggests that it may be valuable for developers

to take advantage of “active brainstorming” using Momento to generate ideas for

applications.

6.3.2 Early study of AwarenessBoard

We used Momento to help implement an early prototype of a public display, the

AwarenessBoard (shown in Fig. 2.2), intended to convey a history of the availability

and location of participating faculty members in our department. The Awareness-

Board study was one of the earliest and most extensive studies run with Momento,

and it contributed greatly to our understanding of the usability issues facing both

participants and experimenters. It depended on almost all of Momento’s features.

The study lasted for two months and involved fourteen participants (including 12

faculty and two students). We were the primary experimenters, although we were

collaborating with two social scientists who had designed an application to help test

sociability and awareness in a distributed academic department.

Setup

The public display was designed to show faculty members’ location availability,

which was provided by Momento using the Context Toolkit. The mobile client was

customized to show the same information. Sensing of location and availability was

done using Bluetooth beacons in Momento. Availability was “sensed” using a simple

heuristic that leveraged location information: If in a public place or alone in his or her

office, a faculty member was available. If others were present, a faculty member was

assumed to be in a meeting. Changes in sensed availability triggered SMS messages to
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faculty checking whether the estimation was correct. Faculty could optionally provide

a calendar indicating times they did not wish to receive such interruptions. Experi-

menters monitored the desktop platform to ensure faculty were answering questions

in a reasonable amount of time. The availability heuristic and location sensing were

implemented using Momento’s rules system.

In total, we recruited twelve faculty participants to use the public display and

answer questions using the mobile client. Faculty were each given mobile phones so

they could respond to SMS messages confirming estimations of availability. There was

too much variability in the technology they already carried to piggyback on existing

devices. We also recruited two students who tested an SMS interface to the public

display. These participants could send a message to Momento requesting the current

availability of a faculty member. Responses to these requests were handled by a

wizard monitoring the Momento desktop platform.

We ran pilots of the system for three weeks and ran the study over the course of

two months. We iterated and improved both the public display and the client based

on participant feedback over the course of the study, and made significant adjustments

to the public display after the pilots and again during a holiday break six weeks into

the main study.

Participant experience

Our participants were biased towards a population that rarely if ever use phone-

based applications or SMS/MMS, and this led to some difficulties with the mobile

client. Additionally, the unfamiliarity of the particular phone we gave to participants

led to complaints that the phone was “big and bulky” or “stopped working” (the

operating system on the phone we used notified users of irrelevant information and

used modal dialogs to demand confirmations). As a result, users did not always keep

the phone nearby.

For these reasons, it was difficult to derive useful feedback for iterating the mobile

client’s interface. Primarily, this experience encouraged us to focus on improving

our mobile client to better piggyback on mobile devices that individual users already

carry.
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Experimenter experience

Regarding setup, implementation of the application being tested (shown in

Fig. 2.2) was time consuming. However, linking it to the Momento infrastructure

was straightforward. A bigger difficulty arose when setting up security for the Java-

based mobile client during mobile device installation (please see Appendix C for more

information). To address this, we began working on a C# mobile client.

The day-to-day effort of running this field study varied. We found that experi-

menters controlling the mobile interface to the public display were able to monitor

and respond to incoming questions with only minimal distractions from their other

work.

Also, experimenters wanted to observe participants using the public display with-

out necessarily always having to be present. To support this, they suggested hav-

ing Momento automatically generate messages that would be sent to experimenters’

mobile devices whenever it was detected that a participant was using the display.

Experimenters also wanted to be able to send messages to participants once they had

been in a particular place for a certain amount of time. We added these features

partway through the experiment.

Implications for design

This study contributed significant information that fed into Momento’s iterative

design. Because this study involved many different experimenters working from dif-

ferent locations, we had to increase the sophistication of the server-desktop platform

networking. Initially, Momento handed-off messages from the server to the desktop

platform through a networked folder, which required the desktop to be on the same

network as the server.

Part way through the study, we added support for experimenters to walk through

the hallways checking for participant availability and sending updates to Momento

via mobile phones. This and other unanticipated models for participation by remote

and mobile experimenters led us to expand Momento’s sender-recipient model (who

could send messages to whom) and to enhance the rule system to support time-based
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triggers and triggers from external applications connected via the Context Toolkit.

With this change, experimenters were able to tie events triggered by external appli-

cations to messages sent to mobile experimenters. Finally, we modified networking

between the server and mobile client to leverage HTTP. By supporting HTTP upload-

ing, we could avoid slow media messaging communication when other data carriers

(e.g., 802.11b) were available.

6.3.3 Field-based study of Scribe4Me

Scribe4Me, the example application described previously, was tested in a field set-

ting using an early version of Momento. This deployment depended heavily on one

experimenter monitoring the desktop interface, and included mobile devices running

the Momento client. This two-week study involved six participants and was primarily

conducted by a separate experimenter. However, that person was local to our insti-

tution, and we worked closely with her to provide ongoing support (to the point that

we co-authored a paper on the results of the study [120]). Our goals in this study

were to demonstrate how Momento could support a lengthy field study of a mobile

prototype that depended heavily on experimenter support. The results of this study

were used to help support the iterative design of Momento.

Setup

Experimenters used Momento to evaluate the Scribe4Me prototype described ear-

lier and shown in Figure 2.1. The transcription service (provided by an experimenter)

was available between 9am and 6pm. Participants were prompted to manually cap-

ture a photo of their surroundings each time they pressed the button (the photo

provided helpful information for participant diaries written at the end of each day).

Participants were given new devices running the Momento mobile client. They

were also asked to answer daily diaries. Because the web interface was not yet func-

tioning when this study was run, an email was constructed by the experimenter each

night showing a summary of participant requests, and sent to each participant along

with a series of questions to be answered.
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Participant experience

Participants were familiar with mobile devices – they used them on a regular basis

and sent multiple messages a week – and they were able to use the Momento mobile

client as it was configured for this study. The interface provided the core features

users needed for the prototype: a simple method to submit requests (a single button)

and a method of receiving transcriptions that was easy to access (text messages). The

system worked well, and as a result users were enthusiastic about the prototype and

used it in many experimental contexts, giving researchers valuable feedback about

Scribe4Me.

There were two technical issues with the Momento interface raised by all par-

ticipants: the delay (3-5 minutes) between requesting and receiving a transcription

resulting from sending media messages across different operator networks, and the

less-than-perfect quality of audio recorded (resulting in less complete and accurate

transcriptions than a present observer could make). For three participants, the delay

limited the scenarios in which they found the prototype useful, since they wanted a

real-time aid for communicating with others. However, three users found the proto-

type to be valuable in a number of situations even with the delay, “It is a great idea.

There are things that I’m curious about on a day to day basis. I don’t mind waiting

for the transcription.” Momento now has support for leveraging WiFi networks when

available, which reduces the delay to about 1 minute (listening and transcription

time).

Also, because transcriptions were sometimes split into multiple text message due

to the GSM network limit, users found longer transcriptions difficult to parse. The

most recent versions of Momento address this issue by sending text directly to the

mobile client using other protocols (e.g., HTTP).

User requests were variable (see Figure 6.3). However, five participants used the

application more-or-less continuously throughout the first week of the study, and two

participants used the application for two weeks.
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Figure 6.3. Total requests per day per user in the Scribe4Me study.

Experimenter experience

To reiterate, this study involved only one primary experimenter. The experi-

menter generally found it straightforward to configure Momento for this evaluation.

The experimenter using the desktop platform had few problems reviewing and re-

sponding to participant requests. However, the experimenters did find it difficult to

send responses to participant messages on the desktop platform. This process re-

quired multiple clicks and reselection of the participant to whom the message would

be sent. Furthermore, experimenters complained that a modal dialog indicating that

a message had arrived interfered with other work.

Also, delays in the cellular network made it untenable to rely on mobile experi-

menters for transcriptions. As a result, a single experimenter monitored the desktop

platform 6am-9pm for the duration of the study. When analyzing the results of the

study, experimenters were able to import logged data into spreadsheets but found that

they would rather have representations of the data that could seamlessly associate

participants with media that they captured.

Implications for design

Based on feedback from this study, we added a response field directly to the

incoming message detail view so that experimenters could rapidly provide feedback
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to participants. We also removed all modal notifications so that Momento would

better integrate with experimenters’ work practice, and compensated by increasing

the size of representations of new incoming messages in the timeline view.

Overall, Scribe4Me’s evaluation was a success [120]. Scribe4Me also showcased the

core features of Momento: media capture, experimenter support, and mobility. The

main difficulties experienced by both experimenters and participants involved network

delay, an issue that can be addressed by leveraging a wider variety of networking

options, and that should be increasingly minor as networks continue to improve.

6.3.4 Diary study of informal learning

Four external experimenters used a recent version of Momento to conduct week-

long diary studies of young adult’s approaches to learning new technologies. The

study was conducted at two sites: three experimenters ran six participants at one site

and two experimenters ran another six at the other site (one experimenter worked at

both sites). All participants were 14-19 years old. Also, across both sites participants

started and completed the study on different days. We interviewed experimenters

about the data resulting from their study. Our goals in observing this study were

to get feedback on the ability of Momento to support studies distributed across dif-

ferent sites and multiple experimenters as well as back-and-forth interaction between

experimenter and participants during situated needs finding.

Setup

Participants used standard media messaging applications on their mobile phones

to capture images. Experimenters then conducted in-person interviews with partic-

ipants, using the Momento desktop platform to review captured data. Later in the

study, experimenters also occasionally sent feedback to participants to indicate that

they needed to focus on capturing different events or simply to offer encouragement.

Participants unfamiliar with MMS were instructed to send text descriptions of

events via SMS and, in some cases, given a digital camera. Experimenters shared

data across different sites using the Momento server as an intermediary. Typically,
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one researcher would run the desktop platform for a couple of days before handing

off the study to another experimenter. To do this, an experimenter would use the

Momento desktop platform to upload the study to from her personal computer to the

server, and a second experimenter would then use Momento to download the study

from the server to his personal computer.

Participant experience

The study was in line with most participants’ habits – they were comfortable

taking photos with their phones. These participants were comfortable sending photos

via media messaging to friends, and were able to use the same feature to send photos

to Momento. This study helped to validate the advantages of piggybacking on familiar

devices and applications.

Initially, participants were somewhat frustrated with the lack of immediate feed-

back from experimenters. Experimenters attempted to mitigate this concern by send-

ing some feedback, positive or negative, for most captures. An unexpected side benefit

of Momento seen in this study was that parents were pleased that their children could

contribute to a study without being followed or watched by a stranger.

Experimenter experience

Momento facilitated many aspects of the experimental lifecycle. The experi-

menters were able to configure the study rapidly and run pilots using their own

devices. They were then able to use the same settings (with the exception of the par-

ticipants’ mobile phone information) for the actual study. The experimenters then

used the interface to monitor events during the study – in several cases they diagnosed

problems with participants’ mobile phones by noticing problems with captured data

(e.g., only text from a phone that supported MMS, or text added onto messages by

the carrier network). As mentioned, experimenters also used the interface to provide

feedback to participants, most commonly acknowledgement and encouragement.

Experimenters wanted to be able to use Momento during elicitation interviews.

Specifically, they wanted to show individual participants their own timeline of images
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and to scroll through their events in the detail view. While this was already supported,

it raised privacy concerns.

Experimenters also wanted to allow participants to annotate media captures from

a web page, something that also arose in the Scribe4Me study. Also, we observed that

some experimenters had difficulty sifting through hundreds of captures represented

on some participants’ timelines. Finally, experimenters easily imported Momento’s

data files into other programs to perform quantitative analysis.

Implications for design

This was the first extended use of Momento for diary studies, and as such it re-

sulted in several significant additions. We expanded privacy support by augmenting

the timeline to allow experimenters to switch between views that included all par-

ticipants versus only one participant. We also added the ability to scroll through

incoming message details per-participant while keeping experimenter notes private,

and added a feature to print out physical copies of messages (including text and pic-

tures) to support elicitation interviews at which a computer was not available. Lastly,

we added an interactive table to the desktop platform listing all incoming messages.

Experimenters found the list a more useful way of navigating incoming messages than

the timeline for periods of high response rates (more than 20 per participant-hour).

6.3.5 PhotoSketch: Supporting informal classroom learning

Another group of external researchers are using the current version of Momento to

conduct one-day workshops exploring a mobile learning application (PhotoSketch) for

children in fifth grade (ages 10-11) at an elementary school. The researchers have thus

far conducted two workshops, involving 11 and 13 participants and three and four

experimenters, respectively. Our primary goal for this experiment was to observe

how easily Momento could be extended to contexts for which it was not initially

designed. We interviewed experimenters to understand the process of building a

prototype application that integrated into a classroom scenario using Momento. We

gathered feedback from the teachers as well.
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Setup

The experimenters designed the workshop as a game for students, held at the

students’ schools. The objective of the game was for students to become more aware of

physical mechanisms around them. The students were to move around the schoolyard,

photograph objects with moving parts, and annotate the photographed objects to

show which parts moved and how they moved. Afterwards, students were to share

their thoughts regarding the photographs and sketches that they had created.

The experimenters configured the mobile client on a Pocket PC device to capture

a photo and annotation. The experimenters also brought a laptop to the schools,

primarily to monitor captured events in real-time (with the help of the desktop plat-

form). The experimenters also ran a Momento server on the laptop and configured

the laptop for peer-to-peer wireless networking. In this way, the mobile devices could

connect directly to the server running on the laptop without depending on an external

network (there was none at the schools).

To run the workshops, experimenters divided the participants into small groups

and showed each group how to use the mobile application. They then let the students

take and annotate photos. During this phase, the experimenters and the students’

teacher monitored the groups to help them recover from mistakes (most commonly,

accidentally hiding the application). Afterwards, the experimenters used the Mo-

mento desktop platform to review captures with the students in a classroom setting.

Participant experience

Although this experiment required participants to use a new device, it avoided

some issues such as carrying an extra device around over days by being constrained to

a workshop setting. In follow up interviews, experimenters reported that participants

had little to say about the mobile application itself, but it was clear that with only a

brief training session they were easily able to use the application to take and annotate

photos. The only problems reported were that occasionally one device launched a

different application, and participants sometimes clicked on the operating system

button that hid the main screen. In both cases participants recovered quickly and
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were minimally distracted from the main task. The experimenters also noted that

participants universally liked using the application.

The teachers’ experiences were also largely positive. Based on her experience

with PhotoSketch, one teacher is integrating a series of similar workshops into her

curriculum for the coming school year.

Experimenter experience

Experimenters felt that using Momento was a large improvement over their fall-

back approach, having students manually draw both the object and the motion of

the object. Because of the work involved in coordinating with schools and teachers

and developing and iterating the overall workshop design, experimenters had little

time to develop a mobile prototype, but were able to do so with Momento in minutes.

One experimenter said that the use of a mobile application “simply wouldn’t have

happened” without Momento.

Experimenters wanted slightly more control configuring the mobile client than

was supported at the time. For example, they asked us to add support for a color

scheme and lengthier text description.

Also, for this application experimenters needed to configure the desktop platform,

server, and client to work on an ad hoc network. To support this, no adjustments were

necessary to the desktop platform nor mobile client. However, the server configuration

had involved some complicated manual processes that the experimenters initially

found too difficult to complete.

Experimenters did report that in some cases some images did not transmit prop-

erly from the mobile device to the desktop platform. These issues may have been due

to interference in the ad hoc network the experimenters had configured. However,

experimenters were able to synchronize the mobile clients with the laptop to recover

all images.
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Implications for design

This study validated that Momento can be used in some evaluation contexts for

which it was not initially designed. Our principle discovery was the need to streamline

server configuration to the point that the experimenters needed only to run four

commands to configure the core system and the study.

6.3.6 Discussion

Overall, our studies have shown that Momento can be a powerful tool for ubicomp

experimenters and a usable tool for participants. Although the studies just described

provided overall validation for our concept, they also provided valuable feedback

about the features and structure of Momento, much of which was integrated in to the

current version.

Some of the important features of Momento that were influenced or identified

during iteration include:

• Added a notion of places, groups, and rules to the desktop platform to support

social-mobile applications (Pilot)

• Built mobile application to support more sophisticated applications (Pilot)

• Streamlined response process (Scribe4Me)

• Removal of modal notifications (Scribe4Me)

• Increased support for piggybacking on existing devices (AwarenessBoard)

• Addition of support for time and place (AwarenessBoard)

• Expanded and more sophisticated networking support (AwarenessBoard)

• Better privacy support when viewing data on the desktop platform (Informal

Diary)

• Better support for sifting through hundreds of captures, an opposite problem

to data sparsity (Informal Diary)

• Privacy-sensitive web access to participant data (Informal Diary)

111



Participants generally found Momento usable. Most of the problems encountered

by participants involved usability issues arising from the platforms and networks on

which the mobile client was deployed. These drawback stem from our reliance on

everyday infrastructure, and the AwarenessBoard and Scribe4Me study showed that

these problems can affect adoption, retention and data quality and quantity.

Our results indicate that experimenters are able to configure Momento rapidly

for a variety of different types of experiments. Also, our results indicate that, in

general, experimenters want as much automation as possible. Custom programming

of ubicomp applications is a high barrier for many experimenters considering running

a situated study. Our rules system and text file configuration help to reduce the need

for custom programming. Also, it can be difficult for experimenters to interpret and

respond to events while also attempting to complete other work. This issue can make

it difficult to run experiments for long periods. However, as the InformalLearning and

Scribe4Me studies showed Momento does provide some support for distributing tasks

across mobile experimenters, and while this approach was hampered by infrastructure

delays in our studies, improving networks may make it more viable. Also, as the

PhotoSketch study showed, Momento can be useful even in the absence of any external

connectivity infrastructure whatsoever.

Experimenters used Momento’s logging system both for real-time and post-hoc

analysis. Especially in the AwarenessBoard study, experimenters were able to move

smoothly from the prototyping to the analysis stage of iteration. In other studies,

quantitative data from Momento and qualitative data from interviews tended to center

around user capture events – future work could explore explicitly bridging the two.

We have found that some issues stand in the way of large scale deployment,

including problems unique to certain networks and devices as well as users less familiar

with mobile devices. Thus, researchers using Momento should expect to pilot their

studies and provide support and training to users. But, again, our findings indicate

that overall Momento makes situated, rapid iteration newly available to a wide variety

of applications.
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Chapter 7

Conclusion

In this thesis, we have illustrated that sensing and scale present roadblocks to

ubicomp iteration and have offered some guidelines and tools for overcoming these

roadblocks. Specifically, our interviews with developers in three subfields of ubicomp

– mobile applications, peripheral displays, and tangible user interfaces – combined

with an extensive literature review showed that achieving ecologically valid iterative

design for ubicomp is a struggle. From this body of work, we derived five central

challenges for situated evaluation of ubicomp – ambiguity and error, sparse data,

critical mass, unobtrusiveness, and tool support for realistic environments. We then

described how the diary study method can be modified to overcome some of these

challenges. Specifically, we showed that media-based diary studies can help address

data sparsity while remaining relatively unobtrusive.

From our literature review, interviews, and formative work with the diary study

method, we derived a set of requirements to support realistic ubicomp experiments

and built a tool based on these requirements, Momento. Momento provides a desktop

platform that connects experimenters with participants in the field, and includes

a simple, configurable application extending the capabilities of mobile devices to

support participant data collection. We designed Momento iteratively to meet the

needs of participants and experimenters in four separate studies that involved a variety

of tools and evaluation methods.
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In the next section, we describe issues that were either beyond the scope of the

thesis or were only discovered retrospectively.

7.1 Future work

One of the fundamental challenges not addressed by this thesis is supporting

synchronous interaction and streaming. Much support has focused on either asyn-

chronous access and annotation or synchronous video streaming. However, these

approaches have not completely integrated some of the fundamental limitations but

also richness of mobile devices. In particular, 1) users accessing content on mobile de-

vices are often dividing their attention between multiple tasks, 2) devices have limited

output capability (screen real estate, etc.), and 3) users may need to rapidly switch

interaction styles to compensate for changing context. To compensate for these is-

sues, synchronous support systems should 1) support discrete interaction as well as

awareness of participants’ state and backchannel communication to “catch-up” with

missed material 2) filter content (e.g., interactively find the more critical information

in a distributed meeting) and 3) provide manual or automatic controls to change the

view.

However, mobile use also has the advantage of acquiring data from field settings

that can potentially augment some types of synchronous interactions. For example, in

a collaborative activity, it may be useful to gather recordings, images, and video from

the field to augment conversation around a particular topic (content available online

can only go so far). One of the challenges here is to build a system that supports

fluidly moving between synchronous and asynchronous use.

There also remain holes in ubicomp evaluation methodologies. First, while this

thesis makes the case that realism is important in evaluating ubicomp applications,

there are some aspects of realistic deployments that do not necessarily add to the

iterative development of a system. More work could be done to determine how to

structure field deployments. For example, while it is important to test a system’s

robustness to network and device variations, it is usually not useful to ensure that the

network and device being tested have exactly the same characteristics as those that
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are the most popular currently. In the Momento system, we encountered this problem

numerous times with regards to cellular operators. There were few additional benefits

derived from developing a system that relied on only cellular devices and connectivity

as compared to a more open platform that could make use of a variety of networks

(e.g., 802.11). Furthermore, as the Photosketch study showed, it can be useful to

have complete control over the network. In general, more research should be done to

discern the optimum balance between realistic and contrived field studies.

Finally, ubicomp research is in danger of becoming smart-phone-centric. While

tabs are one of the elements of the core technological vision of ubicomp (tabs, pads,

boards), as has been discussed earlier this thesis takes the position that ubicomp is

fundamentally about supporting more aspects of activities and doing so in a way that

compliments current practice. While there exists support for rapidly prototyping ubi-

comp technologies that do not necessarily involve mobile phones, more work needs to

be done to develop evaluation methodologies for situations in which mobile phones

are not appropriate or available at all (sports, automobiles, deep sea sensor networks,

etc.). However, as ubicomp envelopes ever more activities, work attempting to en-

compass its whole will become untenable and too generic to be useful. Thus, research

in this area will be most useful if it concentrates on guidelines derived from situated

studies of realistic deployments, rather than on technical solutions per se, and if it

tailors those guidelines to specific issues (massive sensor deployments, non-display

environments, multi-display environments, etc.) rather than broad claims about all

of ubicomp.
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Appendix A

Momento documentation

A.1 Installation

All files can be found at http://m0ment0.com/.

1. Install the desktop client:

(a) Download and unzip the latest version

(b) To run in standard mode on Windows, run “momento.exe.” If you have
not installed Java 1.5, you will be prompted to do so.

(c) To run in other modes or on other operating systems, use the command-
line. For example:

java -jar momento.jar help

prints command-line options

java -mx128m -jar momento.jar -1 nodisco

runs the application in standard mode.

2. Install the C# mobile client on Pocket PCs

(a) Download the CAB file and the config file

(b) Copy the CAB file to the device and open it. Momento should be installed
in the “Program Files\momento” directory

(c) Edit the configuration file and copy it to the “My Documents” directory
on the device

(d) You can also download the whole Visual Studio package.

3. Install, configure, and run the server

(a) Download and unzip the latest version
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(b) Install Apache 1.3.* as a service (windows version)

(c) Install Mysql 4.* (windows version)

(d) Install PHP 4.* (windows version)

i. Install to c:\php

ii. Copy \editorial\lib\httpd.conf to \conf

iii. Copy \editorial\lib\php.ini to C:\windows

iv. Copy C:\php\sapi\php4apache.dll to c:\php\
v. Restart apache

(e) Copy files in \editorial\server\web to (Apache directory)\htdocs\editorial

(f) Configure DB parameters in (Apache directory)\htdocs\editorial\editorial.inc
(usually you would just need to change db pswd)

(g) Now you will need to setup Momento and add a Momento admin user,
study, and associate the admin and study. Open a terminal and change to
the momento dir and run the following:

java -cp momento.jar editorial.server.Administration createMo-
mento db root user db root pass c:

java -cp momento.jar editorial.server.Administration addStudy
db root user db root pass c: study name study desc

java -cp momento.jar editorial.server.Administration addAdmi-
nUser db root user db root pass user name user pass

java -cp momento.jar editorial.server.Administration grantAdmi-
nUserStudy db root user db root pass study name user name

(h) Finally, run the server:

java -cp momento.jar editorial.server.Runner c: db root user
db root pass

A.2 Getting started

To use Momento, you first need to setup a study on a server (see the installation
instructions) and download empty study files. Settings will look similar to:
Server: 126.34.43.222
Web root: 80
Study name: my study
User name: admin
Password: pass

Go to Project→Download Project and enter the settings information. You will
be asked to specify a directory: I recommend a directory with the same name as
the study (“example study”). If the directory you specify does not exist it will be

133



Figure A.1. Configuring the desktop platform to connect to the server. The user
name and password should have been created on the server using the Administration
program.

created. Then if you have successfully connected to the server the button in the lower
right will turn from yellow to green. You can then start adding participants to the
project. When participants send events to the server, the events will be passed along
and visualized in your client.

If you close Momento, you can re-open the project using Project→Open local
project. Settings and data are automatically saved locally, but you can back every-
thing up on the server as well. To do that, use Project→Upload Project.

Keep in mind that all project files are automatically saved in the folder you specify
when you open a project, so you do not have to re-save them. When you open a local
project, you are opening the version that is stored on your machine. Downloading
means copying the version on the server to your machine (which over-writes data
stored on your machine). Uploading means copying the version on your machine to
the server (which over-writes data stored on the server).

You should only download when you know that someone else has uploaded a more
recent version. You probably only need to upload when you know someone else will be
looking at the project on a different machine. But just like any computer document,
it is best to save your work often, so it is probably good practice to upload once a
day.
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Figure A.2. Configuring a participant in the desktop platform.

A.3 Configuring participants on the desktop plat-

form

You can enter participant information using the participant panel. If you are using
the mobile client, it is important that the Bluetooth address field match the Bluetooth
address of the participant’s device, and that the “Momento Mobile installed” button
is clicked. If MMS is disabled, no images will be sent to the participant.

A.4 Configuring rules on the desktop platform

You can configure notifications by:

1. Clicking on the “Outgoing” tab

2. Selecting the participant or group you want to send the message to in the “Apply
to participant” tab

3. Typing the text you want to send in the “Txt” box

4. Selecting the file you want sent

5. Click the “Save and send now” button

You will see a blue star appear on the participant’s line that indicates that a
message was sent to them by Momento.

If you want to schedule recurring message delivery, follow steps 1-3 and
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Figure A.3. Example rule. This rule checks to see if participant Alice is in her office
at noon and every half-hour thereafter. Note the three columns of radio buttons
in the “rules” section have the following meaning: left is sufficient (OR), center is
conditionally sufficient (AND), and right is ignore.

1. Click on “Set rules”

2. In the panel that comes up, click the “schedule box”

3. Set the time that you want the message sent in the area below the message box

4. Click on the “repeat delay” button and select the number of hours between
repetitions of the message

5. Click on OK

6. Back in the main interface, click on “Save (only)”

A.5 Sending messages to clients from the desktop

platform

You can have Momento insert information into the “Txt” box using the following
macros: %%PARTICIPANT will be automatically replaced with the participant’s
name; %%LOCATION the participant’s location, and %%PROXIMATE the other
participants near this participant.

Note that when sending to a participant running the Momento mobile client, the
string in the “Txt” box will do one of two things: 1) if no buttons are defined the
text replaces the current description , but 2) if buttons are defined then the client
will treat the string as a question. For example, the string “Try harder” would only
replace the description string in the mobile client interface, but the string “Are you
feeling underwhelmed?,yes,no” instructs the mobile client to create a question with
text “Are you feeling underwhelmed?” and with buttons named “yes” and “no”.
Buttons with these names must be defined in the mobile configuration file.
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Figure A.4. Configuring an outgoing message. Momento will send this message to
every member of group “all”. Upon receiving the message, the mobile client will
display the question “(participant’s name) Are you feeling underwhelmed?” along
with buttons with names “yes” and “no” as configured in the mobile configuration
file.

A.6 Mobile client

The mobile client can process all incoming messages from Momento: no special
configuration is necessary beyond checking the “Momento Mobile installed” box in
a participant’s configuration settings. Furthermore, messages sent from the mobile
client appear on the desktop platform no differently from messages sent from e-mail or
SMS/MMS. Please see the installation guide for configuration options for the mobile
client.

A.7 Sending messages to the server from standard

mobile applications

Standard mobile applications can send text and media attachments to the server
via email, SMS/MMS. When sending via SMS/MMS, clients should use the phone
number of the server (see section “Connecting the server to the GSM network”).
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A.8 Desktop platform message sending configura-

tion

You can configure connection information for sending messages via email and
via SMS/MMS in the “settings” file for each study. The settings file should include
SMTP connection information for sending via email and URLs for gateways capable of
sending SMS/MMS data (see section “Connecting the server to the GSM network”).
An example “settings” file could include:
EMAIL SMTP smtp.m0ment0.com
EMAIL USER gateway@m0ment0.com
EMAIL FROM gateway@m0ment0.com
EMAIL PASSWORD password
EMAIL SSL false
SMS URL http://128.2.211.152:8800
MMS URL http://128.2.211.152:8800

A.9 Configuring an email account on the server

The Momento server can receive messages via either email or SMS/MMS. To con-
figure the email account information, include a file called “settings” in the directory
containing the server’s jar file. An example “settings” file could include:
EMAIL HOST mail.m0ment0.com
EMAIL USER gateway@m0ment0.com
EMAIL PASSWORD password
EMAIL PROTOCOL pop
EMAIL SSL false

A.10 Connecting the server to the GSM network

Sending and receiving messages with SMS/MMS requires an interface to an oper-
ator service. Momento currently accomplishes this by communicating via a NowSMS
gateway with a GSM modem attached to the server. Note that in this scheme, the
GSM modem requires a SIM card with a contract on a network. The purpose of
the gateway is abstract the process of sending and receiving messages via the cellular
modem (which, especially in the case of MMS messages, can be particularly complex).

You can download a trial version of NowSMS1. MultiTech makes GSM modems
for both EDGE2 and GPRS3 networks.

1http://www.nowsms.com/
2http://www.multitech.com/PRODUCTS/Families/MultiModemEDGE/
3http://www.multitech.com/PRODUCTS/Families/MultiModemGPRS/
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Note that all messages received by NowSMS should be forwarded to the Momento
directory (“editorial tmp gsm files”) on the server (please see the NowSMS documen-
tation4 for instructions). As of October 2006, Momento was able to parse SMS/MMS
messages from all major US networks.

Other configurations are possible. First, while NowSMS is currently the most
complete gateway on the market, it is expensive. Kannel5 is an open-source WAP
gateway that can be configured to send and receive both SMS and MMS messages.
Another option is to use a network services that abstract both the gateway and com-
munication with an operator network, so no GSM modem is required. An example
service is jSMS6. However, these services are even more expensive that the NowSM-
S/GSM modem approach.

A.11 Special desktop platform commands

Special commands in the Nokia coding syntax can be used to control the desktop
platform in real time. The following commands can be sent to the desktop platform
from a mobile phone. Note that these commands send SMS acknowledgements back
to the sender:

*#stop# project Stops the desktop platform from sending any automatic or sched-
uled events to participants for the given project

*#start# project Allows the desktop platform to send events to participants for
the given project

A.12 Calendar input to the desktop platform

A calendar file can be configured to indicate times to block all events to partici-
pants. The calendar file should be stored in the main project directory with the name
“participant schedules” and should have the following structure (this information
should appear on one line):

##########,location,who [and who ... ],HH:MM,TT,HH:MM,

[M|Tu|W|Th|F|Sa|Su][,r]

4http://nowsms.com/documentation/
5http://www.kannel.org/
6http://www.objectxp.com/products/jSMS/

139



For example, to specify a meeting for participant with number 510-761-2733 at
that participant’s office with Jim and Chris at 10:00AM every Tuesday and Thursday,
write:

5107612733,office,Jim and Chris,10:00,AM,1:00,TuTh,r
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Appendix B

Understanding difficulties with
mobile iteration: interview guide

The goal of the interview is an open discussion about challenges the interviewee
has faced when designing, developing, and evaluating mobile applications. The focus
will be on early-stage iterative techniques.

During the interview, we will collect standard demographic information (such as
age and gender) and we will address the following questions:

1. What is your current occupation?

2. In what capacity do you currently work on mobile applications (primarily design,
primarily development, primarily evaluation)?

3. What percentage of your work focuses on this field?

4. In your career, how many projects have you worked on in this field?

5. On what aspects of these projects did you focus?

Describe your experiences brainstorming and evaluating early-stage (low fidelity)
versions of mobile applications.

1. Do you believe this step is important for your work? Why?

2. Describe one aspect of this approach that was successful and one that was not.

Describe your experiences developing mobile applications.

1. What tools have you used? Why?

2. Describe your difficulties/successes with these approaches.
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3. Given what you know now, what approach would you take if you were to develop
these applications again?

4. Do you have any specific suggestions for future toolkits?

Describe your experiences evaluating these applications in laboratory settings.

1. Do you believe this step is important for your work? Why?

2. What did you try to measure? Which techniques did you use? What was
successful? Why? If you were to do it again, how would you change your
approach?

Describe your experiences deploying applications in field settings.

1. Do you believe this step is important for your work? Why?

2. What devices did you use? Were the devices your own or owned by the partic-
ipants? What problems did you have with the devices?

3. What techniques did you use to gather data? Explain any difficulties with these
techniques. Also explain some successes of these techniques. If you were going
to run another study, what techniques would you use? How?

4. Overall, was the deployment a success? Why? Explain any issues with the
application that were not due to the device.
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Appendix C

Gathering implicit data with
J2ME: lessons learned from the
AwarenessBoard study

Our experience with this project indicated that it may not be possible to gather
real-time, implicit data via a J2ME application (MIDlet) installed on most phones.
To gather real-time, implicit data, the application must be able to use a network
connection intermittently to send data back to the server without interrupting the
user. However, security settings on most mobile phones make it such that for third
party applications (such as those developed by research developers), users are forced
to respond to a prompt whenever a new network session is requested.

J2Me applications are assigned one of three security levels that governs the ex-
tent to which different libraries can be used autonomously. Unsigned applications are
always given the least-secure, most-restricted default profile. In this profile, many
libraries are completely disabled while others usually require user permission before
use. An application signed with a certificate installed on the phone is given a third
party profile that usually allows the application to use many more libraries than the
default profile, but still requires user input before the application is able to use cer-
tain libraries (usually those that would cost the user money, such as network and
media messaging libraries, as well as those that facilitate networking with nearby
devices, such as Bluetooth libraries). Developers can gain this level of security by
creating their own certificate, installing it on a device, and signing their application
with that certificate before deploying it to the device. Finally, cellular operators
can sign applications with a hidden certificate that removes all restrictions on the
signed application. This security level is only available to developers who enter into
an explicit agreement with a cellular operator. Note that other means of achieving
operator -level application permissions are possible, but only by reprogramming and
redeploying the mobile device’s kernel or by purchasing the device directly from a
manufacturer not affiliated with an operator. Because manufacturers and operators
collude in most countries, this effectively means buying from third-world manufac-
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turers (some researchers have reported buying such systems from street vendors in
Chinatown, San Francisco, California).

Given the difficulties of obtaining operator -level security profiles, most developers
use third party settings. However, there are many reasons why security levels might
vary for one or more libraries in third party signed applications. For example, applica-
tions deployed locally rather than via OTA (over-the-air transmission, or downloaded
via a cellular network onto the device) tend to have overall lower permissions set-
tings. Security levels can also vary by operator, device, and even operating system
version. This means that it is practically impossible to anticipate exactly how an ap-
plication will operate on a user’s device unless the developer installs the application
him/herself.

In our deployment, we signed our applications with third party settings. Again,
this required generating and installing our own certificate and then signing our ap-
plication with that certificate. We found that we were able to get the level of per-
missions necessary to support automatic, implicit network use only if the application
was installed OTA. While this meant that deployment was more expensive than we
anticipated, we were still hopeful that the application would operate properly. Un-
fortunately, we found that the operating system itself required that users select an
access point to use in any network session even if there were only one access point
configured on the device. After looking into this issue more thoroughly, we found that
this is the case on most Symbian operating system versions installed on most devices.
We were not able to get around this issue for our deployment, meaning that users
had to explicitly answer this question on the device for the application to send data
to the server. This had a large negative impact on data collection.

This seemingly innocuous operating system dialog more-or-less destroys any pos-
sibility of implicit data capture on J2ME applications. Because of this, we abandoned
J2ME as a development platform in favor of Windows Mobile. While Windows Mobile
is not as widely used as J2ME, it has not been crippled by security concerns.
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Appendix D

Tangible objects collected in the
festival diary study.
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Figure D.1. Tangible objects collected in the festival diary study.
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