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Abstract

Nanoscale CMOS Modeling

by

Mohan Vamsi Dunga

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

Since its inception almost four decades ago, the conventional planar bulk silicon

MOSFET has been scaled relentlessly in accordance with the Moore’s Law. However,

as the state-of-the-art MOSFET makes inroads into the nanoscale regime, the tra-

ditional scaling solutions are being confronted with fundamental physical limitations

stunting the rate of CMOS scaling. The insatiable need for scaled CMOS, primarily

driven by the economics of computing market, is forcing researchers world-wide to

seek scaling solutions in the form of alternative MOSFET structures and new ma-

terials for conventional bulk silicon MOSFET. Scaling also introduces new electrical

behavior into MOSFETs which had hitherto been unknown or at the least imper-

ceptible. Compact models describing the physics and operation of state-of-the-art

bulk planar bulk MOSFETs and new CMOS scaling alternatives are imperative not

only for short-term technology design and circuit-level explorations but also for long

term product development. The goal of this dissertation is to develop accurate and

efficient compact models for emerging nanoscale CMOS devices through a sound un-
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derstanding of the underlying physics.

New MOSFET architectures - Multi-Gate FETs (MG-FETs) which employ the

use of multiple gate electrodes to thwart the deleterious short channel efforts in scaled

transistors hold promise to scale CMOS beyond 22nm technology node. The multiple

gates in a MG-FET can be electrically interconnected as in FinFETs or can be biased

independently as in independent MG-FETs. Surface-potential based compact models

describing the electrical characteristics - terminal currents, charges and capacitances

- are developed for both categories of MG-FETs. Full scale compact models are

developed to describe the start-of-the-art MG-FET technologies.

While new MOSFET architectures are being evaluated, the traditional cost-effective

single-gate bulk planar CMOS is still breaking scaling and performance barriers

through the use of process-induced strain. A new non-process-specific layout-dependent

mobility model for mobility enhancement through process induced strain is developed

to improve the modeling of state-of-the-art bulk MOSFETs. Furthermore, the scaled

MOSFETs are experiencing increased variability in low-frequency noise characteris-

tics. A thorough understanding of the underlying physics is presented together with

a new statistical model for modeling the low frequency noise in scaled MOSFETs.

Professor Ali M. Niknejad, Chair Date
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Chapter 1

Introduction

1.1 CMOS Scaling Challenges

Silicon-based microelectronic devices have revolutionized our world in the past four

decades. The need for higher computing power at cheaper cost has fueled incessant

CMOS scaling [1]. It all started with the invention of integrated circuit in late 1950’s

that unveiled the possibility of using transistors in almost all kinds of electronic

circuits [2], [3]. The next major breakthrough came with the demonstration of the

first metal-oxide semiconductor field-effect transistor (MOSFET) in 1960 by Kahng

and Atalla which would enable cost-effective integration of large number of transistors

with interconnections on a single silicon chip [4]. Five years later, Gordon Moore

made the very important observation that the number of components on minimum-

cost integrated circuits had increased roughly by a factor of two per year [5] which

then later transformed itself into a law known as the Moore’s Law [6]. Defying all
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Source : Intel 

Figure 1.1: Moore’s Law in microprocessors.

rumors of its end, the Moore’s Law holds even 40 years later and it has become more

like a self-fulfilling prophecy. The industry tries to attain the goal set by Moore’s Law

presuming that the goal will be attained by its competitors at any cost. Fig. 1.1 shows

the Moore’s Law with regard to the number of transistors in Intel’s microprocessors.

A modern day microprocessor has about a billion transistors.

Moore’s Law is achieved primarily by scaling the transistor dimensions by a factor

of 2 every 3 years. The scaling of transistor has several advantages in addition to

increasing the on-chip transistor density [7], [8]. Delay of the logic gates decreases

and the operating frequency of the transistors increases by a factor of 1/Lg (Lg is

transistor gate length) enabling faster operation of the circuits. For same amount of

functionality, the chip area decreases by a factor of 1/L2
g which allows more dies on a

single wafer resulting in large cost savings. Furthermore, since the die size is smaller,
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Parameter Result of 

Scaling 
Dimensions 1/K 
VDD 1/K 
Fields 1 
Current 1/K 
Capacitance 1/K 
Delay Time 1/K 
Power/Circuit 1/K2 

Power/Area 1 

Figure 1.2: Impact of constant field scaling on various transistor and circuit performance
metrics. (K is scaling factor)

the amount of defects/die is also small leading to a higher yield in manufacturing. The

active switching power per area remains constant with technology scaling allowing the

circuits to run at lower power or allowing the circuits to incorporate more functionality

under a fixed power constraint. Planar bulk silicon MOSFET has been the traditional

workhorse of the semiconductor industry to achieve constant scaling. However, the

bulk planar FET is facing severe challenges for scaling beyond 32nm node as many

of the scaling advantages listed in Fig. 1.2 are disappearing, particulary with respect

to power density.

Fig. 1.3 shows the schematic of conventional planar bulk transistor. Traditionally,

as the channel length Lg is decreased, the oxide thickness Tox is reduced commensu-

rately to maintain strong capacitive coupling between the inversion channel and the

3
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Source 

Gate 

Lg 

Drain 

Tox 

Figure 1.3: Schematic of the conventional planar bulk transistor.

gate terminal compared to other transistor terminals. This helps to control the short

channel effects such as threshold voltage roll-off, sub-threshold slope degradation and

drain induced barrier lowering (DIBL) which act together to increase the off-state

transistor leakage. Scaling of Lg is also accompanied by an corresponding increase

in body doping NA and decrease in source/drain junction depth Xj to reduce the

leakage path below the inversion channel. This scaling methodology has worked very

well for several decades but in the recent past the conventional CMOS technology is

approaching physical limits whereby further scaling is beginning to have a negative

impact on the transistor performance [9], [10].

The thin gate oxide Tox loses its ideal insulating property and there is significant

increase in gate current through direct quantum tunneling of carriers across the ox-

ide. This results in an increase in the on-state leakage. The increase in body doping
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leads to reduction in carrier mobility due to the large vertical electric field and the

enhancement in the current drive due to transistor scaling decreases. The large ver-

tical field created at source/drain junction due to the high body doping also leads to

large band-to-band tunneling current and increased off-state leakage. Increased body

doping also leads to larger body and junction capacitances making the transistor

switching slower. In scaled transistors, the random device-to-device variability in the

form of random dopant fluctuations is also exacerbated due to the presence of heavy

body doping [11]. The reduced junction depths increase the source/drain resistance

which reduces the current drive of the transistor.

To solve these scaling issues, two different paths can be chartered. The first path

involves introduction of new technologies and new materials into the conventional

planar bulk MOSFET to allow further scaling and boost the performance of scaled

transistors. The second path involves adoption of new transistor architectures such as

ultra-thin body FETs and multi-gate FETs which inherently have superior electrosta-

tic control over the inversion channel. In order to study the circuit level benefits and

reliability of these two CMOS scaling solutions, timely understanding and modeling

of the associated device physics and device behavior is needed.

1.2 Advanced planar bulk MOSFETs

Even though planar bulk MOSFET is getting constrained by the physical limits of

scaling enlisted in Section 1.1, researchers worldwide are trying to extend bulk MOS-

FET scaling through introduction of new materials and technologies.
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In order to combat the problem of increasing gate leakage with decreasing oxide

thickness, high-k insulators are being introduced into the gate stack. A high-k gate

dielectric with dielectric constant higher than silicon dioxide can generate a larger

gate capacitance even with a physical thickness larger than that of silicon dioxide.

The larger physical thickness suppresses direct tunneling of carriers through the gate

dielectric reducing the gate current by several orders of magnitude [12].

The capacitive coupling of the channel to the gate can be further boosted through

the use of metal gates as gate electrode instead of poly-Si. Poly-Si gate electrode

suffers from poly-depletion in strong inversion which increases the effective insulator

thickness and reduces the gate control over channel. Metal gates do not exhibit any

poly-depletion and reduce the equivalent oxide thickness in the total gate capacitance

at inversion by ≈ 0.4nm which is significant for scaled transistors. Transistors with

poly-Si gate and high-k gate stack show reduced carrier mobility due to additional

phonon scattering mechanisms. The use of metal gates for high-k dielectric gate stack

improves the carrier mobility close to that of the conventional SiO2/poly-Si stack by

screening the high-k’s surface phonons from coupling to the inversion channel [13].

The series resistance of ultra-shallow source/drain (S/D) junctions can degrade

the current drive. Use of elevated S/D regions and metal S/D can improve the series

resistance. In a metal S/D Schottky-barrier FET, typically a metal silicide replaces

the S/D impurity doping to improve the series resistance. These techniques can be

used for non-classical CMOS structures also such as the multi-gate FETs.

One of the most important performance boosters for modern day planar bulk

MOSFET is process induced strain [14]. New materials are being introduced into the

6
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bulk transistor to create uniaxial and biaxial stress in the inversion channel leading to

higher electron and hole mobilities and hence higher current drives. Process-induced

strain enhances carrier transport to solve the speed/power trade-off. While scaling im-

proves the transistor speed at the expense of higher off-state leakage, process-induced

strain increases CMOS performance without any detrimental effect on transistor per-

formance. However, in extremely scaled CMOS, the performance of a given transistor

is influenced by stress from neighboring transistors which introduces systematic vari-

ability in CMOS design.

The aggressive scaling of FETs is introducing variability in transistor perfor-

mance [15]. The variability can be systematic or random. Lithography hotspots,

non-uniformity of equipment and layout depending stress effects are some examples

of systematic variations. Examples of random variations are random dopant fluctu-

ations, flicker noise and line edge roughness. Even though two transistors may be

exactly identical in terms of their layout, there are always minor differences between

them. For example, the number of traps and their locations in the gate dielectric

or the number of dopant atoms and their locations in the silicon body may differ

from transistor to transistor. In large area devices, these differences average out but

for small area devices, these differences can cause significant change in performance

between transistors with exactly same layout. Modeling and characterization of vari-

ability in scaled CMOS poses an interesting challenge.
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Source Drain 

Gate 

Si 
Fin 

Si 
Fin 

Figure 1.4: Schematic of a FinFET. The gate wraps around the vertical Si fin inducing
electrostatic control from the opposite sides of silicon fin.

1.3 Multi-Gate FETs

A promising alternative to extend CMOS scaling beyond 32nm node is the introduc-

tion of a new FET architecture - the Multi-gate (MG) FET [16]. MG-FETs can be

thought of as an extension to the ultra-thin body FETs or the fully-depleted SOI

FETs but with more gates around the thin silicon body. MG-FETs offer stronger

electrostatic control of the inversion channel through the use of multiple gates. This

reduces the detrimental short channel effects (SCE) and makes the MG-FETs more

scalable than the planar bulk CMOS [17], [18]. One of the most feasible multi-gate

configurations in terms of being manufacturable is the FinFET. Fig. 1.4 shows the

FinFET structure where the gate controls the channel along the silicon sidewalls of

the fin.

The good control of SCE in MG-FETs allows the silicon body to be lightly doped

compared to single-gate FETs. The reduced body doping results in lower average

electric field in the channel which translates to an improvement in carrier mobility,
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Figure 1.5: DG-FETs show better logic gate delay compared to ultra-thin body (UTB)
FETs and planar bulk FETs [19].

gate leakage currents and device reliability. The use of less channel doping also

helps to reduce random dopant fluctuations in MG-FETs and hence decreases the

variability in device performance which will be critical for some circuit designs such

as SRAM arrays. The combination of light body doping and thin body yields steeper

sub-threshold swing and lower junction and body capacitance. Because of these

additional benefits, MG-FETs show better logic delay than the planar bulk devices

(Fig. 1.5).

MG-FETs come in several flavors as shown in Fig. 1.6. The silicon body can be

controlled by either two gates or three gates or four gates. The more the number

gates the higher the electrostatic control of channel but there is a trade-off with the

corresponding process complexity. The gates in a MG-FET can all be electrically

9



Chapter 1. Introduction

BOX

Si

Gate

Si

BOX

Gate

Si

BOX

Gate

Si

STI
STI

Gate

(b) Double-gate FET on SOI

Si

Gate

Gate

Planar or 
Vertical

Double or Triple 
or Quad Gate

SOI or 
Bulk

MG- FETs

Figure 1.6: Different possible configurations of MG-FETs.

interconnected or they can be biased independently. The independent biasing has

been demonstrated with double-gate FETs where the back gate is used to set the

threshold voltage of the device while the front gate is used to switch the device.

Independent biasing also opens a wide range of applications where both the gates

can be switched independently to couple two different time varying signals in silicon

body and achieve applications such as frequency mixing or two input logic functions.

Furthermore, MG-FETs can be built on SOI or bulk silicon. Bulk MG-FETs are cost

10
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effective compared to SOI MG-FETs and allow the possibility of coexistence with

the conventional single-gate bulk FETs on the same wafer. The existence of several

MG-FETs configurations together with the control of inversion channel by multiple

gates makes modeling of MG-FETs quite challenging.

1.4 Compact MOSFET Models

All integrated circuit designs - digital or analog or mixed-signal, are designed and

verified through the use of circuit simulators before being reproduced in real silicon.

The origin of circuit simulators can be traced to 1970’s when the circuit simulation

tool SPICE (Simulation Program with Integrated Circuit Emphasis) was developed

at University of California at Berkeley to aid the growing IC industry. Since then,

many advanced circuit simulators have been developed such as HSPICE, SPECTRE,

etc. with a single goal of reducing the time-to-market for IC designs. By simulating

the circuits, the designers can detect errors early in the design process and avoid the

costly and time consuming prototyping.

In order for any circuit simulator to predict the performance of a CMOS design,

it should have accurate models to describe the behavior of the transistors in the

circuit. The device models are innate to all the circuit simulators and they ultimately

decide the accuracy of the circuit performance predicted by the circuit simulator.

They form a bridge between the design world and the manufacturing world with

which the designers can design circuits without worrying about the intricate details

of transistor fabrication. The goal of a device model is to accurately predict the

11
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transistor’s electrical characteristics - terminal currents, charges and capacitances for

a given transistor bias and transistor temperature.

The device models can be classified into three broad categories. The first category

comprises of numerical device models. These models predict the device behavior

by solving the carrier transport equations numerically. When using such models,

the circuit analysis will be extremely slow and hence is not suited for any design

with a large number of transistors. The second kind of device models are the table

look-up models. As the name suggests, they look-up the value of the transistor

characteristics from a table. The table of transistor characteristics is constructed

either using measured data or from analytic compact models (which are the third

category of device models). To cover a large range of transistor geometry, bias and

temperature, extensive measurements and large set of tables are needed. Table look-

up models constructed from measured data are limited to the measured devices and

are non-predictive. Table look-up models built using analytic compact models find

use in fast circuit simulators. The final category of device models are the Compact

Models which are the subject of interest here.

A compact model is a concise mathematical description of the complex device

physics in the transistor. The compact models are desired to be physical in nature.

An accurate model stemming from physics basis allows the process engineer and

circuit designer to make projections beyond the available silicon data (scalability) for

scaled dimensions and also enables circuit/device co-optimization. A compact model

maintains a fine balance between the amount of detailed physics embedded for model

accuracy and model compactness (computational efficiency). The simplifications in

12
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the physics enable very fast analysis of device/circuit behavior when compared to the

much slower numerical based TCAD simulations. Compact models have been at the

heart of CAD tools for circuit design over the past decades, and are playing an ever

increasingly important role in the nanometer system-on-chip (SOC) era.

Fig. 1.7 shows the development cycle for a compact model. The first step is to

analyze the device behavior by looking at the embedded physics. TCAD simulations

can serve as a very useful step in this step. It is also beneficial to examine the mea-

sured data from state-of-the-art devices which may reveal new physical phenomenon.

The next step is to derive compact mathematical equations to capture the physics

of the device. These equations may be verified against TCAD simulations for model

accuracy and scalability. In a real device, quantities such as the doping profiles,

junction depths, etc. are very complex. In order to precisely model the effect of

quantities such as these, physics and technology related model parameters are added

to the model. This forms a very important step in model formulation as the ultimate

goal of a compact model is to describe any given transistor technology accurately.

The model parameters allow to obtain a good description of technology by aiding in

data fitting. Equally important is to develop a methodology to extract the value of

these model parameters. A model without enough flexibility and without the ease

of parameter extraction is virtually useless for real world circuit design. Once the

model equations are ready, the next step is to examine the numerical robustness of

the model. The model should not have any convergence issues and should be compu-

tationally efficient. This may involve modifying some of the physics based equations

to accelerate the model computation. The last step in model development cycle is

13
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START 

Examine Device Behavior 
Ø Embedded Physics 

(TCAD) 
Ø Silicon based data 

(Measurement) 

Compact Model Formulation 
Ø Develop model equations  

o I-V, Q-V, C-V 
Ø Add model parameters 
Ø Develop extraction routine 

Model Execution 
Ø Numerically robust? 
Ø Computationally efficient? 

Silicon Data Fitting 
Ø Accurate description? 
Ø Scalable over  

o Geometry? 
o Bias? 
o Temperature? 

END 

No 

Yes 

No 

Yes 

 

Figure 1.7: Step-by-step guide for developing a Compact Model
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verification against silicon data. The inability to adequately describe the measured

data may require modifying of the physics based equations and/or introduction of

new model parameters. Successful description of silicon data over different geome-

try, bias and temperature marks the completion of model development. It is always

preferable to verify the model against more than one technology since the compact

model is a universal model which is not tied to any one specific technology.

As the mainstream MOS technology is scaled into the nanometer regime, devel-

opment of a truly physical and predictive compact model for circuit simulation that

covers geometry, bias, temperature, DC, AC, RF, and noise characteristics becomes

a major challenge. Some of the popular existing MOS compact models are BSIM3

and BSIM4 [20], PSP [21], HiSIM [22] and EKV [23]. As the bulk planar CMOS

technology advances, new physical effects and features need to be incorporated into

the existing bulk MOSFET compact models. Modeling of new CMOS architectures

such as multi-gate FETs will however require development of completely new com-

pact models. Interestingly, as the CMOS technology is scaled down, the associated

compact models become more and more sophisticated reflecting the ever-increasing

complexity of the advanced nanoscale CMOS devices.

1.5 Dissertation Goals and Outline

In this dissertation, compact models are developed for nanoscale CMOS technology

advancements to aid technology/circuit development in the short term and product

design in the longer term. The models are implemented in popular circuit simula-
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Figure 1.8: The different configurations MG-FETs can be categorized into (a) Common
Symmetric MG-FET and (b) Independent MG-FET. Models developed for these two con-
figurations can be extended easily to encompass all the different flavors of MG-FETs.

tors and verified against 2-D TCAD simulations and experimental data whenever

available.

The first part of this dissertation models the new FET architecture - Multi-gate

FET. Section 1.3 introduced the different flavors of MG-FETs. It is important to

obtain a versatile model which can model all the different types of MG-FETs without

making the model computationally intensive. One possible technique to handle the

different MG-FET architectures is to classify them into two categories as shown in Fig.

1.8 and introduce a separate model for each category: a common symmetric multi-

gate model (BSIM - Common Multi-Gate : BSIM-CMG) and an independent multi-

gate model (BSIM - Independent Multi-Gate : BSIM-IMG) . The term “common” in

common multi-gate model means that all the gates in the MG-FET are electrically

interconnected and are biased at the same electrical gate voltage. On the other

hand, the independent gate model permits the gates of the MG-FET to be biased

independently at different gate voltages.
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Chapter 2 describes the surface potential calculation for common symmetric multi-

gate FET. The surface potential calculation incorporates the effect of body doping,

quantum confinement and poly depletion.

The currents and capacitances for common symmetric MG-FET are formulated

in Chapter 3. Chapter 3 also presents the verification of BSIM-CMG model against

both 2-D TCAD simulations and experimental data.

In Chapter 4, the BSIM-IMG model is formulated. Comprehensive modeling and

verification of the drain current and terminal capacitances for independent multi-gate

FET are presented in this chapter.

In the second part of this dissertation, new technologies and new device behavior

in advanced planar bulk MOSFET are modeled. The models improve the existing

bulk MOSFET model - BSIM4 which is widely used in the industry. The models

developed in this part for planar bulk MOSFET are easily extendable to MG-FETs

as well.

In Chapter 5, a new non-process specific layout dependent mobility model for

mobility enhancement through process induced stress is described. The model is

verified against 3-D process simulations for several process induced strain technologies.

Chapter 6 presents a statistical model to capture the device-to-device variations

in flicker noise in small area devices. This statistical model is also the first instance

of modeling variability in BSIM4 model.

An overall summary of this dissertation is presented in Chapter 7. Chapter 7

highlights the key research contributions and future research directions are suggested.
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Chapter 2

Common Symmetric Multi-Gate FET

- Surface Potential Model

2.1 Introduction

As the planar MOSFETs are scaled to sub-45nm channel lengths, achieving a large

current drive while maintaining a low off-state leakage becomes challenging [24]. To

solve this problem new MOSFET architectures involving the use of multiple gates

controlling the transistor have been proposed [25]. Simultaneous efforts are needed

in the areas of fabrication and compact modeling to investigate the device and circuit

level performances of Multi-Gate FETs (MG-FETs).

A new compact model BSIM-CMG is developed to model the broad category

of MG-FETs called the Common Symmetric Multi-Gate FETs (CMG-FET). CMG-

FETs are MG-FETs with all the gate electrodes having the same work-function and
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all the gate insulators having the same dielectric thickness. Furthermore, the gates

on the two, three or four active sides of the silicon fin in the CMG-FETs are all

electrically interconnected and are biased at the same electrical gate voltage.

The model BSIM-CMG is a surface potential based model. For any surface po-

tential based model, all the electrical variables, be it the terminal currents (ex. Ids,

Ig, etc.) or the terminal charges (ex. Qg, Qs, etc.), are either an explicit or implicit

function of the surface potentials at the source and drain ends of the transistor. As

a result, calculation of the surface potential is the foremost step in formulating a

surface potential model and it forms the basis of the entire model. This holds true for

BSIM-CMG model as well, where all the electrical variables are an explicit function

of the surface potential at the source and drain end.

The BSIM-CMG model starts from a common symmetric DG-FET (CDG-FET)

framework and extends it to MG-FETs with more than two gates. An accurate

solution to the surface potential for a long channel CDG-FET is core to the model.

There have been some efforts in the recent past to calculate the surface potential

for the CDG-FET but they are all restricted to transistors with an undoped silicon

body [26], [27]. This chapter presents a new surface potential solution for the CDG-

FET which takes into account the effect of the body doping on the surface potential.

Section 2.2 and 2.3 describe the surface potential solution for common symmetric

DG-FETs with finite body doping. The resulting surface potential equation is nu-

merically complex. Though it can be solved using pure numerical techniques, from

the viewpoint of implementing it an a compact model, it is not a desirable approach.

For developing a numerically robust compact model, an analytic approximate solu-
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tion of the implicit surface potential equation is derived and presented in section 2.4.

The elegance of the surface potential solution allows it to incorporate physical effects

in MG-FETs such as the poly-depletion effect (PDE) and the quantum mechanical

effects (QME). This will be described in Section 2.5.

2.2 Surface Potential Model Formulation

Long channel common symmetric DG-FET forms the core of BSIM-CMG. Fig. 2.1

shows the schematic of the long channel CDG-FET under study. The convention for

the axes and the symbols used in this chapter are indicated in Fig. 2.1. The electronic

potential in the silicon body is obtained by solving the 2-D Poisson’s equation. For

a long channel transistor, gradual channel approximation is used which states that

the horizontal electric field is much smaller than the vertical electric field. The use

of gradual channel approximation simplifies the 2-D Poisson’s equation into a 1-D

Poisson’s equation (in the vertical dimension) in the silicon body.

The 1-D Poisson’s equation including both inversion carriers and bulk charge in

the body can be written as

∂2ψ(x, y)

∂x2
=
qni
εSi

· e
q(ψ(x,y)−φB−Vch(y))

kT +
qNA

εSi
(2.1)

where ψ(x, y) is the electronic potential in the body, Vch(y) is the channel potential

(Vch(0) = 0 and Vch(L) = Vds), NA is the body doping and

φB =
kT

q
· ln
(
NA

ni

)
(2.2)
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Figure 2.1: Schematic of the common symmetric DG-FET under study.

For a lightly doped body, the body doping can be neglected and Eq. 2.1 can be

solved easily by integrating twice and using Gauss law as the boundary condition

[26]. However, for moderate to heavy body doping, the doping term in the Poisson’s

equation cannot be neglected and it complicates the calculation of surface potential

as Eq. 2.1 cannot be integrated analytically twice. To overcome this limitation,

perturbation approach is used to solve the Poisson’s equation in the presence of

significant body doping [28]. Under the perturbation approach, the potential in the

body can be written as sum of two terms.

ψ(x, y) = ψ1(x, y) + ψ2(x, y) (2.3)
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The first term ψ1(x, y) is the potential due to the inversion carriers term in Eq. 2.1.

The second term ψ2(x, y) is the perturbation in potential due to the body doping term.

The silicon body can be fully depleted or partially depleted depending on applied gate

bias (Vgs), body doping (NA) and body thickness (TSi). The perturbation method

yields surface potential in both full-depletion and partial-depletion regimes.

In the fully depleted regime, the inversion carriers are spread through the entire

body. The contribution of inversion carriers to the potential, ψ1(x, y), is calculated

by neglecting the bulk charge term in Eq. 2.1.

∂2ψ1(x, y)

∂x2
=
qni
εSi

· e
q(ψ1(x,y)−φB−Vch(y))

kT (2.4)

For the symmetric common DG-FET, the vertical electric field at the center plane of

the silicon body is zero. As a result, one of the boundary conditions for Eq. 2.4 can

be written as

∂ψ1(x, y)

∂x
|x=0 = 0 (2.5)

Using the boundary condition Eq. 2.5, ψ1(x, y) can be obtained by integrating Eq.

2.4 twice.

ψ1(x, y) = ψ0(y)−
2kT

q
ln

cos

√ q2

2εSikT

n2
i

NA

e
q(ψ0(y)−Vch)

kT · x

 (2.6)

where ψ0(y) is the potential at the center of the body as shown in Figure 2.1.

The perturbation in the electronic potential due to the body doping, ψ2(x, y),
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will now be determined. Substituting Eq. 2.3 and Eq. 2.4 in Eq. 2.1 yields a second

order differential equation in terms of ψ2(x, y).

∂2ψ2(x, y)

∂x2
=
qni
εSi

· e
q(ψ(x,y)−φB−Vch(y))

kT ·
(
e
qψ2(x,y)
kT − 1

)
+
qNA

εSi
(2.7)

The mid-plane potential is controlled by the inversion carriers. As a result, the

contribution of the bulk charge to potential at the mid-plane is zero. Since the CDG-

FET is symmetric, the electric field at the mid-plane due to bulk charge is also zero.

ψ2(x = 0, y) = 0 and
∂ψ2(x, y)

∂x
|x=0 = 0 (2.8)

Using the boundary conditions on ψ2(x, y) in Eq. 2.8 and the expression for ψ1(x, y)

in Eq. 2.6, the differential equation Eq. 2.7 can be solved to obtain the perturbation

potential ψ2(x, y).

ψ2(x, y) =
2qni
εSi

· e
qφB
kT

a(x, y)

(
ex
√
a(x,y) − 1

2ex
√
a(x,y)

2

)2

(2.9)

where

a(x, y) =
q2ni
εSikT

· e
q(ψ1(x,y)−Vch−φB)

kT (2.10)

The surface potential at a point y along the surface is the sum of ψ1(x, y) and ψ2(x,
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y) evaluated at the surface.

ψs(y) = ψ1

(
TSi
2
, y

)
+ ψ2

(
TSi
2
, y

)
(2.11)

Note that ψ2(x, y) is a function of ψ1(x, y) and ψ1(x, y) is a function of ψ0(y). As

a result, ψs(y) is a function of only one variable : ψ0(y), the potential at the center

of the body. The variable ψ0(y) can be determined by using the Gauss’s Law at the

surface as the boundary condition.

The electric field at the surface can be easily obtained by integrating Eq. 2.1 once.

The Gauss’s Law at the surface can then be expressed as

Vgs = Vfb + ψs(y) + (2.12)

εSi
Cox

√√√√2qni
εSi

·

(
e
qψs(y)
kT − e

qψ0(y)
kT

q/kT
· e

−q(Vch+φB)

kT + e
qφB
kT · (ψs(y)− ψ0(y))

)

For a given gate and drain bias, the only unknown quantity in Eq. 2.12 is ψ0(y).

Solving Eq. 2.12 yields ψ0(y) and hence ψs(y) in the fully depleted regime for the

CDG-FET.

In the partially depleted regime, the silicon body is not fully depleted and the

depletion width is bias dependent. At the edge of the depletion width, xdep, the

electronic potential and the vertical electric field are zero and hence

ψ1(x = xdep, y) = 0 and
∂ψ1(x, y)

∂x
|(x=xdep) = 0 (2.13)

With these new boundary conditions, the contribution to the surface potential from
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inversion carriers can be derived for the partially depleted regime similar to the fully

depleted regime by integrating Eq. 2.4 twice.

ψ1

(
TSi
2
, y

)
= −2kT

q
ln

cos

√ q2

2εSikT

n2
i

Na

e
−qVch(y)

kT · xdep

 (2.14)

Using the fact that ψ2(x = xdep, y) = 0 for a partially depleted body, the perturbation

in the surface potential due to the finite body doping can be expressed as

ψ2

(
TSi
2
, y

)
=

2qni
εSi

· e
qφB
kT

a(y)

(
exdep

√
a(y) − 1

2exdep
√
a(y)

2

)2

(2.15)

where

a(y) =
q2ni
εSikT

· e
q(ψ1(TSi2 ,y)−Vch(y)−φB)

kT (2.16)

The Gauss’s Law in the partially depleted regime is obtained by integrating Eq. 2.1

once using the fact that both electronic potential and vertical electric field are zero

at the edge of depletion width (x = xdep).

Vgs = Vfb + ψs(y) +
εSi
Cox

√√√√2qni
εSi

·

(
e
qψs(y)
kT − 1

q/kT
· e

−q(Vch+φB)

kT + e
qφB
kT · ψs(y)

)
(2.17)

The unknown variable in the surface potential solution of partially depleted regime

is xdep which is obtained by solving Eq. 2.17 numerically. Once xdep is determined,

the surface potential is calculated using Eq. 2.11 and Eqs. (2.14 - 2.16).

The aforementioned analytical framework yields the surface potential in both
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Figure 2.2: Surface potential and center potential for a lightly doped CDG-FET (NA =
1e15cm−3).

partially depleted and fully depleted regimes. The framework is verified extensively

against the 2-D device simulator MEDICI. All the DG-FETs used for verification

have metal gates with silicon mid-gap work-function, Lg = 1µm, Tox = 2nm and

TSi = 20nm unless specified explicitly. The surface potential is verified against 2-D

TCAD simulations at the source end (Vch = 0V) in all the cases. Surface potential is

calculated using the analytical model and compared with the surface potential from

MEDICI for both light and heavy body doping.

Fig. 2.2 shows the comparison of electronic potential at the surface and at the

center of the body for a light body doping of NA = 1e15cm−3. For light body doping,

since the depletion charge is negligible, the surface potential and the center potential

are nearly the same in sub-threshold regime as seen in Fig. 2.2. In the strong inversion
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Figure 2.3: Surface potential and center potential for heavily doped CDG-FET (NA =
5e18cm−3). Model captures surface potential in both partially depleted and fully depleted
regimes of CDG-FET operation.

regime, as there is a build up inversion carriers at the surface, the electronic potential

at the center starts to differ from the surface potential. Fig. 2.2 shows good agreement

between the model and 2-D TCAD for surface potential and the average error is of

the order of 0.5%.

Fig. 2.3 compares the potentials obtained from the analytical framework against

2-D TCAD simulations for CDG-FET with a heavy body doping of NA = 5e18cm−3.

At low gate voltages, the transistor is partially depleted and the surface potential is

higher than the center potential because of the depletion charge. The transition from

partially depleted regime to fully depleted regime is clearly evident at Vgs ≈ 0.3V.

Good agreement in the surface potential between the analytical model and 2-D TCAD

is clearly evident in both the partially depleted and fully depleted regime with the

27



Chapter 2. Common Symmetric Multi-Gate FET - Surface Potential Model

0.0 0.5 1.0 1.5

-0.3

0.0

0.3

0.6

0.9
Vch = 0.0 V Symbols : 2D TCAD  

Lines : Model

 

 

S
ur

fa
ce

 P
ot

en
tia

l (
V

)

Gate Voltage (V)

 Na = 1x1015cm-3

 Na = 1x1018cm-3

 Na = 3x1018cm-3

 Na = 5x1018cm-3

Figure 2.4: Surface potential (referenced to 2-D simulator MEDICI) for DG-FETs with
different body doping. Body doping varied from light body doping of NA = 1e15cm−3 to
a heavy body doping of NA = 5e18cm−3.

average error of the order of 1%. The surface potential model is verified against 2-D

TCAD for a range of body doping as shown Fig. 2.4 indicating the model’s ability

to capture the effect of body doping on the electrical characteristics of CDG-FET.

Though the analytical framework captures all the physics of CDG-FET correctly,

Fig. 2.3 shows a discontinuity in the transition from partially depleted regime to fully

depleted regime which is undesirable for implementation into a compact model. An

elegant method to eliminate the discontinuity in the surface potential solution will be

developed in the following section.
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2.3 Unified Surface Potential Model

In order to obtain continuous expressions for terminal currents and charges, it is

necessary to capture the transition between the fully depleted and partially depleted

regimes in a smooth manner. Also, the solution of Eq. 2.12 and Eq. 2.17 is com-

putationally expensive due to the complex ψ2(x,y) perturbation term. To overcome

these problems, a simplified expression for ψ2(x,y) is derived : ψpert, which is con-

tinuous between partially depleted and fully depleted regimes. By using ψpert, the

surface potential in both the regimes is calculated through a single-piece continuous

equation.

An optimized high performance and/or low leakage multi-gate transistor design

will use a combination of body doping and body thickness such that the level of

inversion is very small when the transistor is partially depleted. As a result, in the

partially depleted regime, the inversion carriers can be neglected and the 1-D Poisson

equation can be written as

∂2ψ(x, y)

∂x2
=
qNA

εSi
(2.18)

At the edge of depletion region, xdep, the electronic potential and the vertical electric

field are zero.

ψ(x = xdep, y) = 0 and
∂ψ(x, y)

∂x
|(x=xdep) = 0 (2.19)

The electric field at the surface can be obtained by integrating Eq. 2.18 once from
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the edge of depletion width to the surface.

∂ψ

∂x
|
x=

TSi
2

=

√
2qNA

εSi
· ψs (2.20)

where ψs is the surface potential. Since the surface potential in Eq. 2.20 is arising

solely due to the bulk charge ( Eqn. 2.18), it is nothing but the correction in surface

potential due to finite body charge in the partially depleted regime (ψc). The Gauss’s

Law at the surface can then be written in partially depleted regime in terms of ψc as

Cox · (Vgs − Vfb − ψc) = εSi

√
2qNA

εSi
· ψc (2.21)

This is a simple second order equation in ψc which can be solved to obtain the

correction in potential due to body doping.

ψc =

(
−γ

2
+

√
γ2

4
+ Vgs − Vfb

)2

(2.22)

where

γ =

√
2q εsiNA

Cox
(2.23)

Note the similarity of this expression to bulk MOSFET surface potential solution in

the sub-threshold regime [29]. Eq. 2.22 indicates that the perturbation potential due

to body doping increases indefinitely with increasing Vgs. This is not true as Eq. 2.22

is valid only in the partially depleted (PD) regime. When the DG-FET transitions

30



Chapter 2. Common Symmetric Multi-Gate FET - Surface Potential Model

to the fully depleted (FD) regime, the perturbation potential reaches its maximum

value and remains constant thereafter. The maximum perturbation potential (ψbulk)

is given by

ψbulk =
1

2

qNA

εSi

(
TSi
2

)2

(2.24)

It is interesting to note that the perturbation potential in the PD regime (Eq. 2.22)

and in the FD regime (Eq. 2.24) can also be obtained as limiting values from the

analytical framework presented in section 2.2. The perturbation potential is then

given by

ψpert = MIN (ψc, ψbulk) (2.25)

To implement the perturbation potential as a smooth and continuous function in

a compact model, the transition from PD to FD regime is captured through the

following smoothing function.

ψpert =
ψc · ψbulk

(ψNc + ψ N
bulk)

1/N
(2.26)

where N is a smoothing parameter.

Using the perturbation approach, the net surface potential (ψs) can be written as

ψs = ψ1 + ψpert (2.27)
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where ψ1 is the electronic potential due to inversion carriers

ψ1 = ψ0 −
2kT

q
ln

cos
√ q2

2εSikT

n2
i

NA

e
q(ψ0−Vch)

kT · TSi
2

 (2.28)

and ψ0 is the electronic potential at the center of the body. Surface potential is then

calculated by solving the Guass’s law at the surface.

Vgs = Vfb + ψs +
εSi
Cox

√√√√2qni
εSi

(
e
qψs
kT − e

qψ0
kT

q/kT
e
−q(Vch+φB)

kT + e
qφB
kT (ψs − ψ0)

)
(2.29)

Eq. 2.27-2.29 together constitute the unified surface potential model. It can be

written as a single-piece continuous equation through a simple transformation of

variables as will be shown in the section 2.4.

The surface potential and center potential are a function of the smoothing para-

meter N . The behavior of the transition region between PD and FD regimes depends

on the value of N . Optimal value of N can be found by looking at this transition re-

gion as illustrated in Fig. 2.5 for the case of DG-FET with a body doping of 5e18cm−3

and TSi = 20nm. Comparison with 2-D simulator yields an optimal value of N = 6

for this case.

It is virtually impossible to extract the value of N from measured data. As a

result, the value of N is calculated inside the model. Large number of simulations

are performed to find the optimal value of N over a wide range of NA and TSi. Fig.
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Figure 2.5: Surface potential and center potential for a DG-FET with NA = 5e18cm−3

calculated using the unified surface potential model for (a) N = 4 and (b) N = 6. Optimal
value of N as obtained by comparison with 2-D TCAD in this case is 6.
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Figure 2.6: Optimal N for the unified surface potential model obtained from 2-D TCAD.
A linear fit models the observed N very well.

33



Chapter 2. Common Symmetric Multi-Gate FET - Surface Potential Model

0.0 0.5 1.0 1.5

-0.3

0.0

0.3

0.6

0.9
Vch = 0.0 V Symbols : 2D TCAD  

Lines : Model

 

 

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

Gate Voltage (V)

 Na = 1x1015cm-3

 Na = 1x1018cm-3

 Na = 3x1018cm-3

 Na = 5x1018cm-3

Figure 2.7: Surface potential (referenced to 2-D simulator MEDICI) for DG-FETs with
different body doping obtained from the unified surface potential model.

2.6 shows the simulated trend of the optimal value of N and it is modeled through

N = MIN

(
2, INT

(
2 · qNA

εSi
· T 2

Si

))
(2.30)

where MIN is the minimum function and INT is the integer function which returns

the integer portion of the argument number.

The unified surface potential model is verified against 2-D simulator over a wide

range of body doping and body thickness as shown in Fig. 2.7. The unified model

not only enables a smooth transition between the partially depleted regime and the

fully depleted regime but it also yields accurate surface potential. The unified surface

potential model formulation is amenable for implementation in any compact model.

It is always important to revisit the assumptions of any model and understand the
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resulting limitations. The chief assumption of the unified surface potential model is

the presence of negligible inversion carriers when the DG-FET is in PD regime. As a

result, the model will be not accurate for DG-FETs with heavy body doping and large

body thickness. However, such a MG-FET transistor design will be leakage-prone and

hence the underlying assumption of the unified model will never be violated enabling

its widespread use in any design environment.

After the unified surface potential model has been developed and verified, the next

obvious question is how to implement the model efficiently in a compact modeling

framework which is the subject of the next section.

2.4 Analytical Approximation Solution of Unified Sur-

face Potential Model

There are several approaches to solve the unified surface potential model and obtain

the numerical value of surface potential. Before divulging into them it is desirable to

write the model (Eq. 2.27-2.29) as ONE single-piece continuous equation.

In order to express the unified model in a simpler way, introduce a new variable

β which is defined in terms of the center potential, ψ0, as

β =

√
q2

2εSikT

n2
i

NA

· e
q(ψ0−Vch)

kT · TSi
2

(2.31)

With this transformation, the unknown variable in the earlier formulation ψ0 is re-
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placed with the new variable β.

ψ0 = Vch + 2Vt

ln β − ln

√ q2

2εSikT

n2
i

NA

· TSi
2

 (2.32)

The contribution to surface potential from inversion carriers, ψ1 (Eq. 2.28), can be

expressed in terms of β using Eq. 2.32

ψ1 = Vch + 2
kT

q

ln β − ln (cos β)− ln

√ q2

2εSikT

n2
i

NA

· TSi
2

 (2.33)

Using the definitions of ψ1 and ψ0 in terms of β, the Gauss’s Law at the surface (Eq.

2.29 can be written as

f(β) ≡ ln β − ln (cos β) + (2.34)

r

√√√√√β2

 e
ψpert
Vt

cos2 β
− 1

+
ψbulk
V 2
t

(ψpert − 2Vt ln (cos β))− F = 0

where

F =
Vgs − Vfb − Vch − ψpert

2Vt
+ ln

√ q2

2εSikT

n2
i

NA

· TSi
2

 (2.35)

r = 2
εSi Tox
εox TSi

Vt =
kT

q

Eq. 2.34 is the surface potential equation (SPE) for symmetric common DG-FET and
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it forms the core of the BSIM-CMG model. For a given device structure and bias,

the only unknown variable in SPE is β. By solving the SPE, β can be determined

and hence ψ1 (Eq. 2.33) and the surface potential (ψs = ψ1 +ψpert) can be obtained.

The SPE can be solved in several ways. One can employ numerical iterative tech-

niques such as Newton-Rhaphson iteration method. The convergence of the solution

is not guaranteed in such approaches and it can lead to numerically unstable compact

models. Other approach is to use a table look approach. In table look approach, the

number of tables can be very large depending on the number of physical variables

such as Tox, TSi, etc. Also the size of each table depends on the desired granularity of

the bias step in constructing the table. Continuity of terminal currents and charges

and the corresponding derivatives is always a question for table look-up models. An-

other alternative is to solve the SPE using an analytical approximation based on the

physics of CDG-FET. An analytical approximate solution of SPE is very desirable as

it leads to a numerically robust and efficient compact model.

The analytical approximation solution is based on very good initial approximate

solution which is then corrected to obtain the final accurate solution. Let the initial

approximate solution of SPE be β0. The initial solution can then be corrected through

a 3rd order correction by the following algorithm

β = β0 −
f0

f1

(
1 +

f0f2

2f 2
1

+
f 2

0 (3f 2
2 − f1f3)

6f 4
1

)
(2.36)

where fn = ∂nf
∂βn

|β=β0 . If the solution is still not accurate, the 3rd order correction can

be repeated using the new estimate of β until the desired accuracy is reached. To
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keep the time for computing surface potential at a minimum, it is absolutely essential

to have a very good initial estimate of β so that only a few stages of correction are

required. Hence, the most important step in this technique is obtaining the initial

estimate β0 as close to the final solution β as possible.

To obtain β0 consider separately the two regimes of operation : sub-threshold

regime and strong inversion regime. In sub-threshold regime there are very few car-

riers in the silicon body. As a result, ψ1 can be approximated as ψ0.

ψ1 = ψ0 − 2
kT

q
ln cos (β) ≈ ψ0 (2.37)

Furthermore, since the inversion carriers can be neglected in the sub-threshold regime,

the SPE (Eq. 2.34) can be simplified as shown below

ln β + r

√
ψbulk
V 2
t

· ψpert − F = 0 (2.38)

The simplified SPE can be solved to obtain the initial estimate β0 for the sub-threshold

regime of operation.

β0−ST = e

�
F−r

r
ψbulkψpert

V 2
t

�
(2.39)

β0−ST agrees very well with the exact solution of β in sub-threshold regime. In strong

inversion, since F is large, β0−ST becomes very large. To avoid numerical issues while

implementing in a compact model, β0−ST needs to be limited for large F . With the
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observation that β0−ST << 1 in the sub-threshold regime, β0−ST can be defined as

β0−ST = tan−1

(
e

�
F−r

r
ψbulkψpert

V 2
t

�)
(2.40)

without losing any accuracy for low F while obtaining limiting behavior for large F.

Similarly, β0 for the strong inversion can be estimated. In the strong inversion

regime, since the amount of inversion carriers and β are large, the SPE can be ex-

pressed as

r

√√√√√β2

 e
ψpert
Vt

cos2 β
− 1

− F = 0 (2.41)

which can be further simplified and re-written as

β tan β =
F

re
ψpert
2Vt

(2.42)

For strong inversion, as F increases, β increases and tan(β) will approach ∞. As a

result, for large F , β will approach π
2

and hence the initial estimate for β in strong

inversion regime is

β0−SI = tan−1

(
2F

rπ
· e

−ψpert
2Vt

)
(2.43)

In order to have a well behaved β0−SI in both strong inversion and sub-threshold

regimes, a new definition for β0−SI is introduced which retains the correct behavior

39



Chapter 2. Common Symmetric Multi-Gate FET - Surface Potential Model

at large F but provides the desired limiting at small F .

β0−SI = tan−1

(
2 ln(1 + F )

rπ
· e

−ψpert
2Vt

)
(2.44)

The estimate of β0 through all regimes of operation is then simply given by

β0 = MIN (β0−ST , β0−SI) (2.45)

This exercise of mathematically modifying the physically derived expressions into

forms which are better suited for efficient and robust compact models is commonplace

in the field of compact modeling and is very crucial. Failing to do so may render

excellent physical models unusable for compact models. Mathematical behavior of

the equations is as important as the physics buried in them. This is an very important

aspect of compact modeling which is often understated and overlooked.

The initial estimate β0 (Eq. 2.45) with a two stage 3rd order correction (Eq.

2.36) forms the analytical approximation solution of the SPE in BSIM-CMG model.

In order to minimize the computational time for the extremely complex derivatives

f1, f2 and f3 in Eq. 2.36 it is necessary to share the computation of common variables

which is another important facet of developing an efficient compact model.

The accuracy of analytical approximation solution of SPE is verified against ex-

act numerical solution. Fig. 2.8 shows the SPE solution of a DG-FET with light

body doping of NA = 1e15cm−3. In Fig. 2.8(a), the initial approximation β0 and

the approximation after two 3rd order corrections β2 are compared against numeri-

cal solution of the SPE βn. The initial approximation β0 is very close to βn in both
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Figure 2.8: Analytical approximation solution of ψs for DG-FET with light body doping of
NA = 1e15cm−3. (a) Approximate solutions of SPE : β0 and β2 compared against the nu-
merical solution of SPE βn. (b) Error between ψs calculated from analytical approximation
and ψs calculated using numerical techniques.
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Figure 2.9: Analytical approximation solution of ψs for a DG-FET with heavy body doping
of NA = 3e18cm−3. (a) Approximate solutions of SPE : β0 and β2 compared against the
numerical solution of SPE βn. (b) Error between ψs calculated from analytical approxi-
mation and ψs calculated using numerical techniques.
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weak inversion and strong inversion regimes. After two 3rd order corrections β2 agrees

very well with βn. Fig. 2.8(b) shows the difference in ψs calculated using analyti-

cal approximation and numerical solution. The error is limited to a few nano-volts

indicating good accuracy of analytical approximation of SPE. The analytical approx-

imation works equally well for DG-FETs with heavy body doping as illustrated in

Fig. 2.9 for the case of NA = 3e18cm−3. Fig. 2.9(a) indicates that the β2 is very close

to βn in both sub-threshold and strong inversion regime. The error in ψs calculated

using the analytical approximation solution of SPE for a heavily doped body is also

limited to a few nano-volts. This has negligible effect on the accuracy of the terminal

currents and terminal charges calculated in the model.

2.5 Enhanced Surface Potential Equation

The surface potential equation developed thus far is still rudimentary and devoid

of some important physical effects observed in real devices. The surface potential

equation will be enhanced in this section through the addition of phenomena such

as Poly-Depletion Effects (PDE) and Quantum Mechanical Effects (QME). Upon the

addition of these effects into SPE, the analytical approximation solution also needs

to be changed to maintain the good accuracy and efficiency of analytical solution.

2.5.1 Poly Depletion Effect

The surface potential model developed so far assumes the use of metal gates. If poly-

silicon is used as the gate electrode material, it introduces poly-depletion effect which
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Figure 2.10: Band bending in a n-type DG-FET with N+ poly-Si gates. The use of poly-Si
gates causes additional voltage drop Vpoly in the gate electrode.

leads to a reduction in the inversion charge density compared to the case of metal

gates.

Similar to the planar bulk MOSFETs, if N+ poly-Si is used as the gate electrode

for a n-type DG-FET, a depletion layer forms in the N+ poly-Si gate electrode. As

shown in Fig. 2.10, there is an additional drop in the gate voltage at the interface

of poly-silicon gate and the gate insulator. This additional voltage drop in the gate

electrode introduces a new term, Vpoly, in the Gauss’s Law which can be written as

Vgs − Vfb = ψs + Vox︸ ︷︷ ︸
f(β)

+Vpoly (2.46)

where Vox is the voltage drop across the gate insulator and f(β) is the basic SPE
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introduced in Eq. 2.34. Vox is linearly related to the electric field at the silicon

surface (ESi) through

Vox =
εSiESi
Cox

(2.47)

Vpoly can also be expressed as a function of ESi through

Vpoly =
εSi

2q Npoly

E2
Si (2.48)

where Npoly is the doping concentration of the poly-Si gate electrode. ESi and its

derivatives need to be calculated for solving the original SPE since Vox is a function

of ESi. By expressing Vpoly in terms of ESi, no additional computational overhead is

added when solving for SPE with PDE included. The SPE with PDE included can

be finally written as

ln β − ln (cos β) + r2

β2

 e
ψpert
Vt

cos2 β
− 1

+
ψbulk
V 2
t

(ψpert − 2Vt ln (cos β))

 (2.49)

+r

√√√√√β2

 e
ψpert
Vt

cos2 β
− 1

+
ψbulk
V 2
t

(ψpert − 2Vt ln (cos β))− F = 0 ≡ f(β)SPE+PDE

where the factor r2 is given by

r2 =
4εSiVt

qT 2
SiNpoly

(2.50)

The above equation can be solved to obtain β and hence ψs in the presence of
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PDE for a CDG-FET. In order to solve the SPE with PDE using the analytical

approximation technique, the initial approximate solution β0 should be changed to

incorporate the effect of poly-depletion. In sub-threshold regime, the SPE with PDE

can be simplified into a form similar to Eq. 2.38 but with PDE included.

ln β + r2
ψbulk
V 2
t

· ψpert + r

√
ψbulk
V 2
t

· ψpert − F = 0 (2.51)

Solving the simplified SPE in Eq. 2.51 yields the initial estimate of β0 in sub-threshold

regime.

β0−ST = e

�
F−r·

r
ψbulkψpert

V 2
t

−r2·
ψbulkψpert

V 2
t

�
(2.52)

β0−ST needs to be mathematically modified for numerical robustness at large gate

voltage bias.

β0−ST = tan−1

(
e

�
F−r·

r
ψbulkψpert

V 2
t

−r2·
ψbulkψpert

V 2
t

�)
(2.53)

In the limit of strong inversion regime Vpoly will be negligible compared to Vox and

hence β0−SI remains same as Eq. 2.44.

The SPE with PDE has been verified against 2-D TCAD for different poly-Si

doping. Fig. 2.11(a) shows the surface potential of a n-type DG-FET with uniform

body doping ofNA = 1e15cm−3 for different poly-Si doping. As expected, ψs decreases

as Npoly decreases since there is larger voltage drop in gate electrode and the silicon

body sees less effective Vgs. Similar results are observed for DG-FET with heavy
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Figure 2.11: Surface potential for DG-FET with (a) Light body doping and (b) Heavy
body doping for different poly-Si doping. The model captures the change in surface
potential as a function of poly-Si doping accurately.
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body doping of NA = 5e18cm−3 as shown in Fig. 2.11(b). In all the cases, the

ψs calculated using analytical approximation model shows good agreement with ψs

obtained through 2-D TCAD.

2.5.2 Quantum Mechanical Effects

Quantum mechanical confinement of inversion carriers is well known in bulk MOS-

FETs for a long time [30]. The large vertical electric field leads to strong band

bending at the surface and the inversion carriers are confined to dimensions along the

length and width of the transistor. This carrier confinement, also known as electrical

confinement (EC), leads to splitting of energy bands into discrete subbands which

reflects as an increase in the threshold voltage of the transistor and a decrease in the

gate capacitance, both of which act to reduce the current drive of the transistor [31].

In the case of DG-FETs, unlike bulk FETs, there is strong carrier confinement

even at low electric fields making the QME even more complex. The carriers are

bounded by gate insulator on two sides and it is similar to carriers confined in a

rectangular well [32]. This is referred to as structural confinement (SC) since it

arises from the very physical structure of DG-FET. In order to capture the QME

in its entirety it is necessary to model the effect of both EC and SC (Fig. 2.12) on

the performance of DG-FETs. Several groups have reported different analytical and

numerical approaches to capture the QME in DG-FETs [33], [34].

A new compact approach is developed to model QME which takes advantage of the

simple SPE formulation [35]. Carrier confinement causes the splitting of conduction

band and the energy of the lowest subband is higher than the conduction band edge.
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Figure 2.12: Energy-band diagrams showing the carrier confinement and associated quan-
tization of electronic energy levels in DG-FETs due to structural confinement and electrical
confinement.

The energy of the lowest subband referenced to the conduction band edge is given

by [36]

E0 =
~2

2mx

((
π

TSi

)2

+ b20

(
3− 4

3
(
(b0TSi/π)2 + 1

))) (2.54)

where mx is the effective carrier mass perpendicular to the silicon-insulator interface

and b0 is

b0 =

(
3

4
· 2mxqESi

~2

) 1
3

(2.55)

and ESi is the vertical electric field at the silicon-insulator surface. The electric field,

49



Chapter 2. Common Symmetric Multi-Gate FET - Surface Potential Model

ESi, can be written in terms of the surface potential as

ESi =
Vgs − Vfb − ψs

Tox
· εox
εSi

(2.56)

The first term in Eq. 2.54 represents the subband energy change due to SC and the

latter term models the effect of EC at higher gate bias.

Since the lowest subband energy level is higher in presence of QM confinement by

E0, more band bending or equivalently higher surface potential is required to attain

same inversion charge density as in the classical case. In other words, for a given

gate bias, the QM inversion charge density is smaller than the classical case. This

behavior can be captured easily in the SPE formulation by modifying the inversion

carrier term to reflect the corresponding decrease in inversion carrier density. The

SPE with QME is expressed as

Vgs = Vfb + ψs + (2.57)

εSi
Cox

√√√√2qni
εSi

(
e
qψs
kT − e

qψ0
kT

q/kT
e
−q(Vch+φB+QMFIT ·E0/q)

kT + e
qφB
kT (ψs − ψ0)

)

where QMFIT is a fitting parameter. As the carrier confinement increases, E0 in-

creases and the inversion charge decreases as seen clearly in Eq. 2.57. It captures both

the structural confinement and electrical confinement. Fig. 2.13 shows the surface

potential versus the gate voltage for DG MOSFET with heavy body doping of NA

= 5e18cm−3. The model agrees with 2-D device TCAD very well from subthreshold

region to strong inversion region. The increase of the surface potential due to the
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Figure 2.13: Surface potential of a heavily doped DG-FET with and without carrier
confinement.

QME is captured by the model.

However, the implementation of Eq. 2.57 into a compact model poses a great

challenge. The EC is field dependent and hence gate bias and drain bias dependent.

This significantly increases the computational time to solve the SPE. More number of

correction stages are required in the analytical approximation framework to achieve

surface potential within the desired accuracy of few nano-volts. This is a clear in-

stance where there is a trade-off between the complexity of embedded physics versus

the corresponding computational time. As a solution to the trade-off, only SC is

calculated in SPE and the EC is captured by explicitly modifying effective insulator

thickness (Tox) similar to BSIM4 model [37]. By including only SC in the surface
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potential solution, Eq. 2.34 can be modified as

ln β − ln (cos β) + (2.58)

r

√√√√√e
−
QMFIT ·( ~π

TSi
)
2

2Vt·qm∗︸ ︷︷ ︸
QME

·β2

 e
ψpert
Vt

cos2 β
− 1

+
ψbulk
V 2
t

(ψpert − 2Vt ln (cos β))− F = 0

When the body thickness TSi decreases, the factor QME decreases and reduces the

inversion charge density capturing structural carrier confinement. Eq. 2.58 is the

quantum mechanical surface potential equation which captures the effect of struc-

tural carrier confinement on surface potential in BSIM-CMG. The SPE with QME

is solved using the analytical approximation solution by changing the initial approx-

imate solution β0 to reflect the impact of QME.

The initial approximate solution β0 needs to be modified in the presence of QME.

In the sub-threshold regime, since β0−ST is estimated by ignoring the inversion carri-

ers, there is no impact of QME and β0−ST remains unaltered from Eq. 2.40. However,

in the strong inversion regime, the QME significantly effect the β0−SI through the in-

version carrier term. Following a approach similar to the one in Section 2.4, β0−SI in

the presence of QME can be calculated as

β0−SI = tan−1

(
2 ln(1 + F )

rπ
· e

−ψpert
2Vt · e

QMFIT ·( ~π
TSi

)
2

4Vt·qm∗

)
(2.59)
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2.5.3 SPE with PDE and QME

The surface potential equation formulation enables inclusion of both the poly-depletion

effects and quantum mechanical effects at the same time. The complete surface po-

tential equation capturing the effects of both quantum mechanical confinement and

poly-depletion can be expressed as

f (β) ≡ ln β − ln (cos β) + r · g (β)︸ ︷︷ ︸
Vox

+ r2 · g (β)2︸ ︷︷ ︸
Vpoly

−F = 0 (2.60)

where g(β) is defined as

g(β) =

√√√√√QMFIT · β2

 e
ψpert
Vt

cos2 β
− 1

+
ψbulk
V 2
t

(ψpert − 2Vt ln (cos β)) (2.61)

This equation forms the core of BSIM-CMG model. It is solved through analytical

approximation technique where the initial approximation β0 is given by

β0 = MIN (β0−ST , β0−SI) (2.62)

where

β0−ST = tan−1

(
e

�
F−r

r
ψbulkψpert

V 2
t

−r2
ψbulkψpert

V 2
t

�)
(2.63)

β0−SI = tan−1

(
2 ln(1 + F )

rπ
· e

−ψpert
2Vt · e

QMFIT ·( ~π
TSi

)
2

4Vt·qm∗

)

β0 is corrected through a two stage 3rd order correction defined in Eq. 2.36.
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The surface potential at the source end, φs, is obtained by solving Eq. 2.60 at

the source end (Vch = 0) and the surface potential the drain end, φd, is obtained by

solving Eq. 2.60 at the drain end (Vch = Vds). All the terminal currents and charges

for the surface potential model BSIM-CMG are a function of φs and φd. In the next

chapter, the formulation of drain current and terminal charges as a function of φs and

φd will be described.

2.6 Summary

For any surface potential based MOSFET model, accurate calculation of the surface

potential is the most crucial part of the model. This chapter presented an analytical

framework for calculating the surface potential for a symmetric common double-gate

transistor (CDG-FET). The analytical model captures the effect of finite body doping

on the surface potential of CDG-FET. A unified surface potential equation was later

developed to capture the transition between the partially depleted regime and the

fully depleted regime in a smooth and continuous manner without sacrificing any

accuracy. The surface potential equation was enhanced to capture real device effects

such as poly-depletion and quantum mechanical confinement of the inversion carriers.

The numerically complex surface potential equation is solved using an analytical

approximation method. The analytical surface potential model has been verified

against several 2-D TCAD simulations for a wide range of body doping. The surface

potential equation described in this chapter is implemented in the surface potential

based model BSIM-CMG and it forms the core of the BSIM-CMG model.
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Chapter 3

Common Symmetric Multi-Gate FET

- I-V and C-V Model

3.1 Introduction

The goal of a compact model is to provide a concise mathematical model of a transistor

to aid circuit design. To enable circuit level simulations, which include DC, AC and

transient analysis, a compact model needs to model the current flowing through all

the terminals of the transistor and the associated terminal charges and capacitances.

The I-V model describes the currents associated with the transistor terminals and

the C-V model describes the terminal charges and transcapacitances. One of the

most important requirements for both I-V and C-V model formulations is to posses a

certain degree of predictivity and scalability without compromising the computational

time.

55



Chapter 3. Common Symmetric Multi-Gate FET - I-V and C-V Model

The I-V model for any transistor - single-gate or multi-gate FET, is fairly com-

plex. The drain current of the transistor consists of drift and diffusion components.

Depending on the gate bias, one of the two conduction mechanisms contribute sig-

nificantly to the drain current. It is thus necessary to model both these conduction

mechanisms at the same time. The state-of-the-art transistor exhibits several physical

mechanisms such as short-channel effects, velocity saturation and velocity overshoot

which effect the drain current significantly making the modeling of drain current very

challenging. Furthermore, the drain current is just one component of the I-V model.

Gate current and body current also need to be accounted due to reduced gate insula-

tor thickness and increased electric fields inside the silicon body in modern transistors.

Tunneling through the gate insulator is responsible for the gate current whereas the

bulk current is dominated by impact ionization at the drain terminal at large drain

bias. Modeling of all these different mechanisms makes the I-V model considerably

involved.

The I-V model is usually developed using a bottom-up approach. First the drain

current is modeled for a long channel transistor which will be referred to as the core I-

V model. Next, short channel effects and other physical mechanisms are incorporated

into the core I-V model to enable the prediction and modeling of the behavior of next

generation transistors. Other terminal currents are then added into I-V model. This

methodology applies to both bulk planar MOSFET and multi-gate FETs. Only the

modeling of drain current for MG-FETs will be described in this chapter. Most of the

efforts in modeling the drain current of DG-FETs have been limited to DG-FETs with

undoped silicon body [27], [38], [39]. Section 3.2 describes a new surface potential
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based I-V model for DG-FET which incorporates the effect of finite body doping on

the drain current. The phenomenon of volume (bulk) inversion in DG-FETs makes

the modeling of drain current even more interesting as will be explained later in

this chapter. The drain current of short channel transistors differs significantly from

long channel transistors. An elegant way to capture the behavior of short-channel

transistors such as threshold voltage roll-off and sub-threshold slope degradation is

presented in Section 3.3. By accurate modeling of the short-channel effects, the DG-

FET model can be extended to MG-FETs with three or four gates.

The C-V model is equally important as the I-V model. The terminal charges are

calculated in accordance with the Ward-Dutton charge partition which dictates the

partitioning of the inversion layer charge to the source and drain terminals [40]. The

transcapacitances are simply the derivatives of the terminal charges. Some of the

important requirements of the C-V model are having non-negative, continuous and

symmetric (ex. Cgs = Cgd when Vds=0) capacitances. Though they may seem very

obvious, they are very hard to achieve and care has to be taken at every step in the

model development to ensure that the C-V model adheres to these requirements. The

same holds true for the currents and its derivatives such as trans-conductance and

output conductance for the I-V model also. Following the discussion on I-V model,

the formulation of C-V model for DG-FETs is presented in Section 3.4.

The complete compact model for symmetric common-gate multi-gate FETs -

BSIM-CMG, consisting of the unified surface potential model, I-V model and C-

V model is written in Verilog-A and implemented in popular circuit simulators such

as HSPICE and SPECTRE. MG-FETs can be built either on SOI or bulk silicon.
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Figure 3.1: Schematic of a symmetric common-gate DG-FET

BSIM-CMG model allows users to model SOI MG-FET and bulk MG-FET through

the addition of body node for bulk MG-FET. The BSIM-CMG model has been suc-

cessfully used to describe the measured electrical characteristics of SOI FinFETs and

bulk FinFETs. Section 3.6 in this chapter is devoted to the experimental verification

of the complete model.

3.2 Core I-V Model

The drain current consists of both drift and the diffusion components [41]. Fig. 3.1

shows the schematic of the long channel symmetric common DG-FET (CDG-FET)

under study. Assuming a constant carrier mobility of µ, the drain current (Id) at a
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plane y along the channel length can be written as

Id(y) = 2 · µ ·W ·Qinv(y) ·
dVch(y)

dy
(3.1)

where W is the width of the DG-FET, Vch is the carrier quasi-fermi potential and

Qinv is defined as the total inversion charge in upper half (also equal to total inversion

charge in the lower half) of the silicon body. The electrical and physical symmetry

in CDG-FET forces the charge in the upper half of silicon body to be equal to the

charge in the lower half and this explains the factor of 2 in Eq. 3.1. From here on,

all the charge terms will refer to charge in one half of the silicon body.

Under quasi-static operation of the transistor, the drain current is same at any

point between source and drain. Eq. 3.1 can now be integrated from source to drain

yielding

Id = 2 · µ · W
L
·
∫ Vds

0

Qinv(y) ·
dVch(y)

dy
(3.2)

where L is the channel length. The inversion charge is simply the difference of the

total charge in silicon body and the bulk charge.

Qinv(y) = QSi(y)−Qbulk(y) (3.3)

The total charge in the silicon is given by

QSi(y) = Cox (Vgs − Vfb − ψs(y)) (3.4)
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where ψs(y) is the surface potential along the channel length. The bulk charge is

given by

Qbulk(y) =

√
2qniεSi e

φB
Vt ψc(y) (3.5)

To evaluate the drain current integral in Eq. 3.2, the rate of change of Vch(y) is also

needed. It can be obtained in terms of Qinv by noting that QSi can be expressed as

a function of Vch through

QSi(y) =

√√√√2qniεSi

(
e
qψs(y)
kT − e

qψ0(y)
kT

q/kT
e
−q(φB+Vch(y))

kT + e
qφB
kT (ψs(y)− ψ0(y))

)
(3.6)

where all the symbols retain the definitions introduced in Chapter 2. This definition

of QSi is mathematically very complex yielding a complex expression of dVch
dy

and the

integral in Eq. 3.2 is not analytically integrable. Analytic expression for drain current

valid in all regimes of transistor operation is highly desirable for a numerically robust

and an efficient compact model. To obtain an analytical core drain current model,

a mathematically simpler approximation of Qinv(y) needs to developed which can be

used to evaluate dVch(y)
dy

and hence the drain current. This will be done in a two step

approach. First, an analytical approximation of Qinv(y) will be separately derived for

lightly doped DG-FETs and highly doped DG-FETs. Then, a unified approximation

of Qinv(y) which is valid for both light and heavy body doping is developed to be

used for calculating dVch(y)
dy

.
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3.2.1 Inversion Charge in Lightly Doped DG-FET

For lightly doped DG-FET, the body charge Qbulk is negligible compared to the

inversion carriers. Furthermore, since the body is doped lighty, Eq. 3.6 can be

further simplified by neglecting the contribution from bulk charge. The inversion

charge density for lightly doped DG-FET can then be expressed as

Qinv(y) ≈

√√√√2qniεSi ·

(
e
qψs(y)
kT − e

qψ0(y)
kT

q/kT

)
· e

−q(φB+Vch(y))

kT (3.7)

which can be re-written as

Qinv(y) =
√

2qniεSiVt · e
ψs(y)−φB+Vch(y)

2Vt ·
√

1− e
ψ0(y)−ψs(y)

Vt (3.8)

The last term with the square root approaches 1 in strong inversion and it decreases

in weak inversion regime. In strong inversion regime, the first two terms are a good

approximation to the inversion charge. In the weak inversion regime, the last term

can be further simplified. The potential profile from the center to the surface of DG-

FET depends on the exact value of body doping and amount of inversion. To ease

the model derivation, a linear potential profile is assumed for now from center of the

body to the surface. This assumption will be revisited towards the end of the section.

With a linear potential profile assumption in the weak inversion regime

ψs(y)− ψ0(y) =
Qinv(y)

2CSi
(3.9)
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Figure 3.2: Comparison of the approximate Qinv model for lightly doped DG-FET calcu-
lated against the exact Qinv in both sub-threshold and strong inversion regime.

where CSi = εSi
TSi

. Substituting Eq. 3.9 in Eq. 3.8 and performing a Taylor series

expansion, the inversion charge for lightly doped DG-FETs Qinv:LD can be written as

Qinv:LD(y) ≈
√

2qniεSiVt · e
ψs(y)−φB−Vch(y)

2Vt ·

√
Qinv(y)

Qinv(y) + 2CSiVt
(3.10)

Fig. 3.2 compares the exact inversion charge from Eq. 3.3 and the approximation

Eq. 3.10. The approximation closely matches the exact inversion charge in both weak

inversion and strong inversion. Furthermore, Qinv:LD can be used in Eq. 3.2 to obtain

an analytic expression for drain current for the lightly doped DG-FETs.

Id = 2 · µ · W
L
· (g(Qinvs)− g(Qinvd)) (3.11)
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Figure 3.3: Comparison of the drain current of lightly doped DG-FET calculated using
the I-V model Eq. 3.11 and Eq. 3.12 against 2-D TCAD simulations.

where Qinvs = Qinv(y = 0) and Qinvd = Qinv(y = L) (calculated using Eq. 3.3) and

the function g(Q) is

g(Q) =
Q2

2Cox
+ 2VtQ− 2CSiV

2
t ln

(
1 +

Q

2VtCSi

)
(3.12)

The drain current calculated from Eq. 3.11 for a DG-FET with NA = 1e15 cm−3

is shown in Fig. 3.3. The drain current model prediction agrees very well with 2D

TCAD simulations as seen in Fig. 3.3. Note that there is an underlying assumption

of linear potential profile. If a parabolic potential profile was chosen instead of linear

potential profile, the term 2CSi in Eq. 3.10 and in function g(Q) would be replaced
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by 4CSi. With g(Q) defined as

g(Q) =
Q2

4Cox
+ 2VtQ− 4CSiV

2
t ln

(
1 +

Q

4VtCSi

)
(3.13)

it can be shown that the drain current model in Eq. 3.11 is exactly identical to the

I-V model presented in [39] for undoped DG-FETs.

It is clear that the factor 2CSi or 4CSi in Eq. 3.10 depends strongly on the

potential profile assumed. As a result, the function g(Q) in Eq. 3.13 can be defined

in general as

g(Q) =
Q2

2Cox
+ 2VtQ− xCSiV

2
t ln

(
1 +

Q

xVtCSi

)
(3.14)

where the optimal x can be found by comparing the drain current using the analytical

model against 2-D TCAD simulations.

Fig. 3.4 plots the error in drain current calculated using the analytical model for

different x. From Fig. 3.4, it can be concluded that x = 5 gives the most accurate

drain current and hence Qinv:LD(y) will be re-defined as

Qinv:LD(y) ≈
√

2qniεSiVt · e
ψs(y)−φB−Vch(y)

2Vt ·

√
Qinv(y)

Qinv(y) + 5CSiVt
(3.15)
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Figure 3.4: Error in the model predicted drain current of lightly doped DG-FET for
different x when compared with 2-D TCAD simulations. Least error is obtained for an
optimum x = 5.

3.2.2 Inversion Charge in Heavily Doped DG-FET

Recall that the total charge in the silicon body is defined as

QSi(y) =

√√√√2qniεSi

(
e
qψs(y)
kT − e

qψo(y)
kT

q/kT
· e

−q(φB+Vch(y))

kT + e
qφB
kT · (ψs(y)− ψo(y))

)
(3.16)

In the strong inversion regime, the exponential ψs(y) term is large and the bulk charge

is less than the inversion charge. For a heavily doped DG-FET, in the weak inversion

regime the inversion carrier density is much smaller than the bulk charge and hence

ψs(y)− ψ0(y) ≈ ψpert (3.17)
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Using these assumptions and the definition of Qbulk, the total charge in the silicon

body can be approximated as

QSi(y) ≈
√

2qniεSiVt · e
qψs(y)
kT · e

−q(φB+Vch(y))

kT +Q2
bulk (3.18)

Utilizing the fact that QSi = Qinv + Qbulk, one can rearrange the above expression

and express the inversion charge density of a heavily doped DG-FET, Qinv:HD, as

Qinv:HD(y) ≈
√

2qniεSiVt · e
ψs(y)−φB−Vch(y)

2Vt ·

√
Qinv(y)

Qinv(y) + 2Qbulk

(3.19)

Notice the similarity in the expressions for the approximate inversion charge den-

sity of lightly doped DG-FET (Eq. 3.15) and heavily doped DG-FET (Eq. 3.19).

This striking similarity will be put to use in the next section in developing a unified

approximate inversion charge model over all doping ranges.

3.2.3 Unified Charge Density Model

To have one analytical drain current model which is accurate over all doping ranges,

it is necessary to have a unified charge density model. Looking at the expressions

of approximate Qinv for lightly doped DG-FETs and heavily doped DG-FETs, the

following model is proposed to predict the inversion charge density accurately for

wide range of body doping

Qinv(y) ≈
√

2qniεSiVt · e
ψs(y)−φB−Vch(y)

2Vt ·

√
Qinv(y)

Qinv(y) + 2Qbulk + 5CSiVt
(3.20)
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Figure 3.5: Inversion charge calculated using the unified charge density model for lightly
doped DG-FET and heavily doped DG-FET. The unified charge density model agrees well
with the inversion charge density calculated using exact charge equation.

When the body doping is low, the term Qbulk can be ignored and the model is similar

to Eq. 3.15 for lightly doped DG-FETs. Similarly, when the body doping is high the

term 5CSiVt can be neglected compared to Qbulk and the model is similar to Eq. 3.19

for heavily doped DG-FETs.

The unified charge model is verified against the exact charge equation in Eq. 3.3.

Fig. 3.5 shows the inversion charge density calculated for both NA = 1e17cm−3 and

NA = 3e18cm−3 using the unified inversion charge density model. The model predicts

the inversion charge density very well when compared with charge density from the

exact charge equation. The unified charge density model is used to calculate the drain

current in the next section.
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3.2.4 Drain Current Model

An analytical model for the drain current for DG-FETs which captures the effect of

finite body doping can be developed using the unified charge density expression. To

evaluate the integral in the drift-diffusion formulation for the drain current (Eq. 3.2)

the gradient in the quasi-fermi potential can be expressed in terms of Qinv. From Eq.

3.20, the gradient in Vch can be written as

dVch
dy

=
dψs
dy

+ Vt
dQinv

dy

(
2Qbulk + 5CSiVt

Qinv + 2Qbulk + 5CSiVt
− 2

Qinv

)
(3.21)

The drain current is then simply found by integrating Eq. 3.2.

Id = 2 · µ · W
L
· (h (Qinvs)− h (Qinvd)) (3.22)

where Qinvs and Qinvd are inversion charge density at the source and drain end and

the function h(Q) is

h(Q) =
Q2

2Cox
+ 2VtQ− Vt · (2Qbulk + 5CSiVt) · ln

(
1 +

Q

2Qbulk + 5VtCSi

)
(3.23)

Eq. 3.22 and Eq. 3.23 together constitute the core I-V model for DG-FETs and have

been implemented in BSIM-CMG model. Note that the approximate charge density

model was developed only to enable the formulation of an analytical drain current

model. To maintain high accuracy of the drain current model, Qinvs and Qinvd are
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still evaluated using Gauss’s Law instead of the approximate charge density model.

Qinvs = Cox (Vgs − Vfb − φs)−Qbulk (3.24)

Qinvd = Cox (Vgs − Vfb − φd)−Qbulk

where φs and φd are the surface potentials at the source and drain end respectively.

The I-V model has been verified against 2-D TCAD simulations without using any

fitting parameters. Fig. 3.6(a) shows the Id-Vds characteristics of a long channel DG-

FET with body doping ofNA = 3e18cm−3. Fig. 3.6(b) shows the Id-Vgs characteristics

for the same DG-FET. The model shows good agreement with 2-D TCAD simulations

in all the regimes of operation : sub-threshold, linear and saturation regimes.

One of the main features of this I-V model is the ability to predict the drain current

for DG-FETs over a wide range of body doping. The model is used to calculate the

drain current for DG-FETs starting from low body doping of NA = 1e15cm−3 to a

heavy body doping of NA = 1e19cm−3. As shown in the Fig. 3.7, the model prediction

is very accurate over the wide range of body doping in both sub-threshold and linear

region. Furthermore, the smooth transition from partial depletion to full depletion

regimes can be seen clearly for DG-FETs with heavy body doping. Note that the

excellent agreement to the 2-D TCAD simulations in all these cases has been obtained

without the use of any fitting parameters.

A unique property of the lightly doped thin body DG-FETs is volume inversion

(a.k.a bulk inversion) [42] which states that the drain current is linearly proportional

to the body thickness in the sub-threshold regime. This phenomenon can be easily
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Figure 3.6: (a) Id-Vds and (b) Id-Vgs of a DG-FET with heavy body doping of NA =
3e18cm−3. Model predicted Id agrees very well with 2-D TCAD simulations in all regimes
of transistor operation.
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Figure 3.7: Verification of the I-V model against 2-D TCAD for both lightly doped DG-
FETs and heavily doped DG-FETs. I-V model agrees very well with 2D TCAD for large
range of body doping without using any fitting parameters. The transition from partial
depletion to full depletion is very smooth as for the case of NA = 1e19cm−3.
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Figure 3.8: Carrier density profile along the depth of silicon body for a n-type DG-FET
with NA = 1e15cm−3 in the sub-threshold regime for three different TSi. The nearly
constant electron density marks the origin of volume inversion.

explained using the surface potential model framework developed in Chapter 2.

For lightly doped DG-FET, in the sub-threshold regime, the surface potential is

almost same as the center potential. As a result, the inversion charge density is nearly

constant throughout the body thickness. Fig. 3.8 shows the electron density profile

in the sub-threshold regime from the front to the back surface for a n-type DG-FET

with NA = 1e15cm−3 for three different body thicknesses. Firstly, Fig. 3.8 shows that

electron density is nearly independent of the position inside the body. Secondly, it is

also independent of the body thickness. It can also be seen that the surface potential

model predicts very good carrier profiles when compared against 2-D TCAD simula-

tions. Finally, the total integrated charge inside the body is proportional to the body

thickness. As a result, in the sub-threshold regime the drain current is also propor-
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Figure 3.9: Id-Vgs in the sub-threshold regime for n-type DG-FET with NA = 1e15cm−3.
Linear relationship of Id with respect to TSi in sub-threshold regime is the signature of
volume inversion. The I-V model captures volume inversion very well.

tional to TSi. Since the I-V model does not make any charge sheet approximation,

it should be able to capture volume inversion. Fig. 3.9 shows that the drain current

predicted by the I-V model is linearly related to TSi in the sub-threshold regime for

DG-FET with NA = 1e15cm−3 which further attests to the accuracy of the model.

The core drain current model predicts the drain current only for long channel

transistors. A start-of-the-art transistor with L < 45nm will exhibit numerous other

physical effects which will alter the drain characteristics significantly. In the next

section, modeling of some of the important short channel effects will be described.
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3.3 Modeling Short Channel Effects (SCE)

Short channel MG-FETs are plagued by the same SCE as the bulk transistors. How-

ever, because of the stronger electrostatic control from use of multiple gates, the SCE

are not as severe as in the bulk MOSFETs. Nevertheless, the SCE in MG-FETs are

still strong enough to warrant attention to modeling them [43]. Some of the important

SCE are

• Threshold voltage (Vth) roll-off

• Sub-threshold slope (n) degradation

• Drain Induced Barrier Lowering (DIBL)

• Channel Length Modulation (CLM)

• Carrier velocity saturation/overshoot

In this section only the former three which are related to lowering of potential barrier

at the source end are discussed. A SCE model must be scalable over a wide range of

device parameters such as gate length L, gate insulator thickness Tox, body thickness

TSi, fin height Hfin and channel doping NA.

SCE are essentially 2-D effects where the drain significantly effects the potential

barrier at the source due to its close proximity to source region in a short channel

transistor. There have been numerous efforts in the past to model the SCE in DG-

FETs. Invariably all the methods to model SCE solve the 2-D Poisson’s equation

in sub-threshold region inside the silicon body with varying degree of simplifying
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assumptions. Some of the methods are better suited to implementation in a compact

model environment while some are not. In [44] the authors solve the complete 2-D

boundary value problem by expressing the potential through a infinite sum of sin

functions. The solution is numerically complex and will be hard to extend to the case

of MG-FETs with 3 or 4 gates. In [45] the authors first solve a 1-D Poisson equation in

the channel length direction and then solve the 2-D Poisson equation. The solution

in this case is independent of Vds and hence modeling DIBL is a challenge in this

approach. Another approach assumes a parabolic potential function perpendicular to

the silicon-insulator interface and solves the 2-D Poisson’s equation [46], [47]. This

approach maintains a balance between the model accuracy and model computation

time and hence is used to develop a SCE model for DG-FETs.

Start with the 2-D Poisson’s equation inside the body in the sub-threshold regime

where the inversion carriers can be neglected in comparison to the bulk charge.

d2ψ(x, y)

dx2
+
d2ψ(x, y)

dy2
=
qNA

εSi
(3.25)

Assume a simple parabolic function in the x direction (Fig. 3.1) for the potential

distribution [48].

ψ(x, y) = C0(y) + C1(y) · x+ C2(y) · x2 (3.26)
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The three quantities C0, C1 and C2 can be found by applying three boundary condi-

tions.

ψ

(
x =

TSi
2
, y

)
= ψs(y) (3.27)

dψ(x, y)

dx
|x=0 = 0

dψ(x, y)

dx
|
x=

TSi
2

=
Vgs − Vfb − ψs

Tox
· εox
εSi

where ψs(y) is the surface potential. Solving the above boundary conditions, the

potential profile in the body can be expressed as

ψ(x, y) = ψs(y)−
Vgs − Vfb − ψs(y)

Tox
· εox
εSi

· TSi
4

+
(Vgs − Vfb − ψs(y)) εox

ToxTSiεSi
· x2 (3.28)

The SCE are determined by the minimum potential barrier (ψc(min)) seen by the

carriers entering at the source end. In the DG-FETs, the minimum barrier height

exists at the center plane of the body. To determine ψc(min) it is necessary to transform

the 2-D Poisson’s equation into a 1-D problem of potential distribution along the

center plane. This can be achieved by expressing the potential profile in terms of

center plane potential ψc(y). The center plane potential is obtained by evaluating

Eq. 3.28 at x = 0.

ψc(y) = ψs(y)−
Vgs − Vfb − ψs(y)

Tox
· εox
εSi

· TSi
4

(3.29)
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Using this definition of ψc(y), one can express the potential profile ψ(x, y) in terms

of ψc(y) instead of ψs(y) and the 2-D Poisson’s equation 3.25 simply becomes

d2ψc(y)

dy2
+
Vgs − Vfb − ψc(y)

λ2
=
qNA

εSi
(3.30)

where λ is defined as

λ =

√
εSi
2εox

(
1 +

εoxTSi
4εSiTox

)
TSiTox (3.31)

λ is a characteristic field penetration length, also known as scale length, which defines

the amount of SCE in the transistor. It captures the variation in the amount of drain

field penetrating into the silicon body as a function of physical parameters such as

TSi and Tox. Eq. 3.30 describes the variation of the potential at the center of the

body along the channel length from source to drain. The center potential ψc(y) can

be determined by solving Eq. 3.30 under the following constraints.

ψc(y = 0) = Vbi (3.32)

ψc(y = L) = Vbi + Vds

where Vbi is the built-in potential at the source end. Upon solving Eq. 3.30 the center

potential is given by

ψc(y) = VSL + (Vbi − VSL)
sinh

(
L−y
λ

)
sinh

(
L
λ

) + (Vbi + Vds − VSL)
sinh

(
y
λ

)
sinh

(
L
λ

) (3.33)
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where VSL is equivalent to the center potential for a long channel transistor

VSL = Vgs − Vfb −
qNA

εSi
λ2 (3.34)

The minimum potential along the center of body determines the short channel effects.

This potential ψc(min) can be easily calculated by finding the minimum of Eq. 3.33.

ψc(min) = VSL −
V 2
ds · e−L/2λ

(eL/λ − e−L/λ)
√
Z0ZL

+ 2
√
Z0ZL ·

sinh(L/2λ)

sinh(L/λ)
(3.35)

where Z0 = Vbi − VSL and ZL = Vbi + Vds − VSL. For a long channel transistor,

ψc(min) ≈ VSL ∝ Vgs. The surface potential model developed in previous chapter is a

long channel framework. To obtain the correct minimum barrier height for a short

channel DG-FET at a certain Vgs using the long channel surface potential model, one

can use the long channel surface potential model with an effective V
′
gs where

V
′

gs = Vgs +
(
ψc(min) − VSL

)︸ ︷︷ ︸
∆Vgs

(3.36)

This method can be very easily implemented into any compact model by simply

changing the gate voltage bias according to Eq. 3.36. The new gate voltage V
′
gs

is used to calculate the surface potential for the short channel device and the new

surface potential is used in the I-V model to calculate the drain current. The SCE

model in Eq. 3.36 not only captures the Vth roll-off and DIBL, but it also captures

the degradation of sub-threshold slope simultaneously since the correction term ∆Vgs

is a function of gate voltage.
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Figure 3.10: Normalized drain current for DG-FETs with different channel lengths, from
L = 1µm down to L = 30nm. All the important SCE are captured by the model and
agree well with 2-D TCAD simulations.

The SCE model is verified against 2-D TCAD simulations. Drain current is calcu-

lated using the SCE and I-V model for a wide range of channel lengths ranging from

a long channel L = 1µm DG-FET to a short channel DG-FET of L = 30nm. Fig.

3.10 shows the Ids∗L/W calculated from the model against the current obtained from

2-D TCAD simulations. Good agreement in the SCE behavior such as Vth roll-off and

n degradation is observed between the model and 2-D TCAD. Closer match can be

easily obtained by introducing fitting parameters into the SCE model.

Good scalability of the SCE model is highly desirable. A scalable model allows to

stretch the limited available silicon data to perform technology projections. The scal-

ability of the SCE model is examined extensively with respect to physical parameters

such as L, TSi and Tox. In Fig. 3.11 the scalability of the SCE model with respect to
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Figure 3.11: Threshold voltage roll-off of DG-FETs for different TSi. Model demonstrates
excellent scalability when compared against 2-D TCAD simulations.
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Figure 3.12: Threshold voltage roll-off of DG-FETs for different Tox. Model demonstrates
excellent scalability when compared against 2-D TCAD simulations.
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TSi is examined. Fig. 3.11 shows the Vth roll-off extracted from the model and 2-D

TCAD for different TSi. Here Vth is defined using a constant current definition. As ex-

pected, DG-FETs with smaller TSi have smaller drain field penetration and hence the

model predicts smaller Vth roll-off for thinner TSi. Fig. 3.12 shows the roll-off in Vth

extracted from the model for different Tox and compares it against the Vth extracted

from 2-D TCAD simulations . The smaller the Tox, the closer the gate electrode is to

the inversion layer enforcing a stronger electrostatic gate control and hence less Vth

roll-off. The Vth roll-off predicted by the analytical model for different TSi and Tox

agree very closely with those obtained from 2-D TCAD simulations confirming the

scalability of the SCE model.

Thus far, only DG-FETs, i.e. MG-FETs with gate electrodes only on two opposite

sides of slicon body, have been analyzed. MG-FETs can have three or four gate

electrodes to further improve the electrostatic control. In MG-FETs with three or

more gates, the penetration of the drain field is minimized and so the characteristic

drain field penetration length λ is different. The current SCE modeling framework

for DG-FETs can be easily extended to the model MG-FETs by simply changing λ.

Based on [49], a new λeff is defined to include the effect of fin height Hfin.

λeff =
1√

1
λ

2
+ A

λHfin

2
(3.37)

where

λHfin =

√
εSi
4εox

(
1 +

εoxTSi
2εSiTox

)
HfinTox (3.38)
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and

A = 0 for DG− FET (3.39)

=
1

2
for Triple− gate FET

= 1 for Surround− gate FET

The new field penetration field λeff has been extensively verified against 3-D TCAD

simulations for different MG-FET configurations in [50].

3.4 C-V Model

A compact model is virtually unusable for circuit simulation without a capacitance

model. The I-V model is useful only for DC analysis and operating point analysis

where the voltages in the circuit are time independent. In real world, almost all the

circuits run with either periodic or aperiodic time varying voltages, be it large signal

or small signal. The functionality of such circuits is determined through AC and tran-

sient analysis. AC analysis needs the capacitances associated with the terminals of

the transistor. To analyze the transient behavior it is essential to model the charges

stored in the transistor. The C-V model defines both the charges and the associ-

ated capacitances for the transistor. The capacitance model consists of capacitances

internal to the transistor and capacitances which are extrinsic such as overlap capac-

itances and fringe capacitances. Several works can be found for modeling extrinsic

capacitances for MG-FETs [51], [52]. This section describes the formulation of only
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the intrinsic capacitances.

The intrinsic capacitances of the DG-FET are derived from the terminal charges.

As a result, the first step in formulating the C-V model is to find the charges stored in

the transistor. The charge on the top and bottom gate electrodes is equal to the total

integrated charge in the body. The charge located in a vertical plane at a distance y

from the source end is given by

QSi(y) = 2WCox (Vgs − Vfb − ψs(y)) (3.40)

The total integrated charge in the body is computed by integrating the charge along

the channel from the source end to the drain end. Since the two gates are electrically

connected,

Qg = 2WCox

∫ L

0

(Vgs − Vfb − ψs(y)) dy (3.41)

where Qg denotes the charge on the electrically interconnected gate. The inversion

charge in the body is divided between the source and drain terminals using the Ward-

Dutton charge partition approach [40]. The charge on the source terminal Qs is given

by

Qs = −2WCox

∫ L

0

(
1− y

L

)
·
(
Vgs − Vfb − ψs(y)−

Qbulk

Cox

)
dy (3.42)

Since the total charge has to be conserved, the charge on drain terminal Qd can be
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expressed as

Qd = −2WCox

∫ L

0

y

L
·
(
Vgs − Vfb − ψs(y)−

Qbulk

Cox

)
dy (3.43)

To evaluate the above charge integrals, the surface potential along the channel length

ψs(y) is needed. ψs(y) is obtained using current continuity. Current continuity states

that the current is conserved all along the length of the transistor under quasi-static

operation of the transistor.

Id(y) = Id(L) ∀ 0 ≤ y ≤ L (3.44)

Recall that the drain current is given by Eq. 3.22-3.23. The expression for drain

current is not practical for applying current continuity. For the purpose of determining

ψs(y), a simplified expression of drain current as shown below is used.

Id = 2 · µ · W
L
· (hcv (Qinvs)− hcv (Qinvd)) (3.45)

where the function hcv(Q) is defined as

hcv(Q) =
Q2

2Cox
+ 2VtQ (3.46)

The function hcv(Q) is a simplified version of h(Q) in Eq. 3.23. Fig. 3.13 shows

the drain current as predicted by this simplified I-V model. It can be seen that hcv(Q)

retains the drain current accuracy in strong inversion regime but overestimates the
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Figure 3.13: Id-Vds of a DG-FET with heavy body doping of NA = 3e18cm−3 using the
approximate I-V model (Eq. 3.45) for determining ψs(y). Model predicted Id agrees very
well with 2-D TCAD simulations in the strong inversion regime.

drain current in sub-threshold regime. Note that the approximate I-V model is used

only for applying current continuity to determine terminal charges but not for cal-

culating the drain current. The advantage of being able to obtain mathematically

simple analytical expressions for terminal charges and capacitances due to this ap-

proach outweighs any resulting loss in accuracy which may occur in the C-V model

in sub-threshold regime. Applying the current continuity to Eq. 3.45-3.46, ψs(y) can

be related to φs and φd through

y

L
· (B − φs − φd) (φd − φs) = (B − φs − ψs(y)) (ψs(y)− φs) (3.47)
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where

B = 2

(
Vgs − Vfb −

Qbulk

Cox
+ 2Vt

)
(3.48)

The terminal charges can now be obtained by substituting ψs(y) in Eqs. 3.41-3.43

and evaluating the integrals.

Qg

2CoxWL
=

(
Vgs − Vfb −

φs + φd
2

+
(φd − φs)

2

6 (B − φd − φs)

)
(3.49)

−Qd

2CoxWL
=

Vgs − Vfb − Qbulk
Cox

2
− φs + φd

4
+

(φd − φs)
2

60 (B − φd − φs)

+
(5B − 6φs − 4φd) (B − 2φd) (φs − φd)

60 (B − φd − φs)
2

Qs = − (Qg +Qbulk +Qd)

The expressions for the terminal charges are continuous and are valid over sub-

threshold, linear and saturation regimes of operation. Fig. 3.14 shows the terminal

charges calculated using Eq. 3.49 as a function of Vds for a DG-FET with heavy body

doping. The ratio of the drain charge to source charge is 40/60 in the saturation

region as seen in Fig. 3.14. This is due to the Ward-Dutton charge partition which

is physically correct under quasi-static operation of the transistor. It can also be

observed that Qd = Qs when Vds = 0 showing the symmetry property in the charge

equations. Fig. 3.15 shows the variation of the terminal charges for the same DG-FET

as a function of gate voltage.

Eq. 3.49 forms the C-V model for BSIM-CMG. The terminal charges are used

as state variables in the circuit simulation. All transcapacitances are derived from
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Figure 3.14: Terminal charges of a DG-FET with NA = 3e18cm−3 calculated using Eq.
3.49 as a function of Vds. In the saturation region, Qs and Qd are in the ratio of 60/40
in accordance with Ward-Dutton charge partition.
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Figure 3.15: Terminal charges of a DG-FET with NA = 3e18cm−3 calculated using Eq.
3.49 as a function of Vgs.
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Figure 3.16: Capacitances (normalized to 2WLCox calculated from the C-V model and
2D TCAD as a function of Vgs for DG-FET with heavy body doping of NA = 3e18cm−3.
Good agreement between the model and TCAD is seen for all the capacitances without
the use of any fitting parameters.
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Figure 3.17: Capacitances (normalized to 2WLCox calculated from the C-V model and
2D TCAD as a function of Vds for DG-FET with heavy body doping of NA = 3e18cm−3.
Good agreement between the model and TCAD is seen for all the capacitances without
the use of any fitting parameters. The symmetry in the model is also clearly visible at Vds
= 0V.
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the terminal charges to ensure charge conservation. The intrinsic capacitances are

defined simply as

Cij =
∂Qi

∂Vj
i 6= j (3.50)

= −∂Qi

∂Vj
i = j

where i and j denote the transistor terminals. Note that the capacitances Cij satisfy

∑
i

Cij =
∑
j

Cij = 0 (3.51)

due to charge conservation [37].

The C-V model is verified against 2-D TCAD simulations without the use of any

fitting parameters. The capacitances from the C-V model are plotted as a function

of gate voltage and drain voltage in Fig. 3.16 and Fig. 3.17 respectively. The

capacitance values from the model are in excellent agreement with TCAD simulations

in all regimes of transistor operation. At Vds = 0V, Fig. 3.17(b) shows that Csg =

Cdg and Cgs = Cgd. This equality in capacitances at Vds = 0V demonstrates the

symmetry of the C-V model. Model symmetry is important for predicting correct

distortion metrics for circuits switching about Vds = 0V especially in the analog and

RF world [53].
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1) Quantum Mechanical Effects
2) Short Channel Effects
a) Vth roll-off
b) DIBL
c) Sub-threshold slope
d) Channel length modulation
3) Polysilicon-gate Depletion Effects (PDE)
4) Series resistance
5) Mobility degradation
6) Velocity Saturation
7) Velocity Overshoot/Source-End Velocity Limit
8) Gate Induced Drain (Source) Leakage (GIDL, GISL)
9) Impact Ionization
10) S/D Junction leakage
11) Gate tunneling
12) Parasitic capacitance

Table 3.1: List of physical effects modeled in BSIM-CMG

3.5 BSIM-CMG Model

The unified surface potential model together with the I-V model and C-V model for

DG-FET form the core of BSIM-CMG. The core model is highly predictive and has

a high degree of accuracy. However, it is only the beginning of any compact model.

BSIM-CMG, in the tradition of BSIM3 and BSIM4, models numerous physical phe-

nomena that are expected to be important in advanced multi-gate FET technolo-

gies. These additional phenomenon are added to the framework presented by the

core model. Table 3.1 presents a comprehensive list of real device effects which are

modeled in BSIM-CMG. Modeling of physical effects such as quantum mechanical

carrier confinement and short channel effects have already been described. Other

physical effects are modeled in BSIM-CMG using approaches similar to the ones used

in BSIM4 [20] and PSP [21] bulk transistor compact models but with appropriate
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changes for MG-FETs. Leakage current mechanisms such as gate tunneling and gate-

induced drain leakage are also modeled. The substrate current model comprising of

impact ionization current and diode current extends the 3-terminal SOI MG-FET

model to a 4-terminal bulk MG-FET. The model has been written in Verilog-A and

implemented in popular circuit simulators such as SPECTRE and HSPICE.

3.6 Experimental Verification

The final step in testing a compact model is against real silicon data. The model

BSIM-CMG has been verified against two different FinFET technologies - SOI Fin-

FETs and bulk FinFETs [54]. The Verilog-A model was implemented in ICCAP

environment and used to fit to the measured data. The model successfully described

the measured drain current and its derivatives, transconductance (gm) and output

conductance (gds), for both long channel and short channel MG-FETs.

The SOI FinFETs were fabricated on a lightly doped 60nm thick film with 2nm

SiO2 dielectric and a strained TiSiN gate [55]. The strained gate in turn strains

the channel to enhance the electron mobility, hence increasing the current drive.

Measured devices had 20 parallel fins, where each fin is 22nm thick. Fig. 3.18

shows the model fitting to Id − Vgs and its derivatives for a short channel L = 90nm

SOI FinFET as a function of gate voltage in the linear and saturation regime. In

Fig. 3.18 (a) precise modeling of physical phenomenon such as DIBL and GIDL

is clearly visible. Fig. 3.18 (b) shows the gm of the device and it highlights the

model’s ability to capture mobility degradation at large vertical electric field in both

92



Chapter 3. Common Symmetric Multi-Gate FET - I-V and C-V Model

-0.5 0.0 0.5 1.0
0.0

300.0µ

600.0µ

900.0µ

1.2m

GIDL
Vds = 50mV

Vds = 1V

Vds = 50mV

Vds = 1VL = 90nm

 

 

D
ra

in
 C

ur
re

nt
 (A

)

Gate Voltage (V)

1n

100n

10µ

1m

 

(a)

0.0 0.2 0.4 0.6 0.8 1.0
0.00

0.20

0.40

0.60

Vds = 50mV

Vds = 1VL = 90nm

 

 

Tr
an

sc
on

du
ct

an
ce

 (m
S)

Gate Voltage (V)

0.0

0.5

1.0

1.5

2.0

2.5

 

 

  

(b)

Figure 3.18: Model fitting to short channel L = 90nm SOI FinFET measurements (a)
Drain Current (Id) and (b) Transconductace (gm) as a function of Vgs (Symbols: measured
data, Lines : BSIM-CMG model). The model describes short channel SOI FinFETs very
well.
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Figure 3.19: Model fitting to short channel L = 90nm SOI FinFET measurements (a)
Drain Current (Id) and (b) Transconductace (gds) as a function of Vds (Symbols: measured
data, Lines : BSIM-CMG model). The model describes short channel SOI FinFETs very
well.
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Figure 3.20: Model fitting to long channel L = 1µm SOI FinFET measurements (a) Drain
Current (Id) and (b) Transconductace (gm) as a function of Vgs (Symbols: measured data,
Lines : BSIM-CMG model). The model describes long channel SOI Finfets very well.

95



Chapter 3. Common Symmetric Multi-Gate FET - I-V and C-V Model

0.0 0.2 0.4 0.6 0.8 1.0
0.00

0.06

0.12

0.18

0.24 L = 1um

Vgs = 0.4V

Vgs = 0.6V

Vgs = 0.8V

Vgs = 1.0V

 

 

D
ra

in
 C

ur
re

nt
 (m

A
)

Drain Voltage (V)

(a)

0.0 0.2 0.4 0.6 0.8 1.0

100p

100n

100µ

100m
L = 1um Vgs = 1.0V --> 0.2V

   (in steps of 0.2V)
 

 

O
ut

pu
t C

on
du

ct
an

ce
 (S

)

Drain Voltage (V)

(b)

Figure 3.21: Model fitting to long channel L = 1µm SOI FinFET measurements (a) Drain
Current (Id) and (b) Transconductace (gds) as a function of Vds (Symbols: measured data,
Lines : BSIM-CMG model). The model describes long channel SOI FinFETs very well.
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Figure 3.22: Model description of the gm efficiency of the long channel L = 1µm SOI
FinFET. (Symbols: measured data, Lines : BSIM-CMG model). The model is apt for use
in both analog and digital design worlds.

linear and saturation regime. Fig. 3.19 illustrates the Id − Vds and its derivative gds

model fitting. Model captures the short channel phenomenon such as channel length

modulation very well. BSIM-CMG model was also used to describe the L = 1µm long

channel devices. The model fitting results to the long channel SOI FinFET device are

shown in Fig. 3.20 and Fig. 3.21. To illustrate the strength of BSIM-CMG model for

analog design, Fig. 3.22 shows the model description of transconductance efficiency

(gm/Id) for the long channel SOI FinFET.

BSIM-CMG has also been verified against bulk FinFET measurements. Measured

devices have 25nm thick fins and an EOT of 1.95nm. The model was again able to

describe both the long and short channel transistors. Fig. 3.23 shows the measured

short channel (L = 50nm) characteristics and the corresponding BSIM-CMG fitting
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Figure 3.23: Model fitting to short channel L = 50nm bulk FinFET measurements (a)
Id-Vgs and (b) Id-Vds (Symbols: measured data, Lines : BSIM-CMG model). The model
describes short channel bulk FinFETs very well.
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results.

The experimental verification shows that BSIM-CMG model successfully captures

the characteristics of advanced multi-gate FETs. Triple-gate multi-gate FETs were

used for model verification demonstrating the ability of the model to capture phe-

nomena such as corner effect which are unique to tri-gate and quadruple-gate FETs.

The model is able to describe both SOI and bulk silicon based multi-gate FET tech-

nologies. Accurate description of the drain current and its derivatives warrants the

use of BSIM-CMG for both digital and analog design.

3.7 Summary

A full scale compact model for common-gate symmetric Multi-gate FETs is devel-

oped in this chapter. An analytical drain current model valid over all regimes of

transistor operation for long channel DG-FET is first developed without making any

charge-sheet approximation. The I-V model exhibits excellent accuracy over a wide

range of body doping. The I-V model is extended to short channel transistors and

MG-FETs with more than two gates by careful modeling of short channel effects.

Short channel effects such as threshold voltage roll-off and sub-threshold slope degra-

dation are captured simultaneously. The I-V model shows excellent agreement with

TCAD simulations without any fitting parameters. C-V model comprising of termi-

nal charges and capacitances is also developed for MG-FETs with finite body doping.

BSIM-CMG, a complete model for MG-FET based circuit simulation is then built us-

ing these I-V and C-V models. BSIM-CMG model is experimentally verified against
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both SOI FinFET and bulk FinFET technologies for both long and short channel

transistors. The model describes both analog and digital design metrics very well

making it suitable for mixed-signal design applications.
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Chapter 4

Independent Multi-Gate FET Model

4.1 Introduction

MG-FETs provide an elegant solution to the problem of planar bulk CMOS scaling by

reducing the sub-threshold leakage due to the stronger electrostatic control provided

by the multiple gate electrodes. One class of MG-FETs is the independent DG-

FETs where the two gate electrodes are electrically independent and can be biased

separately at two different gate voltages. Different front and back gate work-functions

and gate dielectric thicknesses may be employed potentially making the DG-FETs

asymmetric. The independent DG-FETs (from now on referred to as IDG-FETs) can

be likened to ultra-thin body FETs or the fully depleted SOI-FETs with a thin back

gate dielectric.

The flexibility of independent biasing of second gate electrode gives rise to several

interesting applications and design benefits. The back gate can be biased to achieve
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the desired threshold voltage without the need of significant body doping. This

helps avoid the statistical fluctuations in threshold voltage due to random dopant

fluctuations [56]. Threshold voltage tuning by back gate biasing can improve the

circuit performance and provide power savings compared to common-gate DG-FETs

[57]. The back gate biasing also opens a plethora of possible RF design applications

such as RF mixers where a large LO signal can be applied on one gate and a small

RF signal can be applied on the other gate [58]. In order to explore the IDG-FET

based circuits, it is imperative to have a compact model for IDG-FETs. Some efforts

have been made in developing such a compact model [59]. This chapter presents a

new framework for modeling IDG-FETs which allows to borrow many features from

BSIM-CMG model.

The model for IDG-FETs is also surface potential based, i.e. all the electrical

variables inside the model such as currents, charges and capacitances are all functions

of the surface potential at the source and drain end. A separate core IDG-FET

model is developed for the independent double-gate FETs with a lightly-doped body.

Determination of the surface potential for IDG-FETs is described in Section 4.2.

Using the surface potential solution, an analytical I-V model and C-V model for

IDG-FETs are derived in Section 4.3 and Section 4.4 respectively. The core model

comprising of the surface potential model, I-V model and C-V model is extensively

verified using 2-D TCAD simulations. Following the core model development, several

physical effects are added to obtain a full scale compact model for IDG-FETs called

BSIM-IMG (BSIM-Independent Multiple Gate FET model) [60].
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Figure 4.1: Schematic of the asymmetric independent DG-FET under study showing the
asymmetry in the dielectric thickness and gate work function.

4.2 Surface Potential Model

Fig. 4.1 shows the schematic of IDG-FET under study. The asymmetric IDG-FET

can have different front and back gate dielectric thickness (Tox1 and Tox2) and different

gate work-functions (φm1 and φm2). Since the threshold voltage of an independent

IDG-FET can be tuned by adjusting the back gate bias (Vbg), there is no need for

significant doping in the body. The surface potential model for IDG-FET is developed

assuming a lightly doped body.

The electronic potential in the body of a long channel IDG-FET is obtained by

solving the 1-D Poisson’s equation together with the Gauss’s Law at the front and

back surfaces as the boundary conditions. The 1-D Poisson’s equation for the lightly
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doped IDG-FET is

∂2ψ(x, y)

∂x2
=
qni
εSi

· e
q(ψ(x,y)−Vch(y))

kT (4.1)

where ψ(x, y) is the electronic potential in the body and Vch(y) is the channel po-

tential (Vch(0) = 0 and Vch(L = Vds). The Gauss’s Law at the front and the back

silicon surfaces can be written as

Vfg − Vfb1 − ψf (y) = − εSi
Cox1

∂ψ(x, y)

∂x
|x=−TSi/2 (4.2)

Vbg − Vfb2 − ψb(y) = +
εSi
Cox2

∂ψ(x, y)

∂x
|x=+TSi/2

where ψf (y) and ψb(y) are the front surface and back surface potentials respectively.

The solution to Eq. 4.1 depends on the existence of the zero electric field plane,

∂ψ(x,y)
∂x

|x=x0 = 0.

If the zero electric field plane (x0) exists, i.e −∞ < x0 <∞, the potential in the

body can be written as [59]

ψ(x, y) = Vch(y)−
2kT

q
ln

[
TSi

2β(y)

√
q2ni

2εSikT
sin

(
2β(y)x

TSi
+ α(y)

)]
(4.3)

where both α(y) and β(y) are a function of the applied bias. The electronic potential

in Eq. 4.3 is valid for lightly doped IDG-FETs as well as for lightly doped symmetric

DG-FETs. For a symmetric DG-FET, the electric field at the center plane (x0 = 0) is

zero. Using this fact, it can be concluded from Eq. 4.3 that α = π/2 for a symmetric

DG-FET. Interestingly, the expression of surface potential using Eq. 4.3 with α =
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π/2 matches with the expression of surface potential for a lightly doped symmetric

DG-FET. The boundary conditions for determining α(y) and β(y) can be obtained

by substituting the definition of electronic potential Eq. 4.3 in Eq. 4.2.

Vfg − Vfb1 − Vch(y) =
kT

q
ln

(
2εSikT

q2niT 2
Si

)
+

2kT

q
ln

(
2β(y)

sin(α(y)− β(y))

)
(4.4)

+r1
4kT

q
β(y) cot(α(y)− β(y))

Vbgs − Vfb2 − Vch(y) =
kT

q
ln

(
2εSikT

q2niT 2
Si

)
+

2kT

q
ln

(
2β(y)

sin(α(y) + β(y))

)
−r2

4kT

q
β(y) cot ((α (y) + β (y))

where

r1 =
4kTεSi
qCox1TSi

and r2 =
4kTεSi
qCox2TSi

(4.5)

The unknown parameters α(y) and β(y) are calculated by solving the system of

equations in Eq. 4.4.

If the IDG-FET is heavily asymmetric due to the difference in work-functions

between the two gate electrodes and different bias applied to the two gates, the zero

electric field plane may not exist anywhere. In this case the potential profile in the

body is given by

ψ(x, y) = Vch(y)−
2kT

q
ln

[
TSi

2β(y)

√
q2ni

2εSikT
sinh

(
2β(y)x

TSi
+ α(y)

)]
(4.6)
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Figure 4.2: Front and back surface potentials for an IDG-FET.

and the boundary conditions for evaluating α(y) and β(y) are

Vfg − Vfb1 − Vch(y) =
kT

q
ln

(
2εSikT

q2niT 2
Si

)
+

2kT

q
ln

(
2β(y)

sinh(α(y)− β(y))

)
(4.7)

+r1
4kT

q
β(y) coth(α(y)− β(y))

Vbg − Vfb2 − Vch(y) =
kT

q
ln

(
2εSikT

q2niT 2
Si

)
+

2kT

q
ln

(
2β(y)

sinh(α(y) + β(y))

)
−r2

4kT

q
β(y) coth ((α (y) + β (y))

Fig. 4.2 shows the potentials at the front surface (ψf ) and the back surface (ψb)

for an IDG-FET biased at Vds = 0V. The IDG-FET has a n+ front gate and p+ back

gate. The back gate is biased at Vbg = 0V and the front gate voltage is varied.

The biggest challenge in implementing the surface potential model for IDG-FET
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in a compact model is solving the system of equations in Eq. 4.4 and Eq. 4.7 ef-

ficiently. Several clever approaches such as 2-D Newton-Rhapson method, Shooting

method and analytical approximation technique were attempted in [61]. The an-

alytical approximation technique stands out in all the approaches as it avoids the

convergence issues which are faced by the other iterative approaches and it is also

computationally efficient. The analytical approximation approach however assumes

that the inversion charge density at the back surface of the IDG-FET is negligibly

small. As a result, it is valid only for IDG-FETs where the back gate voltage is used

primarily as a control for adjusting threshold voltage without forcing the back surface

into inversion. Attempts need to be made to expand the analytical approximation

technique to model even back surface inversion.

4.3 I-V Model

To have a computationally efficient analytical model for drain current, charge sheet

approximation is used for the asymmetric IDG-FET. This is based on the observa-

tion that the use of charge sheet approximation for a symmetric common DG-FET

introduces errors on the order of only a few percent while yielding a very simple ex-

pression for drain current. Charge sheet approximation has also been traditionally

used in almost all the bulk planar MOSFET models [62]. First a charge sheet based

I-V model for CDG-FET is derived and its accuracy is studied. Based on this model,

a charge sheet based I-V model for IDG-FET is developed.

Due to the symmetry in CDG-FET, the current flowing in the upper half of the
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silicon body is equal to the current flowing in the lower half of the body. Within

the charge sheet approximation (CSA), all the inversion charge in the body is as-

sumed to flow in an infinitesimally thin layer at the surface [29]. Using the CSA, the

drain current in CDG-FET comprising of both drift and diffusion components can be

expressed as [63]

Id(y) = 2 · µ ·W ·
(
Qi(y)

dψs(y)

dy
− kT

q

dQi(y)

dy

)
(4.8)

where Qi(y) is the inversion charge in the upper half of silicon body for CDG-FET

and ψs(y) is the surface potential. For lightly doped CDG-FET, the inversion charge

Qi(y) can be expressed as

Qi(y) = Cox (Vgs − Vfb − ψs(y)) (4.9)

Substituting Qi(y) in Eq. 4.8 and integrating from source to drain, the drain current

for CDG-FET with CSA is obtained.

Id = 2 · µW
L

·
(
Qs +Qd

2
+ Cox

kT

q

)
· (φs − φd) (4.10)

where Qs and Qd are the inversion charges and φs and φd are the surface potentials

at the source and drain end respectively. The model is mathematically very simple

and has good accuracy when compared with 2-D TCAD simulations as show in Fig.

4.3 in both strong inversion and sub-threshold regimes.

To model the drain current for IDG-FETs, follow the same framework as the CSA
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Figure 4.3: Charge sheet approximation based drain current model for symmetric common
DG-FET. Model is close to 2-D TCAD simulations.
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Figure 4.4: Schematic of the asymmetric IDG-FET showing the definitions of charges and
surface potentials at the source and drain end at front and back surface of the silicon
body.

based I-V model for CDG-FET in Eq. 4.10 since it is simple and accurate. Fig. 4.4

shows the schematic of the IDG-FET under study. The definitions of the symbols

used in this section are indicated in Fig. 4.4. The total drain current in IDG-FET

can be decomposed into two different channel currents : Idf and Idb. Idf is the current

flowing in the upper half of the body while Idb is the current flowing in the lower half

of the body as show in Fig. 4.4.

Each of the channel currents can be formulated using CSA similar to Eq. 4.10.

The front channel current, Idf , can be expressed as

Idf =
µ1 ·W
L

·
(
Qsf +Qdf

2
+ Cox1

kT

q

)
· (φsf − φdf ) (4.11)
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It can be interpreted as the charge in the upper half of the body being driven by

front surface electric field (φsf − φdf )/L and front surface mobility µ1. The inversion

charge density at any point in the silicon body is given by

Qi(x, y) = qnie
q(ψ(x,y)−Vch(y))

kT (4.12)

The charges in the upper half of the body at the source and drain end can be easily

computed by integrating Eq. 4.12 from front surface to the center of the body. When

the zero electric field plane exists, ψ(x, y) is defined by Eq. 4.3 and the charges are

given by

Qsf =
4βsεSikT

qTSi
(cot (αs − βs)− cot (αs)) (4.13)

Qdf =
4βdεSikT

qTSi
(cot (αd − βd)− cot (αd))

where αs = α(y = 0), αd = α(y = L), βs = β(y = 0) and βd = β(y = L) When the

zero electric field plane does not exist, ψ(x, y) is defined by Eq. 4.6 and the charges

are given by

Qsf =
4βsεSikT

qTSi
(coth (αs − βs)− coth (αs)) (4.14)

Qdf =
4βdεSikT

qTSi
(coth (αd − βd)− coth (αd))

On similar lines as front channel current, the back channel current Idb can be expressed
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as

Idb =
µ2 ·W
L

·
(
Qsb +Qdb

2
+ Cox2

kT

q

)
· (φsb − φdb) (4.15)

Idb can be interpreted as the charge in the lower half of the body being driven by

back surface electric field (φsb− φdb)/L and back surface mobility µ2. The charges in

the lower half of the body at the source and drain end are given by

Qsb =
4βsεSikT

qTSi
(cot (αs)− cot (αs + βs)) (4.16)

Qdb =
4βdεSikT

qTSi
(cot (αd)− cot (αd + βd))

where zero electric field plane exists and

Qsb =
4βsεSikT

qTSi
(coth (αs)− coth (αs + βs)) (4.17)

Qdb =
4βdεSikT

qTSi
(coth (αd)− coth (αd + βd))

when the zero electric field does not exist.

The net drain current for IDG-FET is simply the sum of the two channel currents.

Id = Idf + Idb (4.18)

There is no rigorous proof for this analytical drain current model but it can be justified

looking at the two asymptotic cases. In case the IDG-FET is symmetric, then Eq.

4.18 is identical to Eq. 4.10. When the device is highly asymmetric, all the channel
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current is expected to flow at one surface only and again the model is accurate. For

all the intermediate cases, verification against 2-D TCAD simulations will be taken

as a measure of model accuracy. Fig. 4.5 shows the model predicted drain current for

an IDG-FET with asymmetric front and back oxide and asymmetric work functions.

The comparison with 2-D TCAD simulations shows that the model yields accurate

drain current in sub-threshold, linear and saturation regimes of operation.

One of the main advantages of independent gate operation in IDG-FETs is the

ability to tune the threshold voltage of the transistor by varying back gate voltage.

Any I-V model for IDG-FETs should be able to capture this behavior very well. In

order to examine the ability of the model to predict threshold voltage (Vth) tuning,

two different IDG-FETs were studied. Device A had a thick back oxide Tox2 = 50nm

while the Device B had a thinner back oxide Tox2 = 20nm. The back gate bias was

changed from -1V to +1V and the resulting drain currents as predicted by model

and by 2-D TCAD simulations are shown in Fig. 4.6. As expected, the I-V model

shows a greater Vth tuning range for same Vbg range in Device B which has thinner

Tox2. The model predicted values of drain current agree very well with 2-D TCAD

simulations. To further verify the scalability of the I-V model, the body thickness of

the IDG-FET was varied from TSi = 5nm to TSi = 20nm. Fig. 4.7 shows that the

I-V model predicts correct scaling of drain current as a function of TSi.

The I-V model discussed thus far can handle inversion at both surfaces. However,

if the operation of IDG-FET is restricted to single conduction channel (ex. only front

channel inversion), then the corresponding I-V model can be simplified further. For

only front channel inversion, the charge in the upper half of silicon body is much
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Figure 4.5: Drain current characteristics of an asymmetric IDG-FET (a) Id-Vfg (b) Id-Vbg.
Device data : Tox1 = 2nm, Tox2 = 4nm, TSi = 20nm, NA = 1e16cm−3, n+ front gate
and p+ back gate. Model agrees very well with TCAD in all regimes of operation.
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Figure 4.6: Drain current characteristics of two different asymmetric IDG-FETs illustrating
the threshold voltage tuning by changing the back gate bias for devices with (a) Thick
Tox2 = 50nm (Device A) and (b) Thin Tox2 = 20nm (Device B). Model correctly predicts
larger Vth shift for Device B with the thinner Tox2.
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Figure 4.7: Drain current for IDG-FET with different body thickness. The good agreement
between the model and 2-D TCAD simulations demonstrates the scalability of the I-V
model.

larger than charge in the lower half.

Qsf � Qsb and Qdf � Qdb (4.19)

The electric field at the front surface is also larger than the electric field at back

surface.

φsf − φdf � φsb − φdb (4.20)

As a result, one can evaluate drain current in this case by allowing the front surface

electric field to drive the entire charge in the body from source to drain. In other
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words, the drain current for only front surface conduction can be formulated as

Id =
µ ·W
L

·
(
Qs +Qd

2
+ Cox1

kT

q

)
· (φsf − φdf ) (4.21)

where Qs and Qd are the total integrated charge in the body.

Qs = Cox1 (Vfg − Vfb1 − φsf ) + Cox2 (Vbg − Vfb2 − φsb) (4.22)

Qd = Cox2 (Vfg − Vfb2 − φdf ) + Cox2 (Vbg − Vfb2 − φdb)

This drain current model with single channel conduction assumption Eq. 4.21 is

computationally faster than the drain current model for both channel conduction in

Eq. 4.18. Its simplicity also makes it useful for deriving the charge model for IDG-

FET under single channel conduction assumption as will be described in the following

section.

4.4 C-V Model

The C-V model is indispensable for any compact model and it complements the I-V

model in making the compact model suitable for all kinds of circuits analysis including

AC and transient analysis. The C-V model starts with calculation of the terminal

charges.

For the lightly doped IDG-FET, the total integrated charge on the front and back
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gate terminals can be written as

Qfg =

∫ L

0

Cox1 (Vfg − Vfb1 − ψf (y)) dy (4.23)

Qbg =

∫ L

0

Cox2 (Vbg − Vfb2 − ψb(y)) dy

In accordance with the Ward-Dutton charge partition [40], the charge on the drain

terminal can be written as

Qd = −
∫ L

0

(Cox1 (Vfg − Vfb1 − ψf (y)) + Cox2 (Vbg − Vfb2 − ψb(y)))
y

L
dy (4.24)

The charge on the source terminal is found through simple charge conservation

Qs = −(Qfg +Qbg +Qd) (4.25)

To obtain the terminal charges, both ψf (y) and ψb(y) should be determined. Current

continuity gives only one equation and there are two variables to be solved. To

circumvent this obstacle, single surface conduction is assumed. Analytic expressions

for the terminal charges and capacitances are obtained where there is strong inversion

only at one surface of the IDG-FET.

For the purpose of illustrating the model formulation, front channel inversion is

assumed. The assumption of single channel inversion allows to express the charge at
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the back gate in terms of front surface potential through a capacitive divider.

Qbg(y) = Cox2
CSi

Cox2 + CSi︸ ︷︷ ︸
F

(Vgb − Vfb2 − ψf (y)) (4.26)

Using Eq. 4.26, the drain current for IDG-FET (Eq. 4.21) under single channel

conduction can be re-written as

Id = µ · Cox1 ·
W

L
· (A−B (φdf + φsf )) · (φsf − φdf ) (4.27)

where

B =
1 + F · Cox2

Cox1

2
(4.28)

A = Vfg − Vfb1 − F · Cox2
Cox1

(Vbg − Vfb2) + Vt

(
1 +

Cox2
Cox1

)

When current continuity is applied with Id as defined in Eq. 4.27, there is only one

variable ψf (y) which can be determined deterministically. Applying current continu-

ity under quasi-static operation of the transistor, ψf (y) can be related to φsf and φdf

through

y · (A−B (φdf + φsf )) (φdf − φsf ) = L · (A−B (ψf (y) + φsf )) (ψf (y)− φsf ) (4.29)

The front gate terminal charge can now be obtained by substituting the expression
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for ψf (y) in Eq. 4.23

Qfg

Cox1W L
= Vfg − Vfb1 −

φsf + φdf
2

+
B (φdf − φsf )

2

6 (A−B (φdf + φsf ))
(4.30)

The charge on the drain terminal Qd consists of contribution from the front gate

terminal Qdf and the back gate terminal Qdb as seen from Eq. 4.24. The drain charge

component arising from the front gate terminal is

Qdf

Cox L
=
Vfg − Vfb1

2
− φsf + φdf

4
+

B (φdf − φsf )
2

60 (A−B (φdf + φsf ))
(4.31)

− (5A− 4Bφdf − 6Bφsf ) (A− 2Bφdf ) (φdf − φsf )

60 (A−B (φdf + φsf ))
2

Similarly, the charge on the back gate terminal Qbg and its contribution to drain

charge Qdb can be obtained by replacing the replacing all the front surface quantities

with the back surface quantities and vice versa.

The expressions for the terminal charges are continuous and valid over all regimes

of transistor operation. Terminal capacitances are obtained by differentiating the

terminal charges with respect to the terminal voltages. The model is verified against

2-D TCAD simulations without any fitting parameters. Fig. 4.8 shows the variation of

capacitances associated with the front gate terminal and drain terminal as a function

of drain voltage for an IDG-FET with asymmetric front and back gates and Vbg =

0V. The desired symmetry property of the C-V model is evident in Fig. 4.8(a) which

shows that Cfgs = Cfgd at Vds = 0V. Fig. 4.9 plots the capacitances associated

with the front gate and back gate terminal as a function of front gate voltage for
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the same IDG-FET. There is small deviation in the capacitances associated with the

back gate terminal (Cbgx where x represents any of the four transistor terminals).

However, since the magnitude of the capacitances associated with the back gate is

small, the discrepancy will not effect the accuracy of circuit simulation. If the back

oxide thickness is larger than the front oxide thickness, then the magnitude of Cgbx

decreases even further and the error is even less of a concern. This is illustrated in

Fig. 4.10. The capacitances of an IDG-FET with N+ front gate, P+ back gate,

Tox1 = 1.2nm, Tox2 = 40nm and TSi = 15nm are calculated using the C-V model and

compared against 2-D TCAD simulations. It can be seen from Fig. 4.10 (a) that

the magnitude of capacitance associated with the back gate terminal is negligible

compared to the other capacitances and hence any small error associated with it will

have negligible effect on the circuit simulation. Agreement between C-V model and

2-D TCAD simulations is again achieved without the use of any fitting parameters

highlighting the accuracy and predictive nature of the C-V model.

4.5 BSIM-IMG Model

The I-V model and C-V model presented in Section 4.3 and Section 4.4 form the core

of BSIM-IMG model - the compact model for IDG-FETs. The core model is highly

predictive and has a high degree of accuracy as demonstrated in the earlier sections

by comparing against 2-D TCAD simulations without using any fitting parameters.

Similar to BSIM-CMG, modeling of several real device effects that will determine the

electrical behavior of advanced independent MG-FET technologies are added to the
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Figure 4.8: Model predicted capacitances associated with (a) front gate terminal and (b)
drain terminal for a lightly doped IDG-FET with N+ front gate, P+ back gate, TSi =
20nm, Tox1 = Tox2 = 1.5nm, Vfg=1.5V and Vbg = 0V. Model agrees very will 2-D TCAD
simulation without any fitting parameters.
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Figure 4.9: Model predicted capacitances associated with (a) Front gate terminal and
(b) Back gate terminal for a lightly IDG-FET with N+ front gate, P+ back gate, TSi
= 20nm and Tox1 = Tox2 = 1.5nm biased at Vd=1.5V and Vbg = 0V. Small difference
observed between the capacitances associated with the back gate terminal.
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Figure 4.10: Model predicted capacitances as a function of (a) Front gate voltage at Vds
= 0.5V and (b) Drain voltage at Vfg=0.5V for a lightly IDG-FET with N+ front gate,
P+ back gate, TSi = 15nm, Tox1 = 1.2nm and Tox2 = 40nm.
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1) Quantum Mechanical Effects
2) Short Channel Effects
a) Vth roll-off
b) DIBL
c) Sub-threshold slope
d) Channel length modulation
3) Series resistance
4) Mobility degradation
5) Velocity Saturation
6) Velocity Overshoot/Source-End Velocity Limit
7) Gate Induced Drain (Source) Leakage (GIDL, GISL)
8) Impact Ionization
9) S/D Junction leakage
10) Gate tunneling
11) Parasitic capacitance

Table 4.1: List of physical effects modeled in BSIM-IMG

core model of BSIM-IMG. Table 4.1 enlists the real device effects modeled in BSIM-

IMG. The model has been written in Verilog-A and implemented in popular circuit

simulators such as SPECTRE and HSPICE.

4.6 Summary

A surface potential based core model for modeling independent MG-FETs is devel-

oped in this chapter. An analytical I-V model for IDG-FETs is derived using charge

sheet approximation to model the drain current under any operation regime. Surface

potential calculation when there is strong inversion at both front and back surface

of IDG-FET is a significant challenge. As a result, a simplified and computationally

faster I-V model is also presented for the case when there is significant current con-

duction at only one surface of IDG-FET. An analytical C-V model is also presented
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for IDG-FETs with single surface conduction. The I-V model and C-V model show

excellent agreement with 2-D TCAD simulations without the use of any fitting para-

meters demonstrating the inherent scalability and predictive nature of the core model

of BSIM-IMG.
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Chapter 5

Layout Dependent Mobility Model for

Process Induced-Stress

5.1 Introduction

Continued scaling of the conventional bulk planar MOSFET is becoming more and

more challenging in the sub-100nm regime. New materials innovations in the state-

of-the-art planar bulk silicon transistors that can boost the transistor performance

hold the key to scaling. One such innovation that provides a dramatic performance

boost with little added process complexity is process-induced strain. Strain can be

applied to a transistor such that it enhances the carrier mobility and increases the

current drive making the transistor faster. Since the introduction of strain in main-

stream CMOS technology for the first time in 90nm technology node, it has become

a mainstay in all the future CMOS generations [14].
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Figure 5.1: Schematic of strained Si MOSFET which uses a relaxed SixGe1−x layer to
generate biaxial strain in the inversion channel.

Strain can be introduced into the inversion channel of a transistor primarily

through two different ways. One approach to strain the inversion channel is through

the use of global strain or wafer-level strain where strain is created through the entire

wafer. Strained silicon wafers can be created by a epitaxial deposition of thin film sil-

icon on a substrate with different lattice constant such as relaxed SixGe1−x (Fig. 5.1)

to generate biaxial stain [64]. Due to the high cost of the wafers with SixGe1−x films

and associated integration challenges, this technique is not yet popular in production.

Incidentally, most of the early theoretical and experimental studies on strained silicon

were based on global strain. The second approach to strain the inversion channel is

through the application of local strain. Stressed films can be deposited on the tran-

sistor and stressed structures can be created adjacent to the transistor to generate

strain locally. Since this generally involves only a slight alteration in the conventional

MOSFET process flow, local strain is commonly referred to as process-induced strain
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Figure 5.2: Generation of local strain by using the Dual Etch Stop Layer approach with
tensile and compressive nitride layers over nFET and pFET respectively.

and has been employed in mainstream production by almost all the companies. Gen-

erally, the wafer-level strain creates a biaxial stress while the process-induced strain

is optimized for a strong uniaxial stress.

The most common form of introducing process induced strain into CMOS is

through depositing stressed nitride layers on top of transistors [65]. A tensile ni-

tride capping layer is deposited over nFETs and a compressive nitride capping layer

is deposited over pFETs to generate strong longitudinal uniaxial tensile and uniax-

ial compressive stress respectively as shown in Fig. 5.2. Since these stress layers

also serve as contact etch stops, this technique is also known as Dual Etch Stop

Layer process (dESL). In a different approach to create uniaxial strain, local epitax-

ial films are grown in the source/drain regions of the transistor [66]. SiGe and SiC

can be epitaxially grown in S/D regions for pFETs and nFETs to boost hole and

electron mobilities respectively. Another approach to create local strain is the stress

memorization technique [67]. A temporary capping layer with certain internal stress

is deposited on an amorphized gate electrode which when recrystallized memorizes
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Figure 5.3: Different ways in which stress can be introduced into the inversion channel in
the bulk MOSFET.

some of the stress from the temporary capping layer and transfers it to the silicon

channel. The temporary capping layer may then be removed and followed by a dESL

process to induce more local strain. Different stress inducing techniques can be si-

multaneously incorporated into a transistor to generate additive stresses resulting in

large gains in transistor performance as shown in Fig. 5.3.

The transistor performance gain due to process-induced strain is a strong func-

tion of the transistor layout [68]. The improvement in carrier mobility depends on

transistor layout variables such as channel length, channel width and distance to its

neighbors. To evaluate the circuits designed using strained silicon technology, mod-

eling of layout dependent carrier mobility is absolutely essential. It is not practical

to model the layout dependent mobility change for each of the stress inducing tech-

nology individually. An ideal model would be one that is non-process specific and

which can capture the effect of any given number of stressors in a transistor. With
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(a) (b) 

Figure 5.4: Band structure of (a) relaxed silicon and (b) silicon under uniaxial tensile
strain [69]. Lowering of conductivity effective mass and scattering rates improves electron
mobility.

this goal in mind, this chapter presents a new holistic, layout dependent model for

mobility enhancement through process-induced stress.

5.2 Stress Modeling : Theory and Methodology

When strain is applied to silicon, it leads to a change in the band-structure. The va-

lence band and the conduction band behave differently under tensile and compressive

strain.

Under the influence of uniaxial tensile strain, the 6-fold degeneracy in the con-

duction band between the four in-plane valleys (∆4) and the two out-of-plane valleys

(∆2) is lost as shown in the Fig 5.4. The electrons now preferentially occupy the
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lower energy ∆2 valleys which have lower in-plane conductivity mass (m∗). Further-

more, the splitting of the energy levels also reduces the amount of intervalley phonon

scattering between ∆4 and ∆2 valleys. The degeneracy in the valence band between

the heavy hole band (HH) and light hole band (LH) is also lost and the holes now

preferentially occupy the HH band. Note that the carrier mobility is given by

µ =
qτ

m∗ (5.1)

where τ is the average time between carrier scattering and m∗ is the conductivity

effective mass of the carriers. As a result, it can be seen that uniaxial tensile stress

improves the electron mobility due to improvements in both conductivity mass and

scattering rates but it degrades the hole mobility due to increase in hole conductivity

mass [70].

Fig. 5.5 illustrates the impact of uniaxial compressive strain on silicon band

structure. The 6-fold degeneracy in conduction band is lost and ∆4 valley, which has

higher conductivity mass, is lowered in energy degrading the electron mobility. The

valence band experiences band splitting and band warping and the holes preferentially

occupy the top band which has a lower in-plane conductivity effective mass. Unlike

the conduction band splitting, the valence band splitting is small and so the intervalley

scattering among holes does not decrease significantly. However, the band warping is

significant enough to result in a large hole mobility enhancement. The large increase

in hole mobility due to uniaxial compressive stress is another reason for using process-

induced strain instead of whole-wafer strain which generates biaxial strain [71].
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(a) (b) 

Figure 5.5: Band structure of (a) relaxed silicon and (b) silicon under uniaxial compressive
strain [69]. Lowering of hole conductivity effective mass increases hole mobility.

The change in carrier mobilities due to strain is captured by piezoresistive coeffi-

cients. The piezoresistive coefficients (π) linearly relate the change in local resistivity

(ρ) to the local stress (σ).

∆ρ

ρ
= πσ (5.2)

When a transistor is stressed by a process-induced strain techniques, the stress in the

inversion channel is invariably non-uniform between source and drain. Using Eq. 5.2,

the change in channel mobility (µ) taking into account the non-uniformity of stress

can be written as

∆µ

µ
= −πσAV G (5.3)
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Figure 5.6: 3-D cross section of a bulk transistor showing the conventions for stress
vectors.

where σAV G represents the average stress in the inversion channel. Eq. 5.3 shows

that the mobility enhancement is proportional to the average stress in the channel.

Note that stress is a vectorial quantity. Fig. 5.6 shows the 3-D cross-section of

bulk transistor and the three stress vectors. σXX is the average in-plane longitudinal

channel stress, σZZ is the average in-plane transverse channel stress and σY Y is the

average out-of-plane channel stress. Each stress vector contributes to net mobility

change differently and is dictated by the piezoresistive coefficient along the direction

of the stress vector. The net carrier mobility change incorporating the effect of all

three stress vectors can be written as

∆µ

µ0

= − (πXX · σXX + πY Y · σY Y + πZZ · σZZ) (5.4)

where πXX , πY Y and πZZ are the piezoresistive coefficients along XX, Y Y and ZZ
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Figure 5.7: Possible directions in which stress gets transferred into the inversion channel.

directions respectively. The average channel stress vectors are a function of transistor

layout variables such as channel length (L) and channel width (W ). Looking at Eq.

5.4, modeling of the layout dependent mobility change for any stress-inducing process

boils down to evaluating the layout dependency of the three average channel stress

vectors.

Irrespective of the type and number of stressors present around the transistor,

the stress from transistor’s surroundings reaches the inversion channel through four

distinct directions as shown in Fig. 5.7. The stress can reach the inversion channel

through the gate dielectric (gate-stack side stress), through the spacer (spacer side

stress), through source/drain or transverse to source/drain parallel to Si/SiO2 plane

(source-drain side stress) or through the substrate (substrate-side stress). When stress

reaches the inversion channel from any of these four directions, it would generate all
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the three stress vectors (σXX , σY Y and σZZ). However, some of the stress vectors

maybe insignificant in comparison with the others. As a result, the first step in

simplifying the model would be to identify the significant stress vectors for each of

the stress transfer direction. Next, these significant channel stress vectors due to

each stress transfer direction will be modeled as a function of layout variables of

interest. Finally, the individual stress models would be combined to obtain the final

layout dependent mobility model for process-induced stress. In this methodology no

assumption has been made about the kind and number of stressors and hence the

model is truly non-process specific and holistic in nature.

5.3 Modeling of Stress Transfer Components

Stress which gets transferred from substrate side (usually wafer-level strain) is mostly

uniform along the inversion channel. It is also nearly independent of transistor layout

and hence can be modeled simply through one layout independent parameter. Stress

transferred from the other three stress transfer directions are strongly layout depen-

dent and need to be modeled individually. In order to model the layout dependent

stress, stressors are added to the transistor such that stress is transferred from only

one transfer direction at a time and 3-D process simulations are run using the process

simulator TAURUS. In this exercise, only the layout variables L and W are examined.

Dependence of stress on other layout variables can be studied in a similar fashion.
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Figure 5.8: The MOSFET used to analyze S/D side stress transfer has a tensile nitride
layer on the S/D area as the stressor.

5.3.1 Source-Drain (S/D) Side Stress

S/D side stress refers to the stress transferred from S/D region or transverse to S/D

region, i.e along the width edge. The stressor in this case can be on top of S/D (ex.

capping layer), inside the S/D (ex. SiGe S/D) or adjacent to the source drain region

(ex. STI). To analyze this component of stress transfer, a 75nm thick stressed nitride

layer with an internal tensile stress of 1800MPa is deposited on the S/D area of nFETs

as shown in Fig. 5.8. The tensile nitride layer on S/D generates significant tensile

stress in XX direction and compressive stress in Y Y direction both of which enhance

electron mobility in nFETs. Transistors with different L and W are simulated and

the resulting average channel stresses σXX and σY Y are shown in Fig. 5.9. As L

increases, the stressor which is on top of S/D region moves away from the center of

the channel and it results in a decrease of the average stress in the channel. As W
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Figure 5.9: Average channel stress due to S/D side stress transfer obtained from 3-D
TCAD (symbols) and model fitting (lines) (a) σXX vs. L (b) σY Y vs. L (c) σXX vs. W
(d) σY Y vs. W
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increases, there is more area for the stress to relax and so the average stress in the

channel decreases. The channel length and channel width dependence of σXX and

σY Y can be empirically modeled through

σXX =

(
A1 +

A2

A3 + L

)
·
(
B1 +

B2

B3 +W

)
(5.5)

σY Y =

(
A4 +

A5

A6 + L

)
·
(
B4 +

B5

B6 +W

)

where A1−A6 and B1−B6 are fitting parameters. It is interesting to observe that

the layout dependence of both stress vectors σXX and σY Y are identical.

5.3.2 Gate-stack Side Stress

Stress can also get transferred to the channel from gate-stack side (Fig. 5.7). The

stressor can be a layer on top of gate electrode (ex. capping layer), the gate electrode

itself (ex. stress memorization technique) or the gate-stack. In order to study this

stress transfer component, transistors with 0.18µm thick gate electrode and 1800Mpa

tensile intrinsic stress are simulated as shown in Fig. 5.10. Process simulations

revealed significant σXX in comparison to other two stress vectors. The tensile gate

electrode resulted in a compressive stress in the inversion channel which is beneficial

for holes in pFETs. Fig. 5.11 shows the simulated channel length and channel

width dependence of gate-stack side stress transfer which can be captured through

the following empirical model

σXX =

(
C1 +

C2

C3 + L
− C4

C5 + L

)
·
(
D1 +

D2

D3 +W

)
(5.6)
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Figure 5.10: The MOSFET structure used to analyze gate stack side stress transfer. The
stressed gate electrode serves as the stressor.
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Figure 5.11: Average channel stress due to gate-stack side transfer obtained from 3-D
TCAD (symbols) and model fitting (lines) (a) σXX vs. L (b) σXX vs. W . Only one
stress vector - σXX is dominant.
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where C1 − C5 and D1 − D3 are fitting parameters. The model fitting to the 3-D

simulations is also shown in Fig. 5.11.

The non-monotonic behavior for the L dependence in Fig. 5.11(a) can be ex-

plained as follows. The volume of the stressor in Fig. 5.10 is proportional to gate

length. For very short L, stressor volume is small making the average channel stress

small. As L increases, the increasing stressor volume enhances the channel stress. At

longer L, the stress in the center of gate is relaxed. The maximum σXX is observed at

an intermediate L where the relaxation effect begins to dominate the stressor volume

increase.

5.3.3 Spacer Side Stress

A stressed sidewall spacer or any stressed film outlining the spacer (ex. capping layer)

can transfer stress to the channel from the spacer side. Maximum stress transfer will

occur if the spacer itself is stressed. To study spacer-side stress transfer, a tensile

spacer with 1800MPa intrinsic stress is used as shown in Fig. 5.12. Process simula-

tions yielded significant compressive stress vectors in both XX and Y Y direction as

shown in Fig. 5.13. The L and W trends for the spacer side stress are identical to

those for S/D side stress and can be modeled through

σXX =

(
E1

E2 + L
+ E3

)
·
(
F1 +

F2

F3 +W

)
(5.7)

σY Y =

(
E4

E5 + L
+ E6

)
·
(
F4 +

F5

F6 +W

)
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Figure 5.12: MOSFET structure used to analyze spacer-side stress transfer. The stressed
spacer serves as the stressor.

where E1−E6 and F1−F6 are fitting parameters. Note the similarity in the layout

dependencies for all the stress-transfer directions in Eq. 5.5-5.7. This observation is

very useful for developing the holistic model in the next section.

5.4 Holistic Model

A complete model would be a generalized sum of the significant layout dependent

stress vectors from the three stress transfer directions studied in Section 5.3. The

number of model parameters in such a generalized model would be very large and

impossible to extract. The efficacy of any model strongly depends not only on the

flexibility provided by the fitting parameters but also the ease of model parameter

extraction. In order to make parameter extraction easier, simplifying assumptions

need to be made. Assuming that multiple stressors will result in two dominant stress

142



Chapter 5. Layout Dependent Mobility Model for Process Induced-Stress

(b) 

0.0 0.5 1.0 1.5 2.0

 

 

Channel Length (µm)

 W = 0.1µm
 W = 1.0µm

(a) (b) 

(c) (d) 

0.0 0.5 1.0 1.5 2.0
-100

-200

-300

-400

-500

 

 

S
tr

es
s 

X
X

 (M
 p

a)

Channel Width (µm)

 L = 0.09 µm
 L = 0.50 µm

0.0 0.5 1.0 1.5 2.0

-200

-400

-600

-800

 

 
S

tr
es

s 
Y

Y
 (M

 P
a)

Channel Width (µm)

 L = 0.09 µm
 L = 0.50 µm

0.0 0.5 1.0 1.5 2.0
0

-100

-200

-300

-400

 

S
tr

es
s 

X
X

 (M
 P

a)

Channel Length (µm)

 W = 0.1µm
 W = 1.0µm

0.0 0.5 1.0 1.5 2.0
0

-200

-400

-600

-800

 

S
tr

es
s 

Y
Y

 (M
pa

)

Channel Length (µm)

 W = 0.1µm
 W = 1.0µm

Figure 5.13: Average channel stress due to spacer side transfer obtained from 3-D TCAD
(symbols) and model fitting (lines) (a) σXX vs. L (b) σY Y vs. L (c) σXX vs. W (d)
σY Y vs. W
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vetors, a simplified layout dependent mobility model can be written as

µ

µ0

= 1 +

(
A1 +

A2

A3 + L
− A4

A5 + L

)
·
(
B1 +

B2

B3 +W
− B4

B5 +W

)
(5.8)

+

(
A6 +

A7

A8 + L
− A9

A10 + L

)
·
(
B6 +

B7

B8 +W
− B9

B10 +W

)

where A1 − A10 and B1 − B10 are fitting parameters. This simplification relies on

the fact that the L and W dependence of average channel stress in all stress transfer

directions follows the same 1/L and 1/W scaling trends. No assumptions have been

made on the specifics of the stressor. The model is applicable to any number and any

kind of stressors around the transistor which makes it holistic in nature. The fitting

parameters can be extracted through mobility measurements on different L and W

devices.

5.5 Model Verification

The holistic model is verified against several process-induced strain technologies

through full scale 3-D process simulations using the device simulator TAURUS. The

verification is done as follows. For any given strain technology, the average chan-

nel stress is first calculated for all the three stress vectors. Then, the average stress

vectors are multiplied with the corresponding piezoresistive coefficients and added

together to yield the net simulated change in carrier mobility.

∆µ

µ0

= − (πXX · σXX + πY Y · σY Y + πZZ · σZZ) (5.9)
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Figure 5.14: Piezoresistive coefficients for electrons and holes on (001) silicon surface.

Fig. 5.14 shows the values of piezoresistive coefficients for a (100) silicon surface for

holes and electrons used in this section. The holistic model in Eq. 5.8 is then used to

describe the simulated change in carrier mobility as a function of the layout variables

L and W .

The holistic model is first verified against the capping layer process. The capping

layer process transfers stress to the channel through all the three layout dependent

stress transfer directions. A 75nm thick nitride layer with an intrinsic tensile stress

of 1800MPa is deposited on a nFET as shown in Fig. 5.15. It results in a strong

tensile stress along the channel length and a compressive stress into the substrate

both of which benefit the electron mobility. Fig. 5.16 shows the simulated change in

electron mobility as a function of L and W . The holistic model is able to capture the

simulated electron mobility change very well. In this case only 6 model parameters

were sufficient to capture both the L and W variation.

µ

µ0

= 1 +

(
A1 +

A2

A3 + L

)
·
(
B1 +

B2

B3 +W

)
(5.10)
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Figure 5.15: MOSFET with a tensile capping layer.
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Figure 5.16: Fractional change in electron mobility for nFETs with a tensile capping layer
as a function of (a) channel length (L) and (b) channel width (W ). (Symbols : 3-D
TCAD, Lines : Holistic Model Fitting)
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Figure 5.17: Fractional change in hole mobility for pFETs with SiGe S/D as a function
of (a) Channel length and (b) Channel width. (Symbols : 3-D TCAD, Lines : Holistic
Model Fitting)

The holistic model is next verified against SiGe S/D technology which is used in

state-of-the-art pFETs. The mismatch in the lattice constant between SiGe S/D and

silicon channel induces a strong compressive stress along the channel length which

enhances the hole mobility in pFETs. The SiGe S/D also creates tensile stress along

ZZ direction which further boosts the hole mobility. The interplay of these two

stress vectors determines the net gain in hole mobility for pFETs. p-FETs with

100nm deep SiGe S/D and 20% Ge content are simulated. Fig. 5.17 shows the

simulated hole mobility change for the SiGe S/D process as a function of L and W .

As expected, when L increases, both σXX and σZZ decrease resulting in net decrease

in hole mobility. However, when W increases, σXX and σZZ show different behavior.

σXX increases monotonically but σZZ shows non-monotonic behavior which explains

the non-monotonicity in Fig. 5.17(b). The model fitting to the simulated mobility
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Figure 5.18: Fractional change in electron mobility in nFETs due to STI isolation as a
function of (a) Channel length and (b) Channel width. (Symbols : 3-D TCAD, Lines :
Holistic Model Fitting)

change is also shown in Fig. 5.17.

Modern CMOS technologies use STI for transistor isolation. The oxidation step

involved in STI process together with the thermal expansion coefficient mismatch and

internal stress of the deposited material in the trench induces stress in neighboring

transistors. To simulate the STI stress, 500nm deep trench is used. The STI generates

strong compressive stress along XX and ZZ directions. The coefficients πXX and

πZZ for electrons are of the same order in magnitude but opposite in sign (Fig. 5.14).

This results in interesting trends for electron mobility in nFETs as shown in Fig. 5.18.

The crossover in L dependence of mobility change in Fig. 5.18(a) demonstrates the

necessity of modeling two dominant stress vectors. The crossover cannot be captured

by a single term in Eq. 5.8. Fig. 5.18 demonstrates that the holistic model is able to

capture the simulated layout dependent mobility changes for STI process as well.

148



Chapter 5. Layout Dependent Mobility Model for Process Induced-Stress

sYY

sXX

sZZ

sYY

sXX

sZZ

Capping Layer + Spacer

Cap Layer

Stressed 
Spacer

 

Figure 5.19: MOSFET with two stressors - stressed capping layer and stress spacer.

The holistic nature of the model can be further tested against a multiple stres-

sor technology. Fig. 5.19 shows a n-channel transistor with two stressors - a tensile

capping layer and a tensile stressed spacer. The tensile capping layer is 75nm thick

with an intrinsic stress of 1800MPa. The spacer also has a tensile intrinsic stress

of 1800MPa. The tensile capping layer produces a strong tensile σXX and a com-

pressive σY Y and the tensile spacer produces strong compressive σXX and σY Y . As

a result, the transistor exhibits a strong compressive σY Y . This simulation exercise

also demonstrates the additive nature of stresses. Fig. 5.20 shows that the sum of

σY Y of a transistor with only tensile spacer and σY Y of a transistor with only capping

layer is nearly equal to the σY Y of a transistor with both the stressors. Fig. 5.21

shows the simulated electron mobility change for transistors with both stressors and

the corresponding holistic model fitting. The good fitting results affirm the belief in

the holistic nature of the model.
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Figure 5.20: Total stress in a multiple stressor technology is equal to the sum of stress
due to the individual stressors one at a time.
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Figure 5.21: Fractional change in electron mobility in nFETs due the multiple stressor
technology in Fig. 5.19 (tensile capping and tensile spacer) as a function of (a) Channel
length and (b) Channel width. (Symbols : 3-D TCAD, Lines : Holistic Model Fitting)
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Figure 5.22: Holistic model fitting to pFET mobility with a tensile capping layer. (Symbols
: Experimental data, Lines : Holistic Model Fitting)

The model is also verified against experimental data from literature. Experimental

data for a capping layer process is obtained from [72] which reports mobility reduction

for PMOS devices with a tensile capping layer. BSIM mobility model is first matched

to the control wafer. Holistic mobility model (Eq. 5.8) is then added to BSIM4

mobility model to capture the mobility change due to capping layer. A good fit is

obtained to the measured mobility of transistors with capping layer using the holistic

mobility model as seen in Fig 5.22. The model is also verified against experimental

data for a SiGe S/D process. Gain in linear drain current after correcting for Vg−Vth

was reported for pFETs with SiGe S/D in [66] . The holistic model is able to match

the measured gain in linear drain current for different channel lengths through a

change in hole mobility as illustrated in Fig. 5.23.
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Figure 5.23: Holistic model fitting to gain in linear regime drain current for pFETs with
SiGe S/D. (Symbols : Experimental data, Lines : Holistic Model Fitting)

5.6 Conclusions

A non-process specific holistic model for layout dependent mobility enhancement

through process-induced stress is developed. Individual stress transfer directions are

first identified and then analyzed to model the corresponding layout dependent aver-

age channel stress vectors. A holistic model is then developed by observing the layout

dependencies of the individual stress transfer directions. The developed holistic model

can be easily incorporated into any compact model through a simple modification of

the mobility term.

Channel length and channel width dependencies of mobility enhancement have

been modeled. The approach used in this work can be extended to add other layout

variables when need arises. The model has been verified against both 3-D process
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simulations and experimental data for a wide range of stress-inducing processes in-

cluding capping layer, SiGe S/D and STI process. The model has also been verified

against the interesting case of multiple stressors surrounding a single transistor.
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Chapter 6

A Statistical Model for Flicker Noise

in Small Area MOSFETs

6.1 Introduction

Recent years have seen an enormous growth in RF circuit applications. The contin-

uous downscaling of bulk planar CMOS into deep-submicron dimensions has led to

MOSFETs with very high unity-gain frequencies making CMOS attractive for RF

applications [73], [74]. To investigate the potential applications of advanced CMOS

in low-noise RF circuits, accurate modeling of noise in transistors is vital. The major

sources of noise in a transistor are the thermal noise and the low frequency 1/f noise.

The low frequency 1/f noise in CMOS impacts the performance of RF CMOS

circuits due to noise up-conversion such as in VCOs and low IF mixers where it

causes a significant increase in the noise figure [75]. The low frequency noise also
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(a) (b) 

W/L = 10/0.28 um W/L = 0.16/0.13 um 

Figure 6.1: Measured FN characteristics of (a) large area device [76] and (b) small area
device [77]. In small area devices, the flicker noise spectrum differs greatly from 1/f and
exhibits very large variation.

affects analog circuits such as high performance operational amplifiers and precision

ADC/DACs. In scaled CMOS, the reduction in the maximum signal swing lowers the

Signal-to-Noise Ratio (SNR) making the low frequency 1/f noise even more impor-

tant. Compact models describing the low frequency 1/f noise (a.k.a Flicker Noise -

FN) characteristics of MOSFETs are needed to predict the noise performance of both

RF and analog circuits.

The FN characteristics of small area MOSFETs are very different from those of

large area MOSFETs. Fig. 6.1(a) shows FN of large area FETs with W/L = 10/0.28

µm [76] and Fig. 6.1(b) shows FN of small area FETs with W/L = 0.16/0.13 µm [77].

The large area devices show neat 1/f behavior and the variation in noise among differ-

ent devices with same area is very small. A unified flicker noise model was developed

in [78] to model the FN for large area devices. As the transistor area is scaled down,
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the low frequency noise appears more Lorenztian-like instead of 1/f shape and it

exhibits more device-to-device variations. The variability in FN is becoming increas-

ingly important for circuits using scaled CMOS and needs to be captured in MOSFET

noise models. It is thus necessary to develop a statistical compact model for model-

ing flicker noise to enable a robust design of RF and analog circuits using advanced

CMOS technologies. In this chapter, such a model is developed which captures the

noise characteristics as a function of device size and voltage bias.

Section 6.2 briefly describes the origin of FN in CMOS and explains the cause

of differences in FN among large and small area devices. The statistical modeling

framework for FN is introduced in Section 6.3 and the complete statistical model is

developed in Section 6.4 and Section 6.5. The implementation of the model in BSIM4

compact model is discussed in Section 6.6. Finally, the verification of the model and

model results are presented in Section 6.7.

6.2 Flicker Noise : Large area vs. Small area FETs

The origin of FN lies in the traps present in the gate dielectric. When the inversion

channel carriers are trapped and de-trapped in the dielectric traps, the drain current

fluctuates with time and is commonly referred to as Random Telegraphic Noise (RTN)

[79]. The fluctuations in the drain current are dictated by the changes in number of

carriers in inversion channel and by the changes in surface carrier mobility associated

with carrier scattering by the trapped charges in gate dielectric [78]. Flicker noise is

simply the frequency domain representation of RTN and it represents the total drain
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Figure 6.2: Schematic of the transistor under study. FN is caused by carrier exchange
between dielectric traps and inversion layer. y axis is along the depth of gate dielectric.

current noise power. It is often denoted by SId(f) or by SVg(f) when referred to the

gate terminal (SVg(f) = SId(f)/g2
m where gm is the MOSFET trans-conductance).

In a large area device, there are several traps in the gate dielectric as shown in

Fig. 6.2. Each trap is characterized by a unique time constant τ representing the rate

of carrier capture and carrier emission. Since the trap capture and emission happens

primarily through a tunneling process, the trapping rate decreases exponentially with

the depth of the trap in the dielectric, y, and hence the trapping time constant τ is

given by

τ = τ0 · exp(γy) (6.1)

where τ0 is the time constant for traps at silicon interface and γ is the tunneling

coefficient. Typically, τ0 is 10−10s and γ is 108cm−1 for SiO2 dielectric. The RTN
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associated with an individual trap with time constant τ can be expressed as [80]

RTN(y, f) ∝ τ

1 + (ωτ)2 (6.2)

where ω = 2πf . The FN in a transistor is simply the sum of all the RTNs. Assuming

a spatially uniform trap density inside the dielectric, the FN for a large area device

can be written as

SId(f) ∝
∫ Tox

0

RTN(y, f)dy (6.3)

Carrying out the above integration, the FN for large area device can be expressed as

SId(f) ∝ tan−1(eγToxωτ0)− tan−1(ωτ0)

ωγ
(6.4)

For large γTox, in the frequencies of interest, tan−1(eγToxωτ0) ≈ π/2 and tan−1(ωτ0) ≈

0 yielding the well known “1/f” expression for FN in large area devices.

SId(f) ∝ 1

4γf
(6.5)

The summation of large number of RTNs leading to 1/f frequency dependence of

FN is pictorially depicted in Fig. 6.3 (a). Each trap contributes a Lorenztian with

a certain corner frequency. The sum of many Lorenztian spectra with the corner

frequencies distributed exponentially yields the experimentally observed 1/f shape

for FN in large area devices as shown in Fig. 6.1(a). Since the number of traps in
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Figure 6.3: Graphical illustration of the origin of (a) 1/f noise in large devices (b)
Lorentzian-like spectrum in small devices. The individual spectra in the summation in
(a) and (b) represent the RTN from a single trap in the dielectric.

large area device is large, any small device-to-device variation in the number of traps

is averaged out and FN remains essentially the same for different devices with same

geometries as seen in Fig. 6.1(a).

The FN characteristics are very different in small area devices compared to large

devices even though the physical origin of FN is the same - carrier trapping and de-

trapping. In a small area device, there are only a few traps in the gate dielectric. As

a result, only few time constants exist and the sum of the few RTN yields Lorenztian-

like spectrum as illustrated in Fig. 6.3(b) and is observed experimentally as shown

in Fig. 6.1(b). The FN in small area devices can vary a lot depending on the time

constants associated with the few traps in the device. For example, if one of the two

traps in Fig. 6.3(b) is absent, the FN for the small area device will be very different.
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Due to the inherent random nature of trap distribution inside the gate dielectric,

the trap profile in any given transistor is not known beforehand. Since the trap

profiles of different small area devices with same geometries can be very different, a

statistical model is the only way to capture the FN in small area devices. The first

step in formulating the statistical FN model is identifying the necessary statistical

variables which is the subject of the next section.

6.3 Statistical Model Variables

In a small area device, there are only few traps present in the gate dielectric and the

FN (SId(f)) is obtained by a discrete sum of the RTNs of the individual traps.

SId(f) =
Ntr∑
0

RTN(y, f)dy (6.6)

Ntr is the number of traps present in the small area device. In order to evaluate Eq.

6.6, the number of traps in the device (Ntr) and RTN(y, f) for each trap should be

known. The RTN is a function of several trap characteristics.

A trap can be physically located anywhere inside the insulator as shown Fig.

6.4(a). The depth of the trap inside the insulator (y location) determines the trap

time constant (τ) as shown in Eq. 6.1. Traps which are closer to the silicon interface

are fast traps and they have smaller τ contributing to noise at high frequencies. Traps

located at the far end of dielectric at gate interface are slow traps since the carriers

have to tunnel though entire gate dielectric and they contribute to the noise at lower

frequencies.
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Figure 6.4: The RTN generated by a trap depends on (a) Spatial location of the trap
inside the gate dielectric (x and y location) and (b) Energy of the trap relative to carrier
fermi-level. (χ is the electron affinity of silicon). The number of traps together with the
individual trap characteristics constitute the statistical model variables.

The RTN generated by the trap is also a strong function of the location of the

trap along the channel length (x location). Traps which are located close to source

and drain have almost no impact on the FN while the traps located at the minimum

potential barrier location between source and drain have the largest impact on FN [81].

This result assumes a silicon substrate with uniformly distributed dopant atoms. In

extremely small devices, the dopants are scattered in the channel and the current is

no longer a streamline flow. The random dopant atoms in small area devices create

surface potential fluctuations. The potential fluctuations result in strong current flow

(current percolation) along the potential valleys. The location of the trap with respect

to the percolation paths decides the RTN generated by the trap. This is referred to

as the percolation effect. The effect of uncertainty in x location and percolation
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phenomenon on FN is nearly indistinguishable. They both increase the amount of

device-to-device variation in FN. As a result, they will be quantified together by a

parameter PF (percolation factor) which changes the magnitude of RTN generated

by an individual trap.

The energy level of the trap (Etr) also determines the RTN generated by the trap.

The traps are distributed in the energy space as shown in Fig. 6.4(b). Traps which

are located close to the fermi-level of the device (EF ) exchange carriers easily and

contribute maximally to FN. Traps which are away from EF are relatively inactive

and contribute less to FN.

For a given trap density and given device area, the number of traps in different

devices is variable. Furthermore, the trap profile for each trap in terms of its location,

percolation factor and trap energy is also variable. The number of traps in the

device, Ntr, together with the parameters - y, Etr and PF for each trap in the device

constitute the statistical model variables. Monte Carlo estimation of these statistical

model variables will be presented in the next section.

6.4 Statistical Trap Profiling

In order to determine the RTNs contributing to the total FN, the number of traps

in the device and trap profiles for each trap need to be determined. This process

will be referred to as trap profiling. Monte-Carlo estimation of the statistical model

variables will be presented one by one.
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Figure 6.5: (a) Maximum trap energy (Emax) and (b) Minimum trap energy (Emin) which
contributes to the FN. Using this band of trap energies to estimate Navg.

6.4.1 Number of traps : Ntr

Though the number of traps varies from device to device, the average number of traps

for an ensemble of devices with a given device area is fixed in a given technology.

Assume the average trap density is NT cm−3eV−1 for a certain technology which is

fixed for all devices in that technology. The average number of traps generating FN

depends on the areal volume W · L · Tox and the range of trap energies which will

influence FN. It is reasonable to assume that only those traps which lie between the

silicon conduction band (Ec) and valence band (Ev) contribute to FN. Traps outside

the silicon bandgap will have negligible effect on FN. Fig. 6.5(a) shows the band

diagram of a nFET biased in flatband (Vg = Vfb). The traps which are aligned with
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the Ev represent the maximum energy (Emax) traps that will ever contribute to FN.

Emax = χ+ Eg (6.7)

where χ and Eg are the electron affinity and band-gap of silicon substrate respec-

tively. Similarly, when the transistor is biased in strong inversion (Vg = VDD), the

traps aligned with the silicon Ec represent the minimum energy traps which will ever

contribute to FN as shown in Fig. 6.5(b). The smallest trap energies contributing to

FN exist at gate interface and the minimum trap energy Emin can be calculated as

Emin = max(χ− (VDD − VFB − 2φB), χ− φbarrier) (6.8)

where the surface potential in strong inversion is assumed to be 2φB and φB =

kT
q

ln
(
NA
ni

)
where NA is body doping. φbarrier is the barrier height between silicon

channel and gate dielectric. With the range of trap energies defined, the average

number of traps in the device (Navg) is given by

Navg = NT ·W · L · Tox · (Emax − Emin) (6.9)

The number of traps in an arbitrary device sample is dictated by Poisson’s sta-

tistics. The probability of finding exactly Ntr traps in one device among a group of

similar sized devices with average trap number Navg is

P (Ntr) =
N Ntr
avg · e−Navg

Ntr!
(6.10)
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Figure 6.6: Graphical illustration of the Monte-Carlo selection process of Ntr by using
CDF (Ntr). The random number generator produces RND(0,1) = 0.82 which corre-
sponds to a random device sample with Navg = 5 having 6 traps.

The number of traps Ntr in the device sample is then estimated through a Monte

Carlo process. A cumulative distribution function CDF (Ntr) defined as

CDF (Ntr) =
Ntr∑
0

P (Ntr) (6.11)

is first constructed. Next, a random number is picked between 0 and 1 and the

number of traps Ntr in the device is chosen such that

CDF (Ntr − 1) < RND(0, 1) < CDF (Ntr) (6.12)

The function RND(0, 1) generates a random real number between 0 and 1. This

process of Monte Carlo estimation of Poisson’s distributed Ntr is graphically illus-
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trated in Fig. 6.6 for a case of Navg = 5.

6.4.2 Trap location inside insulator : y

A uniform spatial density in the insulator yields 1/f FN for large device (Eq. 6.5).

However, measurements on large area devices show 1/fα FN where 0.8 < α < 1.2

suggesting non-uniform trap density in the dielectric [82]. α > 1 implies existence of

more low frequency traps, i.e more traps away from the silicon interface. Similarly,

α < 1 can be interpreted as more high frequency traps i.e higher trap density at

the interface. The α 6= 1 behavior in large area devices can be modeled through

exponentially distributed traps along the depth of the insulator with a distribution

NT (y) defined as NT (y) = NT0 exp(ay) as shown in Fig. 6.7 [83]. FN of a large area

device with an exponential trap distribution can be shown to be

SId(f) ∝ 1

γfα
where α = 1 + a/γ (6.13)

When the trap distribution is uniform (a = 0) α = 1 as expected from Eq. 6.5. The

trap distribution coefficient a can be easily extracted from the slope of large area FN.

In the statistical FN model, both exponential and uniform trap distributions

NT (y) are allowed. The probability distribution function (PDF (y)) for an expo-

nentially distributed trap density is

PDF (y) =
a · eay

eaTox − 1
(6.14)
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Figure 6.7: Allowed trap density distributions as a function of y in the FN statistical
model. The exponential trap density distribution enables modeling of experimentally
observed 1/fα noise spectrum where α 6= 1.

For Monte-Carlo estimation of y location, the corresponding cumulative distribution

function CDF (y) is obtained.

CDF (y) =
eay − 1

eaTox − 1
(6.15)

Since y is a continuous variable and CDF (y) is invertible, Monte Carlo generated y

location for any given trap is simply

y =
1

a
ln
[
RND(0, 1) ·

(
eaTox − 1

)
+ 1
]

if a 6= 0 (6.16)

= RND(0, 1) · Tox if a = 0
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6.4.3 Trap Energy : Etr

The energy of the traps can vary between Emin and Emax. The trap density as a

function of energy can be uniform or non-uniform depending on the technology. A

non-uniform trap distribution such as an exponential distribution will lead to large

area devices exhibiting gate voltage (Vg) dependent slope for FN, i.e 1/fα(Vg) [83], [84].

Due to the lack of strong experimental evidence supporting α being a function of Vg,

only a uniform trap density is assumed. If future technologies generate non-uniform

trap density as a function of energy, it can be incorporated into the statistical model

in a fashion similar to inclusion of exponential trap density as a function of y.

Under the assumption of constant trap density, the energy of any given trap can

be Monte Carlo selected through

Etr = Emin +RND(0, 1) · (Emax − Emin) (6.17)

The shaded region in Fig. 6.8 shows the energy bounds within which trap energies

are chosen from Monte-Carlo process. However, from Fig. 6.5(b), the range of traps

contributing to FN is a function of insulator depth y and is represented by the region

between the blue dotted line (Elimit(y)) and the red dotted line (Emax). For example,

at the silicon interface, traps between Emax and χ contribute to FN and at the gate

electrode interface, traps between Emax and Emin generate FN. The trapezoid in Fig.

6.8 represents this area which corresponds to the set of traps that lie within the silicon

band-gap at some operation regime of the transistor and contribute to FN. As a result

any trap which has energy outside the trapezoid in Fig. 6.8 is discarded and this helps
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Figure 6.8: The trapezoid encloses all the traps that lie within the silicon band-gap at
some operation regime of the transistor and contribute to FN. Only the traps enclosed
within the trapezoid are using for calculated FN in the statistical model.

speed up the statistical model computation. This is achieved by discarding all the

traps located at y which have Etr < Elimit(y) where the limit Elimit(y) is defined as

Elimit(y) = χ− VDD − Vfb − 2φB
Tox

· y (6.18)

6.4.4 Percolation Factor

The percolation effect adds another level of randomness into the determination of

flicker noise. Fig. 6.9 shows the simulated distribution of RTN amplitudes in W/L

= 50nm/50nm FETs due to random discrete dopants [81]. The corresponding prob-
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Figure 6.9: Distribution of RTN amplitudes in small area FET (W/L = 50nm/50nm) due
to percolation effect. (a) Simulation result [81] (b) Analytical model for PDF and CDF
of RTN magnitudes.

ability distribution of different RTN amplitudes can be modeled through

PDF (x) =
0.102657

x2 + 0.2x+ 0.0038
(6.19)

where x here represents the RTN amplitude. The PF in the statistical flicker noise

model represents the uncertainty in ∆Id due to a single trap. As a result, the mean

of the statistical variable PF should be 1. Keeping this in mind, Eq. 6.19 can be

used to generate Monte Carlo estimate of PF through

PF =
1.625 ∗ e1.534RND(0,1) − 1.17

6.05− e1.534RND(0,1)
(6.20)

However, in the absence of strong experimental evidence for percolation effect through

the associated large variation in noise, PF is set to unity in this work (PF = 1).
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6.4.5 Trap Profiling Algorithm

For a given device instance, the number of traps Ntr present in the device is first

estimated using Eq. 6.12. Each trap in the device is then assigned a y location based

on Eq. 6.16. Next, the trap energy Etr for each trap is calculated using Eq. 6.17.

Depending on the trap’s y location, the trap is filtered out if Etr is smaller than the

limit Elimit(y) defined in Eq. 6.18. Finally, each trap is assigned a percolation factor

PF , which in this work is set to 1, completing the trap profiling process. With all

the traps well defined in the device, the next step is to calculate the RTN due to the

individual traps and combine them to obtain the FN for the device. The calculation

of RTN and FN will be presented in the next section.

6.5 Statistical Flicker Noise Model

A trap generates RTN by trapping/de-trapping charge carriers from the inversion

channel. The energy needed for carrier emission is usually higher than that needed

for capture resulting in different rates for carrier capture (τc) and carrier emission

(τe) [85]. The power spectral density (PSD) of the noise generated by a trap with

different capture and emission times is given by [86]

Str(f) = ∆I2
d ·

β

(1 + β)2
· 4τ

(1 + 2πfτ)2
(6.21)

where β = τc/τe, ∆Id is the difference in current levels between the trapped and

de-trapped states and τ is the time constant of the trap which depends on the trap’s
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y location through

τ = τ0 · exp(γy) (6.22)

β, the ratio of time constants, is defined as

β = g exp

(
ET − EF

kT

)
(6.23)

where g is the trap degeneracy factor and ET −EF is the trap energy level relative to

the Fermi level. ET −EF can be expressed in terms of the statistical model variables

through

ET − EF = q

(
χ− φs + Eg/2 + φB −

(
Etr +

Vg − Vfb − φs
Tox

· y
))

(6.24)

where φs is the surface potential. Eq. 6.24 tracks the trap energy relative to EF

capturing the bias-dependent noise contribution of the trap. The trap contributes

maximum noise when its energy is aligned with EF as seen from Eq. 6.21 and Eq.

6.23. When the trap moves away from EF , it is almost always filled or empty and

the noise generated by the trap decreases exponentially.

In strong inversion, the change in Vg in Eq. 6.24 will mask the negligible change in

surface potential. As a result, an approximate solution of surface potential accurate

only in the sub-threshold regime will suffice. A simplified expression for φs is [29]

φs = MIN

[
2φB,

(
−η

2
+

√
η2

4
+ Vg − Vfb

)]
(6.25)
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where η is the body factor
√

2qεSiNA
Cox

.

The only quantity remaining to be determined for calculating RTN in Eq. 6.21 is

∆Id. When the trap is empty, assume that the drain current is given by

Id0 = qµ0WNinv(x)
dVch
dx

(6.26)

where µ0 is the carrier mobility, Ninv is the inversion charge/unit area and Vch is

the channel potential. When the trap is filled the number of carrier in the inversion

channel decreases by one. Also, the carrier mobility changes due to scattering from

the charge carrier trapped in the gate dielectric. As a result, the drain current when

the trap is filled can be approximated as

Id = q ·
(
µ0 ±

δ

WL
µ2

0

)
·W ·

(
Ninv(x)−

1

WL

)
· dVch
dx

(6.27)

where δ is mobility scattering coefficient [78]. ∆Id can be easily calculated from the

difference of Eq. 6.26 and Eq. 6.27.

∆Id =
Id
WL

(
1

Ninv

± µ0α

)
(6.28)

The RTN of a single trap i can finally be written as

RTN(f) =
I2
d

W 2L2

(
1

Ninv

± µ0α

)2

· PFi
βi

(1 + βi)2
· 4τi
(1 + 2πfτi)2

(6.29)

where PFi, τi and βi are the percolation factor, time constant and time constant ratio
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for the trap i respectively. The total flicker noise of the device is simply the sum of

all the RTNs and can be written as

SId(f) =
I2
d

W 2L2

(
1

Ninv

± µ0α

)2

·
Ntr∑
i=1

PFi
βi

(1 + βi)2
· 4τi
(1 + 2πfτi)2

(6.30)

It is interesting to note that the statistical model when applied to a large area device

with uniform trap density (a=1) yields the expected 1/f shape for large area FN.

This can be clearly seen from the following important equality when Ntr is large.

Ntr∑
i=1

βi
(1 + βi)2

· 4τi
(1 + 2πfτi)2

= NT ·W · L · kT
q

1

γf
(6.31)

6.6 Statistical Flicker Noise Model Implementation

The statistical flicker noise model (SFN) is implemented in BSIM4 with the goal

of capturing the FN in small area devices. Currently, FN is described in BSIM4

by the unified flicker noise model (UFN) which has been successfully used by the

industry for several years. The UFN captures the FN in large area devices in both

strong inversion and weak inversion regime accurately [78]. The UFN parameters

NOIA, NOIB and NOIC capture the bias dependence while the parameter EF

captures the frequency dependence of FN (FN ∝ 1/fEF ). The unified flicker noise

model is implemented in BSIM4 assuming a fixed γ of 1e10s−1. The parameter EF

is equivalent to α in Eq. 6.13 and it determines the spatial trap density distribution

coefficient a in the statistical flicker noise model. The UFN parameter NOIA is

related to the average trap density through NT/q.
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The statistical model SFN is implemented in such a way that the mean of SFN

(〈SFN〉) is equal to UFN for any transistor under any operating condition. In this

way, the bias dependence of FN in large area devices modeled by UFN is retained

in SFN . Furthermore, the model implementation also allows the parameters ex-

tracted for UFN to be used for evaluating SFN . To satisfy these two goals of model

implementation, define SFN as

SFN = S · UFN
kT

1e10·fEF ·NOIA ·WL
·
Ntr∑
i=1

βi
(1 + βi)2

· 4τi
(1 + 2πfτi)2

(6.32)

where S is a scaling factor. Clearly, all the model parameters of UFN are used in

SFN . To attain the goal of 〈SFN〉 = UFN , S can be calculated through

S =

kT/q
1e10·fEF ·NT ·WL∑Ntr
i=1

βi
(1+βi)2

· 4τi
(1+2πfτi)2

(6.33)

for a large area device.

When EF = 1 (i.e a = 0), using Eq. 6.31 S is simply given by

S =
γ

1e10
(6.34)

When EF 6= 1 an exponential trap density exists in the dielectric N(y). Define

N(y) = NT0e
ay where NT0 represents surface trap density and a = γ(EF − 1). NT0

is related to the average trap density NT through

NT0 = NT ·
aTox

exp(aTox)− 1
(6.35)
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Figure 6.10: Scaling factor S for SFN as a function of EF and Tox for (a) γ = 1.5e10m−1

(b) γ = 2.0e10m−1. The analytical model agrees very well with SPICE values.

In the limit of a large area device, Eq. 6.33 can be written as

S =
NT

NT0

· 1

1e10 · fEF
· 1∫ Tox

0
4eay ·τ0 eγy

1+(2πf τ0eγy)
2 dy

(6.36)

For the case of τmax = τ0e
γTox > 1, Eq. 6.36 can be approximated by

S ≈ γ

1e10
· e

aTox − 1

aTox
· e−21.21·(EF−1) (6.37)

Fig. 6.10 shows the S calculated from the analytical model in Eq. 6.37 for different

Tox and different γ as a function of EF . The analytical values of S agree very well

with the values obtained from SPICE. S is obtained from SPICE by calculating

UFN/〈SFN(S = 1)〉.

Eq. 6.32 constitutes the statistical flicker noise model implemented in BSIM4
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Figure 6.11: Execution flow for the statistical flicker noise model in BSIM4 framework.
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model. Fig. 6.11 summarizes the algorithm for calculating flicker noise using the

statistical noise model. A designer simulates the desired circuit using any popular

circuit simulator such as HSPICE, SPECTRE, etc. which internally calls the BSIM4

model. The SFN is activated by setting the BSIM4 model parameter FNOIMOD

= 2. The technology parameters for calculating SFN such as a and NT are obtained

from BSIM4 model parameters EF and NOIA which are extracted from the noise

spectrum of large area device. Based on the technology parameters and a user-defined

random number generator seed, Monte-Carlo based trap profiling is performed which

comprises of estimating the number of traps in the device and assigning a y-location

and an energy level Etr for each trap. Next, the time constant ratio β is calculated for

each trap as a function of bias voltages. Finally, the RTN for each trap is calculated

and added together to give the final bias-dependent FN in the device. Based on

the FN of the individual devices in the circuit, the circuit simulator calculates the

noise characteristics of the circuit. The circuit can be simulated several times using

different random number generator seeds to obtain a good statistical average.

The behavior of SFN model is verified against experimental data in Fig. 6.12.

Using the large area W/L = 10/0.28 µm device noise spectrum, technology parame-

ters are extracted and used to simulate FN characteristics. Fig. 6.12(a) shows the

measured and simulated FN for 10 different device samples. As expected, the model

and measurements show small device-to-device variation in large area devices. In

Fig. 6.12(b), using the same technology parameters, smaller area devices with W/L

= 0.5/0.28µm are simulated. When the area is scaled down, the average number of

traps in the dielectric decreases and the variation in FN increases. This is seen from
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Figure 6.12: Flicker noise in (a) Large area devices and (b) Small area devices. SFN
model parameters are extracted from the large area noise measurements and used to
simulate FN for both large and small area devices. The model correctly predicts the
increased variation in FN in small area devices.
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both the measurements and the statistical model. Going to even smaller devices gives

rise to the interesting possibility of finding some devices with zero traps and hence

exhibiting no flicker noise.

6.7 Model Statistics

Circuit designers can garner useful statistical noise information by running multiple

Monte Carlo simulations. However, as the area of the transistor decreases, to have

a good estimate of mean 〈SFN〉 and standard deviation σFN , the number of Monte

Carlo simulations increases dramatically. Analytical models for the statistics will

prove to be very useful in getting quick estimates of noise variation. In this section,

analytical models for the mean and standard deviation of FN will be developed using

SFN formulation.

6.7.1 Mean : 〈SFN〉

SFN was developed in Section 6.6 with the goal 〈SFN〉 = UFN . An underlying

assumption in this equality is the requirement of τmax = τ0e
γTox > 1s. If the dielectric

thickness Tox or the tunneling coefficient γ is small, the largest time constant may

become smaller than 1s i.e. τmax < 1s. Under such conditions, the scaling factors in

Eq. 6.34 and Eq. 6.37 are no longer accurate and 〈SFN〉 6= UFN . This is illustrated

in Fig. 6.13 which shows the 〈SFN〉 obtained from Monte-Carlo simulations for

different γ. Due to the absence of traps with time constants larger than τmax, 〈SFN〉

becomes nearly constant for frequencies less than (2πτmax)
−1. This is also evident
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Figure 6.13: Average flicker noise for devices with different γ i.e. different τmax. 〈SFN〉
remains constant for f < 1/(2πτmax). 〈SFN〉 from SPICE is generated by averaging
2000 Monte-Carlo runs. Good agreement is seen between the analytical model and SPICE
simulated values.

from Eq. 6.32. 〈SFN〉 can be analytically modeled by modifying UFN as shown

below.

〈SFN〉 = UFN ·
(

f

f〈SFN〉

)EF
where f〈SFN〉 =

f3/2 +

( √
2

2πτmax

)3/2
2/3

(6.38)

〈SFN〉 calculated using the analytical model in Eq. 6.38 is shown in Fig. 6.13.

Good agreement is observed between the analytical model and the mean obtained

from Monte-Carlo simulations in all the cases.
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Figure 6.14: (a)〈SFN〉 and σFN for a large area device for different EF . (b) Normalized
standard deviation σn(f)

6.7.2 Standard Deviation : σFN

A detailed analytical study of σFN is nearly impossible due to the presence of several

statistical variables. Furthermore, since the SFN is not a linear function of the

random variables, propagation of variances is very hard to use. As a result, physics-

based arguments together with Monte-Carlo simulations are used to determine σFN .

Fig. 6.14(a) shows the simulated σFN for a large area device for different EF . It is

interesting to observe that the ratio σFN/〈SFN〉 ( = σn(f)) changes with frequency

for non-unity EF . Fig. 6.14(b) plots explicitly the σn(f) for different EF as a function

of frequency. The magnitude of σn(f) at f = 1Hz is also a function of EF . When the

area of the device decreases, the average number of traps in the device decreases and

σFN increases. This is illustrated in Fig. 6.15 which shows the σn(f) for different area

devices ranging from a large area device of WL = 2µm2 to a small area device of WL
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Figure 6.15: Normalized standard deviation σn(f) for different area devices (a) EF =
0.8 (b) EF = 1.0. As the area decreases, the variation in flicker noise increases.

= 0.002µm2. Fig. 6.15 shows that the σn(f) increases with decreasing area and the

increase is independent of EF . This is because of the fact that the average number

of traps in a device simply scales by 1/WL independent of EF . This indicates that

the modeling of WL and EF is orthogonal. With these insights, the normalized σFN

can be modeled through

σn(f) = K(EF ) · σn0 · fη (6.39)

where the factor σn0 represents σn(f) for a uniform trap density distribution (EF

= 1) and the factors η and K(EF ) model the impact of exponential trap density

distribution (EF 6= 1) on σFN .

The standard deviation will be first determined for the case of unform trap density

distribution. σn0 is expected to depend on the average number of traps in the device
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Figure 6.16: Normalized standard deviation σn(f) as a function of γ. σn(f) increases
with increasing γ.

and the time constant spread in each frequency decade. In the case of uniform trap

density distribution (a=0), the time constants are spread exponentially at a rate of

γ and hence the σn0 is expected to increase with increasing γ. Fig. 6.16 shows that

the γ dependence can be captured through

σn0 ∝
√

(γ) (6.40)

The average number of traps in a given device area is proportional to 〈N〉 > NT ·WL.

Since the variation in noise is inversely proportional to
√
〈N〉,

σn0 ∝
√

γ

NTWL
(6.41)
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The proportionality constant is determined to be 1.16 upon comparing the model

against simulations. Fig. 6.17 shows the variation of σn0 as a function of device area

illustrating the 1/
√
WL dependence. Fig. 6.18 verifies the dependence of σn0 on the

trap density NT .

For an exponential trap density distribution, the number of traps giving rise to low

frequency and high frequency noise are different. Consider a technology exhibiting

EF > 1 which corresponds to more traps away from the interface (a = γ · (EF − 1)).

As a result the number of traps contributing to low frequency noise is large and hence

the variation in noise at low frequencies is small compared to the variation at high

frequencies. Since the σFN is inversely proportional to
√
〈N〉, for an exponential trap
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density distribution, σFN is expected to demonstrate

σFN(f) ∝ 1

f
1+EF

2

(6.42)

Since 〈SFN〉 ∝ 1/fEF , the frequency dependence of σn(f) can be captured by

σn(f) ∝ f
EF−1

2 (6.43)

Fig. 6.19 shows that the frequency dependence model agrees very well with the

simulated statistical trends for different EF . This however implicitly assumes that

the maximum time constant τmax > 1s. This assumption will be revisited towards
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the end of this section. Furthermore, the change in magnitude of σn(f) at 1Hz for an

exponential trap density distribution can be modeled through

K(EF ) =

√
eaTox − 1

aTox
· e−21.21∗(EF−1) (6.44)

Fig. 6.20 shows the values of K(EF ) obtained from SPICE simulations for different

combinations of γ and Tox. In all the cases, the model prediction agrees very will the

simulated trends. Using the analytical models for K(EF ), σn0 and η, the standard

deviation in SFN can be written as

σFN(f) = UFN ·

√
eaTox − 1

aTox
· e−21.21∗(EF−1) · 1.16 ·

√
γ

NT

· 1√
WL

· f
EF−1

2 (6.45)

As mentioned earlier, the frequency dependence modeling assumed τmax > 1s. When

τmax < 1s, there are no traps contributing generating noise at frequencies below

(2πτmax)
−1Hz and hence there would be no change in standard deviation of noise in

frequencies below (2πτmax)
−1Hz. In order to capture this effect, UFN in Eq. 6.45 is

replaced with 〈SFN〉 and the frequency dependence is limited to the maximum trap

time constant. The final standard deviation model for SFN can be then written as

σFN(f) = 〈SFN〉 ·

√
eaTox − 1

aTox
· e−21.21∗(EF−1) · 1.16 ·

√
γ

NT

· 1√
WL

· f
EF−1

2
eff (6.46)

where feff is defined as

feff =

(
f 3 +

(
1

2πτmax

)3
)1/3

(6.47)
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Figure 6.21: 〈SFN〉 and σFN for small area device with WL = 0.002µm2 and EF =
1.2 but varying γ. Analytical models for the statistics of FN agree very well with SPICE
simulated values.

Fig. 6.21 shows the standard deviation and the mean of FN predicted by the

analytical model for a small area device with EF = 1.2 for two different γ. The

analytical model results are compared against the statistics obtained from 15000

Monte Carlo SPICE simulations. When γ is small, τmax is small and FN at low

frequencies becomes independent of frequency. Good agreement is seen between the

analytical model and SPICE simulations suggesting that the analytical expressions

for 〈SFN〉 and σFN can be used to quickly gauge the noise variation in small area

devices without resorting to tedious Monte Carlo simulation process.
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6.8 Conclusion

A novel statistical compact model for flicker noise in scaled transistor is developed.

The model captures a large number of physical effects to accurately model both the

geometry and voltage bias dependence of flicker noise. The model is yet easy to

use with all the technology parameters extractable from the large device flicker noise

spectrum. The model has been implemented in BSIM4 and is the first instance of

modeling any kind of variability within BSIM4 framework. In addition, analytical

models for statistics of FN in small area devices - mean and standard deviation -

have been developed. The statistical flicker noise model can be used for Monte Carlo

noise simulation as well as a guide for analog designers.
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Conclusions

7.1 Summary of Contributions

The single-gate planar bulk silicon MOSFET has served the industry very well for

the last several decades. With the conventional scaling techniques approaching funda-

mental physical limits, new CMOS architectures are being investigated. At the same

time, new materials are being incorporated into the conventional planar MOSFET to

extend it beyond 45nm technology node. Scaled MOSFETs are exhibiting new device

behaviors which were previously insignificant or absent.

Compact MOSFET models describe the physics and operation of a MOSFET in

a compact mathematical way to enable fast circuit simulation. A compact model

describing a new technology is almost always developed prior to the adoption of that

technology by the semiconductor industry. The compact models are useful not only

for long term product designs but also for early evaluation of a technology for circuit
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applications.

In this dissertation, new compact models were developed for modeling alternative

CMOS device structures and for modeling new materials and new behavior observed

in state-of-the-art bulk planar MOSFETs with a goal to enable timely evaluation

of the new nanoscale CMOS technologies and their circuit-level benefits and enable

efficient product designs in the future.

7.1.1 Multi-Gate FET Modeling

Multi-Gate FETs (MG-FETs) are the most promising candidates for CMOS scaling

beyond 22nm technology node. The multiple gate electrodes in a MG-FET can be

electrically interconnected as in Common Multi-Gate FETs or they can be biased

independently as in Independent Multi-Gate FETs. Compact models were developed

separately for both CMG-FETs and IMG-FETs in this work.

A surface-potential based compact model for CMG-FETs was developed. A new

unified surface-potential model was first developed which calculates the surface po-

tential in a CMG-FET in the presence of finite body doping unlike some of the

other CMG-FET compact models. The surface potential model captures the effect

of structural carrier confinement and poly-depletion. A new drain current model was

formulated for the long channel DG-FET and extended to short channel MG-FETs

through electrostatic modeling of short channel effects such as threshold voltage roll-

off and DIBL. The capacitances for the CMG-FET were also derived as a function of

surface-potentials at the source and drain end. The unified surface-potential model

together with the I-V and C-V model developed in this dissertation forms the core

192



Chapter 7. Conclusions

of BSIM-CMG model. Through incorporation of additional real device effects into

the core model, BSIM-CMG can describe any modern CMG-FET technology. The

core model’s accuracy and scalability was verified extensively using TCAD simula-

tions. BSIM-CMG was also shown to successfully describe two different experimental

FinFET technologies : SOI FinFETs and bulk FinFETs.

Surface-potential based compact model for IMG-FETs was also developed. The

framework for calculating the surface potential in a IMG-FET was first outlined.

Next, a new charge-sheet based I-V model was developed for IMG-FET which can

accurately model the drain current under all bias conditions. A C-V model describing

the terminal charges and capacitances of IMG-FET was also presented. The C-V

model however is valid when only one surface is allowed to conduct current. This is

useful in applications where the back gate is biased to tune to front channel threshold

voltage without forcing any inversion at the back surface. The I-V and C-V model

developed in this work constitute the core of BSIM-IMG model.

7.1.2 Advanced planar bulk Si MOSFET Modeling

This dissertations also improves the existing compact models for the planar bulk

silicon MOSFETs. State-of-the-art MOSFETs use process-induced strain to boost the

carrier mobilities and extend the scaling limits. A new non-process-specific layout-

dependent mobility model for mobility enhancement through process induced strain

was developed. The model captures the mobility change due to process-induced strain

as a function of channel length and width. The model was verified extensively using

3-D process simulations and experimental data from published literature. The model
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can be easily incorporated into any compact MOSFET model.

In small area devices, random variability is exacerbated with transistors showing

large variability in different electrical parameters such as drain current and low fre-

quency noise. A new statistical model was developed for modeling the low frequency

noise in small area FETs due to charge trapping/de-trapping from the traps in the

gate dielectric. The statistical model predicts same behavior as the unified flicker

noise model for large area devices. The model has been incorporated into BSIM4 and

is the first ever instance of incorporating variability into the BSIM framework. This

approach can also be extended to model other sources of variability in transistor’s

performance.

7.2 Future Research Directions

Advances in nanoscale CMOS technology to solve scaling issues opens up a plethora

of venues for exciting research in field of compact modeling. The compact models

developed in this dissertation are simply the start of an exciting era in the field of

modeling.

7.2.1 Multi-Gate FET Models

The MG-FET models developed in this dissertation can be further enhanced in sev-

eral ways. Resistive and capacitive parasitics play an increasingly important role

in determining the performance of scaled MG-FETs. Inclusion of layout-dependent

models of device parasitics will significantly strengthen the accuracy of the model.
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Real device effects such as mobility degradation, gate tunneling current and GIDL

may be different between conventional planar bulk MOSFET and MG-FETs. Cur-

rently, many of these real device effects are modeled along the lines of bulk MOSFET

model. It is judicious to perform a detailed study of the real device effects with

respect to MG-FETs and identify any differences from bulk MOSFET.

The surface potential model and the C-V model for IMG-FETs assume single

surface conduction. This restricts the versatility of the BSIM-IMG model to a large

degree. The development of a surface potential solution technique and a C-V model

for IMG-FETs which are valid even under both channel conduction is very important

and perhaps one of the most important challenges in MG-FET modeling in the future.

The use of process-induced strain to enhance the carrier mobilities in MG-FETs

is inevitable. This calls for a layout-dependent mobility enhancement model for MG-

FETs, similar to the one developed for bulk FETs in this dissertation.

7.2.2 Advanced planar bulk Si MOSFET Models

The continuing advancements in bulk CMOS technology demand constant improve-

ments in bulk FET compact models. This dissertation addressed modeling of mo-

bility change due to process-induced strain. Modeling of high-k/metal gate is also

needed to describe advanced CMOS technologies. Accordingly, the new BSIM4 model

- BSIM4.6.1, captures many of the effects of high-k/metal gate on CMOS perfor-

mance. Further improvements may still be needed in terms of gate current modeling

and flicker noise modeling in presence of high-k gate dielectric.

The variability in low frequency noise is just one of the several manifestations of

195



Chapter 7. Conclusions

random variability in scaled CMOS. Another important random variability is random

dopant fluctuations (RDF) which can cause large deviations in threshold voltages in

scaled transistors critically effecting the functionality of circuits. Modeling of RDF is

another venue of exciting research for bulk FET models.

Variability in CMOS performance can also occur in the form of systematic variabil-

ity. As the transistors come closer in scaled CMOS, layout-dependent effects become

important. Modeling of layout-dependent effects is very critical though it may be

prove to be overbearing in an academic environment. A collective effort between

academia and industry is needed in this area.

Development of a framework bringing both random and systematic under the same

umbrella is one of the most exciting research opportunities in bulk FET models. This

also entails redefining the existing corner simulation approach to capture the variabil-

ity in a process more efficiently. Corner simulations usually give overly pessimistic

or optimistic performance prediction due to insufficient attention to the correlations

between variations and to electrical test variation data and yield conservative margins

in many design instances.

The future research directions mentioned for bulk FETs are valid for MG-FETs

also. For example, even the MG-FETs are expected to be plagued by variability. The

lower body doping in MG-FETs reduces RDF but the variation in body thickness

now adds a new source of variability.
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7.3 Conclusions

The economics behind the CMOS scaling is strong enough to keep it alive for several

more generations to come. Multi-Gate transistors present an interesting alternative

to extend the CMOS scaling. But at the same time, the conventional planar bulk

silicon MOSFET continues to shrink aided by incorporation of new materials into

the conventional MOSFET structure, be it the gate-dielectric or the gate electrode

or the source/drain region. New compact models will continue to emerge alongside

new FET architectures to enable evaluation of these new architectures. At the same

time, the existing models for bulk FETs will continue to incorporate new physics to

describe advanced bulk FETs. Nanoscale CMOS is an endless exciting road for both

technology and model developers.
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