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Abstract 

Design and Modeling of 60-GHz CMOS Integrated Circuits 

by 

Chinh Huy Doan 

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences 

University of California, Berkeley 

Professor Robert W. Brodersen, Chair 

 

 As the number of devices supporting high-quality digital multimedia continues 

to increase, there is a strong desire to transfer the data quickly and conveniently. 

Wireless transmission offers ease of setup, flexibility of placement, and avoids the 

need for unsightly and expensive cables. However, today’s commercially available 

wireless systems are incapable of the multi-gigabit/sec data-rates required for this 

application. The frequency spectrum around 60-GHz is ideally suited for high-speed 

wireless data transfer, but it has yet to be widely used for consumer applications due to 

its high implementation costs. 

 Complementary metal-oxide-semiconductor (CMOS) processing is the lowest 

cost semiconductor technology. As a consequence of the ever-shrinking transistor 

dimensions, the high-frequency performance of state-of-the-art CMOS technology is 

improving, and it is becoming an attractive alternative to the expensive compound 

semiconductor technologies traditionally needed for 60-GHz transceivers. If a 60-GHz 

CMOS radio can be implemented, this would open up new opportunities for the 

ubiquitous use of this spectrum for consumer applications. 

 This dissertation explores the challenges involved in designing 60-GHz CMOS 

circuits. First, the key parasitic components that limit the high-frequency performance 

of CMOS transistors are identified, and an optimal layout to minimize these parasitic 
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elements is proposed. Second, transistor and passive models are investigated that can 

provide highly-accurate prediction of the device characteristics up to millimeter-wave 

(mm-wave) frequencies. This avoids the need to design with unnecessary margin due 

to modeling uncertainties. Following some basic guidelines, the models can result in 

simple extensions of commonly-used device models and are verified to be accurate up 

to 65 GHz. Accurate mm-wave measurements of the devices are necessary in order to 

extract good models, but the low resistivity of the CMOS substrate presents unique 

challenges. Different measurement and de-embedding methodologies are evaluated, 

and an approach to extract the small-signal and noise characteristics of the devices is 

presented and validated. Finally, mm-wave amplifiers and filters are fabricated in a 

130-nm bulk digital CMOS technology to demonstrate the effectiveness of the device 

design and modeling methodology. This results in the first-reported 60-GHz CMOS 

amplifier and establishes the potential of using standard CMOS for fully-integrated 

60-GHz transceivers. 
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 1.1 Motivation  

We live in an increasingly digital world. There is a proliferation of digital 

media in all aspects of our everyday lives—high-definition (HD) video 

content, digital cameras, portable music players, and increasingly larger 

compact storage for data and multimedia. With so much digital content and 

multiple source and sink devices, there is a strong desire to be able to transfer 

this data quickly and simply between the devices. Cables and high-speed 

signaling interfaces are the industry standard for high-speed data transfer 

because of their reliability and moderate cost. However, the web of unsightly 

cables places a constraint on the physical location of these components. If the 

data can be transmitted wirelessly, then this offers the ultimate in convenience 

of placement and avoids the cost of requiring many high-speed cables. In 

addition to just replacing the point-to-point functionality of a cable, if devices 

are connected wirelessly, then concepts familiar to wireless networks can be 

1 
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applied to make the connections re-configurable in real-time and control 

information can be passed between any two devices within this network to 

allow new functions and usage models. Although there is a clear advantage for 

wireless high-speed connectivity, the bandwidth provided by today’s wireless 

systems are far from what is required to support these multi-gigabit/sec 

applications. To understand what is needed to achieve wireless data-rates at 

over 10 times faster than what can be commercially achieved today, it is 

instructive to review the information theoretical result of Shannon’s theorem 

for additive white Gaussian noise (AWGN) channels [1]. 

  +=
N

S
BC 1log2  (1.1) 

where C is the channel capacity in bits/sec, B is the bandwidth of the channel 

in hertz, S is the total received power over the bandwidth in watts, and N is the 

total noise power over the bandwidth in watts. For a wireless channel to have 

the capacity to support multi-Gbps data transfer, the channel must have large 

bandwidth B and large allowable signal power S. Another practical 

consideration is that the wireless spectrum used should be unlicensed to allow 

for pervasive deployment without the need for expensive infrastructure costs 

and subscription. Fortunately, the 60-GHz spectrum exists that satisfies all of 

these requirements. The ability to exploit the 60-GHz band to wirelessly 

transfer data at multi-Gb/s at sufficiently low cost will have a tremendous 

impact on the way we think about connecting these multimedia devices in the 

future. 

 1.1.1 60-GHz unlicensed spectrum 

The 60-GHz spectrum is ideally suited for high data-rate applications because 

of its unlicensed world-wide availability, large contiguous bandwidth, and high 
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allowable transmit power. In December 1995, 5 GHz of contiguous bandwidth 

was opened for unlicensed use by the Federal Communications Commision 

(FCC) at millimeter-wave (mm-wave) frequencies around 60 GHz [2]. This 

was subsequently extended to 7 GHz in the U.S. (57–64 GHz), providing 5 

GHz of overlap with unlicensed spectrum in Japan (59–66 GHz) and other 

geographical regions. The significance of being unlicensed is that operators do 

not need to purchase an expensive license which allows widespread 

deployment and is the primary reason why today’s wireless local area networks 

(WLANs) all operate in unlicensed bands around 2.4 GHz and 5 GHz. 

 Although there is a large amount of spectrum between 5 GHz and 60 

GHz, nowhere below 60 GHz is there so much unlicensed spectrum world-

wide. This is because of its unique propagation characteristics. Oxygen 

molecules in the atmosphere resonate at frequencies around 60 GHz which 

causes significant attenuation of the electromagnetic energy at distances 

beyond a few kilometers. In addition to the free-space path loss, which applies 

to all RF radiation and results in a square-law decrease in received signal 

power with distance, the path loss of 60-GHz radiation also increases 

exponentially with distance approximately at a rate of 15 dB/km. Long range 

transmission is not possible, but conversely, long range interference is not an 

issue. This natural isolation enables multiple systems to operate within close 

proximity of one another. For this reason, the regulatory agencies chose to set a 

high limit on the maximum allowable effective isotropic radiated power 

(EIRP) of 40 dBm (10 W) in the US and 57 dBm (500 W) in Japan. In order to 

deliver wireless data-rates more than an order of magnitude higher than what 

can be achieved today, it is necessary to exploit this special combination of 

large available bandwidth and high allowable transmit power. 
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 1.1.2 60-GHz wireless standards 

Applications that require high bandwidth wireless transmissions include 

streaming uncompressed high-definition video, increased capacity wireless 

local area networks (WLANs), short-range high data-rate wireless personal 

area networks (WPANs), and gigabit/sec point-to-point links. Recently, there 

have been strong advancements in standardization to realize wireless 

specifications at 60 GHz, including WirelessHDTM [3], IEEE 802.15.3c [4], 

802.11ad [5], and Wireless Gigabit Alliance (WiGigTM) [6], that vary in their 

scope and approach to address some of the different applications. Industry 

standards are necessary to ensure interoperability between devices 

manufactured by multiple vendors and coexistence between different systems 

sharing the same frequency spectrum. 

 The WirelessHD special interest group was formed in 2006 with 

members including Intel, LG Electronics, Matsushita Electric Industrial 

(Panasonic), NEC, Samsung Electronics, SiBEAM, Sony and Toshiba, to 

create the next generation wireless interface specification with primary focus 

on high-definition media streaming and transmission between fixed location 

and portable consumer electronics (CE) devices such as HDTVs, Blu-Ray and 

HD-DVD players, and HD camcorders. The key characteristics of the 

WirelessHD specification include [7]: 

• High interoperability supported by major CE device manufacturers 

• Uncompressed HD video, audio and data transmission, scalable to 

future high-definition A/V formats 

• High-speed wireless, multi-gigabit/sec technology in the unlicensed 60-

GHz band 

• Smart antenna technology to overcome line-of-sight (LOS) constraints 

• Secure communications with Hollywood-approved content protection 

• Device control for simple operation of consumer electronics products 
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• Error protection, framing and timing control techniques for a quality 

consumer experience 

Using the WirelessHD specification, seamless wireless interconnection and 

interoperation of a wide array of CE devices are possible. Integrated device 

control coupled with non-line-of-sight (NLOS) smart antenna techniques 

allows simple and intuitive operation in a variety of environments. 

Uncompressed audio and video allow the highest quality user experience, 

unburdened from the increased cost and latency and decreased quality of many 

compression technologies. A key differentiator between the WirelessHD 

specification is that the limited application target allows for an optimized 

specification incorporating wireless physical layer (PHY), media access 

control (MAC), audio/video control, and content protection. 

 In July 2003, the IEEE 802.15.3 working group for WPAN began 

investigating the use of the 7 GHz of unlicensed spectrum around 60 GHz as 

an alternate physical layer (PHY) to enable very high data-rate applications. 

This led to the formation of the IEEE 802.15.3 Task Group 3c (TG3c) in 

March 2005. This mm-wave WPAN will support applications requiring high 

data-rates of at least 1 Gbps such as high-speed internet access and streaming 

content download (video on demand, home theater, etc.). Optionally, data rates 

in excess of 2 Gbps will be supported to provide for simultaneous time-

dependent applications such as real-time HDTV video streaming and wireless 

data bus for cable replacement. 

 More recently, the IEEE 802.11ad task group has proposed the use of 

the 60-GHz band for a very high throughput extension of the IEEE 802.11 

family of WLAN connectivity. The WiGig Alliance was established by more 

than 15 technology leaders within the PC, CE, semiconductor, and handheld 

industries. Its mission is to unify the next generation of high-speed wireless 

products by creating a comprehensive specification that encourages the 

adoption and widespread use of 60-GHz wireless technology worldwide. 
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 1.1.3 60-GHz and other wireless technologies 

With so many different wireless standards vying to address similar markets, it 

still remains to be seen if one or multiple standards will emerge victorious. 

However, what is clear is that the industry needs wireless connectivity in 

excess of 1 Gbps, and current wireless technologies, such as 802.11n and ultra-

wideband (UWB), cannot provide the necessary data-rates, as shown in Table 

1.1. 

 The completed WirelessHD specification is used as a concrete example 

of the capabilities at 60 GHz, but similar conclusions would also apply to the 

other 60-GHz standardization efforts described in Section 1.1.2. Supporting 

very high data rates requires either large bandwidth or very high spectral 

efficiency since data rate is calculated as follows: 

 SEBR ×=  (1.2) 

where R is the raw data rate in bps, B is the occupied bandwidth in Hz, and SE 

is the spectral efficiency in bps/Hz. 

 Increasing bandwidth requires operation in a large frequency spectrum 

band, which for sufficient range and robustness must allow reasonable transmit 

power. While UWB has multiple gigahertz of available spectrum, its 

capabilities are severely limited because of the tight restrictions on the 

 

Wireless 
standard 

Total 
spectral 

availability 
(GHz) 

Maximum 
allowed 
EIRP 
(dBm) 

Maximum 
data rate 
(Mbps) 

Channel 
bandwidth 

(MHz) 

bps/Hz 
to achieve 

4 Gbps 

WirelessHDTM 7.0 40 ~4,000 ~2,000 ~2 

289 20 200 
802.11n 0.67 22–35 

600 40 100 

UWB 1.5 – 7.5 −10 480 520 8 

 
Table 1.1 Comparison of different high-speed wireless standards [7]. 
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allowable transmit power to avoid causing unwanted interference to other 

systems operating in the same frequency bands. The 60-GHz band does not 

suffer from such constraints. Furthermore, UWB is only approved for 

unlicensed use in limited geographical areas rather than being available 

worldwide. 

 For an 802.11n system to be able to deliver 4 Gbps data rates, this 

would require a spectral efficiency of 100 bps/Hz, even if its wider 40-MHz 

mode is used. Higher spectral efficiency through multi-input/multi-output 

(MIMO) techniques such as spatial multiplexing typically leads to higher cost 

and reduced range and robustness due to the need for multiple concurrent paths 

between the transmitter and receiver and hardware to separate the data 

traveling over these different paths. Currently, a spectral efficiency of 10-15 

bps/Hz is targeted as the maximum spectral efficiency supported by 802.11n, 

and it is unlikely that the highest data rates will be achieved in most practical 

environments and implementations. Contrast this with a 60-GHz radio that 

uses 2 GHz of spectrum. This would only require a spectral efficiency of 2 

bps/Hz, leading to simpler radio architectures and digital signal processing 

needed to recover the wireless data. 

 There is general industry acceptance that 60 GHz is the only 

technology available that can deliver more than 1 Gbps wirelessly. The 

suitability of 60 GHz for these applications was recognized when this spectrum 

was made available nearly 15 years ago [2]. What is the reason for the recent 

standardization efforts when this spectrum has been available for so long? A 

few critical developments to enable a low-cost 60-GHz solution that overcome 

some of the traditional limitations of this wireless technology have only 

recently been demonstrated and are discussed in the next section. 
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 1.1.4 Why 60 GHz now? 

The applications that are being pursued by these different 60-GHz standards 

are in-room, high-throughput wireless applications for consumer electronics. 

Two characteristics that are necessary for mass market acceptance are (1) ease 

of setup and use and (2) low implementation costs. 

 

60-GHz coverage angle and antenna gain  In order for the wireless device to 

have simple setup, both the coverage angle and range must be sufficient to 

sustain the high data-rates in typical indoor environments. It has traditionally 

been challenging to achieve both of these requirements simultaneously at 60 

GHz. Examination of Friis propagation loss formula can explain why. 

 Assuming simple line-of-sight (LOS) free-space communication, the 

Friis propagation loss is given by 

 ( ) ( )2

2

2

2

44 fR

cDD

R
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ππ
λ ==  (1.3) 

where Pr is the received signal power, Pt is the transmitted signal power, Dr is 

the antenna directivity of the receiver, Dt is the antenna directivity of the 

transmitter, R is the distance, λ is the free-space wavelength, c is the speed of 

light, and f is the operating frequency. 

 For a simple antenna system that is static without beam-steering 

technology, if the coverage angle is assumed to remain constant, then Dr and 

Dt are fixed, and for a given distance, (1.3) simplifies to 
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t
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Comparing a 60-GHz system with a 5-GHz system, (1.4) shows that the signal 

at 60 GHz experiences 21.6 dB higher path loss. Clearly, maintaining the same 

coverage angle using a fixed antenna system is not a good solution. 
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 The reason that (1.4) degrades so drastically at higher frequencies is 

because when the directivity (i.e., coverage) is kept constant, the antenna 

dimensions are scaled inversely proportional to the frequency. This is shown 

by the relationship 

 
2

2

2

44

c

fAA
D

π
λ
π ==  (1.5) 

where D is the antenna directivity, A is the antenna aperture area, λ is the free-

space wavelength, c is the speed of light, and f is the operating frequency. A 

different approach is to constrain the form factor of the antenna, rather than the 

coverage, and compare the received signal power. If the antenna aperture A is 

held constant, then substituting (1.5) into (1.3), we find that 

 2f
P

P

t

r ∝  (1.6) 

For a fixed form factor, there is a 21.6 dB increase in the received signal level 

at 60 GHz because the antenna gain on both the transmitter and receiver is 

increased. A directive antenna pattern also improves the channel multipath 

profile; by limiting the spatial extent of the transmitting and receiving antenna 

patterns to the dominant transmission path, the delay spread and Rician K-

factor of an indoor wireless channel can be significantly improved [8]. 

 The antenna directivity is traditionally increased by using physically 

large antennas, such as a horn antenna or dielectric lens, to focus the radiation 

energy. However, fixed high-gain antennas are not acceptable for typical 

consumer electronics since they require precise manual alignment and only 

operate well for point-to-point communications in a line-of-sight channel with 

no intervening obstructions. A system employing antenna arrays with adaptive 

electronically-steerable beams can be used to simultaneously obtain high 

directivity and good radiation coverage. 
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Smart-antenna beam-steering technology  An antenna array is composed of 

individual radiating elements that are arranged in space to produce a 

directional radiation pattern. In the typical case where the antenna array 

contains identical antenna elements, the total radiation pattern is 

 ( ) ( ) ( )patternelementfactorArraypatternArray ×=  (1.7) 

The array factor (AF) depends on the configuration, distance between antenna 

elements, and the amplitude and phase excitation of the elements. For a 2-D 

array with N elements, the AF can have a maximum value of N in any direction 

with proper phasing of the signals. The individual element pattern determines 

the coverage angle, while the configuration and excitation determines the 

direction of the beam. This is an important technique that can provide good 

coverage angle and large antenna gain simultaneously. 

 Smart-antenna technology can be used to steer the directional beam 

electronically and adapt to a changing environment, automatically finding the 

optimal path in both direct LOS and NLOS paths that bounce off objects and 

walls. A generic adaptive beam-forming multiple antenna radio system is 

PAΦDriver

PAΦDriver

PAΦDriver LNA

BBI

Q

VCO

ADCΦ

IF Amp
BBQ

I

LOIF

LNA

BBI

Q

VCO

ADCΦ

IF Amp
BBQ

I

LOIF

LNA

BBI

Q

VCO

ADCΦ

IF Amp
BBQ

I

LOIF

 

Figure 1.1 A generic multiple-antenna transceiver architecture employing beam steering. 
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shown in Fig. 1.1. This transceiver architecture depicts N independent transmit 

and receive chains. The main drawback to this multi-input/multi-output 

(MIMO) system is the high transceiver complexity and power consumption 

since there is little sharing of the hardware components. Measurements of the 

60-GHz channel properties indicate that most of the received energy is 

contained in the specular path [8], so a full MIMO solution may not be 

necessary. A more efficient implementation would be to use a phased array 

that takes the identical RF signal and shifts the phase for each antenna to 

achieve beam steering. This drastically reduces hardware costs, as most of the 

transceiver can be shared with the addition of controllable phase shifters 

between the transceiver and antenna array. 

 In order to simultaneously achieve good coverage angle and large 

antenna gain using beam-steering technology, a multiple front-end transceiver 

needs to be implemented along with the digital signal processing to control the 

phase shifters. It is not possible to do this at low cost using compound 

semiconductor technologies. The recent advancement in silicon circuits is a 

promising technology to enable low-cost, highly-integrated 60-GHz 

transceivers. 

 

60-GHz silicon circuits  While compound semiconductor processing can 

achieve the performance at 60 GHz, it was never able to do so at the price 

points necessary for widespread consumer use. Digital-CMOS technology is 

the lowest cost option and allows the highest levels of integration to implement 

multiple transceivers along with the digital signal processing needed to design 

a robust wireless system all on a single chip. The advances over the past 

decade in CMOS technology and the immense research effort in RF CMOS 

circuit design techniques have made fully-integrated RF CMOS transceivers a 

reality. Inexpensive CMOS technologies have been used successfully to 

implement all the necessary RF functionality for the existing and emerging 
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wireless local/personal area network (WLAN/WPAN) standards, such as 

802.11a/b/g/n, ultra-wideband (UWB), and Bluetooth. These systems all 

operate below 10 GHz. Moving to the largely unused spectrum at millimeter-

wave (mm-wave) frequencies (> 30 GHz) will avoid the interference from 

other electronic devices operating in these lower bands and allow us to take 

advantage of the benefits of the 60-GHz frequency band. 

 Several recent developments have combined to enable CMOS circuit 

blocks to operate at ever-increasing frequencies. First, mm-wave CMOS 

circuits directly benefit from the higher speed of the scaled technology. 130-

nm bulk-CMOS technology is capable of power gain at 60 GHz [9], and future 

bulk-CMOS processes at the 90-nm, 65-nm, and 45-nm nodes are expected to 

provide even more gain at lower power consumption. Secondly, improved 

circuit topologies and new design approaches to fully exploit the intrinsically 

faster devices have been introduced. Oscillators [10]–[12] were the first 

circuits demonstrated in CMOS to operate beyond 30 GHz, followed by 

CMOS amplifiers [13] and mixers [14], and culminating in fully-integrated 60-

GHz CMOS front-ends [15]. 

 With the possibility of a low-cost 60-GHz CMOS transceiver and the 

ability to integrate multiple front-ends with the digital signal processing 

needed for smart-antenna beam-steering technology, a 60-GHz transceiver 

finally appears possible to address the consumer electronics market need for a 

multi-Gbps wireless link. 

 1.2 Thesis Organization  

This dissertation describes my initial efforts to use 130-nm digital-CMOS 

technology to exploit the 60-GHz band. The goal of this research is to 

investigate the fundamental frequency limitations of CMOS circuits, identify 

the challenges involved in designing robust mm-wave circuits in CMOS, and 
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propose and implement methods to overcome the barriers of using a 

technology at frequencies well beyond its original intended target to design 

circuits. Once these basic problems are understood and overcome, the cost 

advantages of using an inexpensive CMOS technology operating at 60-GHz 

opens up a wealth of new high data-rate wireless applications. 

 1.2.1 Fundamental frequency limits 

The theoretical and practical high-frequency limitations of active devices are 

explored in Chapter 2. The figures-of-merit used to design analog and RF 

circuits are not directly relevant for determining the maximum operating 

frequency of a circuit in a given technology. Circuit theoretical results are 

derived for quantifying the mm-wave performance of CMOS, and the 

dominant parasitic elements are identified. Some parasitics are an intrinsic 

property of the manufacturing process, while others are extrinsic and layout-

dependent. An optimized design of the core transistor is proposed in order to 

approach the intrinsic frequency limit of the CMOS process. 

 1.2.2 Millimeter-wave CMOS passives 

As the size of passives needed for resonators and matching networks shrinks, 

becoming comparable to the interconnect wiring and transistor parasitics, the 

passives needed for mm-wave circuit designs must also be adapted. 

Transmission lines are familiar components in high-frequency circuit designs 

and can be used for matching networks, impedance transformation, and 

interconnect. Additionally, the well-defined ground return path ensures that no 

unwanted and unmodeled parasitic inductance is introduced into the circuit, 

making them well-suited for mm-wave circuits. The trade-offs in the design of 

CMOS transmission lines are analyzed and presented. 
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 1.2.3 Device modeling 

The lack of accurate CMOS active and passive device models at mm-wave 

frequencies is a key barrier for designing complex CMOS transceiver circuits 

at these frequencies, and a new approach must be considered. There is a vast 

gap in the device modeling methodology used for traditional mm-wave design 

and analog CMOS circuits. While the S-parameter models are accurate to very 

high frequencies, they also impose many constraints including being non-

scalable and fixed bias. The transistor models used in analog CMOS circuit 

design are more flexible, but suffer from poor accuracy even at low microwave 

frequencies. This uncertainty forces the designer to either build a large margin 

into the circuit or require many iterations of the design to fine-tune the 

performance. A modeling methodology that blends the key characteristics of 

traditional mm-wave and analog CMOS modeling is needed to design 

optimized circuits near the frequency limits of the technology. A modeling 

methodology for both transistors and passives that results in simple, highly-

accurate models up to 65 GHz is developed and validated in Chapter 2. 

 1.2.4 Microwave CMOS de-embedding 

Device models are only as accurate as the measurements that they are derived 

from. There has been extensive research in the field of calibration and de-

embedding for accurate on-wafer measurements. However, the methodology 

used for devices fabricated in CMOS has been mostly focused on frequencies 

up to only a few GHz. The different approaches to on-wafer measurements and 

de-embedding and their limitations are described. Metrics that are accurate to 

mm-wave frequencies are introduced that can help to evaluate the effectiveness 

of different de-embedding techniques. By fitting the models to the accurate 

measurements, circuits with predictable performance can be designed that are 
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operating at the edge of a given technology’s capabilities. 

 1.2.5 Millimeter-wave circuit design 

With all of the key building blocks optimized for mm-wave performance and 

accurate models that can predict their behavior to these frequencies, 40-GHz 

and 60-GHz wideband amplifiers and filters combining these core devices are 

designed and fabricated using a bulk 130-nm CMOS process to demonstrate 

the effectiveness of the approach. The 40-GHz amplifier attains 19-dB gain, 

output P1dB = −0.9 dBm, IIP3 = −7.4 dBm, and consumes 36 mW. The 60-GHz 

amplifier achieves 12-dB gain, output P1dB = +2.0 dBm, NF = 8.8 dB, and 

dissipates 54 mW. This represents the first reported amplifiers operating above 

30 GHz, and confirms that CMOS can be used to design reliable circuits at 

mm-wave frequencies. 
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 2.1 Introduction  

When designing CMOS circuits for mm-wave operation, the use of a low-

resistivity silicon substrate and the parasitic source, drain, and gate resistances 

are some key factors that degrade the electrical performance of the active and 

passive devices. In order to properly account for such limitations and minimize 

their impacts, new methodologies must be developed that involve optimized 

layouts, careful modeling, accurate measurement and de-embedding 

techniques, and a variety of simulation strategies. The methodology that has 

been developed for the design and modeling of both active and passive devices 

will be described along with experimental verification up to 65 GHz. 

 2.2 CMOS Technology  

This section provides a brief comparison between a standard digital 130-nm 

2 

Design and Modeling of 
CMOS Devices 
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CMOS process and a dedicated microwave technology such as GaAs. Some of 

the key differences, which motivate the design choices and influence the 

modeling, are highlighted. 

 2.2.1 Front-end features 

Two important disadvantages of a silicon metal-oxide-semiconductor field-

effect transistor (MOSFET) compared to a GaAs field-effect transistor (FET) 

are (1) the low-resistivity substrate and (2) the high sheet resistance of the 

polysilicon gates. The substrate resistivity of most deep-submicron silicon 

processes is 10–15 Ω-cm, which is many orders of magnitude lower than that 

of GaAs (~107–109 Ω-cm) [16]. Signals that couple to the low-resistivity 

silicon substrate incur significant losses, especially at mm-wave frequencies. 

Furthermore, whereas a GaAs FET can effectively be treated as a three-

terminal device, the existence of the bulk terminal and the body-effect 

complicate matters for MOS modeling and design. 

 The gate material used for CMOS devices is polysilicon, which has a 

much higher sheet resistance (~10 Ω/□) than the metal used for the gates of 

GaAs FETs. A higher gate resistance can reduce the transistor power gain and 

increase noise figure. Fortunately, simple layout techniques can be used to 

minimize the detrimental effects of the polysilicon gate. 

 2.2.2 Back-end features 

Fig. 2.1 shows the core back-end stack of the digital CMOS process that was 

used in this work, consisting of six levels of copper metallization, a low-

resistivity silicon substrate, and multiple interlayer dielectrics (oxides and 

nitrides). Top-layer metal is 0.9 µm thick and the distance from the substrate is 

5 µm. Chemical mechanical polishing (CMP) is used to planarize all metals 
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and dielectrics, providing better repeatability of the conductor and oxide 

thicknesses compared to GaAs. Due to the use of CMP, though, uniform 

density is required on all metal levels. Thus, floating dummy fill metal is 

needed to increase the local density, while large areas of metal (e.g., for ground 

planes) are forced to have slots. 

 2.3 CMOS Transistor Design  

In this section, the metric used to quantify the high-frequency performance of 

active devices is first described. Secondly, the effect of parasitics on the high-

frequency performance limits of CMOS transistors is presented. Finally, design 

guidelines for optimal transistor layout are provided along with experimental 

verification. 
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Figure 2.1 Typical CMOS back-end process with six levels of copper metallization, low-
resistivity (~10 Ω-cm) silicon substrate, and multiple dielectrics (not to scale). 
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 2.3.1 Maximum oscillation frequency, fmax 

For a transistor to be used in the design of all the necessary circuit blocks for a 

wireless transceiver operating at mm-wave frequencies, it must be able to 

achieve power gain at the desired frequency of operation. A device is said to be 

active if, under sinusoidal excitation, the net ac power consumed by the 

network is negative—that is more ac power flows out of the device than into it. 

At the target operating frequency, the more active the device, the more suitable 

it will be for circuits at that frequency. 

 The maximum frequency of oscillation (fmax) is generally defined as the 

frequency that the device transitions from active to passive [17]. Since a circuit 

composed of only passive components must itself be passive, an immediate 

consequence is that all linear amplifier and oscillator topologies employing 

this device, including distributed amplifiers, distributed oscillators, and circuits 

with arbitrary feedback, fundamentally cannot operate beyond fmax. Thus, the 

most relevant figure-of-merit for the high-frequency capabilities of a 

technology is fmax, rather than the transition frequency (ft), which has been 

traditionally used as the speed benchmark for digital and baseband circuits. 

 2.3.2 Mason’s unilateral gain 

If a transistor is modeled as a linear two-port network, a common figure-of-

merit used to characterize the active device is Mason’s unilateral gain [18], 
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where gij = Re (yij). One property of the unilateral gain, as proved by Mason, is 

that U is invariant to lossless reciprocal embeddings. Therefore, the addition of 

lossless parasitic capacitors or inductors around the device will not change U. 
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 It can be readily shown that, if g11 > 0 and g22 > 0, which is true for 

almost all CMOS transistors, the device is active if 

 1>U  (2.2) 

Although (2.2) is often used as the criterion for activity, it should be noted that, 

strictly speaking, a device can also be active if the denominator 

 021122211 <− gggg  (2.3) 

The condition in (2.3) is rarely encountered in practice, justifying the 

widespread use of (2.2) as a test for activity. 

 In addition to being used as a test for activity, for most practical CMOS 

transistors, U is a monotonically decreasing function of frequency, and fmax is, 

therefore, the frequency where U = 1. Since fmax is often larger than the 

frequency capabilities of the measurement system, it is common practice to use 

low-frequency measurements of U and report fmax as the extrapolated 

frequency where U = 1 (often assuming a 20 dB/decade slope). Care must be 

taken when designing circuits at frequencies approaching the extrapolated fmax 

because U is a complex function of frequency, often dropping at a rate much 

faster than 20 dB/decade at frequencies near fmax. It is imperative, then, that U 

is measured and modeled as close to the targeted operating frequency of the 

circuit as possible to minimize errors associated with extrapolation. 

 One final point should be made about using U to find fmax. It is common 

for other researchers and textbooks to define fmax as the frequency that the 

maximum available gain (MAG)—the power gain achieved with a 

simultaneous conjugate match at the input and output—becomes unity, instead 

of U. While it can be proved that the definitions are equivalent (i.e., 

U = MAG = 1 at fmax), there is one major drawback to using MAG instead of U 

to find fmax. While U is defined regardless of stability, the maximum available 

gain is only defined for unconditionally stable devices. At frequencies where 



Chapter 2 Design and Modeling of CMOS Devices CMOS Transistor Design 

21 

the device is potentially unstable, the maximum stable gain (MSG)—defined 

as y21/y12—is used instead of MAG. For deep-submicron CMOS transistors, 

the frequency that the device becomes unconditionally stable can occur well 

into the mm-wave regime, making it difficult to directly measure the MAG. 

 As an example, the unilateral gain, MSG/MAG, and short-circuit 

current gain for a 100×1 µm/0.13 µm CMOS device biased at 300 µA/µm are 

shown in Fig. 2.2. For this device, the maximum frequency of oscillation is 

fmax = 135 GHz. This value is much larger than ft = 80 GHz extrapolated from 

low-frequency h21, and much lower than the value of 200 GHz extrapolated 

from low-frequency unilateral gain. The location of the point where the device 

becomes unconditionally stable (the “knee”) occurs at 80 GHz. All fmax values 

reported in this thesis are extrapolated from the circuit models described in 

Section 2.4 and do not assume a 20 dB/decade slope. 
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Figure 2.2 Measured (markers) and modeled (solid lines) unilateral gain, maximum stable 
gain, maximum available gain, and current gain, for a 100×1 µm/0.13 µm NMOS device 
biased at 30 mA. 
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 2.3.3 Layout for optimal fmax 

Multi-finger transistors  Consider a multi-finger transistor composed of NF 

identical devices in parallel. If ideal connections are assumed between all of 

the devices, the port admittance matrix of the composite device is 

YTOT = NFYFinger. Since all of the admittances are scaled by NF, it is easy to see 

from (2.1) that 

 FingerTOT UU =  (2.4) 

Therefore, fmax of the multi-finger transistor is identical to fmax of the individual 

fingers. Even if non-ideal interconnect is modeled, there is minimal impact on 

fmax because the dominant additional parasitic for transistors with geometries 

much smaller than a wavelength is additional low-loss parasitic capacitance 

and inductance. This high-Q parasitic has a negligible effect on U. So, for 

typical device sizes, it is generally sufficient to only consider the optimal 

layout for a single finger of a multi-finger transistor. 
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Figure 2.3 Simplified physical model for one finger of an NMOS device. 
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Optimal finger width  The physical layout of a single finger is shown in Fig. 

2.3, along with a physical model depicting the dominant high-frequency loss 

mechanisms. As mentioned, fmax is highly-dependent on the resistive losses, the 

most significant being the gate resistance (RG), series source/drain resistances 

(RS, RD), non-quasi-static channel resistance (rnqs), and resistive substrate 

network (Rsb, Rdb, and Rbb) [19]. 

 By using narrow finger widths, the effect of the gate resistance can be 

made small compared to the other parasitic resistors. The polysilicon gate sheet 

resistance only affects how narrow the fingers must be made. Another benefit 

of using narrow fingers is that the substrate contacts can be placed very close 

to the device to minimize the substrate losses. 

 2.3.4 Measured fmax 

The optimal transistor finger width for our 130-nm digital CMOS process has 

been determined empirically. The measured fmax for NMOS transistors with 

minimum channel length as a function of finger width and bias current density 
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Figure 2.4 Measured maximum frequency of oscillation [GHz] for 130-nm NMOS 
transistors. 
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is displayed in Fig. 2.4. Nine devices with WF = 1–8 µm and NF = 40–100 in 

common-source configuration have been fabricated. The bulk and source are 

grounded and the gate contacted on one side for all transistors. For six bias 

points (IDS/W = 20–300 µA/µm) per device, a transistor model was extracted 

from the measured data in order to find fmax (see Section 2.4). The constant fmax 

contours shown in Fig. 2.4 were linearly interpolated between the measured 

data points. 

 For a constant current density, the device ft remains fixed (e.g., for 

IDS/W = 100 µA/µm, ft is 70 GHz). It is clear from Fig. 2.4 that, depending on 

the finger width, fmax can be much larger or smaller than ft. Thus, the optimal 

layout for mm-wave applications requires CMOS transistors to be designed 

using many extremely narrow fingers in parallel (less than 1 µm each). This is 

in stark contrast to GaAs FETs with metal gates, where relatively few fingers 

of wide devices (WF ≈ 30–75 µm) are typically used [16]. Furthermore, the 

device must be biased well into strong inversion (around 100–300 µA/µm) for 

mm-wave operation. By proper layout and biasing, though, the fmax of an 

NMOS transistor in a standard 130-nm CMOS technology can easily surpass 

100 GHz, allowing the possibility for mm-wave amplifier and oscillator 

circuits. 

 

 2.4 Microwave Transistor Modeling  

Accurate device models capable of predicting the broadband performance of 

the transistors are critical for circuits operating near the technology limits. The 

traditional microwave approach to transistor modeling uses measured S-

parameter data for circuit design. Although S-parameter models are sufficient 

for many designs and are very accurate, since they implicitly account for all 

parasitics and any distributed effects, a circuit model provides the ability to 
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extrapolate to frequencies beyond the measurement capabilities of the test 

equipment. Additionally, due to de-embedding limitations (Chapter 3), 

S-parameter data for the intrinsic devices become inaccurate at very high 

frequencies. Finally, an accurate nonlinear large-signal transistor model [20] is 

required for the design of mixers, oscillators, and power amplifiers. 

 Noise in RF and mm-wave transceiver circuits plays a critical role in 

determining the sensitivity of wireless communication systems. With the desire 

to have highly-integrated CMOS solutions for these applications, there is a 

strong demand for CMOS transistor models that can accurately predict the 

device noise up to mm-wave frequencies. At these frequencies, the dominant 

source of noise is thermal noise, while flicker noise is negligible. In addition to 

the conventional drain current thermal noise model used for baseband analog 

circuits, induced gate noise caused by the non-quasi-static (NQS) nature of the 

channel becomes important. Additionally, the thermal noise generated by the 

lossy substrate must also be included. 

 2.4.1 Small-signal modeling 

At mm-wave frequencies, series resistive and inductive parasitics become 

more significant. Consequently, it is critical to properly model these parasitics, 

in addition to the capacitive effects that are traditionally captured by digital 

CMOS models [19]. Considering the small margins for modeling errors and 

the tight coupling between the precise values of the parasitics and the layout 

details—input and output connections, locations of grounds and substrate 

contacts, number of fingers, etc.—a transistor modeling approach using the 

extended circuit model shown in Fig. 2.5 for fixed device layouts is proposed 

[20]. The core device can be modeled using either a lumped small-signal bias-

dependent model for highest accuracy or a standard BSIM3 model card to 

capture nonlinearities. Notice that all of the capacitors (e.g., Cgd, Cgs, Cds) 
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account for both the traditionally “intrinsic” channel and overlap capacitances 

as well as the traditionally “extrinsic” wiring capacitances. 

 For each model, the component values and device parameters were 

extracted from measured data using a hybrid optimization algorithm in Agilent 

IC-CAP [21]. S-parameters for the simulated small-signal model and measured 

data up to 65 GHz are shown in Fig. 2.6 for a 100×1 µm/0.13 µm NMOS 

transistor biased at VGS = 0.65 V and VDS = 1.2 V. The excellent broadband 

accuracy of the simulation compared to the measured data verifies that the 

topology of the model is correct and complete. Furthermore, it also 

demonstrates that distributed effects and frequency-dependent losses caused by 

the skin effect can be adequately accounted for using only lumped extrinsic 

components with frequency-independent values. 
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Figure 2.5 Extended transistor model for an NMOS device showing the important parasitic 
elements. 
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 The transistor gains—Mason’s unilateral gain, maximum stable gain 

(MSG), maximum available gain (MAG), and current gain—for this device are 

plotted in Fig. 2.2. The accurate modeling of the unilateral gain is particularly 

important. Unlike the MSG and current gain, Mason’s unilateral gain is a very 

strong function of all resistive losses. Therefore, accurately fitting the 

unilateral gain validates that the important loss mechanisms have been 

properly modeled. As mentioned earlier, these resistive losses are critical 

because they ultimately limit the high-frequency capabilities of the transistor. 
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Figure 2.6 Measured (markers) and simulated (solid lines) S-parameters for a 100×1 µm/0.13 µm NMOS device biased at 30 mA. 
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 2.4.2 Noise modeling 

High-frequency transistor noise  The conventional noise model used for 

baseband analog circuits [22] is not sufficient for short-channel CMOS devices 

operating at mm-wave frequencies and must be augmented in two significant 

ways: increased drain current thermal noise and induced gate noise effects 

[19], [23], [24]. Additionally, at high frequencies, the thermal noise 

contributed by the same extrinsic resistors that reduce the power gain becomes 

increasingly important (Fig. 2.3). However, as long as separate elements are 

used for these physical resistors, their thermal noise contributions will 

automatically be included in the circuit simulation. 

 Based on the derivations by van der Ziel, the simplified noise model for 

the intrinsic CMOS device with drain and gate noise generators is shown in 

Fig. 2.7. The drain channel noise has a white power spectral density of the 

form 

 m
nd gkT
f

i =
∆ α

γ
0

2

4  (2.5) 

where T0 is the device operating temperature, γ  is a bias-dependent “noise 

enhancement” factor, and α is defined as 
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Figure 2.7 Simplified van der Ziel noise model for intrinsic CMOS transistor. 
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with gd0 the drain conductance when there is zero drain-source bias. For long-

channel devices biased in saturation, γ  = 2/3. The noise enhancement factor 

increases for short-channel devices, although there is no clear consensus as to 

the physical mechanism. One theory attributes the increase to the additional 

charge build-up near the drain caused by velocity-saturated carriers. Another 

possible explanation is that the increased noise is due to the existence of hot 

carriers causing the electron temperature to exceed the lattice temperature. A 

typical value of the noise enhancement for short-channel CMOS devices 

operating in saturation is around 1–2 [25]. 

 The channel noise couples to the gate terminal through the gate 

capacitance, causing a noise current to flow with power spectral density 

 g
ng gkT
f

i
δ0

2

4=
∆

 (2.7) 

where gg is due to the NQS channel resistance, and has a value of 

 
m

gs
g g

C
g

5

22αω
=  (2.8) 

The factor δ for the noise current is equal to 4/3 for long-channel devices, but 

can be as large as 15/2 for short-channel devices [26]. 

 Notice that the gate noise current is not white and increases with 

frequency. However, it can be shown [24] that the shunt noise current can be 

approximated with an equivalent series noise voltage at the gate, possessing a 

white power spectral density 

 =
∆ m
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g
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f
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5
4 0

2 αδ
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when 
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α
ωω T5<<  (2.10) 

 Even though the two noise currents arise from the same physical 

source, the finite response time of the channel (i.e., non-quasi-static (NQS) 

effect) causes the noise currents to only be partially correlated. The correlation 

coefficient is defined as 

 
22

*

ndng

ndng

ii

ii
c

⋅
≡  (2.11) 

In the long-channel limit, c ≈ j0.395 [24]. The parameters in (2.5)–(2.11) are 

generally bias-dependent and frequency-dependent. Attempts to capture these 

noise effects have led to various approaches for FET noise models, which can 

broadly be divided into three distinct groups: physics-based compact models, 

measurement-based empirical models, and equivalent-circuit small-signal 

models. 

 

Physics-based compact models  Intensive research into developing extensions 

for compact CMOS noise models has received the most attention over the past 

decade, due to the widespread availability and use of compact models, such as 

BSIM [32] and Philips MOS Model 11 [25], for digital and baseband analog 

circuits. BSIM3 does not include RF noise effects such as induced gate noise. 

However, BSIM4 improves on the RF noise modeling of BSIM3 with a 

holistic noise model and noise partitioning implementation to account for the 

increased channel noise and the correlated induced gate noise (Fig. 2.8). The 

magnitude of the correlation coefficient, but not the complex phase, can be 

captured using this approach. Philips MOS Model 11 uses a channel 

segmentation technique, dividing the transistor into many smaller transistors 

that are individually modeled as quasi-static due to their small size (Fig. 2.9). 
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In this way, no special considerations are needed for the NQS effects, as they 

are properly included automatically. Unfortunately, many simulators do not 

fully support these advanced RF compact models, and more substantially, the 

foundries typically do not provide these more complicated models. Therefore, 

noise modeling using compact models was not investigated for this work, 

although the accuracy of future compact models is promising given the amount 

of ongoing research in this area. 

 

Measurement-based empirical models  The general theory behind equivalent 

circuit models for arbitrary noisy two-ports is described in detail in Section 

3.6.1. For a fixed device geometry and bias, the noise characteristics of any 

two-port device can be completely described with the frequency-dependent 
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Figure 2.8 BSIM4 noise model. 
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Figure 2.9 Philips MOS Model 11 noise model. 
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noise parameters (Fmin, Yopt, Rn). The noise parameters can be determined 

empirically through measurements and, along with the device S-parameters, 

can be used in the design of low-noise amplifiers [54]. Empirical noise models 

provide the same benefits and suffer from the same drawbacks as the empirical 

S-parameter small-signal models. The equivalent noise model completely 

captures the noise behavior of the device without the need to identify the 

individual noise sources and their correlation to each other. However, large 

measurement errors at mm-wave frequencies and the inability to extrapolate or 

predict performance at frequencies other than those measured limit their 

application. 

Equivalent-circuit small-signal models  Equivalent-circuit small-signal noise 

models are a compromise between the physics-based and measurement-based 

models, and are commonly used in MMIC designs to model the intrinsic 

device. The two most prevalent models of this type are the PRC model 

[27][28] and Pospieszalski model [29], which are shown in Fig. 2.10. 
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Figure 2.10 Noise model used for (a) PRC and (b) Pospieszalski models. 
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 The two small-signal noise models are very similar. In addition to the 

minor topology difference, there are a few key distinguishing features. The 

PRC noise model essentially models the noise behavior predicted by van der 

Ziel using three dimensionless parameters—P, R, and C—to capture the 

magnitude and correlation of the noise currents. These parameters are defined 

as 

 PgkT
f

i
m

nd ⋅=
∆ 0

2

4  (2.12) 
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Comparing these with (2.5)–(2.11), it can be clearly seen that the PRC noise 

model captures the same behavior as the van der Ziel model. 

 The Pospieszalski noise model is a simplification of the more 

comprehensive PRC model. It models the transistor noise performance using 

two, rather than three, uncorrelated noise sources specified by the noise 

temperature of the gate and drain, Tg and Td, respectively. These are defined as 

 gnqs
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f
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4
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Equating (2.16) with (2.5), we see that 
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From (2.17), the drain noise temperature can be seen to be much larger than 

the device operating temperature under most conditions. 

 Based on empirical data [29][30], it has been found that the gate noise 

temperature Tg of the Pospieszalski model is often close to the ambient 

temperature of the device. The physical extrinsic gate resistance RG (Fig. 2.5) 

also contributes noise based on the ambient temperature. During model 

extraction, it is often difficult to partition between the extrinsic gate resistance 

and the non-quasi-static channel resistance. Therefore, the approximation that 

Tg = T0 is particularly convenient, since the noise temperature is identical 

regardless of the physical source. Given this approximation, the simplified 

Pospieszalski model reduces to being specified using a single parameter Td. 

 

Experimental verification of noise model  Using the on-wafer noise 

measurement and de-embedding technique described in Section 3.6, the noise 

parameters were measured from 50–75 GHz for three common-source NMOS 

transistors and a cascode device. The probe pads were de-embedded such that 

the noise parameters are for the intrinsic device. 

 Small-signal models for the devices were extracted based on measured 

S-parameters up to 65 GHz. Based on the simplified Pospieszalski model, aside 

from the output resistance at the drain, all resistors (including the non-quasi-

static channel resistance) introduce thermal noise at a temperature of 

T0 = 290° C. The drain noise temperature in (2.17) was determined by defining 

the parameter 

 4.1=α
γ

 (2.18) 

that was chosen to be independent of device geometry. The value for the drain 

noise enhancement factor in (2.18) was optimized to fit the noise parameters 

for all devices. 
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 The measured and modeled noise parameters for the devices are shown 

in Figs. 2.11 and 2.12. Even with the relative simplicity of this noise model, 

the simulation predicts the noise performance well at mm-wave frequencies. 

For the single transistors, Fmin is within 0.5–1 dB across the frequency band, 

and Γopt is accurately predicted to better than what corresponds to a 10 dB 

mismatch. This implies that a low-noise amplifier, designed with a source 

impedance of Γopt predicted by the noise model, will still achieve close to the 

minimum possible noise figure for that device. 

 It is interesting to note that the minimum noise figure for the cascode 

device is substantially larger than for a single NMOS transistor, which differs 

compared to lower frequencies where the cascode noise is often treated as a 

second-order effect. At frequencies approaching fmax, the capacitance at the 

intermediate node between the two devices causes the gain of the common-

source transistor to be lower and also reduces the degeneration for the cascode 

transistor. Both of these related effects increase the noise contributed by the 

cascode transistor to the overall noise figure. 
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Figure 2.11 Measurement and simplified Pospieszalski model for minimum noise figure 
(Fmin), noise resistance (Rn), and optimal source reflection coefficient (Γopt) for devices biased 
at 150 µA/µm. NMOS devices sized at (a) 40×1 µm/0.13 µm (b) 60×1 µm/0.13 µm. 
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Figure 2.12 Measurement and simplified Pospieszalski model for minimum noise figure 
(Fmin), noise resistance (Rn), and optimal source reflection coefficient (Γopt) for devices biased 
at 150 µA/µm. NMOS devices sized at (a) 80×1 µm/0.13 µm (b) Cascode 40×2 µm/0.13 µm. 
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 2.4.3 Large-signal modeling 

The optimization of nonlinear circuits such as mixers, power amplifiers, 

oscillators, and frequency multipliers, requires precise knowledge of the 

nonlinear characteristics of the active devices over a wide range of operation. 

Large-signal device models have evolved into two basic categories: table-

based [31] and physical [32][33]. At mm-wave frequencies, GaAs FET models 

commonly employ table-based models derived from bias-dependent linear 

measurements. The large-signal accuracy of table-based models is limited by 

the existence of discontinuities in the model elements and nonlinearities in 

their interpolation due to imperfect measurement data [34]. 

 We have developed a large-signal modeling methodology for fixed 

geometry devices [20] that is based upon a standard intrinsic BSIM3v3 model 

augmented with bias-dependent junction capacitors and lumped elements to 

model the dominant mm-wave effects. The proposed methodology is founded 

on the quasi-static assumption that the mm-wave large-signal performance of a 

transistor is primarily governed by its dc nonlinearities, while the nonlinear 

capacitors only contribute a small amount to the high-frequency distortion. The 

dynamic performance is captured with the addition of extrinsic parasitics to 

capture loss and inductive effects, as was discussed in Section 2.4.1. 

 The core BSIM3v3 parameters were first extracted to match the 

measured dc I-V curves of the fabricated common-source NMOS transistors. 

As shown in Fig. 2.13, a good agreement between measured and modeled dc 

curves can be achieved for this device (80×1 µm/0.13 µm NMOS). Measured 

S-parameters are then used to extract external parasitic component values to 

obtain a bias-dependent small-signal mm-wave frequency fit up to 65 GHz. 

Layout-dependent interconnect capacitances are also added around the intrinsic 

device, and junction diodes account for the voltage-dependence of Cdb and Csb. 

A comparison of measured and simulated data for the de-embedded 80×1 
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µm/0.13 µm NMOS transistor over a typical bias sweep of VGS is shown in 

Fig. 2.14, again demonstrating good broadband accuracy.  

 The proposed BSIM3v3 model was implemented in Agilent EEsof 

ADS, and the harmonic balance simulator was used to predict the large-signal 

behavior. Harmonic distortion tests, using the measurement setup shown in 
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Figure 2.13 Measured and modeled dc nonlinearities. (a) IDS vs. VDS. (b) gm vs. VGS. 
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Section A4.2, have been performed over numerous operating regions and 

frequencies with good results, and described in detail in [20]. One particularly 

important test is when the device is biased near the threshold voltage and 

operating in Class B mode. Many mm-wave circuits, such as mixers and 

frequency multipliers, function by exploiting the strong nonlinearity of 

transistors biased near the threshold voltage, effectively using the device as a 

rectifier. To determine the accuracy of the model for these applications, the 

transistor was biased at constant VGS = 0.2 V, and the input power was swept 

from Pin = −3 dBm to +3 dBm at a fundamental of 30 GHz. The results shown 

in Fig. 2.15 show that the extended BSIM3v3 model provides good accuracy 

for Class B operation. Thus, the extended BSIM3v3 model is capable of 

predicting bias-dependent small-signal performance and large-signal distortion 

performance of the devices up to 65 GHz, and can be used to design nonlinear 

mm-wave transceiver circuit blocks. 
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Figure 2.14 Measured and modeled S-parameters for VDS = 1.2 V. 
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 2.5 Transmission Lines  

Transmission lines (T-lines) are important structures for mm-wave design. At 

these frequencies, the reactive elements needed for matching networks and 

resonators become increasingly small, requiring inductance values on the order 

of 50–250 pH. Given the dominant quasi-transverse electromagnetic (quasi-

TEM) mode of propagation, T-lines are inherently scalable in length and are 

capable of realizing precise values of small reactances. Additionally, 

interconnect wiring can be modeled directly when implemented using T-lines. 

Another benefit of using T-lines is that the well-defined ground return path 

significantly reduces magnetic and electric field coupling to adjacent 

structures. 
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Figure 2.15 Class B power sweep curves. 
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 2.5.1 Characterizing low-loss transmission lines 

Four real (or two complex) parameters are needed to completely capture the 

properties of any quasi-TEM transmission line at a given frequency, ω0. The T-

line can be characterized by its equivalent frequency-dependent RLGC 

distributed circuit model (Fig. 2.16), which can be related to the characteristic 

impedance (Z0) and complex propagation constant (γ) by [35] 

 
CjG

LjR
Z

0

0
0 ω

ω
+
+

=  (2.19) 

 
βα

ωωγ
j

CjGLjR

+=
++= ))(( 00  (2.20) 

For low-loss lines, the attenuation and phase constants, α and β, respectively, 

can be approximated as 
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where λg is the wavelength of a quasi-TEM wave on the line. The 
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Figure 2.16 Distributed RLGC lossy transmission line model. 
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characteristic impedance and wavelength are particularly important for design, 

and therefore, (2.19) and (2.20) are used more often than the RLGC model 

directly, since Z0 and λg are readily observed. 

 There are two deficiencies with the standard representation of (2.19) 

and (2.20). First, as seen in (2.21), the two different loss mechanisms are 

combined into one parameter, making it difficult to discern the relative 

importance of R and G. As opposed to transmission lines implemented on a 

semi-insulating substrate, where G is nearly zero, T-lines on low-resistivity 

silicon have a non-negligible G due to the substrate coupling. Secondly, Z0 is 

often approximated as a real number, and the expression for Im(Z0), which will 

be shown to be important, is not obvious from this representation. 

 To address these two issues, the following four real parameters are 

proposed to characterize the line: 

 CLZ ≡  (2.23) 

 
LC0

2

ω
πλ ≡  (2.24) 

 RLQL 0ω≡  (2.25) 

 GCQC 0ω≡  (2.26) 

Notice that the two loss mechanisms are completely decoupled in (2.25) and 

(2.26). If the quantities in (2.23)–(2.26) are related to those of (2.19)–(2.22), 

the first-order Taylor series expansions are 
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From (2.27), the expression for Im(Z0) is now apparent. For lossless lines, 
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Im(Z0) → 0 as expected, whereas for low-loss lines, the sign of Im(Z0) reveals 

which loss mechanism (QL or QC) is dominant. If Z0 is assumed to be real, this 

implicitly requires that QL = QC, which is not generally true. The fact that 

Im(Z0) is non-zero and frequency-dependent causes difficulties for some de-

embedding methods, and the implications will be discussed further in Section 

3.4.2. 

 2.5.2 Inductive quality factor 

Transmission lines are often used to resonate with the intrinsic capacitance of 

the transistors (e.g., when used in matching networks). In this case, the line 

stores mostly magnetic energy, and as described in Section A2.1, it is most 

appropriate to minimize the power lost for a given amount of net reactive 

energy stored in the line, as opposed to the total stored energy [36]. 
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where ω0 is the resonance frequency, Wm and We are the average magnetic and 

electric energy stored, and PL is the average power dissipated in the line. As 

derived in Section A2.1, this can be expressed as 
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If the line is inductive (i.e., Wm >> We), then ηC >> ηL and Qnet ≈ ηLQL. Thus, 
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when used to store mostly magnetic energy, the inductive quality factor, QL, is 

a better metric than the resonator quality factor as it more accurately 

corresponds to the amount of loss due to the line. 

 For example, consider a shorted transmission line with l < 0.1λ. In this 

case, it can be shown (Section A2.2) that ηC > 7.2ηL, and the relative 

importance of the shunt losses is reduced compared to the series losses. This is 

particularly important for integrated T-lines on silicon, where the low-

resistivity substrate causes QC to be non-negligible. A similar qualitative 

discussion and conclusion for inductive lines has also been presented in [37]. 

 2.5.3 Microstrip vs. coplanar waveguide 

Microstrip lines on silicon are typically implemented using the top-layer metal 

as the signal line, and the bottom-layer metal for the ground plane. A major 

advantage of microstrip lines is the shielding it provides from the lossy silicon 

substrate. Fig. 2.17a illustrates the effectiveness of the metal shield, with 

essentially no electric field penetration into the substrate. The shunt loss, G, is 

therefore due only to the loss tangent of the oxide and some radiation loss, 

yielding a capacitive quality factor, QC, of around 30 at mm-wave frequencies 

(Fig. 2.18b). In addition to reducing the shunt loss, the isolation provided by 

the ground plane also makes microstrip lines less sensitive to the processing 

details of the substrate, which in reality is not a simple uniformly-doped 

semiconductor. 
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 The biggest drawback to microstrip lines on standard CMOS is the 

close proximity of the ground plane to the signal line (~4 µm), yielding very 

small distributed inductance, L. This significantly degrades the inductive 

quality factor, QL (Fig. 2.18a). Another disadvantage of microstrip lines is their 

low characteristic impedance, which signifies large capacitive loading. For 

example, the characteristic impedance of a 6-µm-wide microstrip line was 

measured to be only 49 Ω. The Z0 can be increased by reducing the conductor 

width, but very high-impedance microstrip lines are impractical since 

electromigration design rules limit the minimum metal width. 

Air
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GND

 

(a) 
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(b) 

Figure 2.17 Electric field distributions from 3-D EM simulations of (a) microstrip and (b) 
coplanar waveguide transmission lines. 
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 Another option for on-chip transmission lines is the use of coplanar 

waveguides (CPWs) [38], [39], which are implemented with one signal line 

surrounded by two adjacent grounds (Fig. 2.17b). The signal width, W, can be 

used to minimize conductor loss, while the signal-to-ground spacing, S, 

controls the Z0 and the tradeoff between QL and QC. As an example, a CPW 

with W = 10 µm and S = 7 µm has a Z0 of 59 Ω and a QL measured to be about 

double that of the microstrip (Fig. 2.18a). By varying the signal-to-ground 

spacing, it is possible to design CPW lines to have either large QL and high-

impedance (S = 7 µm) or large QC and low-impedance (S = 2 µm) (Fig. 2.19). 

On the other hand microstrip lines have, to first-order, constant QL and QC 

independent of geometry. CPW parameters should also have less variations 

than microstrip, since the dimensions of a CPW are determined by lithography 

and not oxide thicknesses. 

 Although the shielding is not as good, Fig. 2.17b illustrates that most of 

the electric fields still terminate on the coplanar grounds instead of the lossy 

substrate. Furthermore, the coupling to the substrate manifests itself as a 

reduction in QC (Fig. 2.18b), which was shown to be relatively insignificant for 

many circuit applications. Another important issue when designing with CPWs 

is the unwanted odd CPW mode, which arises because CPW lines inherently 

have three conductors. To suppress this parasitic propagation mode, the two 

grounds should be forced to the same potential [38]. In MMICs, this requires 

the availability of air bridge technology, which is costly and not supported by 

all foundries. Underpasses using a lower metal level in a modern CMOS 

process can be used to suppress this mode. 
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 The ultimate choice of transmission line structure depends upon the 

application and the specifics of the back-end process. For mm-wave 

transceivers in this CMOS technology, the considerably higher QL for CPW 

lines outweighs the benefits of shielding afforded by using microstrip lines. 

Therefore, CPW transmission lines were used in all of our circuit designs. 
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Figure 2.18 Measured (markers) and modeled (solid lines) quality factors for a coplanar 
waveguide and a microstrip line. 
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Figure 2.19 Measured (markers) and modeled (solid lines) quality factors for coplanar 
waveguides with varying geometries. 



Chapter 2 Design and Modeling of CMOS Devices Transmission Line Modeling 

49 

 2.6 Transmission Line Modeling  

Accurate transmission line models are imperative, as the T-lines are used 

extensively in mm-wave circuit designs. Owing to the quasi-TEM nature of 

propagation, scalable (in length) transmission lines are easier to model than 

lumped passives. Furthermore, because of the field confinement, the lines can 

be modeled individually without concern that adjacent structures will affect the 

performance characteristics of the line when used in more complex circuits. 

 Equation-based models derived for microwave transmission lines are 

not applicable for lines integrated on silicon substrates. The models typically 

assume thin conductors, ground planes which are far from the signal lines, and 

high-quality dielectrics. The lossy silicon substrate is very close to the signal 

lines (~5 µm) and the metal thickness is on the order of the dimensions of the 

conductor width and signal-to-ground spacing. In this section, two modeling 

approaches for transmission lines are investigated and their trade-offs 

presented [40]. 

 2.6.1 Physical electromagnetic modeling 

Electromagnetic (EM) simulations of the passives based on the physical layout 

were performed using Ansoft HFSS (Fig. 2.17). Several simplifications were 

used to improve simulation time with a small degradation in accuracy. The 

silicon substrate is modeled as uniformly doped, and the multilayer dielectrics 

are modeled with two layers: the oxide and passivation with effective dielectric 

constants of 4 and 6.3, respectively. Additionally, the dielectric loss tangent, 

which degrades with frequency, is assumed to be constant. Although 3-D EM 

simulations enable the characterization of arbitrary passive devices, they suffer 

from long simulation times (many hours) and the inability to include several 

poorly characterized effects (substrate doping profile, conductor surface 
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roughness, etc.). Physical EM simulations should be used to compare and 

optimize transmission line cross-sectional geometries, and can serve as a good 

verification tool for more complex passive networks, but are too slow to be 

used iteratively during the design phase. 

 2.6.2 Design-oriented electrical modeling 

To achieve a high level of accuracy for the transmission line models when data 

from fabricated T-lines are available, a design-oriented modeling 

methodology, similar to [41], has been chosen for this work. The modeling 

approach is based on the measured transmission line data and the models are 

optimized to fit the data most accurately at mm-wave frequencies. Scalable (in 

length) electrical models, which capture the high-level behavior of the lines, 

have been used and are supported in most simulators such as SpectreRF, ADS, 

and Eldo. The model parameters are easy to obtain from measured data or 

physical EM simulations since only a relatively small number of parameters 

are required to model the broadband performance of each transmission line: 

characteristic impedance, effective dielectric constant, attenuation constant, 

and loss tangent. A first-order frequency-dependent loss model is used. The 

model assumes that the conductor loss is only caused by the skin effect losses, 

and the shunt loss is due to a constant loss tangent. 

 Using simple electrical models has many advantages. The simulation 

time is very fast, and the models can be easily integrated into circuit simulators 

and optimizers. The T-line models assume no coupling to adjacent structures. 

This assumption is justified as the well-defined ground return path helps 

confine the EM fields. In addition, the close proximity of the adjacent grounds 

to the signal line helps to minimize second-order effects due to bends, 

junctions, end-effects, radiation, and other discontinuities. These second-order 

effects were not modeled, and as verified in Chapter 4, this simplification 
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results in a negligible reduction in accuracy. 

 A CMOS test chip was fabricated which included 1-mm long CPW and 

microstrip transmission lines of different cross-sectional dimensions. For each 

geometry, a different transmission line model was extracted. Figs. 2.18 and 

2.19 demonstrate good broadband modeling of the loss using the electrical 

models for both CPW and microstrip transmission lines. 

 The somewhat noisy measurement data for the transmission lines can 

be attributed to two factors. Although the overall attenuation constant of the T-

line can be accurately extracted from measurements (Section 3.5.4), 

decomposing this loss into individual loss components causes the measured 

high-Q data (e.g., QC for microstrip) to exhibit more measurement uncertainty 

than the low-Q data. Above 45–50 GHz, de-embedding errors result in invalid 

transmission line data (Section 3.5.4), and therefore, the data is plotted only to 

50 GHz. 

 2.7 Conclusion  

Designing circuits for mm-wave operation requires optimized design, layout, 

and modeling of all the active and passive building blocks. The key parasitics 

that limit CMOS transistor performance at mm-wave frequencies are discussed 

and techniques to optimize the layout for best performance are presented. 

Extended transistor models that capture the gain, noise, and linearity 

performance are described along with experimental validation up to 65 GHz. 

Transmission lines are widely used in mm-wave circuits for matching 

networks and interconnect. Different transmission lines and their models are 

compared with silicon results. With simulation models that accurately match 

measured performance up to mm-wave frequencies, it is now possible to 

design circuits based on these components that can operate near the frequency 

limits set by the technology. 
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Appendix 

A2.1 Q-FACTOR DEFINITIONS FOR TRANSMISSION LINES 

Analogous to the case for lumped inductors [36], there are many different 

definitions for Q of a transmission line, where the applicability depends upon 

the intended function of the transmission line in the circuit. 

A2.1.1 Resonator quality factor 

The most commonly used definition is the Q of the line when used as a 

resonator (Qres), 
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where ω0 is the resonance frequency, Wm and We are the average magnetic and 

electric energy stored, and PL is the average power dissipated in the line. Qres 

can be related to the quantities introduced in (2.21) and (2.22) by [42] 
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where λ0 is the free-space wavelength and εeff is the effective dielectric 

constant. Since εeff is determined mostly by the dielectric properties, and not 

the transmission line structure or dimensions, maximizing Qres is roughly 

equivalent to minimizing the attenuation constant α. Using (2.34) along with 

(2.21) and (2.22), Qres can be related very simply to the parameters in (2.25) 

and (2.26) by 
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A2.1.2 Net quality factor 

If the line is designed to behave as an equivalent inductor, storing mostly 

magnetic energy, it is more appropriate to consider the power dissipated for a 

given amount of net reactive energy stored in the line, as opposed to the total 

stored energy [36]. 
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where ω0 is the resonance frequency, Wm and We are the average magnetic and 

electric energy stored, and PR and PG are the average power dissipated in the  

resistance and conductance, respectively. If QL and QC are expressed as 

 RmL PWQ 02ω=  (2.37) 

 GeC PWQ 02ω=  (2.38) 

it is straightforward to show that 
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A2.2 Q-FACTOR OF A SHORTED TRANSMISSION LINE 

For a shorted transmission line (Fig. 2.20), Qnet is simply the single-ended port 

Q, which is 
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By finding a relationship between Qnet of a shorted line and the parameters of 

(2.23)–(2.26), it will be shown that Qnet is almost solely determined by QL, and 

in many instances QC can be ignored. This is unlike (2.35), where Qres is 

equally dependent upon both QL and QC. 

 To derive the expression for Qnet, the equations for Wm and We must 

first be analytically derived. Then the results of (2.39)–(2.41) can be used to 

determine the scaling factors ηL and ηC. If the location of the short is at x = 0 

(Fig. 2.20), then for an ideal lossless line, the voltage and current phasors on 

the line, as a function of position x, are [42] 

 xjVV βsin2 +−=  (2.43) 

 x
Z

V
I βcos2

0

+=  (2.44) 

where +V  is the voltage in the positively traveling wave. The time origin is 

selected such that +V  is real. 

 For a low-loss transmission line of length l, if we assume that the 

current and voltage are not significantly affected by the losses on the line, then 

the average stored magnetic and electric energy are 

x = 0

x 

x = −l

y11

Z ,  λ ,  QL ,  QC

 

Figure 2.20 Shorted transmission line. 
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Substituting (2.45) and (2.46) into (2.40) and (2.41), we find 
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For transmission lines that are much shorter than a wavelength, the shorted 

stub looks inductive, ηC >> ηL, and QC can often be neglected. For example, if 

l < 0.1λ then ηC > 7.2ηL. 
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 3.1 Introduction  

As described in the previous chapter, accurate modeling of both active and 

passive devices is the cornerstone of predictable circuit design. The extraction 

of a good device model is predicated on the ability to perform accurate device 

measurements against which the model is compared. Poor correspondence 

between circuit measurements and simulation models is just as easily due to 

errors in the mm-wave measurements used to generate the models as to the 

models themselves. 

 Accurate well-known calibration techniques for small-signal 

measurements are available that set the reference plane at the wafer probe tip. 

Unfortunately, it is not possible to directly probe and measure the intrinsic 

devices. Instead the device-under-test (DUT) is embedded within a test fixture 

consisting of probe pads and interconnects to the DUT (Fig. 3.1). As the 

frequency of measurement moves from RF to microwave to mm-wave, fixture 

3 

CMOS On-Wafer 
De-embedding 
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de-embedding becomes increasingly important and challenging, particularly 

since the pad parasitics are usually much larger than the small devices used for 

modeling. Therefore, understanding and designing the probe pads and 

interconnects are keys to accurate device modeling. 

 This chapter describes the challenges involved in measuring and de-

embedding fixtures used to characterize the S-parameters and noise parameters 

of devices fabricated on lossy silicon substrates. Design considerations for 

CMOS pads that enable accurate de-embedding will be discussed. Several on-

wafer calibration and de-embedding techniques and the problems that limit 

their suitability for characterizing the S-parameters of CMOS devices will be 

described. A verification technique based on TRL calibration is developed and 

proposed to help identify the validity range of the de-embedding approaches. 

Finally, the methodology to de-embed the pads from the intrinsic device for 

device noise characterization will be described. 

60 µm

Device under test  

Figure 3.1 Typical layout for a test fixture and DUT. 
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 3.2 Accurate S-parameter Measurements on Silicon  

Accurate de-embedding is founded on the basic ability to make repeatable and 

precise on-wafer mm-wave measurements [43]. Commercial impedance 

standard substrates (ISS) fabricated on alumina can be used to define the 

measurement reference plane at the probe tips using standard vector network 

analyzer (VNA) calibration techniques, such as short-open-load-through 

(SOLT), line-reflect-reflect-match (LRRM), or through-reflect-line (TRL). 

Ideally, the electrical performance of the probe pads on the ISS should be 

identical to the on-wafer probe pads, otherwise the interaction between the 

probe pads and wafer probe will limit the accuracy of the calibration standard. 

For fixtures fabricated in CMOS, the pads will inevitably be different than 

those on the ISS; however, this source of error is usually small compared to 

errors resulting from inconsistent probe placement and overdrive, which 

change the pad inductance and contact resistance. 

 Aluminum pads fabricated on CMOS will oxidize, resulting in large 

contact resistance. In the past, the probe tips were made of tungsten (W) that, 

due to its firmness, could break through the oxide of the aluminum pads. 

However, W itself oxidizes and the contact resistance increases over time. 

Fortunately, nickel-alloy tips have been developed that provide very low and 

stable contact resistance when probing aluminum pads [44]. This is critical 

since the contact resistance must be repeatable for accurate de-embedding. 
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 3.3 Probe Pad Design  

The design of the probe pad and interconnect on lossy substrates involves 

trade-offs between parasitic capacitance, resistive losses, and port-to-port 

isolation [43]. Smaller pad parasitics are more easily de-embedded, so pads 

should have small dimensions and be implemented using the top metal layers 

in a multi-layer CMOS technology [45]. The minimum pad size is limited by 

the required probe contact area and foundry design rules. The mechanical 

integrity of the pad must be maintained, and pads implemented using the top 

two metal layers in a 6-metal layer CMOS process have been used in this 

work. 

 Although using a metal shield underneath the pads substantially 

increases the parasitic capacitance over an unshielded pad [45], using the 

bottom layer metal to shield the pads from the lossy silicon substrate has many 

benefits [43]. A low-noise probe pad and interconnect is desired when 

characterizing the noise figure performance of small devices. The shielded pad 

contributes little noise since it does not suffer from the large resistive losses 

caused by signal coupling to the lossy substrate. A shielded pad also improves 

port-to-port isolation—the measured isolation is better than 40 dB up to 65 

C1 C2

L1 L2Rcon

Pad Model

DUT

Pad Model

 

Figure 3.2 Broadband circuit model for the test fixture surrounding the DUT. 
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GHz—and minimizes parasitic coupling to the DUT. Connecting the grounds 

on-chip ensures balanced ground currents and a very low-impedance ground 

return path. Imbalanced ground currents lead to parasitics that are different 

from those de-embedded during calibration and can also excite higher-order 

modes. For these reasons, low-noise shielded pads and interconnects were used 

for all device characterization. 

 3.4 Small-Signal De-embedding  

For accurate device characterization at mm-wave frequencies, the effect of the 

test fixture must be removed using any of a number of techniques such as 

conventional on-wafer calibration, pad parasitic removal, pad modeling and 

extraction, or electromagnetic modeling. Pad de-embedding involves the use of 

on-wafer dummy test structures to characterize the pad parasitics. Since 

material properties like conductor and dielectric thickness and substrate 

resistivity vary across the wafer, it is best to put the dummy test structures 

close to the DUT. Several copies of the dummy structures across the chip can 

be used for improved de-embedding accuracy. In this section, the common 

techniques used to de-embed the pad and interconnect are reviewed. The 

advantages and drawbacks of each for de-embedding on lossy substrates at 

mm-wave frequencies are highlighted. 

 3.4.1 SOLT calibration 

The most commonly used method to calibrate VNAs is SOLT calibration. This 

requires four on-wafer standards: a short, an open, a 50-Ω load resistance, and 

a 50-Ω transmission line of known electrical length. These standards are most 

easily implemented on an insulating substrate (such as alumina or GaAs) 

where it is possible to realize accurate passives with low parasitics. 
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Additionally, the 50-Ω loads are often laser-trimmed. If the electrical 

characteristics of the standards are known a priori, as is the case for the ISS, 

then SOLT calibration can be used well into the mm-wave frequency regime. 

 Realizing a precise broadband resistive load presents the greatest 

difficulty for SOLT standards fabricated on a conductive silicon substrate. The 

resistor is typically implemented using polysilicon, which has very large 

parasitics to the substrate due to its close proximity. Even though the size of 

the resistor is small (<12 µm), there is still a large frequency-dependence in the 

impedance of the load as shown in Fig. 3.3. Given the inability to fabricate 

precise broadband loads on silicon, SOLT calibration is not a viable option for 

accurate mm-wave de-embedding on CMOS. 

 3.4.2 TRL calibration 

To avoid the problem of fabricating broadband well-characterized loads, the 

through-reflect-line (TRL) calibration technique was developed [46]. Only 

three standards are necessary: a zero-length through, a standard with high 

reflection coefficient (typically either a short or open), and a transmission line 
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Figure 3.3 (a) Resistance and (b) reactance of a polysilicon resistor in CMOS. 
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(Fig. 3.4). The reflect standard need not be well-characterized, as only its 

phase must be known to select between two numerically valid solutions. 

Therefore, TRL does not suffer from the parasitic fringing capacitance and 

inductance of the dummy test structures that limit the accuracy of the open and 

open-short de-embedding techniques described later in Sections 3.4.3 and 3.4.4 

[47]. The most important advantage of TRL over SOLT calibration is that 

well-characterized transmission lines are more easily fabricated on-wafer than 

precise resistive loads. 

 There are several disadvantages associated with TRL calibration. First, 

for accurate de-embedding, the line standard needs to have electrical length 

between 20° and 160°. Therefore, TRL calibration typically can only be 
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Figure 3.4 TRL calibration structures. (a) Through (b) Reflection (c) Line. 
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applied over a bandwidth no larger than 8:1 [48] and requires many lines of 

varying lengths for broadband de-embedding. This makes multiline TRL 

calibration cumbersome and tedious. Furthermore, for low frequencies, the line 

standard becomes prohibitively long and consumes a significant amount of die 

area. 

 The more fundamental problem with TRL calibration is the fact that the 

de-embedded S-parameters are referenced to the complex-valued Z0 of the line. 

As was described in Section 2.5.1, the characteristic impedance of a 

transmission line can be expressed as 

   −+≈
LC QQ

j
ZZ

11

2
10  (3.1) 

For lines fabricated on silicon (and even for lines fabricated on insulating 

substrates), there is a large variation in QL and QC with frequency (Fig. 2.19). 

This has an important impact on the phase of the resulting S-parameters. Even 

with the advances of 3-D electromagnetic (EM) simulators, the complex 

characteristic impedance of on-wafer transmission lines can only be simulated 

with limited precision because of process variations in conductor dimensions 

and dielectric thickness as well as poorly-characterized material properties 

such as surface roughness and frequency-dependent loss tangents. There is 

active research in developing an accurate theoretically-sound measurement-

based technique to determine the Z0 of lines fabricated on lossy silicon 

substrates [47][49]. 

 3.4.3 Open de-embedding 

Since the measurement system has already been calibrated to the probe tips 

with an ISS, it is simpler to remove the pad parasitics using two-tier de-

embedding instead of the conventional calibration techniques described in 
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Sections 3.4.1 and 3.4.2. The most basic de-embedding strategy is open de-

embedding [50]. The dominant pad parasitic, particularly at low frequencies, is 

the parasitic capacitance from the pad to ground (C1 and C2 in Fig. 3.2). For 

this technique to be valid, the equivalent circuit model that is assumed is 

shown in Fig. 3.5. Y1 and Y2 can be determined by measuring an open 

structure, and the port-to-port coupling admittance, Y3, can often be made 

negligible with adequate spacing between the input and output probe pads. The 

simplicity of requiring only one open test structure makes this de-embedding 

approach attractive. The pads are removed by subtracting the Y-parameters of 

the open from the device measurement. 

 Open de-embedding implicitly assumes that the inductance and 

resistance of the interconnect between the pad and the DUT are small and can 

be neglected. This assumption is valid at lower frequencies, but at higher 

frequencies when the impedances of the series components (L1 and L2 in Fig. 

3.2) are comparable to the impedance of the probe pad capacitance, the 

assumptions used for open de-embedding become invalid. Open de-embedding 

is generally adequate for frequencies up to only a few GHz. 

 

Y1

DUT

Y2

Y3

 

Figure 3.5 Equivalent circuit model used for open de-embedding. 
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 3.4.4 Open-short de-embedding 

With the addition of one dummy short structure, it is possible to also remove 

the series impedances between the pad and the DUT [51]. The equivalent 

circuit model assumed for open-short de-embedding is shown in Fig. 3.6. The 

measurement of the open captures the shunt parasitics, while the short is the 

series impedance in parallel with the shunt parasitics. For best results, the 

interconnect between the pads and DUT should be kept as short as possible and 

wide metal conductors should be used to minimize the series impedance. 

Removal of the pads is performed by subtraction of the Y- and Z-parameters of 

the open and short from the embedded DUT measurement. Open-short de-

embedding is a significant improvement over simple open de-embedding, and 

is the technique most commonly used for device characterizations. 

 At millimeter-wave frequencies, the true distributed nature of the pads  

(Fig. 3.2) makes the lumped model assumption of Fig. 3.6 inaccurate. 

Furthermore, the dummy test structures have some parasitics that are not 

present when the DUT is connected. The dummy open has extra parasitic 

fringing capacitance, while the dummy short has extra parasitic inductance to 

ground. This leads to over-de-embedding and optimistic device performance 

[47]. The exact frequency that open-short de-embedding becomes inaccurate is 
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Z1 Z2
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Figure 3.6 Equivalent circuit model used for open-short de-embedding. 
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a strong function of the DUT being characterized. A large DUT can be 

characterized more precisely to higher frequencies than a minimum-sized 

device. 

 3.4.5 Other de-embedding techniques 

Other de-embedding methods have been proposed to solve some of the 

limitations of the de-embedding techniques described above. The procedure 

described by Kolding [52] is based on a more complex model for the fixture, 

and requires more dummy test structures in order to characterize the pad 

parasitics. Unfortunately, this suffers from a similar problem with open-short 

de-embedding in that parasitics in the de-embedding structures, which are not 

present once the DUT is inserted, will lead to over-de-embedding. Four-port 

de-embedding [53] has also been proposed, but assumes the ability to realize a 

frequency-independent (although not required to be 50 Ω) load, which is not a 

valid assumption for silicon-based standards as was shown in Fig. 3.3. 

 3.4.6 Summary 

In this section, several calibration and de-embedding techniques have been 

described. The first step is to use standard calibration substrates provided by 

the probe manufacturer to set the reference plane at the probe tip. SOLT and 

TRL calibration to move the reference plane to the input and output of the 

DUT are not appropriate for on-silicon de-embedding because they are 

founded on the ability to fabricate a precise load resistor and transmission line, 

respectively. These are not valid assumptions for CMOS measurements. Open-

short de-embedding is described that is based on a simple fixture model and 

requires only two de-embedding structures—one open and one short. It will be 

shown in the next section that open-short de-embedding provides good 
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accuracy for obtaining the small-signal parameters of both transistors and 

transmission lines to 65 GHz. For this work, open-short de-embedding is used 

exclusively. 

 3.5 Small-Signal De-embedding Verification  

Several de-embedding techniques were described in the previous section along 

with their associated problems. Although it is clear that none of the mentioned 

de-embedding methods can perfectly remove the effects of the fixture to 

arbitrarily high frequencies, it is also impossible to determine exactly how 

much error the de-embedding process introduces. (If the error could be 

determined exactly, then the verification technique could also be used to de-

embed perfectly.) However, there are some verification metrics that can 

provide a good indication of the validity range of the de-embedding. These 

tests can only determine when the de-embedding becomes invalid, rather than 

ensuring the de-embedding is valid. However, they provide a good foundation 

for comparing various pad structures and also understanding the effect of the 

DUT on the de-embedding accuracy. 

 In this section, two verification tests are described. The first, and most 

straightforward, test is to de-embed a zero-length through. In Section 3.5.2, a 

new test involving the use of TRL calibration and Z0-invariant parameters for 

verification is introduced and developed. This test is particularly useful when 

the DUT is a transistor or transmission line, in which case several important 

circuit parameters can be accurately determined to very high frequencies. The 

theory and derivations behind the TRL verification will be described. 

 3.5.1 Through verification 

The simplest verification is to de-embed a zero-length through. This test is 
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especially useful for open and open-short de-embedding, as the through is not 

used as part of the de-embedding standard. The S-parameters for the through, 

after de-embedding, are ideally, 

 =
01

10
thruS  (3.2) 

A plot of S11 for both open and open-short de-embedding is shown in Fig. 3.7. 

From (3.2), it can be seen that perfect de-embedding would result in 

S11 = −∞ dB. As expected, the result from the open de-embedding begins to 

deviate from perfect de-embedding at a much lower frequency than for open-

short de-embedding. The result from open-short de-embedding is better at 65 

GHz than from open de-embedding at 7 GHz. 

 3.5.2 TRL verification 

As described in Section 3.4.2, the results after TRL calibration are S-

parameters of the DUT referenced to the complex Z0 of the transmission line 

standard. As mentioned, the characteristic impedance of the line is not easily 
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Figure 3.7 Through verification for open and open-short de-embedding. 
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determined; however, several parameters of the DUT that are invariant to the 

complex Z0 of the line standard can be computed. Therefore, these parameters 

of the intrinsic DUT can be determined accurately using TRL calibration well 

into the mm-wave frequency range, even without knowledge of the Z0 of the 

line. Furthermore, since the DUT parameters are also independent of the 

propagation constant of the line standard, any dummy test structure that is 

symmetric (z11 = z22) and reciprocal (z12 = z21) can be used as the “line” 

standard to compute these parameters. 

 Consider the formula relating the Z- and Y-parameters to S-parameters 

referenced to a complex Z0 [54], 

 [ ] [ ] [ ]( ) [ ] [ ]( ) 1
0

−−+= ssZz 11  (3.3) 

 [ ] [ ] [ ]( ) [ ] [ ]( ) 1

0

1 −+−= ss
Z

y 11  (3.4) 

where [ ]1  is the unit diagonal matrix. From (3.3) and (3.4), it is obvious that Z0 

acts as a scale factor for the Z- and Y-parameters. Thus, by taking the 

appropriate ratios or products of the Z- and Y-parameter elements, these values 

will be Z0-invariant. This provides up to three independent quantities if the 

DUT is neither symmetric nor reciprocal (e.g., a transistor). These quantities 

can be determined precisely using TRL calibration and can be used to compare 

against the values resulting from open or open-short de-embedding to verify 

the accuracy of these de-embedding techniques. 

 3.5.3 Z0-invariant parameters for transistors 

Consider taking ratios of the Y-parameters. This results in three well-known 

and commonly-used parameters that characterize transistor performance: 

 112121 yyh =  (3.5) 
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 1221 yyMSG =  (3.6) 

 22210 yyAv −=  (3.7) 

where h21 is the short-circuit current gain, MSG is the maximum stable gain, 

and Av0 is the open-circuit voltage gain. Notice from (3.5) that it is possible to 

accurately characterize the device ft to very high frequencies using TRL 

calibration. The most sensitive parameter to de-embedding errors is typically 

Av0. Comparing the values of h21, MSG, and Av0 resulting from open or open-

short de-embedding with the value from TRL calibration gives a good 

indication of when the de-embedding error becomes large. 

 For the data shown in Fig. 3.8, Av0 computed after open de-embedding 

begins to deviate from the TRL verification data at 10–20 GHz for a small 

40×1 µm/0.13 µm device. Above 30 GHz, there is a significant discrepancy. 

Notice that not all parameters exhibit the same sensitivity to de-embedding 

errors. In particular, MSG is extremely robust to de-embedding inaccuracies. 

Comparing Figs. 3.8 and 3.9, it is clear that open-short de-embedding provides 

a drastic improvement over open de-embedding. There is a small deviation in 

Av0 above 45–50 GHz, which is consistent with the S-parameter data of the de-

embedded DUT that show an anomalous “kink” around 45 GHz. Thus, this 

verification technique provides supporting evidence that the kink is caused by 

de-embedding errors as opposed to an inherent behavior of the transistor. The 

data in Fig. 3.10 shows open-short data for a larger 80×1 µm/0.13 µm device, 

with nearly perfect fitting. Intuitively, one would expect smaller de-embedding 

errors for larger devices. This data confirms that intuition, and suggests that for 

large devices, open-short de-embedding can be used to accurately de-embed up 

to 65 GHz. 
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Figure 3.8 Plot of the TRL verification parameters against those computed after open 
de-embedding for a 40×1 µm/0.13 µm NMOS transistor. 

0 10 20 30 40 50 60
0

2

4

6

8

10

12

14

16

18

20

Frequency [GHz]

G
a
in

 [
d
B

]

A
v0

 (TRL)

h
21

 (TRL)

MSG (TRL)
Open-Short De-embed

 

Figure 3.9 Plot of the TRL verification parameters against those computed after open-short 
de-embedding for a 40×1 µm/0.13 µm NMOS transistor. 
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 3.5.4 Z0-invariant parameters for transmission lines 

If the DUT is a lossy transmission line with characteristic impedance ZL and 

propagation constant γ, the ABCD-parameters are [55] 

 [ ] = l
Z

l
lZl

ABCD

L

L

γγ
γγ

cosh
sinh

sinhcosh
 (3.8) 

Since transmission lines are symmetric and reciprocal, this reduces the number 

of Z0-invariant parameters to one. Relating the elements of the ABCD-

parameters to Z-parameters [17], 

 l
z

z
A γcosh

21

11 ==  (3.9) 

So, the complex propagation constant, γ, of a transmission line device is 

independent of the Z0 of the line standard and can be determined accurately to 

very high frequencies. From Fig. 3.11, it appears that both open and open-short 
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Figure 3.10 Plot of the TRL verification parameters against those computed after open-short 
de-embedding for an 80×1 µm/0.13 µm NMOS transistor. 
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de-embedding provide good performance up to 40–50 GHz. However, as 

mentioned earlier, the TRL verification procedure only checks for invalid de-

embedding, and good fitting does not guarantee accurate de-embedding. The 

extracted value for the characteristic impedance of the coplanar waveguide line 

from open and open-short de-embedding is shown in Fig. 3.12. The erratic data 

above 20 GHz for open de-embedding is more consistent with the results from 

the verification tests performed in Sections 3.5.1 and 3.5.2. Therefore, it is best 

to examine the data from all of the de-embedding verification tests to 

understand the approximate useful range for the de-embedding approach. This 

example serves to highlight the challenges involved in distinguishing between 

de-embedding inaccuracies and the actual electrical characteristics of the DUT. 
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(a) (b) 

Figure 3.11 (a) Attenuation and (b) phase constants for a CPW transmission line extracted 
after open and open-short de-embedding. 
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 3.5.5 Summary 

A key challenge for comparing de-embedding techniques is to determine when 

the actual measurement deviates from the model used for de-embedding. No 

technique exists that can perfectly de-embed to arbitrarily high frequencies. 

Two methods to quantify inaccuracies are presented: through verification and 

TRL verification. These metrics can confirm that a given de-embedding 

method is inaccurate, but does not guarantee that a de-embedding method is 

accurate. However, they still provide good insight into which technique is 

better. Using these derived metrics, it is found that open-short de-embedding is 

sufficiently accurate for small-signal de-embedding of the probe pads from the 

device up to 65 GHz for both transistors and transmission lines. 

 3.6 Device Noise De-embedding  

In addition to de-embedding the probe pads to obtain the S-parameters of the 
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Figure 3.12 Characteristic impedance for a CPW transmission line extracted after open and 
open-short de-embedding. 
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intrinsic DUT, it is also critical to remove the effect of the fixture from on-

wafer noise characterization. The probe pads impact the noise measurements of 

the DUT in two ways. First, the losses in the probe pads will contribute 

thermal noise to the measurement. Second, the noise parameters of the DUT 

will be transformed as it goes through the reactive network of the pads. These 

effects must be compensated in order to obtain the intrinsic DUT noise 

parameters that will be used for device noise modeling. This section describes 

the theory of noisy two-ports and presents a step-by-step method for probe pad 

noise de-embedding. 

 3.6.1 Noisy two-port theory 

Any noisy linear two-port network with internal noise sources can be 

represented using an equivalent noiseless two-port with two external noise 

generators [56]. The noiseless two-port is identical to the original noisy two-

port with the exception that the internal noise sources have been removed. 

Different equivalent representations for the noisy two-port model are shown in 

Fig. 3.13. It should be noted that, in the most general case, the two noise 

sources are correlated. 

 Although all three noise representations are equivalent, the different 

models are used based on computational convenience or to provide additional 

intuitive understanding. If the two-port is represented using the admittance (Y) 

matrix then Fig. 3.13a is the natural choice. If the two-port is represented using 

the impedance (Z) matrix then Fig. 3.13b is the most convenient. When using 

the chain (ABCD) matrix, the representation in Fig. 3.13c is preferred. As a 

practical example, the PRC noise model for the intrinsic transistor introduced 

in Section 2.4.2 models the noise with two external noise current sources at the 

input and output. Another common example is the model used for noise figure 

analysis. Since noise figure is not dependent on the transfer function through 
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an arbitrary noise-free two-port, the representation in Fig. 3.13c that specifies 

the noise as two input noise sources is typically used. 

 

in1 Noiseless
Two-port

Equivalent
noise current

generators

V1

I1

V2

I2

in2

 

(a) 

vn1

Noiseless
Two-port

Equivalent
noise voltage

generators

V1

I1

V2

I2
vn2

 

(b) 

in

vn

Noiseless
Two-port

Equivalent
input noise
generators

V1

I1

V2

I2

 

(c) 

Figure 3.13 Equivalent circuit of noisy two-port with (a) input and output noise current 
sources in1 and in2, (b) input and output noise voltage sources vn1 and vn2, and (c) noise voltage 
source vn and noise current source in at input. 
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 3.6.2 Noise correlation matrices 

The theory of noise correlation matrices is analyzed in detail in [57], and only 

the results relevant to noise de-embedding are summarized here. For the 

equivalent noise representations shown in Fig. 3.13, the noise correlation 

matrices are defined as 
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The noise correlation matrix fully captures the behavior of the noisy two-port. 

The noise sources in (3.10)–(3.12) are defined by their single-sided noise 

spectral density (positive frequencies), since those are most commonly used by 

circuit designers. This introduces a factor of 2 between these equations and 

those presented in [57]. Additionally, the parameter 4kT has been factored out 

for notational simplification. 

 A practical example where the noise correlation matrix is known is for 

a lossy passive network. It can be shown, based on thermodynamic principles, 

that the noise correlation matrix is [58] 

 ( ) { }YYYC H
Y Re

2

1 =+=  (3.13) 
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1 =+=  (3.14) 

In order to transform between different noise representations, a transformation 

matrix is calculated. For example, to convert between the impedance and chain 

representations, 
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where 

  −
−

=
C

A
TAZ 0

1
 (3.18) 

Using (3.10)–(3.12), the transformation is 

 H
AZZAZA TCTC =  (3.19) 

When cascading two noisy networks represented by their chain matrices (A1, 

A2) and noise correlation matrices (CA1, CA2), the resulting network is 

 21AAAtot =  (3.20) 

 H
AAAtot ACACC 1211 +=  (3.21) 

If A1 is a lossy pad to be de-embedded from the cascaded network of the pad 

with the intrinsic device, 

 ( ) ( )( ) 1

11
1

12

−− −= H
AAtotA ACCAC  (3.22) 
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 3.6.3 Noise correlation matrices and noise parameters 

A common way to specify the noise performance of a device is by the 

minimum noise figure (Fmin), noise resistance (Rn), and optimal source 

admittance (Yopt) [56]. The unique mapping from noise parameters to 

correlation matrix is 
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To determine the noise parameters from the correlation matrix, 

 11An CR =  (3.24) 
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1112min 21 optAA YCCF ++=  (3.26) 

 3.6.4 Noise de-embedding of probe pads 

Based on the derivation of the noise correlation matrix described in Sections 

3.6.2 and 3.6.3, the following methodology can be used to obtain the noise 

parameters of an intrinsic device when only the noise parameters of the DUT 

embedded within the probe pads are available. 

• Determine the two-port model for the pad and represent this as an 

impedance matrix (Zpad) and chain matrix (Apad). 

• Using (3.14), (3.17), and (3.19), determine the noise correlation matrix 

CApad. 

• Using (3.23), convert the embedded noise parameters to a correlation 
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matrix (CAtot). 

• Given Apad, CApad, and CAtot, use (3.22) to compute the noise correlation 

matrix of the DUT (CAdut). 

• Compute the DUT noise parameters from the DUT noise correlation 

matrix using (3.24)–(3.26). 

Using this methodology, the loss and impedance transformation of the wafer 

probe pads can be de-embedded from the noise parameters of the embedded 

device to yield the noise parameters of the intrinsic device. This technique was 

applied to the measured data described in Section 3.6.5 to yield the device 

noise parameters shown in Figs. 2.11 and 2.12. 

 3.6.5 On-wafer noise parameter measurements 

The noise parameters have been measured for four CMOS devices—three 

common-source NMOS transistors, one cascode structure—using the setup and 

methodology described in [59]. The schematic of the setup is shown in Fig. 

3.14 and a photograph of the system is displayed in Fig. 3.15. The setup used 

for on-wafer noise parameter measurements consists of a V-band noise source, 

waveguide tuner, low noise receiver, and automated noise figure meter. 

 The noise figure varies with different source reflection coefficients ΓS 

based on the well-known relationship [56] 

 ( ) 22

2

min
11

4
optS

optS
nrFF

Γ+Γ−

Γ−Γ
+=  (3.27) 

where Fmin is the minimum noise figure, rn is the noise resistance normalized to 

50 Ω, and Γopt is the optimal source reflection coefficient for minimum noise 

figure. As the source impedance is varied using the calibrated tuner, the noise 

figure is measured. In theory, only four measurements are necessary; however, 

in practice, given the errors associated with mm-wave noise measurements and 
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uncertainties in the characteristics of the tuner, additional points are measured 

and the noise parameters are determined by fitting (3.27) to the data. 

Through careful calibration, the noise parameters can be determined with the 

reference plane at the probe tips. The probe pads were then de-embedded in 

order to obtain the noise parameters of the intrinsic device. 

 3.6.6 Summary 

Transistor noise limits the noise figure and phase noise of CMOS receivers. In 

this section, the theory behind noisy two-ports is described and a procedure 

used to de-embed the impact of the probe pads on the device noise parameters 

is presented. The only assumption is that the S-parameters of the passive probe 

pad is accurately known. This model is implicitly known by the open-short de-

embedding technique described in Section 3.4.4. Using this procedure, the 

noise parameters of the intrinsic DUT can be determined and be used for 

 

Figure 3.14 Noise parameter measurement system. 
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small-signal transistor noise model extraction up to mm-wave frequencies, as 

described in Section 2.4.2. 

 3.7 Conclusion  

The ability to accurately characterize the S-parameters and noise parameters of 

an intrinsic DUT is critical for good model extraction. De-embedding errors 

will result in models that are fit to invalid data. Ensuring valid data for the 

intrinsic device using on-wafer measurements allows models to be extracted 

that are accurate at mm-wave frequencies and circuits based on these models to 

be designed with confidence. 

 For S-parameters, open-short de-embedding has been chosen due to the 

simplicity of the dummy de-embedding structures and given the fact that good 

broadband loads and well-defined transmission lines cannot be fabricated on a 

 

Figure 3.15 Photograph of the on-wafer noise parameter measurement system. 
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lossy silicon substrate. Through verification has been used to determine the 

accuracy of the fixture model depicted in Fig. 3.6. A new verification 

technique based on TRL calibration and Z0-independent parameters has been 

introduced and was used to verify the validity of open-short de-embedding on 

both transistors and transmission lines. The results demonstrate that open-short 

de-embedding can be used accurately to around 45 GHz for most DUTs, and 

with some large devices (80×1 µm/0.13 µm), open-short de-embedding can 

provide good performance up to 65 GHz. 

 The noise parameters for several CMOS transistors have been 

measured using a custom on-wafer noise parameter measurement system. The 

theory of noise correlation matrices is introduced and applied to de-embed the 

effect of the probe pads from the intrinsic DUT up to 75 GHz. 
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 4.1 Introduction  

This chapter describes the practical implementation of the design and modeling 

methodology introduced in Chapters 2 and 3. Some of the key considerations 

to design circuits using a CPW transmission lines are detailed. This culminates 

in the design of two mm-wave CPW CMOS amplifiers, one operating at 40 

GHz and one at 60 GHz, whose measured performance can be predicted very 

accurately using the simulation models described in Chapter 2. This provides 

validation that a 130-nm bulk CMOS process can be designed to predictably 

operate at 60 GHz, given careful design and modeling of the core active and 

passive devices. 

 4.2 Device Test Chips  

A 5 mm × 4 mm 130-nm CMOS device test chip was first fabricated to allow 

4 

Circuit Design and 
Measurement Results 
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process characterization and model extraction. The chip micrograph of the test 

chip is shown in Fig. 4.1. This chip includes NMOS and cascode devices with 

varying WF and NF, transmission lines of different lengths for multi-line TRL 

calibration, calibration structures for open-short de-embedding, CPW and 

microstrip transmission lines of different geometries, series and shunt 

capacitors, and passive filters. Every device used in the amplifier circuits was 

based on a component that was measured and modeled on this test chip. 

 4.3 CPW transmission line circuit design  

As explained in Section 2.5, coplanar waveguide transmission lines on CMOS 

are preferred to microstrip because of the higher achievable inductive quality 

 

Figure 4.1 Die micrograph of the 130-nm CMOS device test chip. 
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factor. There are some practical considerations when designing circuits using 

CPW lines. 

 Copper processing on silicon imposes a peculiar constraint because of 

the use of chemical mechanical planarization (CMP). This process step 

requires that the local density of the metal is neither too high nor too low, and 

can be seen in Fig. 4.2. Ground planes need to be slotted, and dummy metal 

needs to be added. This also places a constraint on the maximum impedance 

that can be realized, since the gap cannot be made too large. The design rules 

regarding the uniformity of metals only gets exacerbated in more advanced 

technology nodes, and this should be considered early in the design phase. 

Fortunately, for CPW lines, the majority of the high-frequency current flows 

on the edge of the metal surrounding the gap, so the slots have only a small 

effect. 

 In order to suppress odd-mode propagation at discontinuities in CPW 

designs, air bridges or underpasses are required. Traditional air bridge 

technology is accomplished using wirebonds to tie the ground planes together. 

 

Figure 4.2 CMP constraints for CPW transmission lines on CMOS. 
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Taking advantage of the multi-layer metallization in CMOS, underpasses using 

a lower level metal can perform the same function. The basic reason that 

bridges are needed at the discontinuities is to ensure that all ground currents 

remain balanced. This can be seen in Fig. 4.3, where bridges are added at a 

cross-junction. Based on Kirchoff's current law (KCL) for the signal 

conductor, 

 4321 IIII ++=  (4.1) 

For a transmission line to behave as expected in normal operation, an implicit 

assumption is that the ground return current is equal and opposite compared to 

the signal current. Only by adding the bridges at the junction is the current 

allowed to redistribute itself to achieve this condition. 

 An important advantage for using transmission lines compared to 

lumped passives at 60-GHz, is by having a nearby ground plane surrounding 

every transmission line, the electromagnetic fields are confined locally and the 

effects of bends are reduced. A meander line, as shown in Fig. 4.3, can be 

adequately modeled by a simple straight CPW line of a given length. This is 

particularly useful for interconnect routing and can be used to help compact the 

layout. 

 

Figure 4.3 Effect of bridges and bends for CMOS CPW lines. 



Chapter 4 Circuit Design and Measurement Results 30-GHz CPW Filter 

88 

 4.4 30-GHz CPW Filter  

To validate the electrical passive models, a 30-GHz bandpass filter, composed 

of series and shunt stubs of the modeled CPW lines, was designed (Fig. 4.4). 

The topology of the filter is equivalent to a bandpass ladder filter. The shunt 

resonator is replaced by an open-circuited low-impedance line and a short-

circuited high-impedance line. The series transmission line in the center 

replaces the series resonator. Note that all lines are much shorter than a 

wavelength (λ = 5 mm on SiO2) to minimize loss. Pad models were also 

extracted from a test chip, and the pads were included as part of the filter. An 

optimizer was used to fine tune the line lengths. 

 A die photo of the filter is shown in Fig. 4.5, measuring 0.93 mm × 

0.64 mm including pads. Although the transmission lines meander, no special 

modeling of the bends or junctions was performed, as mentioned in the 

previous section. 

 The measured and simulated results for the 30-GHz filter are plotted in 

Fig. 4.6, demonstrating excellent broadband agreement by using just the 

simple, scalable electrical models. The measured insertion loss is 2 dB, and the 

input and output return losses are better than 25 dB. The accurate prediction by 

the electrical models demonstrates that models for the junctions and bends are 

not critical, and verifies that there is no significant coupling between the 

individual lines. 
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Figure 4.4 Schematic of the 30-GHz CPW filter. 

 

Figure 4.5 Chip micrograph of the 30-GHz CPW filter. 
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 4.5 40-GHz and 60-GHz Amplifiers  

 4.5.1 CPW amplifier design 

Two wideband mm-wave amplifiers designed as general-purpose amplifiers 

operating at 40 GHz and 60 GHz have been fabricated in a 130-nm digital 

CMOS technology with no special analog or RF options. Fig. 4.8 shows the die 

micrograph of the 40-GHz amplifier, which measures 1.3 mm × 1.1 mm 

including pads. Fig. 4.9 shows the die micrograph of the 60-GHz amplifier, 

which measures 1.3 mm × 1.0 mm including pads. 

 Both amplifiers were designed to have about 25% bandwidth. The 

topology of the two amplifiers is essentially identical, consisting of three 

stages of cascode devices with input, output, and interstage reactive matching 

(Fig. 4.7). The only significant differences between the two amplifiers are the 

bias currents and lengths of the transmission lines. 
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Figure 4.6 Measured and simulated results for the 30-GHz filter. 
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 Cascode transistors are used in order to reduce the Miller capacitance 

and improve stability and are unconditionally stable above 27 GHz. The 

cascode transistors for the 40 GHz amplifier are biased at a current density of 

100 µA/µm, with a MAG of 8.9 dB at 40 GHz. For the 60-GHz amplifier, the 

cascodes are biased at 150 µA/µm, and the MAG is 6.0 dB at 60 GHz. The 

devices are biased from a VDD of 1.5 V for increased headroom and output 

power. From simulations, all terminal-pair voltages for the individual 

transistors remain below the rated breakdown voltages. 

 CPW transmission lines are used extensively in the design for 

impedance matching, interconnect wiring, and the bias networks. All lines are 

kept as short as possible to minimize losses and are significantly shorter than λ/4 (< 190 µm for the 40-GHz amplifier, < 82 µm for the 60-GHz amplifier). 

The T-lines at the gate and drain are used to supply bias and are also 

incorporated into the matching networks. Meander CPW lines are used 

throughout the 40-GHz design in order to reduce area. The insertion loss of the 

interstage matching network is 2.5 dB for the 40-GHz design and 1.8 dB for 

the 60-GHz amplifier. Interestingly, the losses due to the passives are lower at 

60 GHz. Although the conductor loss due to skin effect increases with 

frequency, the lines needed for the matching networks become shorter. 

 The input and output of the amplifiers are ac-coupled, and the GSG 

pads are included as part of the design. Both ports are designed to be matched 

to 50 Ω. The insertion loss of the input matching network is 1.6 dB and 1.3 dB, 

and the insertion loss of the output matching network is 2.0 dB and 1.6 dB for 

the 40-GHz and 60-GHz amplifiers, respectively. 
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Figure 4.7 Simplified schematic of the 60-GHz 3-stage amplifier using CPW transmission 
lines. 

 

Figure 4.8 Chip micrograph of the 3-stage 40-GHz CPW amplifier. 
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 4.5.2 Measured amplifier results 

The measured and modeled S-parameters for the 40-GHz amplifier are shown 

in Fig. 4.10. The amplifier achieves a peak power gain of 19 dB, and input and 

output return losses are > 15 dB. The 3-dB bandwidth is 34–44 GHz, and the 

amplifier maintains good return losses across this band. The measured reverse 

isolation is better than 50 dB up to 65 GHz, indicating that parasitic coupling 

through the silicon substrate is very small. This isolation is obtained without 

any special isolation strategy such as deep n-well isolation. The two-tone 

intermodulation distortion measurements are shown in Fig. 4.12. The measured 

output 1-dB compression point (P1dB) is −0.9 dBm and IIP3 is −7.4 dBm. 

 

Figure 4.9 Chip micrograph of the 3-stage 60-GHz CPW amplifier. 
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Simulations predict an output P1dB of −1.1 dBm and IIP3 of −10.2 dBm. The 

noise figure of this amplifier has not been measured, but the simulations show 

a NF of 5.4 dB. This amplifier dissipates 24 mA from a 1.5-V supply. 

 The 60-GHz amplifier has also been characterized, and the S-

parameters are shown in Fig. 4.11. The amplifier achieves a peak power gain 

of 12 dB, input and output return losses > 15 dB, and the 3-dB bandwidth is 

51–65 GHz. The measured reverse isolation is better than 45 dB up to 65 GHz. 

The measured output P1dB over frequency is given in Fig. 4.13. The frequency 

range is limited by the ability for the VNA to drive the amplifier into 

saturation. At 60 GHz, the measured output P1dB is +2.0 dBm, while 

simulations predict output P1dB of +1.0 dBm and IIP3 of −0.5 dBm. The output 

power of the 60-GHz amplifier is higher than the 40-GHz amplifier primarily 

because of the extra bias current. If the efficiency is kept constant, increasing 

the current by 50% results in a 3.5 dB increase in output power. 
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Figure 4.10 Measured (markers) and simulated (lines) S-parameters for the 40-GHz 
amplifier. 
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 The measured NF of the 60-GHz amplifier is shown in Fig. 4.14. No 

de-embedding of any on-chip losses was performed since the pads and input 

match were part of the design. The NF is 8.8 dB at 60 GHz and remains below 

9.3 dB up to 63 GHz. Using the default BSIM3 noise model, the simulations 

predict a noise figure of 6.9 dB. This is because the default BSIM3 noise 

model does not properly account for effects such as excess short-channel 

thermal noise or induced gate noise. Using the Pospieszalski noise model 

described in Section 2.4.2, the simulated noise figure is 9.3 dB at 60 GHz. This 

demonstrates that the default BSIM noise model will typically underestimate 

noise at mm-wave frequencies; however, with only a small modification to 

include the additional noise sources and account for increased short-channel 

noise, 60-GHz noise performance can be well-predicted. This amplifier 

dissipates 36 mA from a 1.5-V supply. 
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Figure 4.11 Measured (markers) and simulated (lines) S-parameters for the 60-GHz 
amplifier. 
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Figure 4.12 Measured two-tone (38 GHz and 38.25 GHz) distortion for the 40-GHz amplifier. 

56 57 58 59 60 61 62
0

0.5

1

1.5

2

2.5

3

Frequency [GHz]

O
u
tp

u
t 
P

1
d
B

 [
d
B

]

 

Figure 4.13 Measured output 1-dB compression point for the 60-GHz amplifier. 
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Appendix 

A4.1 SMALL-SIGNAL MEASUREMENT SETUP 

On-wafer S-parameter measurements up to 65 GHz were performed using a 

Cascade Microtech probe station, GSG coplanar probes, and an Anritsu 

37397C VNA. Open-short de-embedding [51] was used to remove the effects 

of the pads when measuring individual devices (transistors, transmission lines, 

etc.). Pad removal was not necessary for the filter or amplifiers since the pads 

were incorporated into the design. 

 The VNA was also used for single-tone compression measurements up 

to 65 GHz. A 65-GHz Anritsu SC6230 power sensor and Anritsu 2437A 

power meter was used to calibrate out the losses of the cabling and probes. 
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Figure 4.14 Measured noise figure and gain for the 60-GHz amplifier. 
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A4.2 LARGE-SIGNAL HARMONIC MEASUREMENT SETUP 

On-wafer vector-corrected two-tone distortion measurements were performed 

on a custom setup using the procedure described in [60]. The measurement 

system was limited to 50 GHz, so the intermodulation distortion was 

characterized only for the 40-GHz amplifier. A reflectometer external to the 

VNA was mounted on the probe station to maximize dynamic range. Both on-

wafer and coaxial calibration standards are needed to obtain the vector-

corrected power at the probe tip. A full description of the procedure and 

algorithm for de-embedding can be found in [60]. 

 To characterize the nonlinearity at 60-GHz, a different technique was 

needed. Two common approaches to characterize transistor mm-wave 

nonlinearity are with mm-wave load-pull measurements and power spectrum 

analysis [61]. While the former requires automated tuners, the latter, which 

was chosen in this work, can be performed with only a synthesizer, VNA, and 

power meter. The fabricated device is driven over a wide range of input power 

and bias conditions, while the output powers at the fundamental and harmonic 

frequencies are measured. 

 In the harmonics power measurement setup, the VNA is configured as 

a receiver in the Set-On mode. In this mode of operation, the source lock 

circuitry of the 37397C is completely bypassed which allows all of the 37397C 

samplers to operate over their full dynamic range. The 65-GHz synthesizer and 

37397C are locked to the same 10-MHz reference, enabling coherent reception 

at the harmonic frequencies. A 65-GHz high dynamic-range power sensor is 

used to de-embed the insertion loss of the cables, probes, adaptors, etc. from 

the measurements. Port2 of the VNA requires a 10-dB attenuator to avoid 

compression when the fundamental power is strong, thus limiting the 

sensitivity of the power measurement at 60 GHz to approximately –35 dBm. 
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A4.3 NOISE FIGURE MEASUREMENT SETUP 

Noise figure (NF) measurement of the 60-GHz amplifier was performed using 

a Millitech WR-15 noise source, WR-15 waveguide probes, output isolator, 

OML 50–75-GHz DSB downconversion mixer, and an Agilent N8973A NF 

measurement system, as shown in Fig. 4.15. 

 

 

Figure 4.15 On-wafer noise figure measurement setup. 
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 5.1 Research Summary 

This dissertation describes a mm-wave design and modeling methodology for 

CMOS devices and circuits. The focus of this work has been on demonstrating 

the feasibility of 60-GHz circuits using a standard digital CMOS process and 

developing a deep understanding of the frequency limits of the technology, 

rather than circuit-level optimizations. 

 Optimization of the active and passive components for mm-wave 

circuits leads to transistors with finger widths < 1 µm and the use of CPW 

transmission lines. There is a tradeoff between device model flexibility and 

accuracy, and in this work, more emphasis was placed on obtaining accurate 

and predictable models. The constraint imposed was that all devices were 

common-source devices of either single NMOS or cascode transistors. While 

this limits the possible circuit topologies, the result is a high precision model 

that allows circuits to be designed to operate near the limit of that device. 

5 

Conclusions and 
Future Work 
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Given this constraint, a modeling methodology using relatively simple models 

that carefully account for the resistive losses, has been described and applied to 

transistors and transmission lines. The models have been verified to achieve 

broadband accuracy from dc to 65 GHz. Finally, two wideband mm-wave 

CMOS amplifiers, operating at 40 GHz and 60 GHz, were fabricated using a 

130-nm bulk-CMOS technology. The measured S-parameters correspond 

extremely well to the simulated models owing to the accurate device modeling. 

The 40-GHz amplifier achieves 19-dB gain, output P1dB = −0.9 dBm, and IIP3 

= −7.4 dBm, while consuming 36 mW. The 60-GHz amplifier achieves 12-dB 

gain, output P1dB = +2.0 dBm, and NF = 8.8 dB, while consuming 54 mW. 

These were the first published amplifiers operating above 30 GHz fabricated 

using a mainstream bulk-CMOS technology. 

 5.2 Future Work 

As with any research project, this dissertation is not an end, but represents just 

a single step in the continually evolving field of integrated circuits. By 

answering one question, namely that it is possible to design 60-GHz circuits 

using a bulk-CMOS technology, multiple new questions are generated. Since 

the original publications [9][13] demonstrated the feasibility of 60-GHz CMOS 

circuits, there have been many advancements in the field of mm-wave CMOS 

circuit design, with good progress in some of these areas. Others still remain 

open areas for investigation. 

 

Scalable mm-wave transistor models  There is always a tradeoff between the 

accuracy of a device model and the flexibility of its use. It is clear that the 

foundry-provided transistor models are grossly inadequate for 60-GHz circuit 

design, since many of the key mm-wave parasitics are not included. However, 

it is certainly conceivable that relaxing the constraint to allow for scalable 
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transistors and different circuit topologies (e.g., common-gate, differential) 

will result in a model that is still sufficiently accurate for mm-wave circuit 

design. It is important to remember that the device model should not be 

considered in isolation, but that the connections to the device are also critical 

to ensuring that the model does not change when embedded within a circuit. A 

further benefit of having a scalable model is that it removes the requirement of 

being able to accurately de-embed the device measurement. This could enable 

the use of smaller transistors, which are difficult to measure accurately, for 

improved power consumption. 

 

CMOS power amplifiers  CMOS scaling improves amplifier noise perfor-

mance and gain at mm-wave frequencies but only exacerbates the difficulty of 

generating sufficient output power at the transmitter given the lower 

breakdown voltages. Novel circuit topologies for power combining may be 

required to generate sufficient output power with low supply voltages. Another 

approach is to use a spatial power combining scheme to ameliorate the 

requirements on individual power amplifiers. Compared to corporate power 

combining structures, which become excessively lossy and bulky as the 

number of devices increases, the combining efficiency of spatial power 

combiners is approximately independent of the number of individual power 

amplifiers [62]. 

 

Fully-integrated 60-GHz CMOS transceivers  Once all of the individual 

circuit blocks have been designed, the natural next step is to integrate 

everything into a 60-GHz single-chip CMOS transceiver. The power 

consumption and die size of the chip should be optimized while maintaining 

the necessary gain, noise figure, and linearity for system operation. Other 

possible areas of research specific to designing a 60-GHz beamforming 

transceiver include: phase shifter architecture and design (LO, RF, IF), 
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frequency plan and transceiver architecture (direct conversion, heterodyne, 

low-IF), and the design of transmit/receive (T/R) switches on CMOS. 

 

Antennas and packaging technology  For an antenna array, N transceivers will 

need to be integrated either directly on-chip or into a low-cost mm-wave 

package. Low-temperature co-fired ceramic (LTCC) substrates offer a 

promising packaging option due to their low cost and good mm-wave 

performance. Low-loss transmission lines and efficient antennas operating at 

mm-wave frequencies have been demonstrated on LTCC by other researchers 

[63]. Flip-chip bonding of the chip to the LTCC substrate will minimize the 

parasitic inductances. 

 

There are clearly many more questions that still need to be answered before a 

60-GHz CMOS transceiver is realized that meets the consumer electronics 

requirements for high-speed wireless systems. However, now that a digital 

CMOS process has been shown to be capable of good performance at 60-GHz, 

questions that were once thought to be academic are now receiving 

considerable attention. With the industry backing of standardization efforts, it 

should only be a matter of time before we see widespread deployment of fully-

integrated 60-GHz CMOS transceivers. 
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