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Abstract

Sparse signal recovery using sparse random projections

by

Wei Wang

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Kannan Ramchandran, Chair

The problem of estimating a high-dimensional signal based on an incomplete set of noisy observations has broad applications. In remote sensing, network traffic measurement, and computational biology, the observation process makes it difficult or costly to obtain sample sizes larger than the ambient signal dimension. Signal recovery is in general intractable when the dimension of the signal is much larger than the number of observations. However, efficient recovery methods have been developed by imposing a sparsity constraint on the signal. There are different ways to impose sparsity, which has given rise to a diverse set of problems in sparse approximation, subset selection in regression, and graphical model selection.

This thesis makes several contributions. First, we examine the role of sparsity in the measurement matrix, representing the linear observation process through which we sample the signal. We develop a fast algorithm for approximation of compress-
ible signals based on sparse random projections, where the signal is assumed to be well-approximated by a sparse vector in an orthonormal transform. We propose a novel distributed algorithm based on sparse random projections that enables refinable approximation in large-scale sensor networks. Furthermore, we analyze the information-theoretic limits of the sparse recovery problem, and study the effect of using dense versus sparse measurement matrices. Our analysis reveals that there is a fundamental limit on how sparse we can make the measurements before the number of observations required for recovery increases significantly. Finally, we develop a general framework for deriving information-theoretic lower bounds for sparse recovery. We use these methods to obtain sharp characterizations of the fundamental limits of sparse signal recovery and sparse graphical model selection.

Professor Kannan Ramchandran
Dissertation Committee Chair
To my family.
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A fundamental problem in high-dimensional statistics is to estimate data based on noisy observations, when the dimensionality of the data is much larger than the number of samples. This problem arises in a wide variety of applications, including remote sensing, network traffic measurement, and computational biology. In many settings, the data is not directly accessible and the observation process makes it difficult or costly to obtain sample sizes greater than the ambient data dimension. However, many classical procedures assume that the problem dimension $p$ is fixed while the number of samples $n$ grows, and are known to break down when $p/n$ does not go to zero. Moreover, recovery is frequently intractable when $p \gg n$ unless some additional structure is imposed on the data or underlying model. Accordingly, a line of recent research has focused on developing efficient recovery methods for high-dimensional estimation by imposing sparsity.

Sparsity can be exhibited in various forms in different problem settings. In subset
Chapter 1. Introduction

selection in regression [42], the regression vector may include a large number of irrelevant variables, and the goal is to select the sparse subset of variables that linearly influence the observations. In sparse approximation [43, 23] and signal denoising [16], the data may be well-approximated by a sparse vector of coefficients in an orthonormal basis or overcomplete dictionary. Similarly, in compressed sensing [14, 25], the problem of interest is to recover a sparse vector that satisfies a set of observed linear constraints, where the sparsity on the signal may be imposed in the signal domain or the transform domain. Finally, in graphical model selection [41], sparsity may be imposed on an underlying graph that determines the conditional independence properties of a Markov random field, and the goal is to correctly estimate the graph structure.

Sparsity is an abstract concept, but a powerful one with diverse applications. The common underlying phenomenon in all these problems is that although the ambient dimensionality of the problem is high, the data actually lies in some low dimensional subspace. This sparse structure can be exploited to obtain computationally efficient recovery methods. The development of methods to solve such sparse recovery problems has varied from field to field. We now provide a broad overview of these developments in several areas.

1.1 Research areas related to sparse recovery

There is a long history in signal processing of studying sparse representations of signals, from classical Fourier analysis to wavelets and overcomplete dictionary-
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ies [22, 40]. Such representations are used in transform-based coding and compression schemes for images and audio [29]. Since signal decomposition in overcomplete dictionaries is not unique, sparse approximation algorithms [43, 23] were developed to find the sparsest representation with respect to a given dictionary. In particular, matching pursuit [39] uses greedy iterative algorithms, while basis pursuit [16] formulates the problem as an $\ell_1$-minimization which can be solved using linear programming. A substantial body of recent work in compressive sensing [14, 25, 27, 13, 56] has analyzed the behavior of $\ell_1$-relaxations for sparse approximation and established conditions on the signal sparsity and choice of measurement matrix under which they succeed.

In statistics, a great deal of work has similarly focused on $\ell_1$ and other convex relaxations for high-dimensional inference. In particular, subset selection [42] refers to the problem of recovering the sparsity pattern of an unknown vector based on noisy observations. For applications in computational biology and group testing, it is the underlying support set that is of primary interest. Considerable research has analyzed the behavior of $\ell_1$-constrained quadratic programming [13, 26, 56], also known as the Lasso [55, 41, 64, 58], for sparsity recovery. In graphical model selection, the problem of interest is to recover the underlying graph structure based on observed samples from a Markov random field. These problems have applications in image analysis, natural language processing, and computational biology. When the graph is known to be sparse, various $\ell_1$-regularized methods [11, 63, 21, 46] have been shown to yield consistent estimators for high-dimensional graph selection.

Finally, in computer science and applied math, related problems in dimensionality reduction have been studied from an algorithmic perspective. The Johnson-
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Lindenstrauss (JL) lemma [36] states that a point set in high-dimensional Euclidean space can be embedded in a low-dimensional space while preserving pairwise distances between the points. Most known constructions for JL embeddings use random projections [35, 20, 1], which provide both efficient algorithms for constructing such embeddings and simpler and sharper proofs of the lemma. A line of work in sketching [6, 34] has used such geometry-preserving embeddings to develop fast probabilistic algorithms for approximating frequency moments, histograms, and the top-$k$ wavelet coefficients of streaming data. Such algorithms are used to estimate large flows in network traffic measurement and monitor statistics in massive databases. Furthermore, recent results [8] have shown that matrices which satisfy the Johnson-Lindenstrauss lemma also satisfy the restricted isometry property needed for $\ell_1$-recovery, thereby establishing a mathematical connection between Johnson-Lindenstrauss and compressed sensing.

The deep connections between these seemingly disparate problem settings and research areas underscore the power and broad applicability of sparse recovery models. In this context, this thesis focuses on three main problems: estimation of compressible signals (i.e. signals which are approximately sparse in an orthonormal transform), exact support recovery of sparse vectors, and model selection for sparse graphical models. In particular, we address both computationally tractable recovery methods, as well as information-theoretic bounds on the performance of any recovery method.
Chapter 1. Introduction

Figure 1.1. Sparse signal recovery refers to the problem of estimating an unknown signal based on \( n \) noisy observations, when the number of samples \( n \) is much less than the ambient signal dimension \( p \).

1.2 Thesis overview

In this section, we provide an overview of the problems addressed in this thesis and discuss some of our contributions.

1.2.1 Sparse approximation in sensor networks

We first consider the problem of data approximation in large-scale distributed sensor networks. The traditional approach to data recovery in wireless sensor networks is to collect data from each sensor to one central server, and then process and compress the data centrally. The physical phenomena measured by sensor networks are typically smooth signals (e.g. temperature and humidity), and the sparse representation and compressibility of such classes of signals are well understood [40]. Consequently, the aggregate data vector containing all the sensor values can often be well-approximated by a sparse vector of coefficients in an orthonormal basis. In this
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setting, an interesting question is whether we can collect a set of samples from anywhere in the network, and recover an approximation of the data comparable to the best \( k \)-term approximation with respect to a given basis. Of course, this is possible when the sample size \( n \) is equal to the data dimension \( p \); we are interested in regimes in which \( n \ll p \).

As we discussed in the previous section, there is an extensive literature on recovery methods for classes of signals with some underlying sparse structure. However, when the data is distributed across many nodes in a large-scale network, new challenges arise. In particular, communication is a dominant cost in wireless networks when nodes are power-limited. Most known constructions in compressed sensing and related areas use dense measurement matrices, for example containing entries drawn from a standard Gaussian or Bernoulli\( \{+1, -1\} \) distribution. Computing a single random projection of the sensor data using such dense measurements would require accessing the values at all the sensor nodes. The key idea we exploit in Chapter 2 is that sparse measurement matrices can greatly reduce the communication, storage and computational cost associated with sparse recovery.

Sparse recovery using sparse random projections

In Chapter 2, we show that a simple sketching decoder can recover compressible signals from sparse random projections in the presence of noise. We consider sparse measurement matrices with a \( \gamma \)-fraction of non-zero entries per row. Our results apply to general random ensembles of matrices that satisfy certain moment conditions, which includes \( \gamma \)-sparsified Bernoulli and \( \gamma \)-sparsified Gaussian matrices.
The sketching decoder is computationally cheaper than the $\ell_1$-recovery methods used in compressed sensing, at the cost of requiring more measurements to recover at a given fidelity. In sensor network scenarios, this tradeoff may be desirable to allow resource-limited agents or sensors to recover coarse approximations of the network data. Our results establish conditions on the signal under which it is possible to have very sparse measurement matrices (e.g. with a constant number of nonzeros per row) without affecting the sampling efficiency of sketching. More generally, we characterize the tradeoff between measurement sparsity and sampling efficiency.

It is worth noting that compressed sensing results on $\ell_1$ recovery of compressible signals (e.g. [13]) rely on certain mutual incoherence properties between the measurement matrix and the sparsifying basis. For example, measurement matrices with entries drawn from the standard Gaussian distribution are rotation invariant when multiplied by any orthonormal matrix. In this case, the problem of recovering compressible signals can be formulated equivalently as a problem of recovering sparse vectors. However, sparse measurement matrices are not generally spherically symmetric. To the best of our knowledge, our approach is the only method that uses sparse random projections to approximate compressible signals, when the measurements are made directly on the signal itself.

**Distributed approximation for sensor networks**

As we discussed in the previous section, we can recover an approximation of the data based on sparse random projections. A natural question, then, is whether the sensors can pre-process the data in a distributed manner to produce these random
projections. The key ideas underlying Chapter 2 are that, (1) sparse random projections can be used to recover compressible data, and (2) sparsity can be exploited to reduce the amount of communication needed to pre-process the data in the network.

We propose a distributed algorithm based on sparse random projections, which has the useful properties of universality, refinability, and robustness. More specifically, the sensors need no knowledge of the data model, meaning the basis in which the data is approximately sparse and the value of the signal sparsity parameter $k$. Only the decoder needs to know this information, and thus the decoder can choose the number of sensors to query according to the desired quality of the approximation. The error of the approximation depends only on the number of measurements collected, and not on which sensors are queried.

1.2.2 Information-theoretic bounds for sparse recovery

Sparsity recovery refers to the problem of recovering the sparsity pattern or support set of an unknown vector based on noisy linear observations. This problem – also known as support recovery or variable selection – arises in subset selection in regression [42], graphical model selection [41], signal denoising [16] and compressed sensing [14, 25]. There is a large body of work focused on developing computationally efficient methods to solve this problem (e.g., [16, 14, 25, 55, 56, 58]); one prominent approach is the use of $\ell_1$-relaxation methods which can be solved with convex optimization. The discovery of polynomial-time algorithms to solve this vastly under-determined inverse problem has generated considerable excitement in the literature. However, the computational complexity can still be quite high: in the noiseless case,
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\( \ell_1 \)-recovery methods using linear programming have complexity \( O(p^3) \) in the signal dimension \( p \). One way to reduce this complexity is to use sparse measurement matrices.

Most known constructions use dense measurement matrices, for example matrices with entries drawn from a standard Gaussian distribution or a Bernoulli \{+1, −1\} distribution. These matrices consist entirely of nonzero entries with probability one, and as such are expensive to store and process. In contrast, sparse measurement matrices can directly reduce encoding complexity and storage costs, and can also lead to fast decoding algorithms by exploiting problem structure. Accordingly, a line of recent work has studied the use of measurement sparsity to reduce complexity [53, 60, 61, 44, 10]. On the other hand, measurement sparsity can potentially hurt performance by requiring more measurements to recover the signal. Intuitively, if both the signal and the measurement matrix are very sparse, then the random measurements will rarely align with the nonzero locations of the signal.

In this context, two key questions arise about the relationship between the sparsity of the measurement matrix and the number of measurements needed to recover the signal. First, how sparse can we make the measurement matrix without affecting the sampling efficiency? And second, when we increase the sparsity beyond this limit, what is the tradeoff between measurement sparsity and sampling efficiency?

Fundamental limits of sparsity

There is a substantial literature on computationally tractable methods for estimating high-dimensional sparse signals. Of complementary interest are the information-
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theoretic limits of the problem, which apply to the performance of any recovery method regardless of its computational complexity. Such analysis has two purposes: first, to demonstrate where known polynomial-time methods achieve the information-theoretic bounds, and second, to reveal situations in which current methods are suboptimal.

Chapter 3 addresses the effect of the choice of measurement matrix on the information-theoretic limits of sparse signal recovery, in particular the effect of using dense versus sparse measurement matrices. Our analysis yields sharp characterizations of when the optimal decoder can recover for a general class of dense measurement matrices (including non-Gaussian ensembles). In addition, our results show the effect of measurement sparsity, and reveal that there is a critical threshold beyond which sparsity significantly increases the number of observations necessary for recovery. Surprisingly, this limit is fundamental, and not an artifact of a particular recovery method.

1.2.3 Graphical model selection bounds

Markov random fields or undirected graphical models are families of multivariate probability distributions whose factorization and conditional independence properties are characterized by the structure of an underlying graph. For example, in statistical image processing, the dependencies among the gray-scale values of the image pixels can be specified by a graphical model. For tasks such as image denoising and feature extraction, it is the structure of the underlying graph that is of interest. Graphical model selection refers to the problem of estimating the graph structure based on
observed samples from an unknown Markov random field. For Gaussian Markov random fields, this problem is equivalent to estimating the sparsity pattern of the inverse covariance matrix. A line of recent work \cite{63,32,21,49,46} has shown that $\ell_1$-regularization methods provide consistent estimators for graphical model selection when the underlying graph is known to be sparse.

Chapter 4 focuses on the information-theoretic limits of this problem, which bound the performance of any algorithm regardless of its computational complexity. More specifically, our analysis yields a set of necessary conditions for consistent graphical model selection over Gaussian Markov random fields. Compared to previously known sufficient conditions using $\ell_1$-penalized maximum likelihood \cite{46}, we obtain sharp characterizations in certain regimes of interest, while revealing a gap in other regimes. Furthermore, our results establish necessary conditions for estimation of the inverse covariance matrix with error measured in the elementwise $\ell_\infty$-norm, which implies similar conditions in other recovery norms as well.

At a high level, our general approach is to apply Fano’s inequality \cite{19} to restricted ensembles of graphical models, in which we view the observation process as a communication channel. The problem of establishing necessary conditions for recovery is then reduced to obtaining bounds on the mutual information between the observations and a random model index. From this perspective, our approach is related to a line of work on non-parametric estimation in statistics (e.g. \cite{62}). In contrast to that literature, the spaces of possible codewords in our setting are not function spaces but instead classes of graphical models. We take a similar approach when deriving
necessary conditions for subset selection in Chapter 3. Our analysis techniques may be more generally applicable to other recovery problems as well.
Chapter 2

Distributed approximation using sparse random projections

2.1 Introduction

Suppose a wireless sensor network measures data which is compressible in an orthonormal transform, so that $p$ data values can be well-approximated using only $k \ll p$ transform coefficients. In this setting, an interesting question is whether we can pre-process the data in the network so that only $k$ values need to be collected to recover the data with an acceptable approximation error. However, it is difficult to reliably compute a deterministic transform in a distributed manner over large-scale wireless networks. Furthermore, even if the data is sparse in the identity basis, one still must locate the largest non-zero coefficients in the network to recover the best $k$-term approximation.
Chapter 2. Distributed approximation using sparse random projections

There is a rich literature on the use of random projections to approximate functions of data. In particular, a large body of work in compressed sensing (e.g., [25]) and related areas has analyzed conditions under which sparse or compressible signals can be recovered from random linear projections of the data. Similarly, in the AMS sketching literature (e.g., [6, 34, 17]), random projections are used to approximate wavelet representations of streaming data. Moreover, random projections are also used in variations of the Johnson-Lindenstrauss (JL) lemma [36, 1, 38, 4] to perform geometry-preserving embeddings for dimensionality reduction. However, most of the known results in these fields rely on the use of dense measurement matrices, for example with entries drawn from a standard Gaussian distribution. Computing such matrices in a distributed setting would require \( \Omega(p^2) \) communications, equivalent to flooding the network with data.

The focus of this chapter is on the use of sparse measurement matrices for approximation of compressible signals. First, we show that \( O(k^2 \log p) \) sparse random projections are sufficient to recover a data approximation which is comparable to the optimal \( k \)-term approximation. Our analysis establishes conditions under which the average number of non-zeros in each random projection vector can be \( O(1) \). More generally, we characterize the trade-off between the sparsity of the random projections and the number of random projections needed for recovery. Second, we present a distributed algorithm based on sparse random projections, which guarantees the recovery of a near-optimal approximation by querying any \( O(k^2 \log p) \) sensors. Our algorithm effectively acts as an erasure code over real numbers, generating \( p \) sparse random projection coefficients out of which any subset of \( O(k^2 \log p) \) is sufficient.
to decode. The communication cost can be reduced to a constant $O(1)$ number of packets per sensor, routed to randomly selected nodes in the network. There is a corresponding trade-off between the pre-processing communication cost and the number of sensors that need to be queried to recover an approximation at a given fidelity.

Our distributed algorithm has the interesting property that the decoder can choose how much or how little to query, depending on the desired approximation error. The sensors do not need any knowledge of the data model or the sparsifying transform, including the value of the sparsity parameter $k$. The decoder can choose $k$ according to the desired quality of the approximation, and collect a sufficient number of random measurements from anywhere in the network. The error of the approximation depends only on the number of measurements collected, and not on which sensors are queried. Thus, our distributed algorithm enables robust refinable approximation.

The remainder of the chapter will be organized as follows. In Section 2.2, we define the problem setup and modeling assumptions, and discuss connections to previous work. In Section 2.3, we state our main results on sparse approximation using sparse random projections. In Section 2.4, we then describe our distributed algorithm based on sparse random projections. Section 2.5 contains the analysis of the recovery method, while Section 2.6 contains some comparisons and numerical experiments.

### 2.2 Sparse approximation

We consider a wireless network of $p$ sensors, each of which measures a real data value $\beta_i$. Suppose the aggregate data $\beta \in \mathbb{R}^p$ is compressible, so that it can be well-
approximated using \( k \ll p \) coefficients of some orthonormal transform. For simplicity, we assume that each sensor computes and stores one random projection. We want to be able to query any \( n \) sensors and recover an approximation of the \( p \) data values, with reconstruction error comparable to the best \( k \)-term approximation.

### 2.2.1 Compressible data

There is a long history in signal processing of studying sparse representations for classes of signals, including smooth signals with bounded derivatives and bounded variation signals [57, 40]. Sensor networks measuring a smooth temperature field, for example, may efficiently represent the data using only a few large transform coefficients, which record useful structure such as average temperature and sharp temperature changes. The remaining small transform coefficients may be discarded without much loss in the total signal energy.

We consider a real data vector \( \beta \in \mathbb{R}^p \), and fix an orthonormal transform \( \Psi \in \mathbb{R}^{p \times p} \) consisting of a set of orthonormal basis vectors \( \{ \psi^{(1)}, \ldots, \psi^{(p)} \} \). The transform \( \Psi \) can be, for example, a wavelet or a Fourier transform. The transform coefficients \( \theta = (\beta^T \psi^{(1)}, \ldots, \beta^T \psi^{(p)})^T \) of the data can be ordered in magnitude, so that \( |\theta|_{(1)} \geq |\theta|_{(2)} \geq \cdots \geq |\theta|_{(p)} \). The best \( k \)-term approximation keeps the largest \( k \) transform coefficients and sets the remaining coefficients to zero. The corresponding approximation error is

\[
\| \beta - \hat{\beta} \|_2^2 = \| \theta - \hat{\theta} \|_2^2 = \sum_{m=k+1}^{p} |\theta|_{(m)}^2.
\]

We now specify the model of compressible data as defined in the compressed sensing literature [13, 25]. We say that the data is compressible if the magnitude of
its transform coefficients decay like a power law. That is, the $m$th largest transform coefficient satisfies
\[
|\theta_{(m)}| \leq C_r m^{-r}
\] (2.1)
for each $1 \leq m \leq p$, where $C_r$ is a constant, and $r \geq 1$. Note that $r$ controls the compressibility (or rate of decay) of the transform coefficients. The approximation error obtained by taking the $k$ largest transform coefficients and setting the remaining coefficients to zero, is then
\[
\| \beta - \hat{\beta}_k \|_2 = \| \theta - \hat{\theta}_k \|_2 \leq C'_r k^{-r+1/2}
\]
where $C'_r$ is a constant that depends only on $r$.

### 2.2.2 Noisy observation setting

We study the problem of recovering an approximation of compressible signals based on noisy linear measurements. In particular, suppose we are given $n$ noisy observations of the form
\[
Y = X\beta + W \in \mathbb{R}^n,
\] (2.2)
where $W \in \mathbb{R}^n$ is the noise vector, and $X \in \mathbb{R}^{n \times p}$ is the measurement matrix. We consider the problem of estimating the signal $\beta$ based on $Y$, where the quality of the approximation is measured with respect to an $\ell_2$-norm error metric, $\| \beta - \hat{\beta} \|_2$. We assume that the noise vector $W$ has independent entries drawn from any distribution with mean zero and variance $\sigma^2$ (which includes for example the Gaussian distribution.
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Figure 2.1. The compressible data model assumes that the largest $k$ transform coefficients of $\theta$ in magnitude captures most of the signal energy.

$N(0, \sigma^2 I)$). Our results apply to general ensembles of measurement matrices which satisfy some moment conditions (defined in Section 2.3), which include $\gamma$-sparsified Bernoulli and $\gamma$-sparsified Gaussian matrices.

2.2.3 Random projections

Recent results in compressed sensing [15, 25] and related areas have shown that random projections of the data can be used to recover an approximation with error comparable to the best approximation using the $k$ largest transform coefficients. More concretely, consider the random projection matrix $X \in \mathbb{R}^{k \times p}$ containing i.i.d. entries

$$X_{ij} = \begin{cases} +1 \text{ w.p. } \frac{1}{2} \\ -1 \text{ w.p. } \frac{1}{2} \end{cases} \tag{2.3}$$

Given $k$ random projections $\frac{1}{\sqrt{p}} X \beta \in \mathbb{R}^k$, we can produce an approximation $\hat{\beta}$ of the data $\beta$ satisfying

$$\|\beta - \hat{\beta}\|_2 \leq \alpha_r \left( \frac{k}{\log p} \right)^{-r+1/2},$$

with high probability, where the constant $\alpha_r$ depends on $r$. Compressed sensing decoding is performed by solving a linear program, which has $O(p^3)$ computational
complexity. More recent work [53, 61, 10] in compressed sensing has examined the use of sparse measurement matrices to reduce decoding complexity. However, these results assume that the signal itself is sparse, and are not applicable to the compressible signal model considered here.

Random projections have also been used to recover approximate wavelet representations of streaming data in the AMS sketching literature (e.g. [6, 34, 17]). In sketching, the random projection matrix has entries $X_{ij}$ defined as in (2.3), except only four-wise independence is required within each row. This relaxation allows the matrix to be generated pseudo-randomly and stored in small space. The decoding process estimates the largest $k$ wavelet coefficients using random projections of the data and the wavelet bases. The sketching decoder requires $O(k^2 \log p)$ random projections to produce an approximation with error comparable to the best-$k$ wavelet coefficients. However the decoding computational complexity is reduced to $O(np)$, where $n$ is the number of random projections used. For some applications, it would be useful for sensors or other low-powered collectors to be able to decode a coarse approximation of the data cheaply and quickly. Meanwhile, collectors with greater resources can obtain more random projections and reconstruct a better approximation.

Finally, random projections have also been used for geometry-preserving embeddings in dimensionality reduction. The Johnson-Lindenstrauss (JL) lemma [36, 1, 38, 4] states that any set of $p \geq d$ points can be mapped from $\mathbb{R}^d$ to $\mathbb{R}^k$ while preserving all pairwise distances within a factor of $(1 \pm \epsilon)$, where $k = O\left(\frac{\log p}{\epsilon^2}\right)$. A line of work [1, 38, 4] has explored the use of sparsity for efficient JL embedding.
2.2.4 Distributed data processing

Most of the known results in both compressed sensing and sketching use dense measurement matrices. The key idea of this chapter is that sparse random projections can reduce computational complexity, and in our distributed problem setting, minimize communication cost. Sparsity in the random measurement matrix may also be exploited to reduce decoding complexity.

Distributed compressed sensing schemes have been proposed in [9, 45, 7]. However, the problem formulations in these earlier works are very different from our set-up. In particular, the papers [9, 7] consider the scenario in which all sensors communicate directly to a central fusion center, without any in-network communication. The paper [9] defines a joint sparsity model on the data, and uses knowledge of this correlation structure to reduce communications from the sensors to the fusion center. The work in [7] uses uncoded coherent transmissions through an AWGN multiple access channel to simultaneously communicate and compute random projections from the sensors to the fusion center. Finally, the paper [45] poses the scenario where ultimately every sensor has a full approximation of the network data, by using gossip algorithms to compute each random projection.

2.3 Sparse random projections

For real data vectors $\beta \in \mathbb{R}^p$, our goal is to find the minimum number of observations $n$ that is sufficient to recover an approximation of $\beta$ with error comparable to the best $k$-term approximation. We consider $\gamma$-sparsified measurement matrices with
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Figure 2.2. Sparsity of the random projection matrix leads to a more efficient distributed algorithm with fewer communications.

entries that are set to zero with probability $1 - \gamma$, so that on average there are $\gamma p$ non-zeros per row. Our results depend on the maximum value of the signal, defined as

$$\omega := \frac{\|\beta\|_\infty}{\|\beta\|_2}$$

so that it is invariant to rescaling of the data. This parameter bounds the ratio of the largest component of the data to the $\ell_2$-norm, and guarantees that the total energy of the signal is not concentrated in a few elements. Intuitively, sparse random projections will not work well when the data is also very sparse. Interestingly, we can relate $\omega$ to the compressibility of the signal, as defined in (2.1).

2.3.1 Sufficient conditions for recovery

Our results apply to general ensembles of measurement matrices whose entries satisfy some moment conditions (defined in (2.6)), which allow for a variety of sparse matrices, including the $\gamma$-sparsified Gaussian ensemble or the $\gamma$-sparsified Bernoulli
ensemble. In particular, consider the sparse random projection matrix $X \in \mathbb{R}^{n \times p}$ containing i.i.d. entries drawn accordingly to

$$X_{ij} = \begin{cases} 
+1 \quad \text{w.p. } \frac{\gamma}{2} \\
0 \quad \text{w.p. } 1 - \gamma \\
-1 \quad \text{w.p. } \frac{\gamma}{2}
\end{cases}$$ \quad (2.5)

Note that the parameter $\gamma$ controls the sparsity of the random projections. If $\gamma = 1$, then the measurement matrix is dense. On the other hand, if $\gamma = \Theta\left(\frac{1}{p}\right)$, then the average number of non-zeros in each row of the measurement matrix is $\Theta(1)$. Furthermore, our results hold more generally than the setting in which the entries of $X$ are assumed to be i.i.d.. More specifically, we only need to assume that the entries within each row are four-wise independent, while the entries across different rows are fully independent. This limited independence assumption allows each random projection vector to be pseudo-randomly generated and stored in small space [6]. Note however, that we can directly exploit the sparsity of the measurement matrix to reduce storage costs, and hence we state our results using the i.i.d. assumption.

We first show a variant of the Johnson-Lindenstrauss embedding result for sparse measurement matrices, namely, that sparse random projections preserve inner products within an $\epsilon$-interval. To do this, we show that pairwise inner products between a set of points are preserved in expectation under sparse random projections, and that they are concentrated about the mean using a standard Chebyshev-Chernoff argument. Lemma 3 states that an estimate of the inner product between two vectors, using only the random projections of those vectors, are correct in expectation and have bounded variance.
Lemma 1. Consider a random matrix $X \in \mathbb{R}^{n \times p}$ with entries $X_{ij}$ satisfying the following conditions:

(a) $X_{ij}$ are i.i.d.,  
(b) $\mathbb{E}[X_{ij}] = 0$,  
(c) $\mathbb{E}[X_{ij}^2] = 1$,  
(d) $\mathbb{E}[X_{ij}^4] = \frac{1}{\gamma}$.(2.6)

Suppose a random vector $W \in \mathbb{R}^n$ has independent entries satisfying $\mathbb{E}[W_i] = 0$ and $\mathbb{E}[W_i^2] = \sigma^2$. For any two vectors $\beta, \psi \in \mathbb{R}^p$, define the random projections of these vectors as $Y = X\beta + W$, $Z = X\psi \in \mathbb{R}^{n}$. Then the mean and variance of $Z^T Y / n$ are

$$\mathbb{E} \left[ \frac{1}{n} Z^T Y \right] = \psi^T \beta \quad (2.7)$$

$$\text{var} \left( \frac{1}{n} Z^T Y \right) = \frac{1}{n} \left\{ (\psi^T \beta)^2 + (\|\beta\|_2^2 + \sigma^2) \|\psi\|_2^2 + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^{p} \psi_j^2 \beta_j^2 \right\} . \quad (2.8)$$

Note that Lemma 3 and all subsequent results require only the sufficient conditions (2.6) on the random projection matrix. The sparse random projection matrix $X$ defined in equation (2.5) satisfies the conditions (2.6), with the fourth moment $\mathbb{E}[X_{ij}^4]$ corresponding to the sparsity parameter of the matrix $1/\gamma$. It is interesting to note that these conditions also hold for other random projection matrices. For example, the non-sparse matrix containing Gaussian i.i.d. entries $X_{ij} \sim N(0, 1)$ satisfies (2.6) with $\mathbb{E}[X_{ij}^4] = 3$. Similarly, $\mathbb{E}[X_{ij}^4] = 1$ for the non-sparse random projection matrix containing i.i.d. entries $X_{ij} = \pm 1$ as defined in equation (2.3).

Theorem 1 now states that sparse random projections of the data vector and any set of $p$ vectors can produce estimates of their inner products to within a small error. Thus, sparse random projections can produce accurate estimates for the transform coefficients of the data, which are inner products between the data and the set of orthonormal bases.
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**Theorem 1** (Sparse-Noisy JL). For any real data vector \( \beta \in \mathbb{R}^p \), define the maximum value of \( \beta \) as

\[
\omega := \frac{\|\beta\|_{\infty}}{\|\beta\|_2}.
\]  

(2.9)

In addition, let \( \Psi \) be a set of orthonormal basis vectors \( \{\psi^{(1)}, \ldots, \psi^{(p)}\} \in \mathbb{R}^p \). Suppose a sparse random matrix \( X \in \mathbb{R}^{n \times p} \) satisfies the conditions (2.6) with sparsity parameter \( \gamma \). For any \( \epsilon \) and \( \delta > 0 \), if

\[
n \geq \frac{32(1+\delta)}{\epsilon^2} \left( 2 + \frac{\sigma^2}{\|\beta\|_2^2} + \frac{\omega^2}{\gamma} \right) \log p,
\]

then given the noisy projections \( Y = X\beta + W \), one can produce estimates \( \hat{\theta}_m \) for \( \theta_m = \beta^T \psi^{(m)} \) satisfying

\[
|\hat{\theta}_m - \theta_m| \leq \epsilon \|\beta\|_2
\]

with probability greater than \( 1 - 1/p^\delta \) uniformly over all \( m = 1, \ldots, p \).

Using these low-distortion embeddings, Theorem 2 now states our main result, that sparse random projections can produce a data approximation with error comparable to the best \( k \)-term approximation with high probability.

**Theorem 2.** Consider a real vector \( \beta \in \mathbb{R}^p \) satisfying condition (2.9), and a sparse random matrix \( X \in \mathbb{R}^{n \times p} \) satisfying conditions (2.6). Suppose that the best \( k \)-term approximation in an orthonormal transform \( \Psi \) has approximation error \( \|\beta - \hat{\beta}_k\|_2^2 \leq \eta \|\beta\|_2^2 \). For any \( \epsilon \) and \( \delta > 0 \), if the number of observations satisfies

\[
n \geq \frac{C(1+\delta)}{\epsilon^2} \left( 2 + \frac{\sigma^2}{\|\beta\|_2^2} + \frac{\omega^2}{\gamma} \right) k^2 \log p
\]

(2.10)
for some constant $C$, then given the noisy observations $Y = X\beta + W$, one can produce an approximation $\hat{\beta}$ satisfying

$$
\|\beta - \hat{\beta}\|_2^2 \leq (\epsilon + \eta)\|\beta\|_2^2
$$

with probability at least $1 - 1/p^\delta$.

The signal-to-noise ratio for this noisy observation model is

$$
SNR := \frac{\mathbb{E}[\|X\beta\|_2^2]}{\mathbb{E}[\|W\|_2^2]} = \frac{\|\beta\|_2^2}{\sigma^2}. \quad (2.11)
$$

If $\sigma^2 = 0$, then the problem reverts to the noiseless setting and the number of observations in (2.10) reduces to $n \geq \Omega\left(\left(2 + \frac{\omega^2}{\gamma}\right)k^2 \log p\right)$. If $\sigma^2 > 0$, then Theorem 2 implies that the number of observations that are sufficient for recovery behaves the same as in the noiseless case (in scaling terms), provided that the SNR does not go to zero.

The effect of measurement sparsity is the $\omega/\gamma$ term in (2.10). A straightforward calculation shows that the maximum value of the signal defined in (2.9) is bounded between

$$
\frac{1}{p} \leq \omega^2 \leq 1. \quad (2.12)
$$

In one extreme, $\omega = 1$ if and only if $\beta$ has exactly one non-zero, and the remaining components are all equal to zero. In this case, if the measurement matrix is also very sparse (e.g. $\gamma \to 0$), then the non-zeros in the measurement matrix will rarely align with the non-zeros of the signal, making recovery very difficult. In the other extreme, $\omega = \frac{1}{p}$ if and only if $\beta$ is constant (i.e. $\beta_i = c$ for all $i$). In this case, the
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Compressibility

<table>
<thead>
<tr>
<th>Compressibility</th>
<th>Measurement sparsity $\gamma$</th>
<th>Number of observations $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1$ $\omega = O\left(\frac{\log p}{\sqrt{p}}\right)$</td>
<td>$\gamma = 1$</td>
<td>$n = \Omega(k^2 \log p)$</td>
</tr>
<tr>
<td>$\gamma = \frac{\log^2 p}{p}$</td>
<td>$n = \Omega(k^2 \log p)$</td>
<td></td>
</tr>
<tr>
<td>$\gamma = \frac{\log p}{p}$</td>
<td>$n = \Omega(k^2 \log^2 p)$</td>
<td></td>
</tr>
<tr>
<td>$\gamma = \frac{1}{p}$</td>
<td>$n = \Omega(k^2 \log^3 p)$</td>
<td></td>
</tr>
<tr>
<td>$r &gt; 1$ $\omega = O\left(\frac{1}{\sqrt{p}}\right)$</td>
<td>$\gamma = \frac{1}{p}$</td>
<td>$n = \Omega(k^2 \log p)$</td>
</tr>
</tbody>
</table>

Table 2.1. The sufficient condition in Theorem 2 is shown under various scalings of the compressibility $r$ of the signal and the measurement sparsity $\gamma$. The conditions shown in this table assume that the signal-to-noise ratio $SNR = \frac{\|\beta\|_2^2}{\sigma^2}$ does not go to zero.

measurement matrix can be made quite sparse (e.g. $\gamma = \frac{1}{p}$) without affecting the sampling efficiency. In general, $\omega$ is bounded between these two extremes. As the Lemma 2 shows, we can relate the maximum value $\omega$ in (2.9) to the compressibility of the data as defined in (2.1).

**Lemma 2.** Suppose the vector $\beta$ is compressible in the discrete Fourier transform as in (2.1) with compressibility parameter $r$.

(a) If $r = 1$, then

$$\omega = O\left(\frac{\log p}{\sqrt{p}}\right).$$

(2.13a)

(b) If $r > 1$, then

$$\omega = O\left(\frac{1}{\sqrt{p}}\right).$$

(2.13b)

Sparsity in the measurement matrix produces an extra factor of $\frac{\omega^2}{\gamma}$ in the number of random projections that are sufficient for recovery. Consequently, there is an
interesting trade-off between the number of random projections \( n \), the average number of non-zeros \( \gamma p \) in the random projections, and the peak-to-total energy ratio (or compressibility) of the data \( \omega \). For data compressible in the discrete Fourier transform (as in (2.1)) with \( r = 1 \), if the sparsity is \( \gamma p = \log^2 p \), then \( \frac{\omega^2}{\gamma} = O(1) \). In this case, there is no hit in the number of sparse random projections needed for approximation. If the sparsity is \( \gamma p = \log p \), there is a hit of \( \frac{\omega^2}{\gamma} = O(\log p) \) in the number of sparse random projections. If \( \gamma p = 1 \), then the hit in the number of projections is \( \frac{\omega^2}{\gamma} = O(\log^2 p) \). For more compressible data with \( r > 1 \), if \( \gamma p = 1 \), then the hit in the number of sparse random projections is \( \frac{\omega^2}{\gamma} = O(1) \).

We shall see in Section 2.4 that this trade-off, between the sparsity of the random projections and the number of projections, will have a corresponding trade-off in pre-processing communication cost and querying latency.

### 2.4 Distributed algorithms for sensor networks

We now describe an algorithm by which the \( p \) sensors of a wireless network each measure a data value \( \beta_i \), and each computes and stores one sparse random projection of the aggregate data \( \beta \). Consider an \( p \times p \) sparse random matrix \( X \) with entries as defined in (2.5). For concreteness, let the probability of a non-zero entry be \( \gamma = \frac{1}{p} \). Each sensor will compute and store the inner product \( \sum_{j=1}^{p} X_{ij} \beta_j \) between the aggregate data \( \beta \) and one row of \( X \). We think of this as generating a bipartite graph between the \( p \) data nodes and the \( p \) encoding nodes (see Figure 2.3).
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2.4.1 Push-based algorithm

When the entries of $X$ are independent and identically distributed, they can be generated at different sensor locations without any coordination between the sensors. To compute one random projection coefficient, each sensor $j$ locally generates a random variable $X_{ij}$. If that random variable is zero the sensor does nothing, and if it’s non-zero the sensor sends the product of $X_{ij}$ with its own data $\beta_j$ to one receiver sensor $i$. The receiver simply stores the sum of everything it receives, which is equal to the random projection coefficient $\sum_{j=1}^{p} X_{ij}\beta_j$. This process is repeated until every sensor has stored a random projection coefficient. Thus, computation of the sparse random projections can be achieved in a decentralized manner with the following *push-based* algorithm.

**Distributed Algorithm I:**

- Each data node $j$ generates a set of independent random variables \{X_{1j}, \ldots, X_{pj}\}. For each $i$, if $X_{ij} \neq 0$, then data node $j$ sends to encoding node $i$ the value $X_{ij}\beta_j$. Repeat for all $1 \leq j \leq p$.

- Each encoding node $i$ computes and stores the sum of the values it receives, which is equal to $\sum_{j=1}^{p} X_{ij}\beta_j$. Repeat for all $1 \leq i \leq p$.

Since the probability that $X_{ij} \neq 0$ is $\gamma = \frac{1}{p}$, each sensor independently and randomly sends its data to on average $O(1)$ sensors. Assuming that SNR does not go to zero, the decoder can query any $n = O\left((1 + \frac{\omega^2}{\gamma}) k^2 \log p\right)$ sensors in the network and obtain a noisy version of $X_{n \times p}\beta$, where $X_{n \times p}$ is the matrix containing $n$
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Figure 2.3. Every sensor stores a sparse random projection, so that a data approximation can be reconstructed by collecting coefficients from any $k$ out of $p$ sensors.

rows of $X \in \mathbb{R}^{p \times p}$. By Theorem 2, the decoder can then use the noisy observations $Y = X_{n \times p} \beta + W$, the measurement matrix $X_{n \times p}$, and orthonormal basis $\Psi$ to recover a near-optimal approximation of the data $\beta$. The decoding algorithm proceeds as described in the proofs of Theorems 1 and 2.

2.4.2 Pull-based algorithm

We present an alternate, pull-based, distributed algorithm, which takes greater advantage of the limited independence of the sparse random projections. Each sensor $i$ locally generates a set of four-wise independent random variables, corresponding to one row of the sparse random projection matrix. If a random variable $X_{ij}$ is non-zero, sensor $i$ sends a request for data to the associated data node $j$. Sensor $j$ then sends its data $\beta_j$ back to sensor $i$, who uses all the data thus collected to compute
its random projection coefficient. Therefore, different sensors still act with complete independence.

**Distributed Algorithm II:**

- Each encoding node $i$ generates a set of four-wise independent random variables \( \{X_{i1}, \ldots, X_{ip}\} \). For each $j$, if $X_{ij} \neq 0$, then encoding node $i$ sends a request for data to node $j$.

- If data node $j$ receives a request for data from encoding node $i$, node $j$ sends the value $\beta_j$ to node $i$.

- Encoding node $i$ computes and stores $\sum_{j=1}^{p} X_{ij}\beta_j$ using the values it receives. Repeat for all $1 \leq i \leq p$.

Since the average number of non-zeros per row of the sparse random projection matrix $X$ is $\gamma p = 1$, the expected communication cost is still $O(1)$ packets per sensor, routed to random nodes. Algorithm II has twice the communication cost of Algorithm I, but the four-wise independence in Algorithm II allows the random projections to be generated pseudo-randomly. This further decreases the querying overhead cost for the collector seeking to reconstruct an approximation.

Both algorithms we described above perform a completely decentralized computation of $p$ sparse random projections of the $p$ distributed data values. In the end, collecting any subset of $O\left((1+\frac{\omega^2}{\gamma})k^2 \log p\right)$ sparse random projections will guarantee near-optimal signal recovery, as long as the SNR does not go to zero. Thus, our
algorithms enables ubiquitous access to a compressed approximation of the data in a
sensor network.

2.4.3 Trading off communication and query latency

In Section 2.3, we described the trade-off between the sparsity of the random
projection matrix and the number of random projections needed for the desired ap-
proximation error. By Theorem 2, when the probability of a non-zero entry in the pro-
jection matrix is $\gamma$, the number of projections is $O((1 + \frac{\omega^2}{\gamma}) k^2 \log p)$ for non-vanishing
SNR. In our distributed algorithms, the average number of packets transmitted per
sensor is $O(\gamma p)$, while the number of sensors that need to be queried to recover an
approximation is $O((1 + \frac{\omega^2}{\gamma}) k^2 \log p)$. The average computation cost per sensor is
also $O(\gamma p)$. Therefore, there is a trade-off between the amount of work performed
by the sensors to pre-process the data in the network, and the number of sensors the
decoder needs to query. Increasing the sparsity of the random projections decreases
the pre-processing communication, but potentially increases the latency to recover a
data approximation.

2.5 Analysis of sketching decoder

The intuition for our analysis is that sparse random projections preserve inner
products within a small error, and hence we can use random projections of the data
and the orthonormal bases to estimate the transform coefficients. Consequently, we
can estimate all the transform coefficients to within a small error given only the sparse
random projections of the data. However, we need to bound the sum squared error of our approximation over all the transform coefficients. If the data is compressible, and $k$ of the transform coefficients are large and the others are close to zero, then we only need to accurately estimate $k$ coefficients. The remaining small transform coefficients can be approximated as zero, incurring the same error as the best $k$-term approximation.

2.5.1 Moments of randomly projected vectors

We first derive the mean and variance of the randomly projected vectors given in Lemma 3. Let $X \in \mathbb{R}^{n \times p}$ be a random matrix satisfying the conditions in (2.6), and let $W \in \mathbb{R}^n$ have independent entries drawn from any distribution with mean zero and variance $\sigma^2$. We define the random variables

$$u_i := \left( \sum_{j=1}^{p} X_{ij} \psi_j \right) \left( \sum_{j=1}^{p} X_{ij} \beta_j \right)$$

$$v_i := \left( \sum_{j=1}^{p} X_{ij} \psi_j \right) W_i,$$

so that we can express the inner products between the randomly projected vectors in the low-dimensional space as

$$Z^T Y = \Psi^T X^T X \beta + \Psi^T X^T W$$

$$= \sum_{i=1}^{n} u_i + \sum_{i=1}^{n} v_i.$$

Note that by definition the $u_i$’s are independent, and similarly the $v_i$’s are independent.
We now compute the mean and variance of the first term. Using the moments of $X$, we compute the expectation of each $u_i$ as

$$
\mathbb{E}[u_i] = \mathbb{E} \left[ \sum_{j=1}^p X_{ij}^2 \psi_j \beta_j + \sum_{j \neq \ell} X_{ij} X_{i\ell} \psi_j \beta_\ell \right] \\
= \sum_{j=1}^p \mathbb{E}[X_{ij}^2] \psi_j \beta_j + \sum_{j \neq \ell} \mathbb{E}[X_{ij}] \mathbb{E}[X_{i\ell}] \psi_j \beta_\ell \\
= \psi^T \beta.
$$

Hence we have that $\mathbb{E} \left[ \sum_{i=1}^n u_i \right] = n \psi^T \beta$. Similarly, we compute the second moment of $u_i$ as

$$
\mathbb{E}[u_i^2] = \mathbb{E} \left[ \left( \sum_{j=1}^p X_{ij}^2 \psi_j \beta_j \right)^2 + \left( \sum_{j \neq \ell} X_{ij} X_{i\ell} \psi_j \beta_\ell \right)^2 + 2 \left( \sum_{j=1}^p X_{ij}^2 \psi_j \beta_j \right) \left( \sum_{j \neq \ell} X_{ij} X_{i\ell} \psi_j \beta_\ell \right) \right] \\
= \sum_{j=1}^p \mathbb{E}[X_{ij}^4] \psi_j^2 \beta_j^2 + \sum_{j \neq \ell} \mathbb{E}[X_{ij}^2] \mathbb{E}[X_{i\ell}^2] \psi_j \beta_j \psi_\ell \beta_\ell + \sum_{j \neq \ell} \mathbb{E}[X_{ij}^2] \mathbb{E}[X_{i\ell}^2] \psi_j^2 \beta_\ell^2 \\
+ \sum_{j \neq \ell} \mathbb{E}[X_{ij}^2] \mathbb{E}[X_{i\ell}^2] \psi_j \beta_\ell \psi_\ell \beta_j \\
= \frac{1}{\gamma} \sum_{j=1}^p \psi_j^2 \beta_j^2 + 2 \sum_{j \neq \ell} \psi_j \beta_j \psi_\ell \beta_\ell + \sum_{j \neq \ell} \psi_j^2 \beta_\ell^2 \\
= 2 \left( \sum_{j=1}^p \psi_j^2 \beta_j^2 + \sum_{j \neq \ell} \psi_j \beta_j \psi_\ell \beta_\ell \right) + \left( \sum_{j=1}^p \psi_j^2 \beta_j^2 + \sum_{j \neq \ell} \psi_j^2 \beta_\ell^2 \right) + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^p \psi_j^2 \beta_j^2 \\
= 2(\psi^T \beta)^2 + \|\psi\|_2^2 \|\beta\|_2^2 + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^p \psi_j^2 \beta_j^2.
$$

This yields that the variance of each $u_i$ is equal to $\text{var}(u_i) = (\psi^T \beta)^2 + \|\psi\|_2^2 \|\beta\|_2^2 + (\frac{1}{\gamma} - 3) \sum_{j=1}^p \psi_j^2 \beta_j^2$. Using the fact that the $u_i$'s are independent, we have

$$
\text{var} \left( \sum_{i=1}^n u_i \right) = \sum_{i=1}^n \text{var}(u_i) \\
= n \left\{ (\psi^T \beta)^2 + \|\psi\|_2^2 \|\beta\|_2^2 + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^p \psi_j^2 \beta_j^2 \right\}.
$$
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Next, we compute the mean and variance of the $v_i$’s. Using the moments of $W$ and the fact that $W$ is independent of $X$, we have

$$E[v_i] = \sum_{j=1}^{p} E[W_i] E[X_{ij}] \psi_j = 0,$$

so that $E\left[\sum_{i=1}^{n} v_i\right] = 0$. Similarly, we compute the second moment of $v_i$ as

$$E[v_i^2] = E[W_i^2] E\left[\left(\sum_{j=1}^{p} X_{ij}\psi_j\right)^2\right] = \sigma^2 \sum_{j=1}^{p} E[X_{ij}^2] \psi_j^2 + \sigma^2 \sum_{j \neq \ell} E[X_{ij}] E[X_{i\ell}] \psi_j \psi_\ell = \sigma^2 \|\psi\|_2^2.$$

Hence the variance of each $v_i$ is $\text{var}(v_i) = \sigma^2 \|\psi\|_2^2$, and using the fact that the $v_i$’s are independent, we have

$$\text{var}\left(\sum_{i=1}^{n} v_i\right) = \sum_{i=1}^{n} \text{var}(v_i) = n \sigma^2 \|\psi\|_2^2.$$

To compute the covariance between $u_i$ and $v_i$, note that

$$E[u_i v_i] = E[W_i] E\left[\left(\sum_{j=1}^{p} X_{ij}\psi_j\right)^2 \left(\sum_{j=1}^{p} X_{ij}\beta_j\right)\right] = 0,$$

and hence $\text{cov}(u_i, v_i) = 0$. Note also that $\text{cov}(u_i, v_j) = 0$ since $u_i$ and $v_j$ are independent for $i \neq j$. Thus we have,

$$\text{cov}\left(\sum_{i=1}^{n} u_i, \sum_{i=1}^{n} v_i\right) = \sum_{i=1}^{n} \sum_{j=1}^{n} \text{cov}(u_i, v_j) = 0.$$

Putting together the pieces, we have

$$E\left[\frac{1}{n} Z^T Y\right] = \frac{1}{n} E\left[\sum_{i=1}^{n} u_i\right] + \frac{1}{n} E\left[\sum_{i=1}^{n} v_i\right] = \psi^T \beta.$$
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and

\[
\text{var} \left( \frac{1}{n} Z^T Y \right) = \frac{1}{n^2} \text{var} \left( \sum_{i=1}^{n} u_i \right) + \frac{1}{n^2} \text{var} \left( \sum_{i=1}^{n} v_i \right) + \frac{2}{n^2} \text{cov} \left( \sum_{i=1}^{n} u_i, \sum_{i=1}^{n} v_i \right)
\]

\[
= \frac{1}{n} \left\{ \left( \psi^T \beta \right)^2 + \left( \| \beta \|_2^2 + \sigma^2 \right) \| \psi \|_2^2 + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^{p} \psi_j^2 \beta_j^2 \right\}
\]

as claimed.

2.5.2 Sparse noisy JL embeddings

We now prove a sparse noisy variant of the Johnson-Lindenstrauss lemma stated in Theorem 1. We first evaluate the claim for any pair of vectors \( \beta \) and \( \psi^{(m)} \), and subsequently take the union bound over the set of all \( p \) orthonormal basis vectors in \( \Psi \). Fix any vector \( \psi \in \mathbb{R}^p \) with \( \| \psi \|_2 = 1 \). Let \( n_1 \) and \( n_2 \) be positive integers, which we will determine, and set \( n = n_1 n_2 \). Partition the \((n \times p)\) measurement matrix \( X \) into \( n_2 \) submatrices

\[
X = \begin{bmatrix}
X^{(1)} \\
\vdots \\
X^{(n_2)}
\end{bmatrix},
\]

where each \( X^{(\ell)} \) is of size \((n_1 \times p)\). Accordingly, we partition the noisy observation vector \( Y \) into \( n_2 \) vectors \( \{ Y^{(1)}, \ldots, Y^{(n_2)} \} \), where each \( Y^{(\ell)} \in \mathbb{R}^{n_1} \) is defined as

\[
Y^{(\ell)} := X^{(\ell)} \beta + W^{(\ell)}
\]

and \( W^{(\ell)} \) denotes the corresponding subvector of the unknown noise \( W \). In addition, we define the random projections of \( \psi \) as \( Z^{(\ell)} := X^{(\ell)} \psi \in \mathbb{R}^{n_1} \), for \( \ell = 1, \ldots, n_2 \).
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With this notation, we now form $n_2$ independent estimates $\{\alpha_1, \ldots, \alpha_{n_2}\}$ for the inner product $\psi^T \beta$, defined as

$$\alpha_\ell := \frac{1}{n_1} \left( Z^{(\ell)} \right)^T Y^{(\ell)}.$$

Applying Lemma 3 to each $\alpha_\ell$ yields that $\mathbb{E}[\alpha_\ell] = \psi^T \beta$ and

$$\text{var}(\alpha_\ell) = \frac{1}{n_1} \left\{ (\psi^T \beta)^2 + (\|\beta\|_2^2 + \sigma^2) \|\psi\|_2^2 + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^p \psi_j^2 \beta_j^2 \right\}.$$

For any $\epsilon > 0$, applying Chebyshev’s inequality and using the fact that $\|\psi\|_2^2 = 1$, we have

$$\mathbb{P}[|\alpha_\ell - \psi^T \beta| \geq \epsilon \|\beta\|_2] \leq \frac{\text{var}(\alpha_\ell)}{\epsilon^2 \|\beta\|_2^2} \leq \frac{1}{\epsilon^2 n_1} \left\{ \frac{(\psi^T \beta)^2}{\|\beta\|_2^2 \|\psi\|_2^2} + \frac{\|\beta\|_2^2 + \sigma^2}{\|\beta\|_2^2} + \left( \frac{1}{\gamma} - 3 \right) \sum_{j=1}^p \psi_j^2 \beta_j^2 \right\}.$$

where the second inequality follows from the Cauchy-Schwarz inequality and the fact that $\beta$ is component-wise upper bounded as $\beta_j^2 \leq \omega^2 \|\beta\|_2^2$. Let us define $q := \frac{1}{\epsilon^2 n_1} \left( 2 + \frac{\sigma^2}{\|\beta\|_2^2} + \frac{\omega^2}{\gamma} \right)$. Consequently, we can guarantee that each estimate $\alpha_\ell$ lies within an $\epsilon$-interval around its mean with probability at least $1 - q$ by setting $n_1 = \frac{1}{\sigma^2} \left( 2 + \frac{\sigma^2}{\|\beta\|_2^2} + \frac{\omega^2}{\gamma} \right)$.

From here, we define a new estimate $\bar{\alpha}$ as the median of the independent random variables $\{\alpha_1, \ldots, \alpha_{n_2}\}$. If the median $\bar{\alpha}$ lies outside the $\epsilon$-interval, then at least half of the estimators $\alpha_\ell$ must lie outside the interval. In particular, define the 0-1
indicator random variable \( \xi_\ell := \mathbb{I}[|\alpha_\ell - \psi^T \beta| \geq \epsilon \|\beta\|_2] \), so that \( \sum_{\ell=1}^{n_2} \xi_\ell \) is equal to the number of \( \alpha_\ell \)'s that lie outside the \( \epsilon \)-interval. Since \( \xi_1, \ldots, \xi_{n_2} \) are independent and \( \mu := \mathbb{E}\left[\frac{1}{n_2} \sum_{\ell=1}^{n_2} \xi_\ell\right] \leq q \), by Hoeffding’s inequality we have

\[
\Pr\left[\sum_{\ell=1}^{n_2} \xi_\ell \geq (\mu + t)n_2\right] \leq \exp\left(-2t^2n_2\right)
\]

for any \( t \in (0, 1 - \mu) \). Setting \( q = \frac{1}{4} \) and \( t = \frac{1}{4} \), we obtain the bound

\[
\Pr\left[|\alpha - \psi^T \beta| \geq \epsilon \|\beta\|_2\right] \leq \Pr\left[\sum_{\ell=1}^{n_2} \xi_\ell \geq \frac{1}{2}n_2\right] \leq \exp\left(-\frac{n_2}{8}\right).
\]

Putting together the pieces, we have that for any pair of vectors \( \beta \) and \( \psi^{(m)} \in \{\psi^{(1)}, \ldots, \psi^{(p)}\} \), we can use the above method to produce an unbiased estimate \( \hat{\theta}_m \) for \( \beta^T \psi^{(m)} \) that lies outside an \( \epsilon \)-interval around its mean with probability at most \( \exp(-n_2/8) \). Taking the union bound over all \( p \) pairs, we have

\[
\Pr\left[\bigcup_{m=1, \ldots, p} \left\{|\hat{\theta}_m - \beta^T \psi^{(m)}| \geq \epsilon \|\beta\|_2\right\}\right] \leq p \exp\left(-\frac{n_2}{8}\right).
\]

For any \( \epsilon \) and \( \delta > 0 \), setting \( n_1 = \frac{4}{\epsilon^2} \left(2 + \frac{s^2}{\|\beta\|_2^2} + \frac{\rho^2}{\gamma^2}\right) \), \( n_2 = 8(1 + \delta) \log p \), and the number of observations \( n = n_1n_2 \) gives the result as claimed.

### 2.5.3 Estimating top \( k \) coefficients

We now prove our main result in Theorem 2. Fix an orthonormal transform \( \Psi \) consisting of the \( p \) basis vectors \( \{\psi^{(1)}, \ldots, \psi^{(p)}\} \) as rows, and let \( \theta_m = \beta^T \psi^{(m)} \) for \( m = 1, \ldots, p \). Note that by orthonormality, we have \( \|\beta\|_2^2 = \|\theta\|_2^2 \) and \( \|\beta - \hat{\beta}\|_2^2 = \|\theta - \Psi \hat{\beta}\|_2^2 \),
Chapter 2. Distributed approximation using sparse random projections

and so the problem of estimating the data vector $\beta$ is equivalent to the problem of estimating the coefficient vector $\theta$. Recall that the best $k$-term approximation of $\theta$, obtained by keeping the largest $k$ transform coefficients and setting the rest to zero, is $\|\theta - \hat{\theta}_{opt}\|_2^2 = \sum_{m=k+1}^{p} |\theta(m)|^2$, and assume that $\|\theta - \hat{\theta}_{opt}\|_2^2 \leq \eta \|\theta\|_2^2$ for some $\eta > 0$.

By Theorem 1, if the number of observations is bounded as $n \geq \left(\frac{32(1+\delta)}{\epsilon^2} \left(2 + \frac{\sigma^2}{\|\beta\|_2^2} + \frac{\omega^2}{\gamma} \right) \log p\right)$, then we can produce estimates $\{\hat{\theta}_1, \ldots, \hat{\theta}_p\}$ satisfying

$$|\hat{\theta}_m - \theta_m| \leq \epsilon \|\theta\|_2$$

with high probability. Since by the triangle inequality we have that $|\hat{\theta}_m| - |\theta_m| \leq |\hat{\theta}_m - \theta_m|$, the above condition implies

$$|\theta_m| - \epsilon \|\theta\|_2 \leq |\hat{\theta}_m| \leq |\theta_m| + \epsilon \|\theta\|_2$$

(2.14)

for all $m = 1, \ldots, p$.

We construct an approximation for $\beta$ by estimating the largest $k$ transform coefficients of $\beta$. More specifically, sort the estimates $\hat{\theta}$ in decreasing order of magnitude, i.e. $|\hat{\theta}|(1) \geq |\hat{\theta}|(2) \geq \cdots \geq |\hat{\theta}|(p)$. Define a new vector $\tilde{\theta}$ by keeping the $k$ largest components of $\hat{\theta}$ in magnitude, and setting the remaining components to zero. We then take the inverse transform of $\tilde{\theta}$, and obtain the approximation vector $\hat{\beta} = \Psi^T \tilde{\theta}$.

There are two sources of error in our approximation: one is incorrectly estimating which indices are the top $k$ transform coefficients, and the other is the error in approximating the transform coefficients that are kept. Let $\tilde{S}$ be the index set of the $k$ largest estimates $\hat{\theta}_m$’s which we keep (and consequently $\tilde{S}^C$ is the index set of the estimates we set to zero). Furthermore, let $S$ be the true index set of the $k$
largest transform coefficients in $\theta$. With this notation, the approximation error can be bounded as
\[
\| \theta - \tilde{\theta} \|_2^2 = \sum_{m \in S} |\theta_m - \tilde{\theta}_m|^2 + \sum_{m \in S^C} |\theta_m|^2 \\
\leq k\epsilon^2 \|\theta\|_2^2 + \sum_{m \in S^C} |\theta_m|^2
\]

In the ideal case, if we correctly estimate the largest-$k$ set $\tilde{S} = S$, then the second term above would become $\sum_{m \in S^C} |\theta_m|^2 = \sum_{m \in S^C} |\theta_m|^2$. If $\tilde{S} \neq S$, then we must have chosen to keep the estimate of a transform coefficient which was not one of the $k$ largest, and consequently set to zero the estimate of a coefficient which was one of the $k$ largest. In other words, there exists some indices $m \in \tilde{S}, m \notin S$ and $\ell \notin \tilde{S}, \ell \in S$. This implies that $|\tilde{\theta}_m| > |\tilde{\theta}_\ell|$, but $|\theta_m| < |\theta_\ell|$. Since each estimate lies within an $(\epsilon \|\theta\|_2)$-interval around the corresponding transform coefficient (by (2.14)), this confusion can only happen if $|\theta_\ell| - |\theta_m| \leq 2\epsilon \|\theta\|_2$. Furthermore, note that $|\theta_\ell|^2 + |\theta_m|^2 \leq \|\theta\|_2^2$ implies that $|\theta_\ell| + |\theta_m| \leq \sqrt{3}\|\theta\|_2$. Hence we have that $|\theta_\ell|^2 - |\theta_m|^2 = (|\theta_\ell| - |\theta_m|)(|\theta_\ell| + |\theta_m|) \leq 2\sqrt{3}\epsilon \|\theta\|_2^2$. For each time this confusion happens, we get an additional error of $+|\theta_\ell|^2 - |\theta_m|^2$, and this confusion can happen at most $k$ times. Therefore, we obtain the bound
\[
\sum_{m \in S^C} |\theta_m|^2 \leq \sum_{m \in S^C} |\theta_m|^2 + k(2\sqrt{3}\epsilon) \|\theta\|_2^2.
\]

Putting everything together, the approximation error can then be bounded as
\[
\| \theta - \tilde{\theta} \|_2^2 \leq k\epsilon^2 \|\theta\|_2^2 + k(2\sqrt{3}\epsilon) \|\theta\|_2^2 + \sum_{m \in S^C} |\theta_m|^2 \\
= k(\epsilon^2 + 2\sqrt{3}\epsilon) \|\theta\|_2^2 + \|\theta - \tilde{\theta}_{opt}\|_2^2 \\
\leq k(\epsilon^2 + 2\sqrt{3}\epsilon) \|\theta\|_2^2 + \eta \|\theta\|_2^2
\]
Setting \( \epsilon' = k(\epsilon^2 + 2\sqrt{3}\epsilon) \) and solving for the positive root, we have that \( \epsilon = -\sqrt{3} + \sqrt{3 + \frac{\epsilon'}{k}} = O(\frac{\epsilon}{k}) \). Plugging this back into the number of observations, we have \( n \geq \Omega \left( \frac{1+\delta}{\epsilon'^2} \left( 2 + \frac{\sigma^2}{\|\beta\|_2^2} + \frac{\omega^2}{\gamma} \right) k^2 \log p \right) \) as claimed.

### 2.5.4 Relating compressibility and \( \ell_\infty \)-norm

We show that the compressibility of a signal is related to its \( \ell_\infty \)-norm, as stated in Lemma 2. By the definition of the (orthonormal) inverse discrete Fourier transform, we have that each component of the vector \( \beta \) can be bounded as

\[
|\beta_i| \leq \frac{1}{\sqrt{p}} \sum_{m=1}^{p} |\theta_m| \left| \exp \left( \frac{j 2\pi (m-1)i}{p} \right) \right| = \frac{1}{\sqrt{p}} \sum_{m=1}^{p} |\theta_m| = \frac{1}{\sqrt{p}} \|\theta\|_1,
\]

for all \( i = 1, \ldots, p \). This gives a bound on the \( \ell_\infty \)-norm of \( \beta \) of the form \( \|\beta\|_\infty \leq \frac{1}{\sqrt{p}} \|\theta\|_1 \).

For \( r \)-compressible signals, the DFT coefficients obey a power law decay as in (2.1), and consequently

\[
\|\theta\|_1 \leq C \sum_{m=1}^{p} m^{-r}.
\]

For \( r = 1 \), the summation is a Harmonic series, which diverges slowly as \( p \) grows and scales like \( O(\log p) \). For \( r > 1 \), the summation becomes a \( p \)-series (or Riemann zeta function) which converges. In particular, we have \( \sum_{m=1}^{p} m^{-r} \leq 1 + \int_{1}^{p} x^{-r} \, dx = 1 + \left( \frac{1}{r-1} \right) \left( 1 - \frac{1}{p^{r-1}} \right) \), which is upper bounded by a constant that depends only on \( r \).

Therefore, if the data is compressible with \( r = 1 \), then \( \|\theta\|_1 = O(\log p) \), and \( \|\beta\|_\infty = O \left( \frac{\log p}{\sqrt{p}} \right) \). If \( r > 1 \), then \( \|\theta\|_1 = O(1) \), and \( \|\beta\|_\infty = O \left( \frac{1}{\sqrt{p}} \right) \). Finally, we can
verify that compressible signals have finite energy, since by orthonormality, we have that 
\[ \|\beta\|_2^2 = \|\theta\|_2^2 \leq C^2 \sum_{m=1}^{p} m^{-2r}, \]
and 
\[ \int_1^{p+1} x^{-2r} \, dx \leq \sum_{m=1}^{p} m^{-2r} \leq 1 + \int_1^{p} x^{-2r} \, dx. \]

### 2.6 Comparisons and simulations

In this section, we give a numeric example comparing the approximation of piecewise polynomial data using wavelet transforms, sparse random projections, and the non-sparse schemes of AMS sketching and compressed sensing. We know analytically that compressed sensing requires only \( O(k \log \frac{p}{k}) \) random projections to obtain an approximation error comparable to the best \( k \)-term approximation, while sketching requires \( O(k^2 \log p) \). However, the compressed sensing decoder has a computational complexity of \( O(p^3) \) while the sketching decoding complexity is \( O(np) \), where \( n \) is the number of random projections used. The low decoding complexity would make it possible for sensors and other low-powered collectors to query and decode a coarse approximation of the data cheaply and quickly. Collectors with greater resources can still query more sensors and recover a better approximation. Our sparse random projections recovery method is based on the low-complexity sketching decoder.

We have seen theoretically that there is a trade-off between the sparsity of the random projections and the number of random projections needed for a good approximation. The degree of sparsity corresponds to the number of packets per sensor that must be transmitted in the pre-processing stage. Sparse random projections can thus reduce the communication cost per sensor from \( O(p) \) to \( O(\log p) \) when compared to the non-sparse schemes.
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We now examine experimentally the effect of the sparsity of the random projections on data approximation. In our experimental setup, $p$ sensors are placed randomly on a unit square, and measure piecewise polynomial data with two second-order polynomials separated by a line discontinuity, as shown in Figure 2.4 (a). In Figure 2.4 (b), we plot the peak-to-total energy (2.9) of the data and verify that it is bounded between $\frac{\log p}{\sqrt{p}}$ and $\frac{1}{\sqrt{p}}$.

Figure 2.5 compares the approximation error of sparse random projections to non-sparse AMS sketching and the optimal $k$-term approximation in the noiseless setting. The average approximation error using sparse random projections is as good as dense random projections, and very close to the optimal $k$-term approximation. However, the standard deviation of the approximation error increases with greater sparsity.

Figure 2.6 compares the approximation using sparse random projections for varying degrees of sparsity, along with the non-sparse schemes of sketching and compressed
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Figure 2.5. In the noiseless setting, a comparison of the approximation error of piecewise polynomial data using sparse random projections, non-sparse AMS sketching, and optimal Haar wavelet based approximation. The relative approximation error of the data $\|\beta - \hat{\beta}\|_2^2/\|\beta\|_2^2$ is plotted versus the number of random projections $n = k^2 \log p$, for $p = 2048$ sensors. The error bars show the standard deviation of the approximation error.

Figure 2.6. The effect of sparsity of the random projections on approximation error is illustrated in the noiseless setting. Varying degrees of sparsity in the random projections are compared against the dense projection methods of AMS sketching and compressed sensing. The relative approximation error of the data $\|\beta - \hat{\beta}\|_2^2/\|\beta\|_2^2$ is plotted versus the number of random projections $n$, for $p = 2048$ sensors. The average number of non-zeros in the sparse random projections is $\gamma p$. 
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Figure 2.7. The effect of measurement sparsity on approximation error is illustrated in the noisy setting using additive Gaussian noise. Varying degrees of measurement sparsity are compared against the dense projection methods of AMS sketching and compressed sensing. Again, the relative approximation error of the data \( \frac{\| \hat{y} - \beta \|_2}{\| \beta \|_2} \) is plotted versus the number of random projections \( n \), for \( p = 2048 \) sensors.

Sensing in the noiseless case. Sparse random projections with \( O(\log p) \) non-zeros per row perform as well as (dense) sketching, while sparse random projections with \( O(1) \) non-zeros per row perform slightly worse. As we would expect from the analysis, the compressed sensing decoder obtains better approximation error than the sketching decoder for the same number of random projections. But, the compressed sensing decoder has a higher computational complexity, which was appreciable in our simulations.

Figure 2.7 illustrates the effect of measurement sparsity on approximation error in the noisy observation setting, using additive Gaussian noise with mean zero and variance 50. The average approximation error with noise behaves very similarly to the
average approximation error without noise, thus confirming numerically the stability of our algorithm in the presence of noise.

Finally, Figure 2.8 shows the communication cost of computing sparse random projections in the network for varying degrees of sparsity. Both compressed sensing and sketching require $O(p)$ packets per sensor to compute the dense random projections in a network of size $p$. Thus sparse random projections greatly reduce the overall communication cost.

### 2.7 Discussion

In this chapter, we proposed distributed sparse random projections and showed that they can enable robust and refinable data approximation. In our framework, sensors store sparse random projections of the data, which allows any decoder to
recover an approximation by querying a sufficient number of sensors from anywhere in the network. The communication cost to pre-process the data in the network is determined by the sparsity of the random projections. The quality of the approximation depends only on the number of random projections that are collected, and not which sensors are queried. Our results can be extended to scenarios in which random projections are collected only from sensors along the boundary of the network, or in which random projections are computed locally first in a multiresolution hierarchy (see Chapter 5 for a discussion of open problems).

In addition, we showed that a fast sketching decoder can recover compressible signals based on sparse random projections, and that the approximation is stable in the presence of noise. Our results apply to general measurement matrices for which we have control over the first four moments, and include as special cases the $\gamma$-sparsified Gaussian ensemble and the $\gamma$-sparsified Bernoulli ensemble. Our analysis reveals that the effect of measurement sparsity on the sampling efficiency of the sketching decoder is characterized by the quantity $\omega/\gamma$. Intuitively, if the signal and the measurement matrix are both very sparse, then the measurements will rarely hit the non-zero locations of the signal. But this should impede the ability of any decoder to recover the signal. In Chapter 3, we examine the effect of measurement sparsity on the information-theoretic limits of the sparse recovery problem.
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Information-theoretic limits on sparse signal recovery

3.1 Introduction

Sparsity recovery refers to the problem of estimating the support of a $p$-dimensional but $k$-sparse vector $\beta \in \mathbb{R}^p$, based on a set of $n$ noisy linear observations. The sparsity recovery problem is of broad interest, arising in subset selection in regression [42], model selection in sparse graphs [41], group testing, signal denoising [16], sparse approximation [43], and compressive sensing [25, 14]. A large body of work (e.g., [16, 25, 28, 14, 13, 41, 55, 56, 58]) has analyzed the performance of computationally tractable methods, in particular based on $\ell_1$ or other convex relaxations, for estimating high-dimensional sparse signals. Such results have established
conditions, on signal sparsity and the choice of measurement matrices, under which a given recovery method succeeds with high probability.

Of complementary interest are the information-theoretic limits of the sparsity recovery problem, which apply to the performance of any procedure regardless of its computational complexity. Such analysis has two purposes: first, to demonstrate where known polynomial-time methods achieve the information-theoretic bounds, and second, to reveal situations in which current methods are sub-optimal. An interesting question which arises in this context is the effect of the choice of measurement matrix on the information-theoretic limits. As we will see, the standard Gaussian measurement ensemble achieves an optimal scaling of the number of observations required for recovery. However, this choice produces highly dense matrices, which may lead to prohibitively high computational complexity and storage requirements\footnote{For example, $\ell_1$-recovery methods based on linear programming have complexity $O(p^3)$ in the signal dimension $p$.}. In contrast, sparse measurement matrices directly reduce encoding and storage costs, and can also lead to fast decoding algorithms by exploiting problem structure (see Section 3.2.3 for a brief overview of the growing literature in this area). In addition, measurement sparsity can be used to lower communication cost and latency in distributed sensor network and streaming applications. On the other hand, measurement sparsity can potentially reduce statistical efficiency by requiring more observations to recover the signal. Intuitively, the non-zeros in the signal may rarely align with the non-zeros in a sparse measurement matrix\footnote{Note however that misalignments between the measurements and the signal still reveal some information about the locations of the non-zeros in the signal.}. Therefore, an important question is to characterize the trade-off between measurement sparsity and statistical efficiency.
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This chapter provides two classes of information-theoretic bounds. First, we derive sharper necessary conditions for exact support recovery, applicable to a general class of dense measurement matrices (including non-Gaussian ensembles). In conjunction with the sufficient conditions from previous work [59], this analysis provides a sharp characterization of necessary and sufficient conditions for various sparsity regimes. Second, we address the effect of measurement sparsity, meaning the fraction \( \gamma \in (0, 1] \) of non-zeros per row in the matrices used to collect measurements. We derive lower bounds on the number of observations required for exact sparsity recovery, as a function of the signal dimension \( p \), signal sparsity \( k \), and measurement sparsity \( \gamma \). This analysis highlights a trade-off between the statistical efficiency of a measurement ensemble and the computational complexity associated with storing and manipulating it.

The remainder of the chapter is organized as follows. We first define the sparsity recovery problem in Section 3.2, and then discuss our contributions and some connections to related work in Section 3.2.3. Section 3.3 provides precise statements of our main results, as well as a discussion of their consequences. Section 3.4 describes our general approach based on Fano’s method, while Sections 3.5 and 3.6 provide proofs of the necessary conditions for various classes of measurement matrices. Finally, we conclude and discuss open problems in Section 3.7.
3.2 Exact support recovery

Let $\beta \in \mathbb{R}^p$ be a fixed but unknown vector, with the support set of $\beta$ defined as

$$S(\beta) := \{i \in \{1, \ldots, p\} \mid \beta_i \neq 0\}. \quad (3.1)$$

We refer to $k := |S(\beta)|$ as the signal sparsity, and $p$ as the signal dimension. Suppose we are given a vector of $n$ noisy observations $Y \in \mathbb{R}^n$, of the form

$$Y = X\beta + W, \quad (3.2)$$

where $X \in \mathbb{R}^{n \times p}$ is the known measurement matrix, and $W \sim N(0, \sigma^2 I_{n \times n})$ is additive Gaussian noise. Our goal is to perform exact recovery of the underlying sparsity pattern $S(\beta)$, which we refer to as the sparsity recovery problem. The focus of this chapter is to find conditions on the model parameters $(n, p, k)$ that are necessary for any method to successfully recover the support set $S(\beta)$. Our results apply to various classes of dense and $\gamma$-sparsified measurement matrices, which will be defined in Section 3.3.

3.2.1 Classes of signals

The difficulty of sparsity recovery from noisy measurements naturally depends on the minimum value of $\beta$ on its support, defined by the function

$$\lambda^*(\beta) := \min_{i \in S(\beta)} |\beta_i|. \quad (3.3)$$

We study the class of signals parameterized by a lower bound $\lambda$ on the minimum value

$$\mathcal{C}_{p,k}(\lambda) := \{\beta \in \mathbb{R}^p \mid |S(\beta)| = k, \lambda^*(\beta) \geq \lambda\}. \quad (3.4)$$
Chapter 3. Information-theoretic limits on sparse signal recovery

The associated class of sparsity patterns \( C_{p,k} \) is the collection of all \( N = \binom{p}{k} \) possible subsets of size \( k \). We assume without loss of generality that the noise variance \( \sigma^2 = 1 \), since any scaling of \( \sigma \) can be accounted for in the scaling of \( \beta \).

### 3.2.2 Decoders and error criterion

Suppose that nature chooses some vector \( \beta \) from the signal class \( C_{p,k}(\lambda) \). The statistician observes \( n \) samples \( Y = X\beta + W \in \mathbb{R}^n \) and tries to infer the underlying sparsity pattern \( S(\beta) \). Our analysis applies to arbitrary decoders. A decoder is a mapping \( g : \mathbb{R}^n \rightarrow C_{p,k} \) from the observations \( Y \) to an estimated subset \( \hat{S} = g(Y) \).

We measure the error between the estimate \( \hat{S} \) and the true support \( S(\beta) \) using the \( \{0, 1\} \)-valued loss function \( I[g(Y) \neq S(\beta)] \), which corresponds to a standard model selection error criterion. The probability of incorrect subset selection is then the associated 0-1 risk \( \mathbb{P}[g(Y) \neq S(\beta) \mid S(\beta) = S] \), where the probability is taken over the measurement noise \( W \) and the choice of random measurement matrix \( X \). We define the maximal probability of error over the class \( C_{p,k}(\lambda) \) as

\[
\omega(g) := \max_{\beta \in C_{p,k}(\lambda)} \mathbb{P}[g(Y) \neq S \mid S(\beta) = S].
\]  

We say that sparsity recovery is asymptotically reliable over the signal class \( C_{p,k}(\lambda) \) if \( \omega(g) \to 0 \) as \( n \to \infty \).

With this set-up, our goal is to find necessary conditions on the parameters \( (n, p, k, \lambda, \gamma) \) that any decoder, regardless of its computational complexity, must satisfy for asymptotically reliable recovery to be possible. We are interested in lower bounds on the number of measurements \( n \), in general settings where both the sig-
nal sparsity $k$ and the measurement sparsity $\gamma$ are allowed to scale with the signal dimension $p$.

### 3.2.3 Related work

One body of past work [31, 52, 2] has focused on the information-theoretic limits of sparse estimation under $\ell_2$ and other distortion metrics, using power-based SNR measures of the form

$$\text{SNR} := \frac{E[\|X\beta\|_2^2]}{E[\|W\|_2^2]} = \|\beta\|_2^2. \quad (3.6)$$

(Note that the second equality assumes that the noise variance $\sigma^2 = 1$, and that the measurement matrix is standardized, with each element $X_{ij}$ having zero mean and variance one.) It is important to note that the power-based SNR (3.6), though appropriate for $\ell_2$-distortion, is not suitable for the support recovery problem. Although the minimum value is related to this power-based measure by the inequality $k\lambda^2 \leq \text{SNR}$, for the ensemble of signals $\mathcal{C}_{p,k}(\lambda)$ defined in equation (3.4), the $\ell_2$-based SNR (3.6) can be made arbitrarily large while still having one coefficient $\beta_i$ equal to the minimum value (assuming that $k > 1$). Consequently, as our results show, it is possible to generate problem instances for which support recovery is arbitrarily difficult—in particular, by sending $\lambda \rightarrow 0$ at an arbitrarily rapid rate—even as the power-based SNR (3.6) becomes arbitrarily large.

The paper [59] was the first to consider the information-theoretic limits of exact subset recovery using standard Gaussian measurement ensembles, explicitly identifying the minimum value $\lambda$ as the key parameter. This analysis yielded necessary and
sufficient conditions on general quadruples \((n, p, k, \lambda)\) for asymptotically reliable recovery. Subsequent work on the problem has yielded sharper conditions for standard Gaussian ensembles \([47, 5, 30, 3]\), and extended this type of analysis to the criterion of partial support recovery \([5, 47]\). We consider only exact support recovery, but provide results for general dense measurement ensembles, including non-Gaussian matrices.

In conjunction with known sufficient conditions \([59]\), one consequence of our first main result (Theorem 3, below) is a set of sharp necessary and sufficient conditions for the optimal decoder to recover the support of a signal with linear sparsity \((k = \Theta(p))\), using only a linear fraction of observations \((n = \Theta(p))\). As we discuss at more length in Section 3.3.1, for the special case of the standard Gaussian ensemble, Theorem 3 also recovers some results independently obtained in past work by Reeves \([47]\), and concurrent work by Fletcher et al. \([30]\) and Aeron et al. \([3]\).

In addition, we study the effect of measurement sparsity, which we assess in terms of the fraction \(\gamma \in (0, 1]\) of non-zeros per row of the measurement matrix \(X\). In the noiseless setting, a growing body of work has examined computationally efficient recovery methods based on sparse measurement matrices, including work inspired by expander graphs and coding theory \([53, 61, 10]\), as well as dimension-reducing embeddings and sketching \([18, 33, 60]\). In addition, some results have been shown to be stable in the \(\ell_2\) or \(\ell_1\) norm in the presence of noise \([18, 10]\); note however that \(\ell_2/\ell_1\) stability does not guarantee exact recovery of the support set. In the noisy setting, the paper \([2]\) provides results for sparse measurements and distortion-type error metrics, using a power-based SNR that is not appropriate for the subset recovery problem. For the noisy observation model \((3.2)\), some concurrent work \([44]\) pro-
vides sufficient conditions for support recovery using the Lasso (i.e. \( \ell_1 \)-constrained quadratic programming) for appropriately sparsified ensembles. These results can be viewed as complementary to the information-theoretic analysis presented here, in which we characterize the inherent trade-off between measurement sparsity and statistical efficiency. More specifically, our second main result (Theorem 4, below) provides necessary conditions for exact support recovery using \( \gamma \)-sparsified Gaussian measurement matrices (see equation (3.7)), for general scalings of the parameters \((n, p, k, \lambda, \gamma)\). This analysis reveals three regimes of interest, corresponding to whether measurement sparsity has no effect, a small effect, or a significant effect on the number of measurements necessary for recovery. Thus, there exist regimes in which measurement sparsity fundamentally alters the ability of any method to decode.

### 3.3 Necessary conditions for sparse recovery

In this section, we state our main results, and discuss some of their consequences. Our analysis applies to random ensembles of measurement matrices \( X \in \mathbb{R}^{n \times p} \), where each entry \( X_{ij} \) is drawn i.i.d. from some underlying distribution. The most commonly studied random ensemble is the standard Gaussian case, in which each \( X_{ij} \sim N(0, 1) \). Note that this choice generates a highly dense measurement matrix \( X \), with \( np \) non-zero entries. Our first result (Theorem 3) applies to more general ensembles that satisfy the moment conditions \( \mathbb{E}[X_{ij}] = 0 \) and \( \text{var}(X_{ij}) = 1 \), which allows for a variety of non-Gaussian distributions (e.g., uniform, Bernoulli etc.). In addition, we also derive results (Theorem 4) for \( \gamma \)-sparsified matrices \( X \), in which each entry \( X_{ij} \)
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is i.i.d. drawn according to

\[ X_{ij} = \begin{cases} 
N(0, \frac{1}{\gamma}) & \text{w.p. } \gamma \\
0 & \text{w.p. } 1 - \gamma 
\end{cases} \]  \hspace{1cm} (3.7)

Note that when \( \gamma = 1 \), the distribution in (3.7) is exactly the standard Gaussian ensemble. We refer to the sparsification parameter \( \gamma \in (0, 1] \) as the measurement sparsity. Our analysis allows this parameter to vary as a function of \((n, p, k)\).

3.3.1 Bounds on dense ensembles

We begin by stating a set of necessary conditions on \((n, p, k, \lambda)\) for asymptotically reliable recovery with any method, which apply to general ensembles of zero-mean and unit-variance measurement matrices. In addition to the standard Gaussian ensemble \((X_{ij} \sim N(0, 1))\), this result also covers matrices from other common ensembles (e.g., Bernoulli \(X_{ij} \in \{-1, +1\}\)). Furthermore, our analysis can be extended to matrices with independent rows drawn from any distribution with zero mean and covariance matrix \(\Sigma\).

**Theorem 3** (General ensembles). *Let the measurement matrix \(X \in \mathbb{R}^{n \times p}\) be drawn with i.i.d. elements from any distribution with zero mean and unit variance. Then a necessary condition for asymptotically reliable recovery over the signal class \(\mathcal{C}_{p, k}(\lambda)\) is

\[ n > \max \{f_1(p, k, \lambda), \ldots, f_k(p, k, \lambda), \ k\}, \]  \hspace{1cm} (3.8)

where

\[ f_m(p, k, \lambda) := \frac{\log \left( \frac{p-k+m}{m} \right) - 1}{\frac{1}{2} \log \left( 1 + m\lambda^2 \left( 1 - \frac{m}{p-k+m} \right) \right)} \]  \hspace{1cm} (3.9)
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for $m = 1, \ldots, k$.

The proof of Theorem 3, given in Section 3.5, uses Fano’s inequality [19] to bound the probability of error in a restricted ensemble, which can then be viewed as a type of channel coding problem. Moreover, the proof constructs a family of restricted ensembles that sweeps the range of possible overlaps between subsets, and tries to capture the difficulty of distinguishing between subsets at various distances.

We now consider some consequences of the necessary conditions in Theorem 3 under two scalings of the signal sparsity: the regime of linear signal sparsity, in which $k/p = \alpha$ for some $\alpha \in (0, 1)$, and the regime of sublinear signal sparsity, meaning $k/p \to 0$. In particular, the necessary conditions in Theorem 3 can be compared against the sufficient conditions in Wainwright [59] for exact support recovery using the standard Gaussian ensemble, as shown in Table 3.1. This comparison reveals that Theorem 3 generalizes and strengthens earlier results on necessary conditions for subset recovery [59]. We obtain tight scalings of the necessary and sufficient conditions in the regime of linear signal sparsity (meaning $k/p = \alpha$), under various scalings of the minimum value $\lambda$ (shown in the first three rows of Table 3.1). We also obtain tight scaling conditions in the regime of sublinear signal sparsity (in which $k/p \to 0$), when $k\lambda^2 = \Theta(1)$ (as shown in row 4 of Table 3.1). There remains a slight gap, however, in the sublinear sparsity regime when $k\lambda^2 \to \infty$ (see bottom two rows in Table 3.1).

In the regime of linear sparsity, Wainwright [59] showed, by direct analysis of the optimal decoder, that the scaling $\lambda^2 = \Omega(\log(k)/k)$ is sufficient for exact support
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### Necessary conditions

### Sufficient conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Necessary conditions (Theorem 3)</th>
<th>Sufficient conditions (Wainwright [59])</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = \Theta(p)$, $\lambda^2 = \Theta\left(\frac{1}{k}\right)$</td>
<td>$\Theta(p \log p)$</td>
<td>$\Theta(p \log p)$</td>
</tr>
<tr>
<td>$k = \Theta(p)$, $\lambda^2 = \Theta\left(\frac{\log k}{k}\right)$</td>
<td>$\Theta(p)$</td>
<td>$\Theta(p)$</td>
</tr>
<tr>
<td>$k = \Theta(p)$, $\lambda^2 = \Theta(1)$</td>
<td>$\Theta(p)$</td>
<td>$\Theta(p)$</td>
</tr>
<tr>
<td>$k = o(p)$, $\lambda^2 = \Theta\left(\frac{1}{k}\right)$</td>
<td>$\Theta(k \log (p - k))$</td>
<td>$\Theta(k \log (p - k))$</td>
</tr>
<tr>
<td>$k = o(p)$, $\lambda^2 = \Theta\left(\frac{\log k}{k}\right)$</td>
<td>$\max\left{\Theta\left(\frac{k \log \frac{p}{k}}{\log k}\right), \Theta\left(\frac{k \log (p - k)}{\log k}\right)\right}$</td>
<td>$\Theta\left(k \log \frac{p}{k}\right)$</td>
</tr>
<tr>
<td>$k = o(p)$, $\lambda^2 = \Theta(1)$</td>
<td>$\max\left{\Theta\left(\frac{k \log \frac{p}{k}}{\log k}\right), \Theta(k)\right}$</td>
<td>$\Theta\left(k \log \frac{p}{k}\right)$</td>
</tr>
</tbody>
</table>

**Table 3.1.** Tight scalings of the necessary and sufficient conditions on the number of observations $n$ required for exact support recovery are obtained in several regimes of interest.

recovery using a linear fraction $n = \Theta(p)$ of observations. Combined with the necessary condition in Theorem 3, we obtain the following corollary that provides a sharp characterization of the linear-linear regime:

**Corollary 1.** Consider the regime of linear sparsity, meaning that $k/p = \alpha \in (0, 1)$, and suppose that a linear fraction $n = \Theta(p)$ of observations are made. Then the optimal decoder can recover the support exactly if and only if $\lambda^2 = \Omega(\log k/k)$.

Theorem 3 has some consequences related to results proved in recent and concurrent work. Reeves and Gastpar [47] have shown that in the regime of linear sparsity $k/p = \alpha > 0$, and for standard Gaussian measurements, if any decoder is given only a linear fraction sample size (meaning that $n = \Theta(p)$), then one must have $k\lambda^2 \to +\infty$ in order to recover the support exactly. This result is one corollary of Theorem 3,
since if $\lambda^2 = \Theta(1/k)$, then we have

$$n > \frac{\log(p-k+1) - 1}{\frac{1}{2} \log(1 + \Theta(1/k))} = \Omega(k \log(p-k)) \gg \Theta(p),$$

so that the scaling $n = \Theta(p)$ is precluded. In concurrent work, Fletcher et al. [30] used direct methods to show that for the special case of the standard Gaussian ensemble, the number of observations must satisfy $n > \Omega\left(\frac{\log(p-k)}{\lambda^2}\right)$. The qualitative form of this bound follows from our lower bound $f_1(p,k,\lambda)$, which holds for standard Gaussian ensembles as well as more general (non-Gaussian) ensembles. However, we note that the direct methods used by Fletcher et al. [30] yield better control of the constant pre-factors for the standard Gaussian ensemble. Similarly, concurrent work by Aeron et al. [3] showed that in the regime of linear sparsity (i.e., $k = \Theta(p)$) and for standard Gaussian measurements, the number of observations must satisfy $n > \Omega\left(\frac{\log p}{\lambda^2}\right)$. This result also follows as a consequence of our lower bound $f_1(p,k,\lambda)$.

The results in Theorem 3 can also be compared to an intuitive bound based on classical channel capacity results, as pointed out previously by various researchers (e.g., [52, 5]). Consider a restricted problem, in which the values associated with each possible sparsity pattern on $\beta$ are fixed and known at the decoder. Then support recovery can be viewed as a type of channel coding problem, in which the $N = (p)^k$ possible support sets of $\beta$ correspond to messages to be sent over a Gaussian channel. Suppose each support set $S$ is encoded as the codeword $X\beta$, where $X$ has i.i.d. Gaussian entries. The effective code rate is then $R = \frac{\log(p)}{n}$, and by standard Gaussian channel capacity results, we have the lower bound,

$$n > \frac{\log\left(\frac{p}{k}\right)}{\frac{1}{2} \log(1 + \|\beta\|_2^2)}.$$

(3.10)
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This bound is tight for $k = 1$ and Gaussian measurements, but loose in general. As Theorem 3 clarifies, there are additional elements in the support recovery problem that distinguish it from a standard Gaussian coding problem: first, the signal power $\|\beta\|_2^2$ does not capture the inherent problem difficulty for $k > 1$, and second, there is overlap between support sets for $k > 1$. Note that $\|\beta\|_2^2 \geq k\lambda^2$ (with equality in the case when $|\beta_j| = \lambda$ for all indices $j \in S$), so that Theorem 3 is strictly tighter than the intuitive bound (3.10). Moreover, by fixing the value of $\beta$ at $(k - 1)$ indices to $\lambda$ and allowing the last component of $\beta$ to tend to infinity, we can drive the power $\|\beta\|_2^2$ to infinity, while still having the minimum $\lambda$ enter the lower bound.

3.3.2 Effect of measurement sparsity

We now turn to the effect of measurement sparsity on subset recovery, considering in particular the $\gamma$-sparsified ensemble (3.7). Since each $X_{ij}$ has zero mean and unit variance for all choices of $\gamma$ by construction, Theorem 3 applies to the $\gamma$-sparsified Gaussian ensemble (3.7); however, it yields necessary conditions that are independent of $\gamma$. Intuitively, it is clear that the procedure of $\gamma$-sparsification should cause deterioration in support recovery. Indeed, the following result provides more refined bounds that capture the effects of $\gamma$-sparsification. We first state a set of necessary conditions on $(n, p, k, \lambda, \gamma)$ in general form, and subsequently bound these conditions in different regimes of sparsity. Let $\phi(\mu, \sigma^2)$ denote the Gaussian density with mean $\mu$ and variance $\sigma^2$, and define the family of mixture distributions $\{\psi_m\}_{m=1,\ldots,k}$ with

$$\psi_m := \sum_{\ell=0}^{m} \binom{m}{\ell} \gamma^\ell (1 - \gamma)^{m-\ell} \phi\left(0, 1 + \frac{\ell \lambda^2}{\gamma}\right).$$

(3.11)
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Figure 3.1. The rate $R = \frac{\log(p)}{n}$, defined as the logarithm of the number of possible subsets the decoder can reliably estimate based on $n$ observations, is plotted using equation (3.12) in three regimes, depending on how the quantity $\gamma k$ scales. In particular, $\gamma k$ corresponds to the average number of non-zeros in $\beta$ that align with the non-zeros in each row of the measurement matrix.

Furthermore, let $h(\cdot)$ denote the differential entropy functional. With this notation, we have the following result.

**Theorem 4** (Sparse ensembles). Let the measurement matrix $X \in \mathbb{R}^{n \times p}$ be drawn with i.i.d. elements from the $\gamma$-sparsified Gaussian ensemble (3.7). Then a necessary condition for asymptotically reliable recovery over the signal class $\mathcal{C}_{p,k}(\lambda)$ is

$$n > \max \left\{ g_1(p, k, \lambda, \gamma), \ldots, g_k(p, k, \lambda, \gamma), \ k \right\},$$

(3.12)

where

$$g_m(p, k, \lambda, \gamma) := \frac{\log \left( \frac{p-k+m}{m} \right) - 1}{h(\psi_m) - \frac{1}{2} \log(2\pi e)}$$

(3.13)

for $m = 1, \ldots, k$. 
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The proof of Theorem 4, given in Section 3.6, again uses Fano’s inequality, but explicitly analyzes the effect of measurement sparsification on the entropy of the observations. The necessary condition in Theorem 4 is plotted in Figure 3.1, showing distinct regimes of behavior depending on how the quantity $\gamma k$ scales, where $\gamma \in (0, 1]$ is the measurement sparsification parameter and $k$ is the signal sparsity index. In order to characterize the regimes in which measurement sparsity begins to degrade the recovery performance of any decoder, Corollary 2 below further bounds the necessary conditions in Theorem 4 in three cases. For any scalar $\gamma$, let $H_{\text{binary}}(\gamma)$ denote the entropy of a Bernoulli($\gamma$) variate.

**Corollary 2** (Three regimes). The necessary conditions in Theorem 4 can be simplified as follows.

(a) If $\gamma m \to \infty$, then

$$g_m(p, k, \lambda, \gamma) \geq \frac{\log \left(\frac{p - k + m}{m}\right) - 1}{\frac{1}{2} \log \left(1 + m\lambda^2\right)},$$

(b) If $\gamma m = \tau$ for some constant $\tau$, then

$$g_m(p, k, \lambda, \gamma) \geq \frac{\log \left(\frac{p - k + m}{m}\right) - 1}{\frac{1}{2} \tau \log \left(1 + \frac{m\lambda^2}{\tau}\right) + C},$$

where $C = \frac{1}{2} \log(2\pi e(\tau + \frac{1}{12}))$ is a constant.

(c) If $\gamma m \to 0$, then

$$g_m(p, k, \lambda, \gamma) \geq \frac{\log \left(\frac{p - k + m}{m}\right) - 1}{\frac{1}{2} \gamma m \log \left(1 + \frac{\lambda^2}{\gamma}\right) + mH_{\text{binary}}(\gamma)}.$$
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Necessary conditions

(3.14)

\[ \lambda^2 = \Theta \left( \frac{1}{k} \right) \]
\[ \gamma = o \left( \frac{1}{k \log k} \right) \]
\[ k = o(p) \]
\[ \Theta \left( \frac{k \log(p-k)}{\gamma k \log \frac{1}{\gamma}} \right) \]
\[ \Theta \left( \frac{p \log p}{\gamma p \log \frac{1}{\gamma}} \right) \]

\[ \lambda^2 = \Theta \left( \frac{\log k}{k} \right) \]
\[ \gamma = \Theta \left( \frac{1}{k \log k} \right) \]
\[ \Theta(k \log(p - k)) \]
\[ \Theta(p \log p) \]

\[ \lambda^2 = \Theta \left( \frac{\log k}{k} \right) \]
\[ \gamma = o \left( \frac{1}{k \log k} \right) \]
\[ \Theta \left( \frac{k \log(p-k)}{\gamma k \log \frac{1}{\gamma}} \right) \]
\[ \Theta \left( \frac{p \log p}{\gamma p \log \frac{1}{\gamma}} \right) \]

\[ \lambda^2 = \Theta \left( \frac{\log k}{k} \right) \]
\[ \gamma = \Omega \left( \frac{1}{k \log k} \right) \]
\[ \Theta(k \log(p - k)) \]
\[ \Theta(p \log p) \]

\[ \lambda^2 = \Theta \left( \frac{\log k}{k} \right) \]
\[ \gamma = \Omega \left( \frac{1}{k \log k} \right) \]
\[ \max \left\{ \Theta \left( \frac{k \log \frac{p}{k}}{\log \log k} \right), \Theta \left( \frac{k \log(p-k)}{k \log k} \right) \right\} \]
\[ \Theta(p) \]

Table 3.2. Necessary conditions on the number of observations \( n \) required for exact support recovery is shown in different regimes of the parameters \( (p, k, \lambda, \gamma) \).

Corollary 2 reveals three regimes of behavior, defined by the scaling of the measurement sparsity \( \gamma \) and the signal sparsity \( k \). Intuitively, \( \gamma k \) is the average number of non-zeros in \( \beta \) that align with the non-zeros in each row of the measurement matrix. If \( \gamma k \rightarrow \infty \) as \( p \rightarrow \infty \), then the recovery threshold (3.14a) is of the same order as the threshold for dense measurement ensembles. In this regime, sparsifying the measurement ensemble has no asymptotic effect on performance. In sharp contrast, if \( \gamma k \rightarrow 0 \) sufficiently fast as \( p \rightarrow \infty \), then the denominator in (3.14c) goes to zero, and the recovery threshold changes fundamentally compared to the dense case. Hence, the number of measurements that any decoder needs in order to reliably recover increases dramatically in this regime. Finally, if \( \gamma k = \Theta(1) \), then the recovery threshold (3.14b) transitions between the two extremes. Using the bounds in Corollary 2, the necessary conditions in Theorem 4 are shown in Table 3.2 under different scalings of the parameters \( (n, p, k, \lambda, \gamma) \). In particular, if \( \gamma = o \left( \frac{1}{k \log k} \right) \) and the minimum value \( \lambda^2 \) does not increase with \( k \), then the denominator \( \gamma k \log \frac{1}{\gamma} \) goes to zero.
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3.4 Fano’s method

In this section, we describe a general framework for deriving necessary conditions, which sets the stage for the proofs of Theorems 3 and 4 in later sections. Establishing necessary conditions for exact sparsity recovery amounts to finding conditions on \((n, p, k, \lambda)\) (and possibly \(\gamma\)) under which the probability of error of any recovery method stays bounded away from zero as \(n \to \infty\). At a high-level, our general approach is quite simple: we consider restricted problems in which the decoder has been given some additional side information, and then apply Fano’s inequality [19] to lower bound the probability of error. In order to establish the collection of necessary conditions (e.g., \(\{f_1(p, k, \lambda), \ldots, f_k(p, k, \lambda)\}\)), we construct a family of restricted ensembles which sweeps the range of possible overlaps between support sets. At the extremes of this family are two classes of ensembles: one which captures the bulk effect of having many competing subsets at large distances, and the other which captures the effect of a smaller number of subsets at very close distances (this is illustrated in Figure (3.2a)). Accordingly, we consider the family of ensembles \(\{\tilde{C}_{p-k+m,m}(\lambda)\}_{m=1,\ldots,k}\), where the \(m^{th}\) restricted ensemble is defined as follows.

We use the notation \(X_j \in \mathbb{R}^n\) to denote column \(j\) of the matrix \(X\), and \(X_U \in \mathbb{R}^{n \times |U|}\) to denote the submatrix containing columns indexed by set \(U\). Similarly, let \(\beta_U \in \mathbb{R}^{|U|}\) denote the subvector of \(\beta\) corresponding to the index set \(U\). In addition, let \(H(\cdot)\) and \(h(\cdot)\) denote the entropy and differential entropy functionals, respectively.
3.4.1 Constructing restricted ensembles

Suppose that the decoder is given the locations of all but the \( m \) smallest non-zero values of the vector \( \beta \), as well as the values of \( \beta \) on its support. More precisely, let \( S \) represent the true underlying support of \( \beta \) and let \( T \) denote the set of revealed indices, which has size \( |T| = k - m \). Let \( U = S \setminus T \) denote the set of unknown locations, and assume that \( \beta_j = \lambda \) for all \( j \in U \). Given knowledge of \( (T, \beta_T, \lambda) \), the decoder may simply subtract \( X_T \beta_T = \sum_{j \in T} X_j \beta_j \) from \( Y \), so that it is left with the modified \( n \)-vector of observations

\[
\tilde{Y} := \sum_{j \in U} X_j \lambda + W. \tag{3.15}
\]

By re-ordering indices as need be, we may assume without loss of generality that \( T = \{ p - k + m + 1, \ldots, p \} \), so that \( U \subset \{1, \ldots, p - k + m\} \). The remaining sub-
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problem is to determine, given the observations \( \tilde{Y} \), the locations of the \( m \) non-zeros in \( U \). Note that when we assume the support of \( \beta \) is uniformly chosen over all \( \binom{p}{k} \) possible subsets of size \( k \), then given \( T \), the remaining subset \( U \) is uniformly distributed over the \( \binom{p-k+m}{m} \) possible subsets of size \( m \).

We will now argue that analyzing the probability of error of this restricted problem gives us a lower bound on the probability of error in the original problem. Consider the restricted signal class \( \tilde{C}_{p-k+m,m}(\lambda) \) defined as

\[
\tilde{C}_{p-k+m,m}(\lambda) := \left\{ \tilde{\beta} \in \mathbb{R}^{p-k+m} \mid |U(\tilde{\beta})| = m, \tilde{\beta}_j = \lambda \forall j \in U(\tilde{\beta}) \right\}
\]

(3.16)

where we denote the support set of vector \( \tilde{\beta} \) as \( U(\tilde{\beta}) := \{ j \mid \tilde{\beta}_j \neq 0 \} \). For any \( \tilde{\beta} \in \tilde{C}_{p-k+m,m}(\lambda) \), we can concatenate \( \tilde{\beta} \) with a vector \( v \) of \( k-m \) non-zeros (with \( \min_j |v_j| \geq \lambda \)) at the end to obtain a \( p \)-dimensional vector. If a decoder can recover the support of any \( p \)-dimensional \( k \)-sparse vector \( \beta \in C_{p,k}(\lambda) \), then it can recover the support of the augmented \( \tilde{\beta} \), and hence the support of \( \tilde{\beta} \). Furthermore, providing the decoder with the non-zero values of \( \beta \) cannot increase the probability of error. Thus, we can apply Fano’s inequality to lower bound the probability of error in the restricted problem, and so obtain a lower bound on the probability of error for the general problem.

3.4.2 Applying Fano to restricted ensembles

Consider the class of signals \( \tilde{C}_{p-k+m,m}(\lambda) \) defined in (3.16), which consists of \( M = \binom{p-k+m}{m} \) models \( \{ \tilde{\beta}^{(1)}, \ldots, \tilde{\beta}^{(M)} \} \) corresponding to the \( M \) possible subsets \( U \subset \{1, \ldots, p-k+m\} \) of size \( k \). Suppose that a model index \( \theta \) is chosen uniformly
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at random from \( \{1, \ldots, M\} \), and we sample \( n \) observations \( \tilde{Y} \in \mathbb{R}^n \) via the measurement matrix \( \tilde{X} \in \mathbb{R}^{n \times (p-k+m)} \). For any decoding function \( f : \mathbb{R}^n \rightarrow \{1, \ldots, M\} \), the average probability of error is defined as

\[
p_{\text{err}}(f) = \frac{1}{M} \sum_{i=1}^{M} \mathbb{P}[f(\tilde{Y}) \neq i \mid \theta = i],
\]

while the maximal probability of error over the class \( \tilde{C}_{p-k+m,m}(\lambda) \) is defined as

\[
\omega(f) = \max_{i=1,\ldots,M} \mathbb{P}[f(\tilde{Y}) \neq i \mid \theta = i].
\]

We first apply Fano’s lemma [19] to bound the error probability over \( \tilde{C}_{p-k+m,m}(\lambda) \) for a particular instance of the random measurement matrix \( \tilde{X} \), and subsequently average over the ensemble of matrices. Thus by Fano’s inequality, the average probability of error, and hence also the maximal probability of error, is lower bounded as

\[
p_{\text{err}}(f) \geq \frac{H(\theta|\tilde{Y}, \tilde{X}) - 1}{\log M} = 1 - \frac{I(\theta; \tilde{Y}|\tilde{X}) + 1}{\log M}.
\]

Consequently, the problem of establishing necessary conditions for asymptotically reliable recovery is reduced to obtaining upper bounds on the conditional mutual information \( I(\theta; \tilde{Y}|\tilde{X}) \).

3.5 Analysis of general measurement ensembles

In this section, we derive the necessary conditions stated in Theorem 3 for the general class of measurement matrices, by applying Fano’s inequality to bound the probability of decoding error in each of the \( k \) restricted ensembles in the family

\( \{\tilde{C}_{p-k+m,m}(\lambda)\}_{m=1,\ldots,k} \).
Chapter 3. Information-theoretic limits on sparse signal recovery

We begin by performing our analysis of the error probability over $\tilde{C}_{p-k+m,m}(\lambda)$ for any $m \in \{1, \ldots, k\}$. Let $\tilde{X} \in \mathbb{R}^{n \times (p-k+m)}$ be a matrix with independent, zero-mean and unit-variance entries. Conditioned on the event that $U$ is the true underlying support of $\tilde{\beta}$, the vector of $n$ observations can be written as

$$\tilde{Y} := \tilde{X}_U \tilde{\beta}_U + W = \lambda \sum_{j \in U} \tilde{X}_j + W.$$ 

Accordingly, the conditional mutual information in equation (4.15) can be expanded as

$$I(\theta; \tilde{Y} | \tilde{X}) = h(\tilde{Y} | \tilde{X}) - h(\tilde{Y} | \theta, \tilde{X}) = h(\tilde{Y} | \tilde{X}) - h(W).$$

We bound the first term using the fact that the differential entropy of the observation vector $\tilde{Y}$ for a particular instance of matrix $\tilde{X}$ is maximized by the Gaussian distribution with a matched variance. More specifically, for a fixed $\tilde{X}$, the distribution of $\tilde{Y}$ is a Gaussian mixture with density $\psi(y | \tilde{X}) = \frac{1}{(p-k+m)} \sum_U \phi(\tilde{X}_U \tilde{\beta}_U, I)$, where we are using $\phi$ to denote the density of a Gaussian random vector with mean $\tilde{X}_U \tilde{\beta}_U$ and covariance $I$. Let $\Lambda(\tilde{X})$ denote the covariance matrix of $\tilde{Y}$ conditioned on $\tilde{X}$. (Hence entry $\Lambda_{ii}(\tilde{X})$ on the diagonal represents the variance of $\tilde{Y}_i$ given $\tilde{X}$.) With this notation, the entropy associated with the marginal density $\psi(y_i | \tilde{X})$ is upper bounded by

$$\frac{1}{2} \log (2\pi e \Lambda_{ii}(\tilde{X})).$$ 

When $\tilde{X}$ is randomly chosen, the conditional entropy of $\tilde{Y}$ given $\tilde{X}$ (averaged over the choice of $\tilde{X}$) can be bounded as

$$h(\tilde{Y} | \tilde{X}) \leq \sum_{i=1}^n h(\tilde{Y}_i | \tilde{X}) \leq \sum_{i=1}^n \mathbb{E}_{\tilde{X}} \left[ \frac{1}{2} \log (2\pi e \Lambda_{ii}(\tilde{X})) \right].$$
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The conditional entropy can be further bounded by exploiting the concavity of the logarithm and applying Jensen’s inequality, as

\[ h(\tilde{Y} | \tilde{X}) \leq \sum_{i=1}^{n} \frac{1}{2} \log \left( 2\pi e \mathbb{E}_{\tilde{X}} \left[ \Lambda_{ii}(\tilde{X}) \right] \right). \]

Next, the entropy of the Gaussian noise vector \( W \sim \mathcal{N}(0, I_{n \times n}) \) can be computed as \( h(W) = \frac{n}{2} \log(2\pi e) \). Combining these two terms, we then obtain the following bound on the conditional mutual information,

\[ I(\theta; \tilde{Y} | \tilde{X}) \leq \sum_{i=1}^{n} \frac{1}{2} \log \left( \mathbb{E}_{\tilde{X}} \left[ \Lambda_{ii}(\tilde{X}) \right] \right). \]

It remains to compute the expectation \( \mathbb{E}_{\tilde{X}} \left[ \Lambda_{ii}(\tilde{X}) \right] \), over the ensemble of matrices \( \tilde{X} \) drawn with i.i.d. entries from any distribution with zero mean and unit variance. The proof of the following lemma involves some relatively straightforward but lengthy calculation, and is given in Section 3.5.1.

**Lemma 3.** Given i.i.d. \( \tilde{X}_{ij} \) with zero mean and unit variance, the averaged covariance matrix of \( \tilde{Y} \) given \( \tilde{X} \) is

\[ \mathbb{E}_{\tilde{X}} \left[ \Lambda(\tilde{X}) \right] = \left( 1 + m\lambda^{2} \left( 1 - \frac{m}{p-k+m} \right) \right) I_{n \times n}. \] (3.18)

Finally, combining Lemma 3 with equation (4.15), we obtain that the average probability of error is bounded away from zero if

\[ n < \frac{\log \left( \frac{p-k+m}{m} \right) - 1}{\frac{1}{2} \log \left( 1 + m\lambda^{2} \left( 1 - \frac{m}{p-k+m} \right) \right) \left( 1 + m\lambda^{2} \left( 1 - \frac{m}{p-k+m} \right) \right)}, \]

as claimed.
3.5.1 Averaging over the ensemble

We now derive Lemma 3. We begin by defining some additional notation. Recall that for a given instance of the matrix $\tilde{X}$, the observation vector $\tilde{Y}$ has a Gaussian mixture distribution with density $\psi(y \mid \tilde{X}) = \frac{1}{(p-k+m)m} \sum_U \phi(\tilde{X}_U \tilde{\beta}_U, I)$, where $\phi$ denotes the Gaussian density with mean $\tilde{X}_U \tilde{\beta}_U$ and covariance $I$. Let $\mu(\tilde{X}) = \mathbb{E}[\tilde{Y} \mid \tilde{X}] \in \mathbb{R}^n$ and $\Lambda(\tilde{X}) = \mathbb{E}[\tilde{Y} \tilde{Y}^T \mid \tilde{X}] - \mu(\tilde{X}) \mu(\tilde{X})^T \in \mathbb{R}^{n \times n}$ be the mean vector and covariance matrix of $\tilde{Y}$ given $\tilde{X}$, respectively. Accordingly we have $\mu(\tilde{X}) = \frac{1}{(p-k+m)m} \sum_U \tilde{X}_U \tilde{\beta}_U$ and $\mathbb{E}[\tilde{Y} \tilde{Y}^T \mid \tilde{X}] = \frac{1}{(p-k+m)m} \sum_U (\tilde{X}_U \tilde{\beta}_U)(\tilde{X}_U \tilde{\beta}_U)^T + I$.

With this notation, we can now compute the expectation of the covariance matrix $\mathbb{E}_{\tilde{X}}[\Lambda(\tilde{X})]$, averaged over any distribution on $\tilde{X}$ with independent, zero-mean and unit-variance entries. To compute the first term, we have

$$
\mathbb{E}_{\tilde{X}} \left[ \mathbb{E}[\tilde{Y} \tilde{Y}^T \mid \tilde{X}] \right] = \frac{\lambda^2}{(p-k+m)m} \sum_U \mathbb{E}_{\tilde{X}} \left[ \sum_{j \in U} \tilde{X}_j \tilde{X}_j^T + \sum_{i \neq j \in U} \tilde{X}_i \tilde{X}_j^T \right] + I
$$

$$
= \frac{\lambda^2}{(p-k+m)m} \sum_U \sum_{j \in U} I + I
$$

$$
= (1 + m\lambda^2) I
$$

where the second equality uses the fact that $\mathbb{E}_{\tilde{X}}[\tilde{X}_j \tilde{X}_j^T] = I$, and $\mathbb{E}_{\tilde{X}}[\tilde{X}_i \tilde{X}_j^T] = 0$ for
\(i \neq j\). Next, we compute the second term as,

\[
\mathbb{E}_{\tilde{X}} \left[ \mu(\tilde{X}) \mu(\tilde{X})^T \right] = \left( \frac{\lambda}{\binom{p-k+m}{m}} \right)^2 \mathbb{E}_{\tilde{X}} \left[ \sum_{U} \sum_{j \in U \cap V} \tilde{X}_j \tilde{X}_j^T + \sum_{U, V} \sum_{i \neq j \in V} \tilde{X}_i \tilde{X}_j^T \right] \\
= \left( \frac{\lambda}{\binom{p-k+m}{m}} \right)^2 \sum_{U, V} \sum_{j \in U \cap V} I \\
= \left( \left( \frac{\lambda}{\binom{p-k+m}{m}} \right)^2 \sum_{U, V} |U \cap V| \right) I.
\]

From here, note that there are \(\binom{p-k+m}{m}\) possible subsets \(U\) of size \(m\). For each \(U\), a counting argument reveals that there are \(\binom{m}{\delta} \binom{p-k}{m-\delta}\) subsets \(V\) of size \(m\) which have \(|U \cap V| = \delta\) overlaps with \(U\). Thus the scalar multiplicative factor above can be written as

\[
\left( \frac{\lambda}{\binom{p-k+m}{m}} \right)^2 \sum_{U, V} |U \cap V| = \frac{\lambda^2}{\binom{p-k+m}{m}} \sum_{\delta=1}^{m} \binom{m}{\delta} \binom{p-k}{m-\delta} \delta.
\]

Finally, using a substitution of variables (by setting \(\delta' = \delta - 1\)) and applying Vandermonde’s identity [48], we have

\[
\left( \frac{\lambda}{\binom{p-k+m}{m}} \right)^2 \sum_{U, V} |U \cap V| = \frac{\lambda^2}{\binom{p-k+m}{m}} m \sum_{\delta'=0}^{m-1} \binom{m-1}{\delta'} \binom{p-k}{m-\delta'-1} \\
= \frac{\lambda^2}{\binom{p-k+m}{m}} m \binom{p-k+m-1}{m-1} \\
= \frac{m^2 \lambda^2}{p-k+m}.
\]

Combining these terms, we conclude that

\[
\mathbb{E}_{\tilde{X}}[\Lambda(\tilde{X})] = \left( 1 + m \lambda^2 \left( 1 - \frac{m}{p-k+m} \right) \right) I.
\]
3.6 Analysis of sparse measurement ensembles

This section contains proofs of the necessary conditions in Theorem 4 for the \(\gamma\)-sparsified Gaussian measurement ensemble (3.7). We proceed as before, applying Fano’s inequality to each restricted class in the family \(\{\tilde{C}_{p-k+m,m}(\lambda)\}_{m=1,...,k}\), in order to derive the corresponding \(k\) conditions in Theorem 4.

In analyzing the probability of error over \(\tilde{C}_{p-k+m,m}(\lambda)\), the initial steps proceed as in the proof of Theorem 3, by expanding the conditional mutual information in equation (4.15) as

\[
I(\theta; \tilde{Y}|\tilde{X}) = h(\tilde{Y}|\tilde{X}) - h(W) \\
\leq \sum_{i=1}^{n} h(\tilde{Y}_i|\tilde{X}) - \frac{n}{2} \log(2\pi e),
\]

using the Gaussian entropy for \(W \sim N(0, I_{n\times n})\).

From this point, the key subproblem is to compute the conditional entropy of \(\tilde{Y}_i = \lambda \sum_{j \in U(\beta)} \tilde{X}_{ij} + W_i\), when the support of \(\beta\) is uniformly chosen over all \(\binom{p-k+m}{m}\) possible subsets of size \(m\). To characterize the limiting behavior of the random variable \(\tilde{Y}_i\), note that for a fixed matrix \(\tilde{X}\), each \(\tilde{Y}_i\) is distributed according to the density defined as

\[
\psi_{m}(y_i | \tilde{X}) = \frac{1}{\binom{p-k+m}{m}} \sum_{U} \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{1}{2} \left( y_i - \lambda \sum_{j \in U} \tilde{X}_{ij} \right)^2 \right).
\]

This density is a mixture of Gaussians with unit variances and means that depend on the values of \(\{\tilde{X}_{i1}, \ldots, \tilde{X}_{i(p-k+m)}\}\), summed over subsets \(U \subset \{1, \ldots, p-k+m\}\) with \(|U| = m\). At a high-level, our immediate goal is to characterize the entropy \(h(\psi_{m})\).
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Note that as $\widetilde{X}$ varies over the sparse ensemble (3.7), the sequence $\{\psi_m(y_i \mid \widetilde{X})\}_p$, indexed by the signal dimension $p$, is actually a sequence of random densities. As an intermediate step, the following lemma characterizes the average pointwise behavior of this random sequence of densities, and is proven in Section 3.6.1.

**Lemma 4.** Let $\widetilde{X}$ be drawn with i.i.d. entries from the $\gamma$-sparsified Gaussian ensemble (3.7). For any fixed $y_i$ and $m$, $\mathbb{E}_{\widetilde{X}}[\psi_m(y_i \mid \widetilde{X})] = \overline{\psi}_m(y_i)$, where

$$
\overline{\psi}_m(y_i) = \mathbb{E}_L \left[ \frac{1}{\sqrt{2\pi(1 + \frac{L\lambda^2}{\gamma})}} \exp \left( -\frac{y_i^2}{2(1 + \frac{L\lambda^2}{\gamma})} \right) \right]
$$

(3.19) is a mixture of Gaussians with binomial weights $L \sim \text{Binomial}(m, \gamma)$.

For certain scalings, we can use concentration results for $U$-statistics [54] to prove that $\psi_m$ converges uniformly to $\overline{\psi}_m$, and from there that $h(\psi_m) \overset{p}{\to} h(\overline{\psi}_m)$. In general, however, we always have an upper bound, which is sufficient for our purposes. Indeed, since differential entropy $h(\psi_m)$ is a concave function of $\psi_m$, by Jensen’s inequality and Lemma 4, we have

$$
\mathbb{E}_{\widetilde{X}}[h(\psi_m)] \leq h(\mathbb{E}_{\widetilde{X}}[\psi_m]) = h(\overline{\psi}_m).
$$

With these ingredients, we conclude that the conditional mutual information in equation (4.15) is upper bounded by

$$
I(\theta; \widetilde{Y} \mid \widetilde{X}) \leq \sum_{i=1}^n h(\widetilde{Y}_i \mid \widetilde{X}) - \frac{n}{2} \log(2\pi e)
$$

$$
= \sum_{i=1}^n \mathbb{E}_{\widetilde{X}}[h(\psi_m)] - \frac{n}{2} \log(2\pi e)
$$

$$
\leq nh(\overline{\psi}_m) - \frac{n}{2} \log(2\pi e),
$$
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where the last inequality uses the fact that the entropies $h(\psi_m)$ associated with the densities $\psi_m(y_i)$ are the same for all $i$. Therefore, the probability of decoding error, averaged over the sparsified Gaussian measurement ensemble, is bounded away from zero if

$$n < \log \frac{p-k+m}{m} - 1 \frac{1}{H(\psi_m) - \frac{1}{2} \log(2\pi e)},$$

as claimed.

### 3.6.1 Limiting behavior

We now provide the proof of Lemma 4. Consider the following sequences of densities,

$$\psi_m(y_i \mid \tilde{X}) = \frac{1}{(p-k+m)_m} \sum_{U} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( y_i - \lambda \sum_{j \in U} \tilde{X}_{ij} \right)^2 \right)$$

and

$$\overline{\psi}_m(y_i) = \mathbb{E}_L \left[ \frac{1}{\sqrt{2\pi (1 + \frac{L\lambda^2}{\gamma})}} \exp \left( -\frac{y_i^2}{2 (1 + \frac{L\lambda^2}{\gamma})} \right) \right],$$

where $L \sim \text{Binomial}(m, \gamma)$. Our goal is to show that for any fixed $y_i$, the pointwise average of the stochastic sequence of densities $\psi_m$ over the ensemble of matrices $\tilde{X}$ satisfies $\mathbb{E}_{\tilde{X}}[\psi_m(y_i \mid \tilde{X})] = \overline{\psi}_m(y_i)$.

By symmetry of the random measurement matrix $\tilde{X}$, it is sufficient to compute this expectation for the subset $U = \{1, \ldots, m\}$. When each $\tilde{X}_{ij}$ is i.i.d. drawn according to the $\gamma$-sparsified ensemble (3.7), the random variable $Z := \left( y_i - \lambda \sum_{j=1}^m \tilde{X}_{ij} \right)$ has
a Gaussian mixture distribution which can be described as follows. Denoting the mixture label by \( L \), then \( Z \sim N(y_i, \lambda \frac{\ell \lambda^2}{\gamma}) \) if \( L = \ell \), for \( \ell = 0, \ldots, m \). Moreover, define the modified random variable \( \tilde{Z} := \frac{\gamma}{\ell \lambda^2} \left( y_i - \lambda \sum_{j=1}^{m} \tilde{X}_{ij} \right)^2 \). Then, conditioned on the mixture label \( L = \ell \), the random variable \( \tilde{Z} \) has a noncentral chi-square distribution with 1 degree of freedom and parameter \( \frac{y_i^2}{\ell \lambda^2} \). Letting \( M_\ell(t) = \mathbb{E} \left[ \exp(t \tilde{Z}) \middle| L = \ell \right] \) denote the \( \ell \)th moment-generating function of \( \tilde{Z} \), we have

\[
\mathbb{E}_\tilde{X} \left[ \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( y_i - \lambda \sum_{j=1}^{m} \tilde{X}_{ij} \right)^2 \right) \right] \\
= \sum_{\ell=0}^{m} \frac{1}{\sqrt{2\pi}} \mathbb{E}_\tilde{X} \left[ \exp \left( -\frac{1}{2} \left( y_i - \lambda \sum_{j=1}^{m} \tilde{X}_{ij} \right)^2 \right) \middle| L = \ell \right] \mathbb{P}(L = \ell) \\
= \sum_{\ell=0}^{m} \frac{1}{\sqrt{2\pi}} M_\ell \left( -\frac{\ell \lambda^2}{2\gamma} \right) \mathbb{P}(L = \ell)
\]

Evaluating the moment generating function [12] of a noncentral chi-square random variable then gives the desired quantity,

\[
\mathbb{E}_\tilde{X} \left[ \psi_m(y_i \middle| \tilde{X}) \right] = \mathbb{E}_L \left[ \frac{1}{\sqrt{2\pi(1 + \frac{L \lambda^2}{\gamma})}} \exp \left( -\frac{y_i^2}{2(1 + \frac{L \lambda^2}{\gamma})} \right) \right]
\]

as claimed.

### 3.6.2 Bounding three regimes

In this section, we derive the bounds in Corollary 2 on the necessary conditions \( g_m(p, k, \lambda, \gamma) \) stated in Theorem 4. We begin by applying a simple yet general bound on the entropy of the Gaussian mixture distribution with density \( \psi_m \) defined in (3.11). The variance associated with the density \( \psi_m \) is equal to \( \sigma^2_m = 1 + m \lambda^2 \), and so \( h(\psi_m) \)
is bounded by the entropy of a Gaussian distribution with variance $\sigma^2_m$, as

$$h(\psi_m) \leq \frac{1}{2} \log(2\pi e (1 + m\lambda^2)).$$

This yields the first set of bounds in (3.14a).

Next, to derive more refined bounds which capture the effects of measurement sparsity, we will make use of the following lemma to bound the entropy associated with the mixture density $\psi_m$.

**Lemma 5.** For the Gaussian mixture distribution with density $\psi_m$ defined in (3.11),

$$h(\psi_m) \leq \mathbb{E}_L \left[ \frac{1}{2} \log \left( 1 + \frac{L\lambda^2}{\gamma} \right) \right] + H(L) + \frac{1}{2} \log(2\pi e),$$

where $L \sim \text{Binomial}(m, \gamma)$.

**Proof.** Let $Z$ be a random variable distributed according to the density (3.19) with mixture label $L \sim \text{Binomial}(m, \gamma)$. To compute the entropy of $Z$, we expand the mutual information $I(Z; L)$ and obtain

$$h(Z) = h(Z|L) + H(L) - H(L|Z).$$

The conditional distribution of $Z$ given that $L = \ell$ is Gaussian, and so the conditional entropy of $Z$ given $L$ can be written as

$$h(Z|L) = \mathbb{E}_L \left[ \frac{1}{2} \log \left( 2\pi e \left( 1 + \frac{L\lambda^2}{\gamma} \right) \right) \right].$$

Using the fact that $0 \leq H(L|Z) \leq H(L)$, we obtain the upper and lower bounds on $h(Z)$,

$$h(Z|L) \leq h(Z) \leq h(Z|L) + H(L),$$
We can further bound the expression in Lemma 5 in three cases, delineated by
the quantity $\gamma m$. The proof of the following claim in given in Section 3.6.3.

**Lemma 6.** Let $E := \mathbb{E}_L \left[ \frac{1}{2} \log \left( 1 + \frac{L \lambda^2}{\gamma} \right) \right]$, where $L \sim \text{Binomial}(m, \gamma)$.

(a) If $\gamma m > 3$, then
\[
\frac{1}{4} \log \left( 1 + \frac{m \lambda^2}{3} \right) \leq E \leq \frac{1}{2} \log \left( 1 + m \lambda^2 \right).
\] (3.20)

(b) If $\gamma m = \tau$ for some constant $\tau$, then
\[
\frac{1}{2} (1 - e^{-\tau}) \log \left( 1 + \frac{m \lambda^2}{\tau} \right) \leq E \leq \frac{1}{2} \tau \log \left( 1 + \frac{m \lambda^2}{\tau} \right).
\] (3.21)

(c) If $\gamma m \leq 1$, then
\[
\frac{1}{4} \gamma m \log \left( 1 + \frac{\lambda^2}{\gamma} \right) \leq E \leq \frac{1}{2} \gamma m \log \left( 1 + \frac{\lambda^2}{\gamma} \right).
\] (3.22)

Finally, combining Lemmas 5 and 6 with some simple bounds on the entropy of
the binomial variate $L$ (summarized in Lemmas 7 and 8 in Section 3.6.4), we obtain
the bounds on $g_m(p, k, \lambda, \gamma)$ in equations (3.14b) and (3.14c).

### 3.6.3 Binomial concentration

We now derive the bounds in Lemma 6 on the expectation $E := \mathbb{E}_L \left[ \frac{1}{2} \log \left( 1 + \frac{L \lambda^2}{\gamma} \right) \right]$, where $L \sim \text{Binomial}(m, \gamma)$. We first derive a general upper bound on $E$ and
then show that this bound is reasonably tight in the case when $\gamma m \leq 1$. We can rewrite the binomial probability as

$$p(\ell) := \binom{m}{\ell} \gamma^\ell (1 - \gamma)^{m-\ell} = \frac{\gamma m}{\ell} \binom{m-1}{\ell-1} \gamma^{\ell-1} (1 - \gamma)^{m-\ell}$$

and hence

$$E = \frac{1}{2} \gamma m \sum_{\ell=1}^{m} \frac{\log \left( 1 + \frac{\ell \lambda^2}{\gamma} \right)}{\ell} \binom{m-1}{\ell-1} \gamma^{\ell-1} (1 - \gamma)^{m-\ell}.$$ 

Taking the first two terms of the binomial expansion of $\left( 1 + \frac{\lambda^2}{\gamma} \right)^\ell$ and noting that all the terms are non-negative, we obtain the inequality

$$\left( 1 + \frac{\lambda^2}{\gamma} \right)^\ell \geq 1 + \frac{\ell \lambda^2}{\gamma}$$

and consequently $\log \left( 1 + \frac{\lambda^2}{\gamma} \right) \geq \frac{1}{\ell} \log \left( 1 + \frac{\ell \lambda^2}{\gamma} \right)$. Using a change of variables (by setting $\ell' = \ell - 1$) and applying the binomial theorem, we thus obtain the upper bound

$$E \leq \frac{1}{2} \gamma m \sum_{\ell=1}^{m} \frac{\log \left( 1 + \frac{\lambda^2}{\gamma} \right)}{\ell} \binom{m-1}{\ell-1} \gamma^{\ell-1} (1 - \gamma)^{m-\ell}$$

$$= \frac{1}{2} \gamma m \log \left( 1 + \frac{\lambda^2}{\gamma} \right) \sum_{\ell' = 0}^{m-1} \binom{m-1}{\ell'} \gamma^{\ell'} (1 - \gamma)^{m-\ell'-1}$$

$$= \frac{1}{2} \gamma m \log \left( 1 + \frac{\lambda^2}{\gamma} \right).$$

In the case when $\gamma m \leq 1$, we can derive a similar lower bound by first bounding $E$ as

$$E \geq \frac{1}{2} \log \left( 1 + \frac{\lambda^2}{\gamma} \right) \sum_{\ell=1}^{m} p(\ell)$$

$$= \frac{1}{2} \log \left( 1 + \frac{\lambda^2}{\gamma} \right) (1 - (1 - \gamma)^m).$$
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Now using the fact that $1 + x \leq e^x$ for all $x \in \mathbb{R}$, and $e^{-x} \leq 1 - \frac{x}{2}$ for $x \in [0, 1]$, we have

$$E \geq \frac{1}{2} \log \left( 1 + \frac{\lambda^2}{\gamma} \right) \left( 1 - e^{-\gamma m} \right)$$

$$\geq \frac{1}{2} \log \left( 1 + \frac{\lambda^2}{\gamma} \right) \left( \gamma m \right) .$$

This yields the upper and lower bounds in (3.22).

Next, we examine the case when $\gamma m = \tau$ for some constant $\tau$. The derivation of the upper bound for the $\gamma m \leq 1$ case holds when $\gamma m = \tau$ as well. The proof of the lower bound follows the same steps as in the $\gamma m \leq 1$ case, except that we stop before applying the last inequality $(a)$. This gives the bounds in (3.21).

Finally, we derive bounds in the case when $\gamma m > 3$. Since the mean of a $L \sim \text{Binomial}(m, \gamma)$ random variable is $\gamma m$, by Jensen’s inequality the following upper bound always holds,

$$E_L \left[ \frac{1}{2} \log \left( 1 + \frac{L \lambda^2}{\gamma} \right) \right] \leq \frac{1}{2} \log (1 + m \lambda^2).$$

To derive a matching lower bound, we use the fact that the median of a $\text{Binomial}(m, \gamma)$ distribution is one of $\{[\gamma m] - 1, [\gamma m], [\gamma m] + 1\}$. This allows us to bound

$$E \geq \frac{1}{2} \sum_{\ell = [\gamma m] - 1}^{m} \log \left( 1 + \frac{\ell \lambda^2}{\gamma} \right) p(\ell)$$

$$\geq \frac{1}{2} \log \left( 1 + \frac{([\gamma m] - 1) \lambda^2}{\gamma} \right) \sum_{\ell = [\gamma m] - 1}^{m} p(\ell)$$

$$\geq \frac{1}{4} \log \left( 1 + \frac{m \lambda^2}{3} \right)$$

where in the last step we used the fact that $\frac{([\gamma m] - 1) \lambda^2}{\gamma} \geq \frac{(\gamma m - 2) \lambda^2}{\gamma} \geq \frac{m \lambda^2}{3}$ for $\gamma m > 3$, and $\sum_{\ell = \text{median}}^{m} p(\ell) \geq \frac{1}{2}$. Thus we obtain the bounds in (3.20).
3.6.4 Bounds on binomial entropy

Lemma 7. Let \( L \sim \text{Binomial}(m, \gamma) \), then

\[
H(L) \leq \frac{1}{2} \log \left( 2\pi e \left( m\gamma(1 - \gamma) + \frac{1}{12} \right) \right).
\]

Proof. We immediately obtain this bound by applying the differential entropy bound on discrete entropy [19]. As detailed in [19], the proof follows by relating the entropy of the discrete random variable \( L \) to the differential entropy of a particular continuous random variable, and then upper bounding the latter by the entropy of a Gaussian random variable. \( \square \)

Lemma 8. The entropy of a binomial random variable \( L \sim \text{Binomial}(m, \gamma) \) is bounded by

\[
H(L) \leq m H_{\text{binary}}(\gamma).
\]

Proof. We can express the binomial variate as \( L = \sum_{i=1}^{m} Z_i \), where \( Z_i \sim \text{Bernoulli}(\gamma) \) i.i.d. Since \( H(g(Z_1, \ldots, Z_m)) \leq H(Z_1, \ldots, Z_m) \), we have

\[
H(L) \leq H(Z_1, \ldots, Z_m) = m H_{\text{binary}}(\gamma).
\]

\( \square \)

Lemma 9. If \( \gamma = o\left( \frac{1}{m \log m} \right) \), then \( m H_{\text{binary}}(\gamma) \to 0 \) as \( m \to \infty \).

Proof. To find the limit of \( m H_{\text{binary}}(\gamma) = m\gamma \log \frac{1}{\gamma} + m(1 - \gamma) \log \frac{1}{1 - \gamma} \), let \( \gamma = \frac{1}{mf(m)} \) for some function \( f \), and assume that \( f(m) = \omega(\log m) \). We can expand the first
term as

\[ m\gamma \log \frac{1}{\gamma} = \frac{1}{f(m)} \log(mf(m)) = \frac{\log m}{f(m)} + \frac{\log f(m)}{f(m)}, \]

and so \( \lim_{m \to \infty} m\gamma \log \frac{1}{\gamma} = 0 \). The second term can also be expanded as

\[ -m(1 - \gamma) \log(1 - \gamma) = -m \log \left(1 - \frac{1}{mf(m)}\right) + \frac{1}{f(m)} \log \left(1 - \frac{1}{mf(m)}\right) \]

\[ = -\log \left(1 - \frac{1}{mf(m)}\right)^m + \frac{1}{f(m)} \log \left(1 - \frac{1}{mf(m)}\right). \]

Since \( f(m) \to \infty \) as \( m \to \infty \), we have the limits

\[ \lim_{m \to \infty} \left(1 - \frac{1}{mf(m)}\right)^m = 1 \quad \text{and} \quad \lim_{m \to \infty} \left(1 - \frac{1}{mf(m)}\right) = 1, \]

which in turn imply that

\[ \lim_{m \to \infty} \log \left(1 - \frac{1}{mf(m)}\right)^m = 0 \quad \text{and} \quad \lim_{m \to \infty} \frac{1}{f(m)} \log \left(1 - \frac{1}{mf(m)}\right) = 0. \]

\[ \Box \]

### 3.7 Discussion

In this chapter, we have studied the information-theoretic limits of exact support recovery for general scalings of the parameters \( (n, p, k, \lambda, \gamma) \). Our first result (Theorem 3) applies generally to measurement matrices with zero-mean and unit-variance entries. It strengthens previously known bounds, and combined with known sufficient conditions [59], yields a sharp characterization of recovering signals with linear sparsity with a linear fraction of observations (Corollary 1). Our second result (Theorem 4) applies to \( \gamma \)-sparsified Gaussian measurement ensembles, and reveals three
different regimes of measurement sparsity, depending on how significantly they impair statistical efficiency. For linear signal sparsity, Theorem 4 is not a sharp result (by a constant factor in comparison to Theorem 3 in the dense case); however, its tightness for sublinear signal sparsity is an interesting open problem. Finally, Theorem 3 implies that no measurement ensemble with zero-mean and unit-variance entries can further reduce the number of observations necessary for recovery, while [59] shows that the standard Gaussian ensemble can achieve the same scaling. This raises an interesting open question on the design of other, more computationally friendly, measurement matrices which achieve the same information-theoretic bounds.
Chapter 4

Model selection bounds for Gaussian Markov random fields

4.1 Introduction

Markov random fields or undirected graphical models are families of probability distributions whose factorization and conditional independence properties are characterized by the structure of an underlying graph. Graphical model selection refers to the problem of estimating the graph structure based on observed samples from a Markov random field. This problem arises in a wide variety of settings, including statistical image analysis, natural language processing, and computational biology. In many applications, this problem is of interest in the high-dimensional setting, in which both the graph size $p$ and the number of samples $n$ are large. Classical methods are known to break down when $p/n$ does not go to zero. Moreover, without addi-
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tional structure, the problem is often intractable when $p \gg n$. A line of recent work has focused on developing computationally efficient methods to solve this problem by imposing sparsity on the underlying graph structure. In particular, methods based on $\ell_1$-regularization \[63, 32, 21, 49, 46\] have been shown to yield consistent estimators for high-dimensional graph selection.

Complementary in nature are the information-theoretic limits associated with any procedure for graphical model selection. Such analysis can serve two purposes. First, it can demonstrate when known polynomial-time algorithms achieve the information-theoretic bounds. Second, it can reveal regimes in which there exists a gap between the performance of current methods and the fundamental limits. With this motivation, previous work \[50\] has analyzed the fundamental limits of graphical model selection for binary Markov random fields.

The focus of this chapter is on the information-theoretic limits of Gaussian graphical model selection, in which the observed random vector has a multivariate Gaussian distribution. For Gaussian Markov random fields, the model selection problem is equivalent to estimating the off-diagonal sparsity pattern of the inverse covariance matrix. This chapter contains two types of results. Our first result is to derive conditions on the sample size $n$, graph size $p$, and maximum node degree $d$, that are necessary for any method to correctly recover the underlying graph with probability of error going to zero. Our second result addresses the problem of estimating the inverse covariance matrix $\Theta$, and establishes necessary conditions for any method to produce an estimate $\hat{\Theta}$ satisfying $\|\hat{\Theta} - \Theta\| < \delta$. Our results can be compared against known
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sufficient conditions for graph selection and covariance estimation using $\ell_1$-penalized maximum likelihood [46].

4.2 Graphical models

We begin with some background on Gaussian Markov random fields. We then formulate the graphical model selection problem, which for Gaussian models is directly related to estimation of the inverse covariance matrix. Our goal is to derive information-theoretic lower bounds on the number of samples required for recovery, which apply to any procedure regardless of its computational complexity.

4.2.1 Gaussian Markov random fields

Let $X = (X_1, \ldots, X_p)$ be a multivariate Gaussian random vector with zero mean and covariance matrix $\Sigma$. Accordingly, its density is determined completely by the inverse covariance matrix $\Theta = \Sigma^{-1}$, and has the form

$$f(x_1, \ldots, x_p) = \frac{1}{\sqrt{(2\pi)^p \det(\Theta^{-1})}} \exp\left\{-\frac{1}{2} x^T \Theta x\right\}. \quad (4.1)$$

For a given undirected graph $G = (V, E)$ with vertex set $V$ and edge set $E \subset V \times V$, we associate a random variable $X_i$ with each vertex $i \in V$. The Gaussian Markov random field associated with the graph $G$ is the family of Gaussian distributions that respect the Markov properties of $G$. In particular, the off-diagonal sparsity pattern of the inverse covariance matrix $\Theta$ is specified by the edge structure of the graph, such that $\Theta_{ij} = 0$ if $(i, j) \notin E$ (see Figure).
Figure 4.1. Illustration of Gaussian Markov random fields. (a) Given an undirected graph, associate a random variable $X_i$ with each vertex $i$ in the graph. A GMRF is the family of probability distributions over the vector $X$ that respect the structure of the graph. (b) Sparsity pattern of the inverse covariance matrix $\Theta$ associated with the GMRF in (a).

Given i.i.d. samples from an unknown Markov random field, the problem of estimating the inverse covariance matrix $\Theta$ corresponds to recovering the graphical model instance, while the problem of estimating the underlying graph $G$ corresponds to graphical model selection. We define the maximum degree of the graph as

$$d := \max_{i \in V} \left| \{ j \in V \mid (i, j) \in E \} \right|,$$

which is equal to the maximum number of non-zeros per row of the inverse covariance matrix $\Theta$. Note that we are not including self-loops at each vertex in the degree count, corresponding to the diagonal entries $\Theta_{ii}$. We often write $\Theta(G)$ to emphasize the graph-based structure of $\Theta$. 
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4.2.2 Classes of graphical models

Let \( \mathcal{G}_{p,d} \) be a family of undirected graphs on \( p \) vertices with edge sets that have degree at most \( d \). For a given graph \( G \in \mathcal{G}_{p,d} \), let \( \Sigma(G) \) be the covariance matrix of a Gaussian Markov random field (GMRF) defined by the graph \( G \). By definition, the inverse covariance matrix \( \Theta(G) \) must have non-zeros only in positions corresponding to edges in \( E \). In addition to graph structure, the difficulty of graphical model selection also depends on properties of the inverse covariance matrix entries. We define the minimum value of each matrix \( \Theta(G) \) by the function

\[
\lambda^*(\Theta(G)) := \min_{(s,t) \in E} \frac{|\Theta_{st}|}{\sqrt{\Theta_{ss} \Theta_{tt}}},
\]

so that it is invariant to rescaling of the data. We study the class of Gaussian Markov random fields parameterized by a lower bound on the minimum value, defined as

\[
\mathcal{G}_{p,d}(\lambda) := \{ \phi_{\Theta(G)} \mid G \in \mathcal{G}_{p,d}, \Theta_{st} = 0 \text{ if } (s,t) \notin E, \lambda^*(\Theta(G)) \geq \lambda \},
\]

which consists of probability distributions of the form \( \phi_{\Theta(G)} = \phi(0, \Sigma(G)) \).

4.2.3 Decoders and error metrics

Suppose we are given \( n \) i.i.d. samples \( X_1^n = (X^{(1)}, \ldots, X^{(n)}) \in \mathbb{R}^{n \times p} \) from an unknown distribution \( \phi_{\Theta(G)} \) in the class \( \mathcal{G}_{p,d}(\lambda) \). Graphical model selection refers to the problem of estimating the underlying graph \( G \) based on the observations \( X_1^n \). A decoder \( \psi : \mathbb{R}^{n \times p} \to \mathcal{G}_{p,d} \) maps from the observations \( X_1^n \) to an estimated graph \( \hat{G} = \psi(X_1^n) \). We define the error metric between the estimate \( \hat{G} \) and the true underlying graph \( G \) using the 0-1 loss function \( \mathbb{I}[\psi(X_1^n) \neq G] \). For any decoder \( \psi \), we define the
maximal probability of error over the class $G_{p,d}(\lambda)$ as

$$p_{err}(\psi) := \max_{\phi_{\Theta(G)} \in G_{p,d}(\lambda)} \mathbb{P}_{\Theta(G)}[\psi(X^n) \neq G],$$

where the error probability $\mathbb{P}_{\Theta(G)}[\psi(X^n) \neq G] = \mathbb{E}_{\Theta(G)}[\mathbb{I}[\psi(X^n) \neq G]]$ is taken with respect to the product distribution $\mathbb{P}_{\Theta(G)} = \phi(0, \Sigma(G))^n$ over $n$ i.i.d. samples.

While graphical model selection corresponds to recovering the support set of $\Theta(G)$, the goal of inverse covariance estimation is to recover the entries of the inverse covariance matrix. More precisely, a decoder $\bar{\psi} : \mathbb{R}^{n \times p} \rightarrow G_{p,d}(\lambda)$ maps from the samples $X^n_i$ to an estimate $\hat{\Theta} = \bar{\psi}(X^n)$. We measure the error between the estimate $\hat{\Theta}$ and the true inverse covariance matrix $\Theta$ using the elementwise $\ell_\infty$-norm $||\hat{\Theta} - \Theta||_\infty$, and define the probability of error $\mathbb{P}_{\Theta(G)}[||\hat{\Theta} - \Theta||_\infty \geq \delta/2]$ with respect to the product distribution $\mathbb{P}_{\Theta(G)} = \phi(0, \Sigma(G))^n$. The maximal probability of error over the model class $G_{p,d}(\lambda)$ is then defined as

$$p_{err}(\bar{\psi}) := \max_{\phi_{\Theta(G)} \in G_{p,d}(\lambda)} \mathbb{P}_{\Theta(G)}[||\hat{\Theta} - \Theta||_\infty \geq \delta/2].$$

Although the error metrics for graphical model selection and inverse covariance estimation are closely related, neither recovery guarantee is strictly stronger than the other. In particular, it is possible to recover an estimate $\hat{G} = G$ when $||\hat{\Theta} - \Theta||_\infty \geq \delta/2$; conversely, it is also possible to recover an estimate satisfying $||\hat{\Theta} - \Theta||_\infty < \delta/2$ when $\hat{G} \neq G$.

With this set-up, our goal is to derive necessary conditions on the sample size $n(p,d,\lambda)$ for any decoder to reliably recover the underlying graph (or estimate the inverse covariance matrix). We say that recovery is asymptotically reliable over the graphical model class $G_{p,d}(\lambda)$ if $p_{err} \to 0$ as $n \to 0$. Our analysis is high-dimensional
in nature, in which the number of samples $n$, graph size $p$, and maximum degree of the graph $d$ are all allowed to tend to infinity in a general manner.

### 4.3 Main results and consequences

In this section, we state our main results on the information-theoretic limits of Gaussian graphical model selection and inverse covariance estimation, and then discuss some of their consequences.

#### 4.3.1 Graphical model selection

We begin with a set of necessary conditions for graphical model selection, applicable to any recovery method regardless of its computational complexity.

**Theorem 5.** Consider the family $\mathcal{G}_{p,d}(\lambda)$ of Gaussian Markov random fields with $\lambda \in [0,1)$. A necessary condition for asymptotically reliable graphical model selection over the class $\mathcal{G}_{p,d}(\lambda)$ is

$$n > \max \left\{ \frac{\log \left( \frac{p-d+2}{2\lambda^2} \right) - 1}{2}, \frac{\log \left( \frac{p}{d} \right) - 1}{\frac{1}{2} \left( \log(1 + d\lambda) - \frac{d\lambda}{d+1} \right)} \right\}.$$  

(4.7)

The proof of Theorem 5, given in Section 4.4, constructs restricted ensembles of graphical models and then, viewing the observation process as a communication channel, uses Fano’s inequality to bound the probability of error.

The first bound in Theorem 5 captures how the sample size must grow with graph size $p$ and minimum value $\lambda$. In particular, if the minimum value scales as $\lambda = \Theta(\frac{1}{d})$, 
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then Theorem 5 implies that the sample size must scale as \( n = \Omega(d^2 \log(p - d)) \). For any constant \( \lambda \in [0, 1) \), the second bound in Theorem 5 scales as \( n = \Omega(\frac{d \log(p/d)}{\log(1 + d \lambda)}) \). Moreover, it implies that \( n = \Omega(d^{1-\epsilon} \log(\frac{p}{d})) \) for any \( \epsilon > 0 \).

The necessary conditions in Theorem 5 can be compared with previous work on polynomial-time methods for consistent graph selection. In particular, the inverse covariance matrix \( \Theta \) can be estimated by solving the \( \ell_1 \)-regularized log-determinant program

\[
\hat{\Theta} := \arg \min_{\Theta > 0} \{ \langle \Theta, \hat{\Sigma}^n \rangle - \log \det(\Theta) + \lambda_n \| \Theta \|_{1, \text{off}} \}
\]

(4.8)

where \( \hat{\Sigma}^n \) denotes the sample covariance matrix, \( \langle A, B \rangle := \sum_{i,j} A_{ij} B_{ij} \) denotes the trace inner product, \( \lambda_n > 0 \) is a regularization parameter, and \( \| \Theta \|_{1, \text{off}} := \sum_{i \neq j} |\Theta_{ij}| \) is the off-diagonal \( \ell_1 \) regularizer. The underlying graph structure can then be estimated by the edge set \( E(\hat{\Theta}) = \{ (i, j) \mid i \neq j, \hat{\Theta}_{ij} \neq 0 \} \). For Gaussian Markov random fields, the problem (4.8) is equivalent to \( \ell_1 \)-regularized maximum likelihood. Ravikumar et al. [46] showed that a sufficient condition for the problem (4.8) to consistently estimate the underlying graph is

\[
n = \Omega((d^2 + \lambda^{-2}) \log p).
\]

(4.9)

In the regime in which \( \lambda = \Theta(\frac{1}{d}) \), this scaling matches the information-theoretic bounds in Theorem 5.

4.3.2 Inverse covariance estimation

We now state some necessary conditions for the closely related problem of inverse covariance estimation. Let \( \| A \|_{\infty} := \max_{ij} |A_{ij}| \) to denote the element-wise \( \ell_\infty \)-norm.
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Theorem 6. Consider the class of Gaussian Markov random fields $G_{p,d}(\lambda)$. If any decoder can recover an estimate of the inverse covariance matrix satisfying $\|\hat{\Theta} - \Theta\|_\infty < \delta/2$ in the element-wise $\ell_\infty$-norm with probability of error going to zero, then the number of samples must be greater than

\[ n > \frac{\log\left(\frac{pd}{4}\right) - 1}{2\delta^2}. \]  

(4.10)

Theorem 6 captures how the sample size must grow with the minimum separation between models $\delta$. A consequence of Theorem 6 is that if the recovery error decays at rate $\delta = 1/d$, then the sample size must scale as $n > d^2\left(\log\left(\frac{pd}{4}\right) - 1\right)/2$. Furthermore, Theorem 6 implies that the same necessary condition holds for inverse covariance estimation with other error metrics as well. In particular, let $\|A\|_F := \left(\sum_{ij} A_{ij}^2\right)^{1/2}$ denote the Frobenius norm.

Corollary 3. A necessary condition for asymptotically reliable inverse covariance estimation, with recovery error at most $\delta/2$ measured in the Frobenius norm, is $n > \frac{\log\left(\frac{pd}{4}\right) - 1}{2\delta^2}$.

Proof. For any two matrices $\hat{\Theta}$ and $\Theta$, the elementwise $\ell_\infty$ norm is upper bounded by the Frobenius norm as $\|\hat{\Theta} - \Theta\|_\infty \leq \|\hat{\Theta} - \Theta\|_F$. Consequently, the probability of error can be bounded as

\[ \mathbb{P}_{\Theta(G)}\left[\|\hat{\Theta} - \Theta\|_\infty \geq \delta/2\right] \leq \mathbb{P}_{\Theta(G)}\left[\|\hat{\Theta} - \Theta\|_F \geq \delta/2\right]. \]  

(4.11)

The necessary condition then follows from Theorem 6.

The necessary condition in Theorem 6 can be compared to known sufficient conditions for $\ell_1$-regularized maximum likelihood (4.8) to consistently estimate the inverse
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covariance matrix. Ravikumar et al. [46] showed that if the sample size is bounded as

\[ n = \Omega(d^2 \log p), \] (4.12)

then with probability going to one the program (4.8) can recover an estimate \( \hat{\Theta} \) satisfying

\[ \| \hat{\Theta} - \Theta \|_\infty = O\left(\frac{\sqrt{\log p}}{n}\right). \] (4.13)

Consequently, the performance of the polynomial-time algorithm (4.8) matches the scaling of the information-theoretic bound in Theorem 6.

4.4 Applying Fano’s method

4.4.1 Fano’s method

Our general approach is to construct restricted ensembles of graphical models, and then use Fano’s method to lower bound the probability of error in each restricted ensemble. Consider a restricted ensemble \( \tilde{G} \) consisting of \( M = |\tilde{G}| \) models, and let model index \( \theta \) be chosen uniformly at random from \( \{1, \ldots, M\} \). Given the observations \( \tilde{X}_1^n \in \mathbb{R}^{n \times k} \), the decoder \( \tilde{\psi} \) estimates the underlying graph structure with probability of decoding error defined as

\[ p_{err}(\tilde{\psi}) = \max_{j=1,\ldots,M} \mathbb{P}_{\tilde{\Theta}(\tilde{G}_j)}[\tilde{\psi}(\tilde{X}_1^n) \neq \tilde{G}_j]. \] (4.14)
By Fano’s inequality, the maximal probability of error over \( \tilde{G} \) can be lower bounded as

\[
\text{p}_{\text{err}}(\tilde{\psi}) \geq 1 - \frac{I(\theta; \tilde{X}_1^n)}{\log M} + 1. \tag{4.15}
\]

In order to make use of the Fano bound, the key is to design ensembles of matrices for which \( \log M \) is large, while the mutual information \( I(\theta; \tilde{X}_1^n) \) is relatively small. Since it is typically difficult to evaluate the mutual information exactly, we discuss some upper bounds on it.

1. **Entropy-based bound**: Define the averaged covariance matrix

\[
\Sigma := \frac{1}{M} \sum_{j=1}^{M} \bar{\Sigma}(\tilde{G}_j). \tag{4.16}
\]

The mutual information is upper bounded by

\[
I(\theta; \tilde{X}_1^n) \leq \frac{n}{2} F(\tilde{G}), \tag{4.17}
\]

where

\[
F(\tilde{G}) := \log \det \Sigma - \frac{1}{M} \sum_{j=1}^{M} \log \det \bar{\Sigma}(\tilde{G}_j).
\]

**Proof.** See Section 4.4.2. \( \square \)

2. **KL-based bound**: Let \( P_j = f(\tilde{X}_1^n | \theta = j) = \phi(0, \bar{\Sigma}(\tilde{G}_j))^n \) for \( j = 1, \ldots, M \).

An alternative bound on the mutual information is given by

\[
I(\theta; \tilde{X}_1^n) = \mathbb{E}_\theta \left[ D \left( P_\theta \left\| \frac{1}{M} \sum_{j=1}^{M} P_j \right\| \right) \right] \tag{4.18}
\]

\[
\leq \mathbb{E}_\theta [D(P_\theta \| Q)] \tag{4.19}
\]

for any distribution \( Q \) over \( \tilde{X}_1^n \). This upper bound follows from the fact that the mixture distribution \( \frac{1}{M} \sum_{j=1}^{M} P_j \) minimizes the averaged Kullback-Leibler
distance over the family. Setting $Q = \phi(0, I_{\nu \times \nu})^n$, the KL distance can be expressed as

$$D(P_j \parallel Q) = \frac{n}{2}\left\{ \log \det \tilde{\Theta}(\tilde{G}_j) + \text{trace}(\tilde{\Sigma}(\tilde{G}_j)) - \nu \right\}. \quad (4.20)$$

Note that we are assuming $\log_e$ throughout; using $\log_2$ instead would change our results by a multiplicative constant of $\frac{1}{\log_e 2}$.

### 4.4.2 Bounds on mutual information

In this section we derive bounds on the mutual information that arises in Fano’s inequality. Consider a restricted ensemble consisting of $M$ models, and let model index $\theta$ be chosen uniformly at random from $\{1, \ldots, M\}$. Conditioned on the event $\theta = j$, we obtain $n$ observations $\tilde{X}_1^n \in \mathbb{R}^{n \times \nu}$, where each observation vector is sampled i.i.d. according to $\tilde{X}^{(i)} \sim \phi(0, \tilde{\Sigma}(\tilde{G}_j))$.

We begin by expanding the mutual information as

$$I(\theta; \tilde{X}_1^n) = h(\tilde{X}_1^n) - h(\tilde{X}_1^n | \theta).$$

We bound the first term using the fact that differential entropy is maximized by the Gaussian distribution with a matched covariance matrix. Since each observation vector has covariance $\text{cov}(\tilde{X}^{(i)}) = \frac{1}{M} \sum_{j=1}^M \tilde{\Sigma}(\tilde{G}_j)$, we have

$$h(\tilde{X}^{(i)}) \leq \frac{1}{2} \log \left( (2\pi e)^\nu \det \left( \frac{1}{M} \sum_{j=1}^M \tilde{\Sigma}(\tilde{G}_j) \right) \right)$$
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and consequently,

\[ h(\tilde{X}_1^n) \leq \sum_{i=1}^{n} h(\tilde{X}^{(i)}) \leq \frac{n}{2} \log(2\pi e)^\nu + \frac{n}{2} \log \det \left( \frac{1}{M} \sum_{j=1}^{M} \tilde{\Sigma}(\tilde{G}_j) \right). \]

To compute the second term, we expand the conditional differential entropy of each observation vector as

\[ h(\tilde{X}^{(i)} | \theta) = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{2} \log \left( (2\pi e)^\nu \det (\tilde{\Sigma}(\tilde{G}_j)) \right). \]

Since the \( \tilde{X}^{(i)} \)'s are conditionally independent given \( \theta \), we have

\[ h(\tilde{X}_1^n | \theta) = \sum_{i=1}^{n} h(\tilde{X}^{(i)} | \theta) = \frac{n}{2} \log(2\pi e)^\nu + \frac{n}{2M} \sum_{j=1}^{M} \log \det (\tilde{\Sigma}(\tilde{G}_j)). \]

Combining these terms, we obtain the bound on the mutual information

\[ I(\theta; \tilde{X}_1^n) \leq \frac{n}{2} \left\{ \log \det \left( \frac{1}{M} \sum_{j=1}^{M} \tilde{\Sigma}(\tilde{G}_j) \right) - \frac{1}{M} \sum_{j=1}^{M} \log \det (\tilde{\Sigma}(\tilde{G}_j)) \right\}, \]

as claimed.

4.4.3 Comparing bounds on mutual information

We now show that the entropy-based bound on mutual information in (4.17) is always tighter than the KL-based bound in (4.20). However, the two bounds are surprisingly close, and the KL-based bound is sometimes easier to compute. Recall
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that the entropy-based bound states that
\[
I(\theta; \tilde{X}_n) \leq \frac{n}{2} \left\{ \log \det \Sigma - \frac{1}{M} \sum_{j=1}^{M} \log \det \tilde{\Sigma}(\tilde{G}_j) \right\}.
\] (4.21)

while the KL-based bound gives
\[
I(\theta; \tilde{X}_n) \leq \frac{n}{2} \left\{ \frac{1}{M} \sum_{j=1}^{M} \log \det \Theta(\tilde{G}_j) + \frac{1}{M} \sum_{j=1}^{M} \text{trace}(\tilde{\Sigma}(\tilde{G}_j)) - \nu \right\}. \] (4.22)

First, note that two of the terms are the same, namely
\[
- \frac{1}{M} \sum_{j=1}^{M} \log \det \tilde{\Sigma}(\tilde{G}_j) = \frac{1}{M} \sum_{j=1}^{M} \log \det \Theta(\tilde{G}_j).
\] (4.23)

Next, since trace is a linear function, we have
\[
\frac{1}{M} \sum_{j=1}^{M} \text{trace}(\tilde{\Sigma}(\tilde{G}_j)) = \text{trace} \left( \frac{1}{M} \sum_{j=1}^{M} \tilde{\Sigma}(\tilde{G}_j) \right) = \text{trace}(\Sigma).
\] (4.24)

Letting \(\{\lambda_1, \ldots, \lambda_\nu\}\) denote the eigenvalues of \(\Sigma\), we can then compare the remaining terms in (4.22)
\[
\text{trace}(\Sigma) - \nu = \sum_{i=1}^{\nu} (\lambda_i - 1)
\] (4.25)

to the remaining term in (4.21)
\[
\log \det \tilde{\Sigma} = \sum_{i=1}^{\nu} \log \lambda_i = \sum_{i=1}^{\nu} \log(1 + (\lambda_i - 1)).
\] (4.26)

Using the fact that \(\log(x) \leq x\) for all \(x\), we have that \(\log \det \tilde{\Sigma} \leq \text{trace}(\Sigma) - \nu\). Hence the entropy-based bound (4.17) is always tighter than the KL-based bound (4.20).

4.5 Analysis for graphical model selection

We now use these methods to derive the necessary conditions (stated in Theorem 5) on the sample size \(n\) as a function of the number of vertices \(p\), degree \(d\) and
minimum value $\lambda$. We obtain two necessary conditions, which can be seen as end points of an entire family of bounds, by analyzing ensembles of graphs in which a subset $S$ of $d$ nodes form a $d$-clique (i.e. fully connected subset), and the remaining nodes are all isolated.

### 4.5.1 Restricted ensemble A

We begin by deriving the following bound, which captures how the sample size must grow with the minimum value $\lambda$. Consider a family of graphs on $p$ vertices, in which each edge set $E(S) = \{(s,t) | s, t \in S\}$ defines a clique over a subset $S$ of size $d$. For a given graph $G = (V, E(S))$ and a parameter $a \geq 0$, we define the inverse covariance matrix

$$
\Theta(G) := I + a 1_S 1_S^T,
$$

(4.27)

where $1_S$ is the indicator vector of set $S$. The covariance matrix can then be computed as

$$
\Sigma(G) = (\Theta(G))^{-1} = I - \frac{a}{1 + da} 1_S 1_S^T.
$$

(4.28)

The resulting class of graphical models is a subset of $\mathcal{G}_{p,d}(\lambda)$ if $\lambda^*(\Theta(G)) = \frac{a}{1 + da} \geq \lambda$.

Suppose the decoder is given the indices of $(d-2)$ vertices in $S$, and the parameter value $a$. Estimating the underlying graph structure $G$ now amounts to finding the remaining pair of nodes in $S$, out of $\binom{p-d+2}{2}$ possibilities. More precisely, let $T \subset S$ denote the set of revealed vertices and let $\{s,t\}$ denote the unknown indices of the remaining two nodes in $S$. Given $(T,a)$, the decoder can extract the submatrix
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of observations \( \tilde{X}_1^n := (X^n_1)_{\mathcal{T}^C} \in \mathbb{R}^{n \times (p-d+2)} \). When the original observations are sampled i.i.d. from the distribution \( X^{(i)} \sim N(0, \Sigma) \), the modified observations are distributed according to \( \tilde{X}^{(i)} \sim N(0, \Sigma_{\mathcal{T}^C \mathcal{T}^C}) \). Since the modified covariance matrix is of the form

\[
\tilde{\Sigma}(\tilde{G}) := \Sigma_{\mathcal{T}^C \mathcal{T}^C} = I - \frac{a}{1 + da} \mathbf{1}_{st} \mathbf{1}_{st}^T,
\]

the inverse covariance matrix becomes

\[
\tilde{\Theta}(\tilde{G}) = (\tilde{\Sigma}(\tilde{G}))^{-1} = I + \frac{a}{1 + (d-2)a} \mathbf{1}_{st} \mathbf{1}_{st}^T.
\]

Note that the underlying graph associated with \( \tilde{\Theta}(\tilde{G}) \) is \( \tilde{G} := G \setminus \mathcal{T} \) (i.e. the graph obtained by removing the vertices in set \( \mathcal{T} \) and all edges connected to \( \mathcal{T} \) from graph \( G \)). The remaining sub-problem is to determine, given the observations \( \tilde{X}_1^n \), the single edge graph on \((p-d+2)\) vertices.

Let \( \mathcal{G} \) denote the set of graphs on \((p-d+2)\) vertices with a single edge, and let \( \mathcal{G}(\lambda) \) denote the associated class of Gaussian Markov random fields with inverse covariance matrices defined as in (4.30). For this restricted ensemble, each matrix \( \tilde{\Sigma}(\tilde{G}) \) has \((p-d+1)\) eigenvalues equal to one, and one eigenvalue equal to \( 1 - \frac{2a}{1+da} \). Consequently, for any \( \tilde{G} \in \mathcal{G} \), we have

\[
\log \det (\tilde{\Sigma}(\tilde{G})) = \log \left( 1 - \frac{2a}{1 + da} \right).
\]

We now calculate the averaged covariance matrix \( \bar{\Sigma} = \frac{1}{\binom{p-d+2}{2}} \sum_{\tilde{G} \in \mathcal{G}} \tilde{\Sigma}(\tilde{G}) \). When averaged over all \( \binom{p-d+2}{2} \) elements of \( \mathcal{G} \), each diagonal entry is equal to \( 1 - \frac{a}{1+da} \) with probability \( \frac{p-d+1}{\binom{p-d+2}{2}} = \frac{2}{p-d+2} \), and 1 with probability \( 1 - \frac{2}{p-d+2} \). Each off-diagonal
entry is equal to $-\frac{a}{1+da}$ with probability $\frac{1}{(p-\frac{d+2}{2})}$, and 0 with probability $1 - \frac{1}{(p-\frac{d+2}{2})}$.

Consequently, we have

$$\overline{\Sigma} = \left(1 - \frac{2a}{(1+da)(p-d+2)} + \frac{a}{(1+da)(p-d+2)}\right)I - \frac{a}{(1+da)(p-d+2)}11^T.$$ (4.32)

Let us define $\gamma(p,d,a) := 1 - \frac{2a}{(1+da)(p-d+2)} + \frac{a}{(1+da)(p-d+2)}$. The matrix $\overline{\Sigma}$ has $(p-d+1)$ eigenvalues with value $\gamma(p,d,a)$, and one with value $\gamma(p,d,a) - \frac{2a}{(1+da)(p-d+1)}$.

Putting together the pieces, we have that the entropy-based bound on mutual information (4.17) can be expressed as

$$F(\tilde{G}(\lambda)) = (p-d+1) \log \gamma(p,d,a) + \log \left(\frac{\gamma(p,d,a) - \frac{2a}{(1+da)(p-d+1)}}{\gamma(p,d,a) - \frac{2a}{(1+da)(p-d+2)}}\right) + \log \left(1 - \frac{2a}{1+da}\right).$$ (4.33)

$$= (p-d+1) \log \gamma(p,d,a) - \frac{2a(p-d)}{(1+da)(p-d+2)(p-d+1)}.$$ (4.35)

We will bound each term of $F(\tilde{G}(\lambda))$ using the fact that $\log(1 + x) \leq x$ for all $x$.

Accordingly, the first term can be bounded as

$$(p-d+1) \log \gamma(p,d,a) = (p-d+1) \log \left(1 - \frac{2a(p-d)}{(1+da)(p-d+2)(p-d+1)}\right) \leq \frac{-2a(p-d)}{(1+da)(p-d+2)}.$$ (4.36)

Similarly, the second term can be bounded as

$$\log \left(\frac{\gamma(p,d,a) - \frac{2a}{(1+da)(p-d+1)}}{\gamma(p,d,a) - \frac{2a}{(1+da)(p-d+2)}}\right) = \log \left(1 - \frac{4a}{(1+da)(p-d+2)}\right) \leq \frac{-4a}{(1+da)(p-d+2)}.$$ (4.37)

Finally, the last term can be bounded as

$$- \log \left(1 - \frac{2a}{1+da}\right) = \log \left(1 + \frac{2a}{1+(d-2)a}\right) \leq \frac{2a}{1+(d-2)a}.$$ (4.40)
Combining these terms, we have the following bound

\[
F(\tilde{G}(\lambda)) \leq \frac{4a^2}{(1 + da)(1 + (d - 2)a)}
\]

(4.41)

\[
\leq \frac{4a^2}{(1 + a)^2}
\]

(4.42)

for \(d \geq 3\). Recalling that \(\lambda^*(\Theta(G)) = \frac{a}{1+a}\) and setting \(a = \frac{\lambda}{1-\lambda}\), we obtain the bound

\[
F(\tilde{G}(\lambda)) \leq 4\lambda^2.
\]

Consequently, applying the Fano bound (4.15), we obtain that the probability of decoding error is bounded away from zero if

\[
n < \frac{\log \left( \frac{p-d+2}{2} \right) - 1}{2\lambda^2}
\]

(4.43)

as claimed.

### 4.5.2 Restricted ensemble B

We now derive a second lower bound, again using the ensemble of \(d\)-clique graphs and the entropy-based bound on mutual information (4.17). Consider the ensemble of graphs consisting of edge sets \(E(S) = \{(s,t) \mid s, t \in S\}\) with \(|S| = d\). For a given edge set \(E(S)\) and parameter \(a \geq 0\), define the inverse covariance matrix

\[
\Theta(G) := I + a1_S1_T^S
\]

(4.44)

and associated covariance matrix

\[
\Sigma(G) = (\Theta(G))^{-1} = I - \frac{a}{1 + da}1_S1_T^S.
\]

(4.45)

Each matrix \(\Theta(G)\) has \((p - 1)\) eigenvalues equal to 1 and one eigenvalue equal to \(1 + da\), and thus we have

\[
\log \det(\Sigma(G)) = -\log \det(\Theta(G)) = -\log(1 + da).
\]

(4.46)
We compute the averaged covariance matrix $\overline{\Sigma}$ over this ensemble as follows. Each diagonal entry is equal to $1 - \frac{a}{1+da}$ with probability $\frac{\binom{p-1}{d-1}}{\binom{p}{d}} = \frac{d}{p}$, and 1 with probability $1 - \frac{d}{p}$. Each off-diagonal entry is equal to $-\frac{a}{1+da}$ with probability $\left(\frac{p-2}{d}\right)^2 = \frac{d(d-1)}{p(p-1)}$, and 0 with probability $1 - \frac{d(d-1)}{p(p-1)}$. The averaged covariance matrix can thus be written as

$$\overline{\Sigma} = \left(1 - \frac{da}{(1+da)p} + \frac{da(d-1)}{(1+da)p(p-1)}\right)I - \frac{da(d-1)}{(1+da)p(p-1)}11^T. \quad (4.47)$$

The matrix $\overline{\Sigma}$ has $(p-1)$ eigenvalues equal to $\gamma(p,d,a) := 1 - \frac{da}{(1+da)p} + \frac{da(d-1)}{(1+da)p(p-1)}$, and one eigenvalue equal to $\gamma(p,d,a) = \frac{da(d-1)}{(1+da)(p-1)}$.

Using the entropy-based bound on mutual information in equation (4.17), we obtain

$$F(\tilde{G}) = (p-1) \log \gamma(p,d,a) + \log \left(\gamma(p,d,a) - \frac{da(d-1)}{(1+da)p(p-1)}\right) + \log(1 + (da)^2). \quad (4.48)$$

We now bound each term of $F(\tilde{G})$ in turn, using the fact that $\log(1 + x) \leq x$ for all $x$. The first term can be bounded as

$$(p-1) \log \gamma(p,d,a) = (p-1) \log \left(1 - \frac{da(p-d)}{(1+da)p(p-1)}\right) \quad (4.49)$$

$$\leq -\frac{da(p-d)}{(1+da)p}. \quad (4.50)$$

Similarly, the second term can be bounded as

$$\log \left(\gamma(p,d,a) - \frac{da(d-1)}{(1+da)(p-1)}\right) = \log \left(1 - \frac{d^2a}{(1+da)p}\right) \quad (4.51)$$

$$\leq -\frac{d^2a}{(1+da)p}. \quad (4.52)$$

Combining these terms, we obtain the following bound on mutual information,

$$F(\tilde{G}) \leq \log(1 + da) - \frac{da}{1 + da}. \quad (4.53)$$
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Note that the above bound is of the same form as the KL-based bound on mutual information (4.20), since \( \text{trace}(\Sigma(G)) = p - \frac{da}{1+a} \). Recall that the minimum value for this ensemble must be bounded as \( \lambda^*(\Theta(G)) = \frac{a}{1+a} \geq \lambda \). Assuming that \( \lambda \in [0, 1) \), we can set \( a = \lambda \). Applying Fano’s inequality (4.15) then gives that the probability of error stays bounded away from zero if

\[
    n < \frac{\log \left( \frac{p}{d} \right) - 1}{\frac{1}{2} \left( \log(1 + d\lambda) - \frac{d\lambda}{1+d\lambda} \right)}
\]

as claimed.

4.6 Analysis for inverse covariance estimation

We derive a new set of necessary conditions using an ensemble of graphical models which share the same underlying graph, but vary by perturbing a single edge weight. These bounds capture the difficulty of distinguishing between models with inverse covariance matrices that are \( \delta \)-close, e.g in the element-wise \( \ell_\infty \)-norm. Note that for any two models \( \Theta^{(i)} \) and \( \Theta^{(j)} \) in our ensemble, since \( \|\Theta^{(i)} - \Theta^{(j)}\|_\infty = \delta \) by construction, there does not exist a matrix \( \hat{\Theta} \) satisfying both \( \|\hat{\Theta} - \Theta^{(i)}\|_\infty < \delta/2 \) and \( \|\hat{\Theta} - \Theta^{(j)}\|_\infty < \delta/2 \). Consequently, we can apply Fano’s inequality (4.15) to bound the probability of error in the restricted ensemble, and the problem is reduced to bounding the mutual information between the model index and the observations.
4.6.1 Alternate KL bound

We begin by stating a variant of the KL-based bound on mutual information in (4.20), using KL distances between all pairs of models in the class, instead of KL distances between each model and the standard Gaussian distribution.

**Pairwise KL-based bound:** By convexity of the Kullback-Leibler divergence, we have the following bound on mutual information

\[
I(\theta; \tilde{X}_1^n) = \mathbb{E}_\theta \left[ D\left( P_\theta \parallel \frac{1}{M} \sum_{j=1}^{M} P_j \right) \right] \leq \frac{1}{M^2} \sum_{i=1}^{M} \sum_{j=1}^{M} D(P_i \parallel P_j)
\]

We define the symmetrized Kullback-Leibler divergence,

\[
S(P_i \parallel P_j) := D(P_i \parallel P_j) + D(P_j \parallel P_i),
\]

and rewrite the bound on mutual information as

\[
I(\theta; \tilde{X}_1^n) \leq \frac{1}{M^2} \sum_{i=1}^{M} \sum_{j=i+1}^{M} S(P_i \parallel P_j).
\]

For Gaussian Markov random fields, a straightforward calculation shows that the symmetrized KL distance is equal to

\[
S(P_i \parallel P_j) = \frac{n}{2} \sum_{\ell=1}^{p} \sum_{m=1}^{p} \left( \Theta^{(i)}_{\ell m} - \Theta^{(j)}_{\ell m} \right) \left( \Sigma^{(j)}_{\ell m} - \Sigma^{(i)}_{\ell m} \right)
\]

4.6.2 Restricted ensemble C

We now use these methods to derive necessary conditions for inverse covariance estimation (stated in Theorem 6), which capture how the sample size must grow.
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with the minimum separation between models $\delta$. Consider a graph on $p$ vertices consisting of $\lfloor \frac{p}{d+1} \rfloor$ cliques, where each clique is of size $(d + 1)$. Let $N = \lfloor \frac{p}{d+1} \rfloor$, and let $\{S_1, \ldots, S_N\}$ denote the $N$ cliques with $|S_i| = d + 1$. We define the inverse covariance matrix associated with this graph as

$$\bar{\Theta} := I + a \sum_{i=1}^{N} 1_{S_i} 1_{S_i}^T$$

for some parameter $a \geq 0$. From this base model, we generate an ensemble of Gaussian Markov random fields in which each model perturbs the weight associated with one edge. Thus the model obtained by perturbing the weight on edge $(s, t)$ is defined by the inverse covariance matrix

$$\Theta^{(i)} := \bar{\Theta} + \delta \left( 1_{st} 1_{st}^T - I_{st} \right)$$

for some parameter $\delta \in (0, \frac{1}{2}]$. Note that we are using $(1_{st} 1_{st}^T - I_{st})$ to denote the matrix with ones in locations $(s, t)$ and $(t, s)$, and zeros elsewhere. The resulting ensemble of graphical models has cardinality $M = \lfloor \frac{p}{d+1} \rfloor \binom{d+1}{2} \geq \frac{pd}{4}$.

For any two models in this ensemble, the perturbation matrix $E = \Theta^{(i)} - \Theta^{(j)}$ has exactly four non-zero entries, namely $\{\delta, \delta, -\delta, -\delta\}$. Suppose matrix $\Theta^{(i)}$ has perturbed weights corresponding to edge $(s, t)$, and matrix $\Theta^{(j)}$ has perturbed weights corresponding to edge $(u, v)$. Accordingly, the symmetrized KL distance (4.59) between these two models reduces to

$$S(\mathbb{P}_i||\mathbb{P}_j) = \frac{n\delta}{2} \left\{ \left( \Sigma^{(j)}_{st} - \Sigma^{(i)}_{st} \right) + \left( \Sigma^{(j)}_{ts} - \Sigma^{(i)}_{ts} \right) - \left( \Sigma^{(j)}_{uv} - \Sigma^{(i)}_{uv} \right) - \left( \Sigma^{(j)}_{vu} - \Sigma^{(i)}_{vu} \right) \right\}$$

In order to compute the covariance matrix $\Sigma^{(i)}$, we will use the fact that $\Theta^{(i)}$ is a
block diagonal matrix. In particular, define the submatrices

\[ A := I + a11^T \in \mathbb{R}^{(d+1)\times(d+1)} \quad (4.63) \]

\[ B := A + \delta(1_{\ell m}1_{\ell m}^T - I_{\ell m}) \in \mathbb{R}^{(d+1)\times(d+1)}. \quad (4.64) \]

With this notation, the inverse covariance matrix \( \Theta(i) \) has \( (N - 1) \) blocks along the diagonal equal to \( A \), and one block equal to \( B \). In canonical form, the inverse covariance matrix can be written as

\[
\Theta^{(i)} = \begin{bmatrix}
A & 0 \\
& \ddots & \ddots \\
& & A \\
0 & B
\end{bmatrix}, \quad (4.65)
\]

and the corresponding covariance matrix can be expressed as

\[
\Sigma^{(i)} = (\Theta^{(i)})^{-1} = \begin{bmatrix}
A^{-1} & 0 \\
& \ddots & \ddots \\
& & A^{-1} \\
0 & B^{-1}
\end{bmatrix}. \quad (4.66)
\]

A straightforward calculation yields that the inverse of \( A \) is equal to

\[
A^{-1} = I - \frac{a}{1 + (d + 1)a}11^T. \quad (4.67)
\]

We can compute the inverse of \( B \) in canonical form by setting \( \{\ell, m\} = \{d, d + 1\} \), since for any permutation matrix \( P \), if \( \tilde{B} = PBP^T \) then \( \tilde{B}^{-1} = PB^{-1}P^T \). Let us define the scalar parameters

\[
\alpha := \frac{1}{1 - \delta} \left( \frac{a}{1 + (d - 1)a} + \delta \right), \quad (4.68)
\]

\[
\gamma := \frac{a}{2a + (1 + \delta)(1 + (d - 1)a)}. \quad (4.69)
\]
Using the matrix inversion formula for block matrices, a little calculation shows that

\[ B^{-1} = \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix}, \quad (4.70) \]

where

\[ B_{11} = I - \gamma(1 + \delta)11^T \in \mathbb{R}^{(d-1) \times (d-1)} \quad (4.71) \]

\[ B_{12} = B_{21}^T = -\gamma11^T \in \mathbb{R}^{(d-1) \times 2} \quad (4.72) \]

\[ B_{22} = \frac{1}{1 - \delta} \left( I - \frac{\alpha}{1 + 2\alpha}11^T \right) \in \mathbb{R}^{2 \times 2}. \quad (4.73) \]

Putting together the pieces, we now compute the symmetrized Kullback-Leibler divergence (4.59) in three possible cases:

1. In the first case, the perturbed edge weights in \( \Theta(i) \) and \( \Theta(j) \) are in different cliques, and consequently we have

\[ S(P_i \parallel P_j) = \frac{4n\delta}{2} \left\{ -\frac{a}{1 + (d + 1)a} + \frac{\alpha}{(1 - \delta)(1 + 2\alpha)} \right\}. \quad (4.74) \]

2. In the second case, the perturbed edges are in the same clique, but do not share a vertex, and we have

\[ S(P_i \parallel P_j) = \frac{4n\delta}{2} \left\{ -\gamma(1 + \delta) + \frac{\alpha}{(1 - \delta)(1 + 2\alpha)} \right\}. \quad (4.75) \]

3. In the third case, the perturbed edges are in the same clique, and they overlap in exactly one vertex, so that

\[ S(P_i \parallel P_j) = \frac{4n\delta}{2} \left\{ -\gamma + \frac{\alpha}{(1 - \delta)(1 + 2\alpha)} \right\}. \quad (4.76) \]
Chapter 4. Model selection bounds for Gaussian Markov random fields

Note that \((1+ (d+1)a) \leq (1+ (d+1)a + \delta(1+ (d-1)a)) = (2a + (1+\delta)(1+ (d-1)a))\), and consequently the bound in (4.74) is less than or equal to the bound in (4.76). Similarly, since \(\gamma \leq 0\) and \((1 + \delta) \geq 1\), the bound in (4.75) is less than or equal to the bound in (4.76). Finally, the bound in (4.76) can be simplified to

\[
S(\mathbb{P}_i \Vert \mathbb{P}_j) = 2n\delta \left\{ \frac{\delta}{(1-\delta)} \left( \frac{1 + da}{1 + (d+1)a + \delta(1 + (d-1)a)} \right) \right\} \tag{4.77}
\]

\[
\leq 2n\delta \left\{ \frac{\delta}{1-\delta} \right\} \tag{4.78}
\]

\[
\leq 4n\delta^2 \tag{4.79}
\]

if \(\delta \in (0, \frac{1}{2}]\). Consequently, the mutual information in (4.58) can be bounded as

\[
I(\theta; \tilde{X}^n) \leq 2n\delta^2, \tag{4.80}
\]

and applying the Fano bound (4.15) over this ensemble then gives the result as claimed.

4.7 Discussion

In this chapter, we have studied the information-theoretic limitations of Gaussian graphical model selection in the high-dimensional setting. Our analysis yielded a set of necessary conditions for consistent graph selection with any method, which matches the scaling of known sufficient conditions for \(\ell_1\)-regularized maximum likelihood in certain regimes. Furthermore, we derived a set of necessary conditions for inverse covariance estimation, which similarly matches the performance of polynomial-time recovery methods. At a high-level, our analysis is based on a general framework for deriving information-theoretic bounds in which we view the observation
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process as a communication channel. This framework also underlies the analysis of the information-theoretic limits of sparse signal recovery in Chapter 3.
Chapter 5

Conclusions and future work

This thesis examined several problems in the area of high-dimensional sparse recovery, namely sparse approximation, subset selection, and graphical model selection. The common phenomenon in all these problems is that signal recovery is often intractable in the high-dimensional setting, but efficient recovery methods can be obtained by imposing sparsity on the underlying model. In this context, this thesis focused on two major themes:

- highlighting the power of sparse random projections for sparse signal recovery, in particular, for reducing computational complexity and storage costs as well as minimizing communication in distributed network applications
- characterizing the information-theoretic limits of sparse recovery problems, and providing a general framework for studying the fundamental limitations in such classes of problems.
More specifically, in Chapter 2, we analyzed a fast sketching algorithm for approximation of compressible signals based on sparse random projections in the presence of noise. We proposed a novel distributed algorithm using sparse random projections that enables robust refinalable approximation in sensor networks. In Chapter 3, we showed the effect of using dense versus sparse measurement matrices on the information-theoretic limits of the sparsity recovery problem. Our analysis revealed that there is a fundamental trade-off between the sparsity of the measurement matrix and the number of samples needed for recovery. In Chapter 4, we studied the fundamental limits of graphical model selection and inverse covariance estimation, obtaining sharp characterizations in several regimes of interest.

5.1 Open problems and future research

We now discuss some open problems which arise from the work in this thesis. One interesting direction is the design of distributed multiresolution representations for large-scale networks. In Chapter 2, we proposed the use of distributed sparse random projections which allows approximations of the network data to be recovered by collecting a sufficient number of random projections from anywhere in the network. Computing these sparse random projections can be accomplished by communicating with as few as a constant number of sensors per random measurement. However, the data values must be routed between sensors over some underlying communication graph. Information could be disseminated more efficiently if the data is mixed locally first. Accordingly, ideas from gossip algorithms [37, 51, 24] and network coding could
potentially be used in a hierarchical manner to efficiently combine data in the network. Such hierarchical structure could further be exploited to enable multiresolution reconstructions, where by querying sensors in a local region the decoder could obtain a coarse global approximation with fine local detail.

Our work also has implications for data streaming applications. Under the streaming model [6], large quantities of data arrive at high speeds, and it is infeasible to record in real time information like the most frequent $k$ items. This problem arises in settings like internet traffic measurement, data center networks, and databases. Random linear projections of the data can be used to estimate the top $k$ items, and can be computed over massive data streams in one pass and stored in small space. The use of sparse random projections could reduce storage and update times, and could also enable the design of distributed algorithms to infer network-wide traffic patterns from measurements at multiple routers.

Another interesting open problem is the development of recovery methods for compressible signals which have linear decoding complexity and optimal sampling efficiency. The use of sparse measurement matrices is one promising approach to developing faster recovery methods, for example by using message-passing algorithms on sparse graphs (e.g. [53, 61]). However, current methods – including the sketching recovery method analyzed in Chapter 2 – either do not achieve one of those performance goals, or cannot be applied to compressible signals.

Complementary to the development of efficient recovery methods are the information-theoretic bounds on sparse recovery. In Chapter 3, we presented a set of necessary conditions for sparse support recovery using sparse measurement matrices.
An interesting question is the tightness of these necessary conditions for sparse ensembles, i.e. whether there exist matching achievable bounds. Moreover, the comparison of the fundamental limits using dense versus sparse measurement matrices in Chapter 3 highlights the issue of designing more computationally friendly measurement ensembles which achieve the information-theoretic bounds. Furthermore, necessary and sufficient conditions for recovery in other error metrics (e.g. approximation in various $\ell_q$-norms, partial support recovery, and prediction) remain an open question for general measurement ensembles.

Finally, we presented necessary conditions for Gaussian graphical model selection and inverse covariance estimation in Chapter ?? which matched known sufficient conditions in certain regimes of interest. A question for future research is the tightness of the bounds in regimes where there currently exists a gap, either by analysis of direct methods for graph selection (e.g. using exhaustive search) or by obtaining tighter necessary conditions. Another interesting direction is generalizations of our analysis to observation models with additive Gaussian noise, which could have applications in cryptography and image processing.
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