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Abstract— Game, multimedia, consumer and control ap-
plications demand low power and high performance com-
puting platforms capable of providing real-time services.
Multi-core architectures, supported by on-chip networks,
are emerging as scalable solutions to fulfill these require-
ments. However, the increasing number of concurrent ap-
plications running on these platforms, and the time-varying
nature of their communications give rise to unpredictable
delays.

We propose simple and flexible on-chip protocol and ar-
chitecture that provide application level communication ser-
vices with end-to-end timing guarantees. We prove the cor-
rectness of our protocol using analytical models and we val-
idate our implementation using detailed simulations.

I. INTRODUCTION

Multi-core and possibly heterogeneous architectures al-
low to reduce power consumption and memory access la-
tency by distributing workload on several cores, provided
that a certain level of concurrency and data locality is
present in the software applications. The communication
protocol and architecture among cores is a critical param-
eter that affects the overall performance of these complex
architectures. The Network-on-Chip (NoC) [6, 21] de-
sign paradigm defines the criteria to provide a high per-
formance, scalable and silicon-optimized interconnection
fabric for multi-core architectures.

The class of applications that could potentially lever-
age the availability of multiple cores on a chip spans from
consumer products, such as gaming consoles and mobile
devices, to safety critical systems, such as flight control.
Common to these applications, especially for safety crit-
ical systems, are the dynamic nature of the computation
and communication workloads, and the need for real-time
and deterministic execution. Because in multi-core archi-
tectures, communications account for a considerable part
of the system-level delays, real-time requirements have a
strong impact on the design of the NoC, and on the interac-
tion between the software applications and the communi-
cation primitives. One may attempt to provide a zero-time
communication abstraction to the application software by

increasing network throughput. However, not only is this
solution not scalable, but most importantly, congestion can
still occur, resulting in non-deterministic delays which ul-
timately translate into jitter values that may be as harmful
as large delays. Therefore, if real-time communications
cannot be provided, the benefits promised by the NoC de-
sign paradigm may be rendered uninteresting for real-time
applications.

This problem has sparked the interest of the research
community in Quality-of-Service for NoC [9, 12, 18, 28].
The Æthereal network [12], developed by NXP, uses a
Time Division Multi Access (TDMA) scheme for packets
that are subject to guaranteed throughput constraints. Con-
tention is avoided in two ways: by globally scheduling the
packet injection [22] from network nodes at network in-
terfaces, and by using contention-free routing that solves
contention by delaying packets at source nodes. Global
scheduling limits the scalability of this approach. TDMA
slot allocation is done at design time [22] resulting in a
number of router configuration tables that, even after opti-
mization, may be very large. Moreover, static allocation is
unable to exploit path diversity to avoid congestion.

In the SoCBUS architecture [28], exclusive communi-
cation paths can be reserved between a source and a desti-
nation core to provide real-time guarantees. The network
resources on a reserved path cannot be used by any other
communication flow until they are released by the send-
ing core. This solution has the drawback that the resources
reserved by a low throughput real-time connection are un-
derutilized. In principle, those resources could be used by
other flows during the inactivity periods of the one that
originally reserved them (as we will do in our approach.)

The QNoC architecture [9] supports multiple service
levels (from lower priority to highest priority): signal-
ing, real-time, short memory read and write operations and
block transfers. The QNoC architecture is a valid approach
for soft real-time applications, such as video streaming,
but it does not seem to be suitable for hard real-time appli-
cations. For instance, signaling packets have the highest
priority and could block real-time packets. Because the



number of signaling packets traveling the network is ap-
plication dependent, a precise bound on the maximum in-
terference between signaling packets and real-time packets
is hard to compute.
Summary of the On-time NoC Technology. The On-
time NoC solution addresses the drawbacks identified in
these previous approaches by using four techniques: real-
time packet scheduling, admission control, run-time con-
figuration and spatial diversity. The implementation of
these techniques need to be simple yet efficient and flexi-
ble enough to fulfill the needs of a large set of applications.

The first technique deals with the scheduling of pack-
ets at a node. It has been shown [11, 29] that real-time
flows can be multiplexed on the same links without violat-
ing real-time requirements. In the On-time NoC, we use
a fixed priority scheduling policy [2, 20] to achieve this
goal. Moreover, we reallocate unused bandwidth of re-
served links to best-effort traffic. The second technique is
admission control for which we adopt the resource reser-
vation [30] idea. When a source core needs to send packets
with real-time guarantees to a destination core, it issues a
request to reserve enough communication resources first.
The request can be accepted or rejected depending on the
current state of the NoC, i.e. if there are enough resources
to satisfy real-time requirements. The last two techniques
handle the dynamic nature of application traffic. Requests
for real-time flows at run-time are followed by the estab-
lishment of routing paths for packets. The path establish-
ment algorithm, once executed, reconfigures the compo-
nents of the NoC by updating the local state of the nodes on
the new paths. This technique avoids design time config-
uration and it can be seen as a dynamic routing algorithm.
However, to best leverage path diversity and increase the
chances for a request to be accepted, we run the path es-
tablishment algorithm using global network information.

Finally, we make very little assumptions on the NoC ar-
chitecture. We assume that packets are divided into flits [7]
that can be head, body or tail depending on their position
in the packet. Only head flits contain routing information,
while body and tail flits follow head flits on the same path
from source to destination. We also assume that the net-
work uses worm-hole flow control.

II. PRELIMINARIES

The topology of an NoC is a directed graph G(V,E)
where the set of vertexes V is partitioned into two disjoint
sets, the set of cores C and the set of routers R, and E ⊆
V × V is the set of links. A real-time flow is a tuple f =
(Cs, Cd, t, l, d) where Cs ∈ C is the source core, Cd ∈ C
is the destination core, t ∈ N is the minimum packet inter-
arrival time in clock cycles, l ∈ N is the maximum length

of a packet in number of flits, and d ∈ N is the maximum
end-to-end delay. We will refer to the elements of the tuple
directly as Cs,f , Cs,f , tf , lf , df . A path is an alternating
sequence of vertexes and links π = (v0, e0, . . . , en−1, vn),
such that ei = (vi, vi+1). The length of a path π is the
number of links in the path. With abuse of notation, by
e ∈ π we mean that path π contains link e, and by π1 ∩ π2

we denote the set of links and vertexes in common between
two paths. The path followed by a flow f is denoted by
πf . A configuration of the On-Time NoC is a pair (F,Π)
of a set of flows and a set of paths, one for each flow, i.e.
F = {f1, . . . , fk} and Π = {πf1 , . . . , πfk

}.
To be valid, a configuration must satisfy a num-

ber of constraints. The simplest one is the connec-
tivity constraint. For a flows f and path πf =
(v0, e0, . . . , en−1, vn), the following must hold: v0 =
Cs,f ∧ vn = Cd,f . The second constraint is the capac-
ity constraint defined as follows. Given a node u sending a
packet of a flow f on a link e = (u, v), we denote the ser-
vice time for that packet sf,e, which includes header pro-
cessing, transmission time, and any other operation. The
service time is often a function of the packet length. We
assume that it takes one cycle for a router to process and
send one flit over a link1, therefore sf,e = lf . When multi-
ple real-time flows share the same link, its total link capac-
ity should not exceeded. Thus, a valid configuration must
satisfy the following constraint [11, 27]:∑

f∈F :e∈πf

sf,e
tf

=
∑

f∈F :e∈πf

lf
tf
≤ 1, ∀e ∈ E (1)

The last constraint is the end-to-end delay constraint.
Notice that the service time is different from the delay in-
curred by a packet when traversing a router. Depending on
the scheduling policy implemented by the router, packets
can wait in the input queues for a certain number of cycles.
As for the service time, we associate the delay experienced
by the packets of a flow f at u, and waiting to be forwarded
to the output link e, with the output link itself, and we de-
note the delay by df,e. The end-to-end delay constraint can
be written as follows:∑

e∈πf

df,e ≤ df , ∀f ∈ F (2)

The computation of df,e is in general non-trivial and it is
the subject of Section III-A. In Section IV, we derive a cri-
terion for preserving the validity of a configuration when a
new flow if added to F and its routing path is added to Π.

1This value can vary depending on the transmission scheme. We
make this assumption to simplify the explanation of our idea.



III. REAL-TIME PACKET SCHEDULING

The delay df,e experienced by a packet at a node of the
NoC depends on the packet scheduling algorithm. Sev-
eral packet scheduling algorithms have been proposed in
literature [1, 4, 8, 23, 29]. We use a fixed priority non-
preemptive scheduling policy and we follow the method-
ology described in [11, 27]. However, this model is for
store-and-forward flow control while we use worm-hole
flow control, which has better throughput characteristics.
Therefore, we will modify the computation of the delay
bound accordingly.

A. Computation of the delay bound.

Priorities among packets are defined by a function Oe :
F → N that induces a total ordering on the flows. The
ordering function may be different for each link e ∈ E
and does not have to be globally defined. Consider two
packets p1 and p2 belonging to two real-time flows f1 and
f2, respectively, and competing at u for the output link
e(u, v). Then, packet pi will be forwarded before pj if and
only if Oe(fi) < Oe(fj), for i, j = 1, 2.

The delay df,e experienced by a packet is the sum of
a propagation delay pf,e, and a queuing delay qf,e, both
measured in cycles. The propagation delay is the amount
of time that elapses from the selection of a packet to be
forwarded, to the arrival of the same packet at the next
node. We assume that pf,e = 1∀e ∈ E2. Since real-time
packets cannot be preempted, the propagation delay of a
flit is also the propagation delay of a packet:

df,e = qf,e + pf,e = qf,e + 1 (3)

The upper bound on the queuing delay, denoted by q̂f,e,
is intuitively computed as the sum of the service times of
all higher priority packets that may be present in the in-
put queues of the router. The computation is simplified
by assuming that, for each higher priority flow, at most
one packet is waiting in the queues. This condition can be
written as follows:

q̂g,e + q̂f,e < tf , ∀f, g ∈ F s.t. e ∈ πf ∩ πg (4)

Under this assumption, the following expression for the
queuing delay upper bound holds:

q̂f,e =
∑

g∈F :e∈πg

Oe(g)<Oe(f)

sg,e + sup
h∈F :e∈πh

Oe(h)>Oe(f)

{
sh,e

lh − 1
lh

}
(5)

2In pipeline routers [15, 24, 25], some extra cycles should be added
to this delay

Where we define sup {∅} = 0. This equation shows that
the worst case queuing delay that a packet may experi-
ence is the time required to send all higher priority pack-
ets (one packet for each higher priority flow as for con-
dition 4), plus the maximum time required to send the
flits of a lower priority packet of a real-time flow that
may be already in service. This time is sh,e lh−1

lh
since at

least one flit must have been already sent. For example,
in Figure 1, if we suppose pi is a packet of flow fi, and
Oe(f3) < Oe(f2) < Oe(f1), then we can easily see that
the queuing delay upper bounds for packets p1, p2 and p3

are 5, 6, 4, respectively, as computed by Equation 5.

Fig. 1
AN EXAMPLE OF QUEUING DELAY EXPERIENCED BY THE

PACKET OF THREE FLOWS ARRIVING AT A NODE AND

COMPETING FOR THE SAME OUTPUT EDGE

The total delay on a path can now be computed by sum-
ming up the delays on each edge. To make our model pre-
cise, we also consider the time that is needed by the des-
tination node to read an entire packet. Let e be the last
edge of a path of a flow f . The service time at destination
is sf,r = sf,e

lf−1
lf

, which corresponds to reading all the
remaining flits of the packet. Using the assumption that
sf,e = lf , ∀e ∈ E, Equation 2 becomes:

∑
e∈πf

 ∑
g∈F :e∈πg

Oe(g)<Oe(f)

lg + sup
h∈F :e∈πh

Oe(h)>Oe(f)

{(lh − 1)}+ 1

 ≤
≤ df − lf + 1, ∀f ∈ F (6)

B. Packet Scheduling Algorithm

To satisfy the delay bound of Equation 6, the condition
in Equation 4 must hold at all nodes in the network. The



scheduling algorithm presented in this section ensures that
such condition is satisfied.

Let the maturation time of a packet be the latest time
a packet is expected to arrive at a node. Also, let d̂f,e =
q̂f,e + 1 be the upper bound of the delay on link e(u, v).
This delay is a parameter that is stored locally at u and
that is used to estimate the maturation time of a packet.
The maturation time of a packet p of flow f at node vk
(along path πf = (v0, . . . , vk, . . . , vn)) can be computed
as follows:

m
(p)
f,k = tp +

k−1∑
i=1

d̂f,(vi−1,vi) (7)

where tp is the departure time of the head flit of p at the
source v0. Packets of real-time flows that have maturation
time smaller or equal to the current time are called mature
packets.

Fig. 2
TIMING DIAGRAM OF PACKET FORWARDING

Figure 2 shows the timing diagram of the events in-
volved in forwarding a packet. A packet is ready when its
head flit has been received. This is called the packet’s ar-
rival time. It becomes mature at the maturation time, and it
must be forwarded before its deadline, which is the sum of
the maturation time plus the upper bound on the queuing
delay. A packet departs a node when its head flit is for-
warded. Algorithm 1, implemented at each node, sched-
ules competing mature packets according to the ordering
function Oe.

Theorem 1: For a valid configuration (F,Π), if each
source Cs,f satisfies Equation 4 for each flow f ∈ F , then
Algorithm 1 guarantees the queuing delay bound q̂f,e for
each edge e ∈ E and each flow f ∈ F .

Proof: Suppose that packet p of flow f is the first packet
that fails to be forwarded within its queuing delay bound.
Also, let m0 be its maturation time at node with outgo-
ing edge e. From Equation 4, we can see that any previous

Algorithm 1 Packet Scheduling Algorithm at node u
Require: current time t

for all e(u, v) ∈ E do
if e is idle then
P ← ∅
for all f ∈ F s.t. e ∈ πf with a packet p in queue
do

if mp
f,u ≤ t then

insert p in P
end if

end for
forward p ∈ P with highest priority according to Oe
[Optional step (for work-conservation)]
if p does not exist then

pick any immature packet to forward
end if

end if
end for

packets of the flow f have been forwarded beforem0 since
tf > q̂f,e, which means that the interval between any pre-
vious packet and p is greater than the previous packet’s
maximum queuing delay. By definition of q̂f,e the inter-
val of time [m0,m0 + q̂f,e] is sufficient to forward one
packet of each flow thas has higher priority than f and the
remaining flits of one lower priority packet plus the head
flit of p since the length of the interval is q̂f,e + 1 cycles.
Therefore, there must be some other flow that has higher
priority than f with two mature packets forwarded within
[m0,m0 + q̂f,e], otherwise, the head flit of p must have
been forwarded before or at m0 + q̂f,e and the packet p
does not miss its deadline. Let g ∈ F be that flow and
p1 and p2 are the two mature packets forwarded during in
the interval [m0,m0 + q̂f,e]. Let m1 and m2 be the mat-
uration time of p1 and p2, respectively, and t1 and t2 their
departure time from the source of the flow, respectively.
According to Equation 7, the following holds:

m2 −m1 = t2 − t1 ≥ tg
⇒ m2 ≥ m1 + tg (8)

Since p1 is forwarded within the interval [m0,m0+ q̂f,e]
and it does not miss its delay bound, it cannot become ma-
ture before m0 − q̂g,e, thus:

m0 − q̂g,e ≤ m1

⇒ m0 ≤ m1 + q̂g,e (9)

Furthermore, p2 is also mature in the interval [m0,m0 +
q̂f,e], meaning that the packet must have become mature



before or at m0 + q̂f,e, thus:

m0 + q̂f,e ≥ m2 (10)

From Equation 4, 8 and 10 we have: m0 + q̂f,e ≥ m2 ≥
m1 + tg > m1 + q̂g,e + q̂f,e ⇒ m0 > m1 + q̂g,e, which
contradicts the hypothesis expressed by Equation 9. 2

To compute the maturation time of a packet, the
scheduling algorithm uses the delay upper bound of each
link of the path followed by the packet. These values are
global information that we want to avoid storing at each
node. We use the jitter as a proxy to compute the matura-
tion time (see Figure 2).

C. Jitter and buffering size.

Consider a flow f along a path πf and let en(vn, vn+1)
be an edge on the path. The deadline of a packet p of flow
f at node vn is defined as follows:

T
(p)
f,n = m

(p)
f,n + q̂f,en (11)

The actual sending time of the packet is denoted by D(p)
f,n

and the jitter for each packet is computed as follows:

j
(p)
f,n = T

(p)
f,n −D

(p)
f,n (12)

The jitter measures the length of time from the departure
of a packet to its deadline. Denoting by r

(p)
f,n+1 the ar-

rival time of packet p at node vn+1, the following holds:
m

(p)
f,n+1 = r

(p)
f,n+1 + j

(p)
f,n. Combining this last equation

with Equation 11 and 12, we obtain:

j
(p)
f,n+1 = r

(p)
f,n+1 + j

(p)
f,n + q̂f,en+1 −D

(p)
f,n+1 (13)

This equation suggests that the maturation time of a packet
can be computed using only two local parameters: the jitter
from the previous node, and the upper bound on the queu-
ing delay. Moreover, these parameters are used to com-
pute the jitter value to be sent to the next node on the path.
Using the jitter information allows to have a completely
distributed scheduling algorithm.

The buffer requirement at a node is the maximum num-
ber of immature packets that may be forwarded to the node
earlier than the deadline plus the maximum number of ma-
ture packets. The buffer requirement for a flow f at node
vn, denoted by Bf,n, can be lower bounded as follows:

Bf,n ≥ d
ĵf,n−1 + q̂f,en

tf
e (14)

If the optional step of Algorithm 1 is not executed, mean-
ing that immature packets are never forwarded, then Algo-
rithm 1 guarantees that for any packet p of flows f and any

node n on the path πf the following upper bound holds
true:

j
(p)
f,n ≤ q̂f,en (15)

Using this jitter upper bound, a safe value for the buffer
size at node vn is:

Bf,n ≥ d
q̂f,en−1 + q̂f,en

tf
e (16)

From Equation 4 we have that tf > q̂f,e, ∀e ∈ E, there-
fore a safe upper bound for the buffer size is:

d
q̂f,en−1 + q̂f,en

tf
e ≤ d

tf + tf
tf

e = 2 (17)

meaning that the minimum buffer requirement is 2 pack-
ets (or 2 · lf flits.) This upper bound is conservative. As
we will see in Section VI, in some cases the buffer require-
ment can be lowered to lf , which leads to an inexpensive
router implementation.

D. Communication mechanism.

Based on the analysis presented in Section III, we can
bound the buffer requirements at each node. Therefore,
real-time packets can be sent asynchronously, without any
need for back-pressure, resulting in high bandwidth uti-
lization. Instead, best-effort packets require the use of ac-
knowledgments from the receiving node. Figure 3 shows
an example of mixed best-effort and real-time traffic com-
munication. The Ack signal is needed for the best-effort
traffic while a special signal is used to distinguish between
best-effort and real-time. Moreover, notice that real-time
packets are non-preemptible whereas best-effort ones can
be preempted. Since real-time flits do not need acknowl-
edgments they can be sent twice as fast as best-effort ones.

Fig. 3
EXAMPLE OF MIXED REAL-TIME AND BEST-EFFORT

COMMUNICATION.



IV. ADMISSION CONTROL AND NEW PATH

ESTABLISHMENT

Consider a network in a valid configuration (F,Π). A
new request from a source core to establish a real-time
connection to a destination core entails answering the fol-
lowing question: given a flow f ′ is there a path πf ′ such
that (F ∪ {f ′},Π ∪ {πf ′}) is still a valid configuration?

According to Equation 6, we define the slack associated
with a flow f as follows:

slackf = df − sf,r −
∑
e∈πf

(q̂f,e + 1) (18)

The slack of a flow is the difference between the maximum
admissible delay and the actual delay resulting from the
configuration, i.e. the amount of time that a flow can be
delayed for, without violating its real-time requirements.
Consider a new flow f ′ and a path πf ′ such that the con-
nectivity constraint is satisfied. Flow f will suffer the in-
terference from flow f ′ at all those links that are in com-
mon between the two paths and for which f ′ has higher
priority. The total interference must be smaller than the
slack of flow f , i.e. :∑

e∈πf∩πf ′
Oe(f ′)<Oe(f)

sf ′,e ≤ slackf (19)

If this condition is satisfied by the new configuration, and
if path πf ′ also satisfies the delay constraint in Equation 6,
then the new configuration is valid. If such path cannot be
found, then the request is rejected and must be re-issued
by the application at a later time. It is interesting to notice
that there is room for a joint optimization of the priority
assignment of each flow at each link and the routing al-
gorithm. Once the new flow and path pair is added to the
configuration, the nodes belonging to the new path must
be updated with their new queuing delays.

V. ON-TIME NOC PROTOCOL AND ARCHITECTURE

A. Transport layer protocol.

In the On-Time NoC, the transport layer is in charge of
accepting or rejecting requests to establish new real-time
connections. The transport layer implements the following
SETPATH primitive:

From Application From Transport
SETPATH.request { SETPATH.indication {
source, flowID,
dest, accept }
flowID
t, l, d }

The application software issues a request to route a new
real-time flow to the transport layer. The request contains
the addresses of the source and destination nodes, an iden-
tifier associated with the flow3, the minimum inter-arrival
time t, the maximum packet length l and the maximum
end-to-end delay d that the flow can tolerate. The trans-
port layer, together with the dynamic path establishment
service provided by the network layer, checks whether the
flow can be added to the network and responds with an
indication that contains two fields: accept is a Boolean
field that is true if the request has been accepted and false
otherwise, and flowID is the identifier of the flow the in-
dication refers to. Table I and III show the structure of the
request and indication messages, respectively, while Ta-
ble II shows the structure of a data packet sent by the ap-
plication after the real-time connection has been success-
fully established. In the tables, the head flit is tagged with
CTRL for control packets, and HEAD for all the others.

We consider a flit-width of 32 bits (which is a common
size for the data-path of an NoC). We use 8 bits for each
node ID, 2 bits for the CTRL and SETUP fields, 5 bits for
the identification of the gate, 7 bits for the priority field,
and 10 bits for the jitter.

B. Network architecture and protocol.

The implementation of On-Time NoC could in princi-
ple be done in a distributed or centralized manner. In a
distributed implementation, when a new request is issued,
the routing algorithm starts flooding the network with mes-
sages to find a route for the incoming flow. The number of
messages to be exchanged may be very large due to the
necessity of updating the slacks associated with each flow.
Moreover, the concurrent execution of the distributed rout-
ing algorithm requires synchronization among the requests
to decide the order in which they are going to be satisfied.

We choose to adopt a centralized architecture shown in
Figure 4. One of the nodes of the network is appointed
the special role of a master node. The master node is
the only one receiving requests and responding to them.
The requests are sent to the master node by the transport
layer upon receiving the SETPATH.request call from
the application software (as shown in Figure 4 by the red
arrow from PE1 to PE6). The master node implements
the admission control and routing algorithm to find suit-
able paths for new flows. When a path exists, the master
node sends a path setup command message to each router
on the path. The structure of the message is shown in Ta-
ble IV. Each router will update its internal state with the

3In our implementation the flowID field is computed from the
source and destination addresses and it is guaranteed to be unique



CTRL Req Node ID Master Node ID REQ
BODY Source ID Destination ID tmin

TAIL Flow ID lmax dmax

TABLE I
REQUEST FOR A NEW REAL-TIME FLOW

HEAD Flow ID Jitter Data
BODY Data flit
BODY ...
TAIL Data flit

TABLE II
REAL-TIME DATA MESSAGE

CTRL Source ID Destination ID (ACK or ACCEPT)
TAIL Flow ID

TABLE III
INDICATION MESSAGE

CTRL Master ID Router ID SETUP Output gate Priority
TAIL Flow ID Input gate Delay

TABLE IV
PATH SETUP COMMANDS TO ROUTER

Fig. 4
EXAMPLE OF IMPLEMENTATION OF THE ON-TIME NOC ON

A 2D MESH TOPOLOGY: MASTER NODE AND PATH SETUP

PROCEDURE.

following information: the input and output ports for the
flow, the flow priority and a delay field that is needed to
compute the maturation time of the packets belonging to
the flow. After finishing setting up its internal configura-
tion, each router sends back an acknowledgment message
to the master node. The master node waits for the acknowl-
edgment messages from all of the routers involved in the
path setup procedure, and finally sends an accept or re-
ject message to the node that issued the request. The node
can start sending data packets after receiving the indication
from the transport layer that the path has been successfully
established. When a path is no longer needed, it can be re-
leased using a path-tear-up protocol.

The centralized architecture requires very little network
overhead. In fact, the master node need only to commu-
nicate with a limited number of routers that are the ones

needed by the new path. In principle, multiple master
nodes may be present in an On-Time NoC.

Fig. 5
A SAMPLE ROUTER ARCHITECTURE.

C. Proposed Router Architecture

The router architecture that we use is shown in Figure 5.
It is similar to the one presented in [14] where each input
port has a number of virtual channel queues [5]. When
a real-time flow is assigned to an input port, one of the
queues is reserved for the flow. When not reserved, the
queues can be used as regular virtual channels for best-
effort traffic that can benefit from higher router’s perfor-
mance. We do need changes in the control logic to support
the packet scheduling algorithm, but these changes have
minimal impact on the area and power overhead. Given the
similarity of the On-Time NoC router micro-architecture
with standard routers, it is easy to incorporate some of the
extensions presented in [15, 24, 25] to improve routers’
performance.

D. Routing algorithm

Several routing algorithms can be implemented to op-
timize and balance the load of the On-Time NoC. The
routing algorithm for On-Time NoC is always deadlock



free since sending nodes do not need to wait to send a
packet. The protocol that we defined is in fact independent
from the routing algorithm. In our experiments, we im-
plemented an exhaustive modified depth-first search (DFS)
routing algorithm. The skeleton of the algorithm is the one
of a classical DFS with some extra conditions inserted in
the code to maintain a network configuration valid.

Flow From To Max Packet Length Min Interval
1 PE 7 PE 23 5 11
2 PE 6 PE 3 3 10
3 PE 5 PE 19 4 9

TABLE V
REAL-TIME FLOWS FOR THE FIRST TEST

Figure 6(a) shows an example of how the routing algo-
rithm would operate under an XY routing strategy (try X
direction first). The first request is for Flow 1 that is routed
as indicated by the long-dashed path. The second request
is for Flow 2 that is routed as indicated by the short-dashed
path. When Flow 2 is routed through the link from node 7
to node 8, the delay bound of flow 1 on that edge is modi-
fied. However, the total delay bound of that flow still does
not exceed the requested delay bound.

When the request for Flow 3 arrives last, it is routed to
node 7. However, it cannot travel on the link from node 7
to 8 since the link utilization would exceed 1. Therefore,
Flow 3 is routed to node 12 and finally reaches its destina-
tion.

VI. EXPERIMENTAL RESULTS

To validate our analytical models and the implementa-
tion of the routing algorithm, we implemented the 5×5
mesh-based On-Time NoC shown in Figure 6(a). We used
the Noxim simulator [10] that is based on SystemC. We
simulated the network with the scenarios shown in Fig-
ure 6(a) and 6(b), and defined in Table V and VI, respec-
tively. This scenarios comprise three real-time flows shar-
ing several network resources.

In this experiment, we choose a scheduling priority
assignment that forwards packets of flows with smallest
maximum packet length first. For two real-time flows f, g
sharing an edge e, we assign priority as follows:

Oe(f) < Oe(g) =


true if lf < lg

true if
{
lf = lg
f is set up before g

false otherwise

The first set of results with traffic characteristics in Ta-
ble V that we report are shown in Figure 6(d), 6(e) and

6(f) when the optional step in the packet scheduling algo-
rithm is executed. The results compare the delay of packets
measured at the destinations of the flow with the delay es-
timated by our analysis (Section III). The measured delay
is never greater than the estimated one. Moreover, since
there are packets whose delay equals the estimated bound,
the analysis is not too conservative. As an example, we
will compute the delay upper bound for flow 2 from PE6
to PE3 using Equations 3 and 5 as follows: the maximum
delay on the edge from PE6 to its router is 1, i.e. the prop-
agation delay only, since there is no other flow competing
for that link; the maximum delay on the edge from the
router of node 6 to the router of node 7 is (l3− 1) + 1 = 4
as computed by Equation 3 and 5, since flow 3 has lower
priority; the maximum delay on the edge from node 7 to
the router of node 8 is (l1 − 1) + 1 = 5; the maximum
delay on the edge from the router of node 8 to the router of
node 3 is 1; the maximum delay on the edge from router of
node 3 to PE3 is 1. The time to receive the remaining flits
of a packet of flow 2 is l2 − 1 = 2. Summing up, we have
that the delay bound is 1 + 4 + 5 + 1 + 1 + 2 = 14 = d2,
which matches the required delay as shown by the simula-
tion results in Figure 6(e).

Figure 6(g), 6(h) and 6(i) show the buffer utilization at
the routers where the flows contend for the output links
without executing the optional step in the packet schedul-
ing algorithm. We observe that the number of packets in
the buffers is never greater than 1. This is due to the con-
straint expressed by Equation 16: q̂f,en−1 + q̂f,en ≤ tf for
all flows at these nodes. Therefore the maximum buffer
utilization in flits is never greater than lf for all the three
tested flows as predicted by the Equation 16.

Flow From To Max Packet Length Min Interval
1 PE 7 PE 23 5 21
2 PE 6 PE 3 3 19
3 PE 5 PE 19 4 17

TABLE VI
REAL-TIME FLOWS FOR THE SECOND TEST

Now we change the configuration of the three flows so
that they share the link from node 7 to node 8. We in-
crease the interval between packets of each flows as in Ta-
ble VI so that the total utilization of that link is not greater
than 1. The three flows are then routed as in Figure 6(b).
The result in Figure 6(c) shows that the packets of each of
the three real-time flows reach their destinations at the ex-
act estimated end-to-end delay bounds since all jitters are
absorbed when the optional step in the packet scheduling
algorithm is not executed. These packets are sent at maxi-



(a)Example of three flows scheduled to
share links.

(b)Example of three flows scheduled to
share one link.
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Fig. 6
EVALUATION RESULTS

mum packet lengths.

A. Comparison with other NoC protocols

We compared the On-Time NoC with existing architec-
tures. The results are shown in Table VII with values ex-
pressed in number of cycles. For this experiment, we use
two different network configurations: a 5x5 mesh network
with transpose traffic pattern and a 8x8 mesh network with
butterfly traffic pattern. We assume that packets are 5 flits
long and that they are periodically injected in the network.
We vary the period to change the packet injection rate. We
define the saturation rate as the maximum packet injection
rate after which we observe no delays higher than 1000 cy-

cles. We run simulations for 200000 cycles and we mea-
sure the maximum and average delay of all flows in the
network. We also note that while validation of standard
NoC can only be done empirically by processing simula-
tion traces, results for the On-time NoC can be derived
analytically.

To make the comparison fair, we use the same total
buffer size of 10 flits (i.e. 2 packets) for each input port of
each router in all cases. For the On-Time NoC, this buffer
size corresponds to a maximum of two real-time flows for
each link. We compare the performance of the On-Time
NoC against two other architectures. The centralized one
is an NoC with standard routers in Noxim [10], but with



Traffic Protocol Saturation
Rate

Max de-
lay

Average
delay

Transpose OT NoC 0.1 34 19.64

(5x5) Centralized 0.033 61 23.48
DyAd 0.022 150 22.47

Butterfly OT NoC 0.1 60 21.03

(8x8) Centralized 0.025 76 28.70
DyAd 0.01 314 37.80

TABLE VII
COMPARISON WITH OTHER ARCHITECTURES.

a centralized routing algorithm that routes flows trying to
avoid congestion 4. This architecture can be seen as the
On-Time NoC without the mechanisms that we develop to
guarantee real-time packet delivery. The other architecture
used DyAd [13] as a dynamic routing algorithm. The re-
sults show that the On-Time NoC is able to handle higher
injection rate (three to five times for transpose traffic and
four to ten times for butterfly traffic). The maximum delay
is two to five time smaller while the average delay is 12 %
to 45 % smaller than the other two architectures.

VII. CONCLUSION AND FUTURE WORK

We presented the On-Time NoC, a Network-on-Chip for
real-time applications suitable for multi-core platforms.
The protocol and the network architecture of our On-Time
NoC are based on a cycle accurate analytical model of the
end-to-end delay of packets with priorities and worm-hole
flow-control. The delay model is general with respect to
packet scheduling and routing algorithm, and can be eas-
ily extended to pipeline routers. Because synchronization
between processing cores can be enforced by the appli-
cation software, we believe that the On-Time NoC is a
good candidate to serve as the underlining communica-
tion infrastructure for some programming models such as
PTIDES [31]. The communication time predictability of-
fered by the On-Time NoC will allow the implementation
of safety critical applications such as aircraft control, on
multi-core platforms [16, 17, 26].

Our next steps include identifying distributed routing
algorithms that will optimize and balance a network of
PRET processors [19], thus providing a real-time multi-
core system. This work includes evaluating effective uses
of the properties of PRET machines to enhance packet
scheduling and an optimization procedure to define the
number and position of master nodes. We also plan to eval-
uate the buffer bound in detail for worm-hole flow control.
Finally we plan to design a hardware router and evaluate

4We use the method of forbidden turns in [3] to avoid deadlocks.

power and area costs.
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