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Abstract

Sense Amplifier-Based Pass Transistor Logic

by

Louis Poblete Alarcón

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Science

University of California, Berkeley

Professor Jan M. Rabaey, Chair

Reducing the energy required per operation is the key to building ultra-low energy systems,
and the most effective way of achieving this is to reduce the supply voltage. However, oper-
ating CMOS circuits at low supply voltages increases circuit delay, leading to lower circuit
performance. In this region, the sub-threshold leakage energy component becomes more
pronounced and can even dominate the total circuit energy. Increasing threshold voltages
reduces the amount of leakage, but this forces operation in the sub-threshold region where
performance and variability become exponentially worse.

The use of the sense amplifier-based pass transistor logic (SAPTL) topology is one approach
to reducing the energy per operation. It uses an inverted pass transistor logic (PTL) tree,
which inherently has no gain, and hence no power supply connections, eliminating the sources
of sub-threshold leakage current. Reducing the threshold voltages of the PTL transistors im-
proves performance, without the leakage current increase associated with conventional static
CMOS logic. This reduced threshold voltage also allows the PTL transistors to operate in
the super-threshold region, even for very low supply voltages, avoiding the increased delay
and variability associated with the sub-threshold operating regime.

Gain is introduced by using drivers and sense amplifiers (SAs) that restore the output voltage
swing and provide the appropriate output current to drive the fan-out capacitances. These
drivers and SAs are the primary source of sub-threshold leakage, which can be amortized by
making the PTL networks complex, and by applying various leakage reduction techniques.

SAPTL-based 90nm test circuits using both synchronous and asynchronous timing schemes
have been designed, fabricated and tested. These circuits show leakage and energy charac-
teristics better than the equivalent static CMOS circuits. These test chips also demonstrate
rudimentary SAPTL-based design flows using commercially available CAD tools.

Simulation and measurement results of basic synchronous SAPTL building blocks show a
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40X-50X reduction in standby current and a 6X reduction in energy when compared to an
equivalent CMOS logic block, at the expense of a 10X-30X increase in delay. Operating the
SAPTL asynchronously reduces the average delay by 89%. However, adding the necessary
handshaking circuitry increases the energy by 31%.

These SAPTL building blocks are used to create a parallel 64-byte asynchronous SAPTL-
based CRC generator with a minimum energy point that is 25% lower than that of the
static CMOS equivalent, with a 6X delay penalty. Also, due to the nature of the PTL tree,
forward-biasing the body of the PTL transistors results in a 10% reduction in delay with no
energy penalty.

The advantages of the SAPTL over conventional static CMOS is expected to be more signifi-
cant as technology continues to scale, where subthreshold leakage continue to prevent supply
voltages from being aggressively scaled.
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Chapter 1

Introduction

The ability to design and build logic and computational elements that operate at extremely
low energy levels is seen as a very important enabler for systems in various application
domains such as mobile devices, wireless sensor networks and bio-medical systems [Sak03].
Devices operating at these low energy levels can also take advantage of alternative energy
storage and scavenging methods that can lead to almost indefinite operational lifetimes
[CFK+10], as well as new computing and system paradigms.

Technology scaling and supply voltage reduction have been responsible for the continued
energy reduction and performance improvement in complementary static CMOS circuits, the
most popular logic topology in use today. However, the increased leakage energy brought
about by scaling and VDD reduction is starting to limit the minimum energy that static
CMOS circuits can achieve. One low-energy alternative to complementary static CMOS
circuits is the sense amplifier-based pass transistor logic (SAPTL) topology.

1.1 Overview

This work presents the sense amplifier-based pass transistor logic (SAPTL) as a low energy
alternative logic topology to fully complementary static CMOS logic. The SAPTL takes
advantage of the inherent decoupling of logic functionality and circuit gain in pass transistor
circuits in order to achieve ultra-low energy operation that is lower than static CMOS,
especially in cases where leakage energy becomes a significant component of total circuit
energy. This decoupling also allows the improvement of performance through threshold
voltage reduction without increasing the total SAPTL energy consumption.
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1.2 Thesis Flow and Organization

Chapter 2 presents an overview of the low energy design, starting with the basics of how
energy is consumed in digital circuits. Techniques on how energy consumption can be re-
duced, such as sub-threshold leakage current mitigation, as well as the challenges involved,
are mentioned. Metrics showing how these reductions affect the performance of these circuits
are then introduced.

Pass transistor logic is introduced in Chapter 3 as a low leakage alternative to complementary
static CMOS logic, since it operates inherently without built-in gain elements. The penalties
of operating without gain, as well as ways to introduce more gain into the circuit are also
presented.

Chapter 4 introduces the basic organization of the sense amplifier-based pass transistor logic
(SAPTL) circuit, which is built using (1) an inverted pass transistors tree, or stack, and (2)
gain elements in the form of drivers and sense amplifiers. This is followed by an analysis
of the delay and energy of these SAPTL building blocks and the implications of combining
these two blocks in order to implement boolean functions.

The timing behavior of SAPTL is shown in Chapter 5. A two-phase clocking scheme as well as
two asynchronous handshaking schemes are presented. The energy and delay characteristics
of logic functions using these timing schemes are then compared with their corresponding
complementary static CMOS implementations, highlighting design areas where using SAPTL
will be advantageous. Chapter 6 shows several examples of the SAPTL circuits, including
practical design and implementation issues as well as measurement results of fabricated
circuits.

Chapter 7 presents the conclusions drawn from this work, and then recommendations as well
as possible future extensions of this thesis are presented in Chapter 8.
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Chapter 2

Ultra-Low Energy Design

The continued scaling of CMOS technology provides increased transistor density, as well as
increased performance. Ideally, scaling also reduces the the overall circuit power consump-
tion. However, due to nonidealities like leakage, scaling typically results in an increase in
overall circuit power consumption and this increase in power that accompanies this scaling
trend is preventing us from truly harnessing the benefits of decreasing transistor feature
sizes [Sak03]. For applications (1) that are severely energy limited, such as those using im-
plantable electronics [ROSO05] [GN04] or (2) where performance requirements are relaxed
and energy is the primary constraint, such as RFID protocol processor systems [RGDMC09]
and implantable integrated circuits [KGM09] with clock frequencies in the hundreds of kHz,
the energy per operation must continue to decrease, allowing for years of battery life at
relatively low operating frequencies and power levels.

The goal, therefore, of ultra-low energy design is to be able to create circuits and systems that
consume the least amount of energy possible, while meeting application-specific constraints
in the face of device and process nonidealities.

In this chapter, the relationship between energy, supply voltage, performance and MOS
subthreshold leakage current of CMOS logic circuits are presented, leading to the main diffi-
culties in reducing their energy per operation (EOP ). Various methodologies and techniques
currently used to lower EOP are then enumerated. The chapter concludes with a discus-
sion on the possibilities of using pass transistor logic (PTL) as an alternative approach to
reducing EOP in certain application scenarios.

2.1 Characteristics of CMOS Logic

A generalized complementary static CMOS logic, shown in Fig. 2.1, is composed of a PMOS
pull-up network, connecting the supply rail to the output and an NMOS pull-down network
that connects the output to ground. These complementary pull-up and pull-down networks
connects the output to either VDD or ground, depending on the logic gate’s input.
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Figure 2.1: A generalized complementary CMOS logic gate.

The behavior of a generic complementary CMOS logic gate can be analyzed in terms of an
equivalent CMOS inverter since its pull-up and pull-down networks can be modeled as a
single equivalent PMOS or NMOS transistor. Thus, the CMOS inverter and its behavior, as
described in this chapter, can be regarded as representative of the entire fully complementary
CMOS logic family.

2.1.1 The CMOS Inverter

The current that a CMOS inverter draws from the supply voltage, VDD, can be decomposed
into three main components [RCN03], (1) ION , the switching or dynamic current used to
charge up the capacitive load at its output, Csw, (2) Ileak, the subthreshold leakage current
and (3) Isc, the short-circuit or direct path current, as seen in Fig. 2.2.

For supply voltages significantly above the threshold voltage [SN90][ZBSF05],

ION,sat =
µeffCox

2

W

Leff
(VDD − VTH)αmos (2.1)

where αmos ≈ 1.3. However, in the subthreshold region it can be expressed as
[TN98][BRG05]

ION,sub = µeffCox
W

Leff
(m− 1)V 2

T e
VDD−VTH

mVT

(
1− e−

VDD
VT

)
(2.2)
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Figure 2.2: A CMOS inverter driving a capacitive load.

where m is defined as

m =

(
1 +

Cd
Cox

)
=

SS
(ln 10)VT

(2.3)

and SS is the subthreshold slope, given by

SS = (ln 10)VT

(
1 +

Cd
Cox

)
(2.4)

where VT = kT
q
, Cox is the gate-oxide capacitance per unit area, Cd is the depletion region

capacitance per unit area, W is the width and Leff is the effective channel length of the
MOS device.

The leakage current is the current that flows when VGS is equal to zero, and is commonly
dominated by subthreshold leakage currents [KAB+03], thus

Ileak = µeffCox
W

Leff
(m− 1)V 2

T e
−VTH
mVT

(
1− e−

VDS
VT

)
(2.5)

Note that at supply voltages less than the sum of the NMOS and PMOS threshold voltages,
the short-circuit current, Isc, becomes negligible [CB95]. Though the paths through which
Ileak and Isc take are the same, Isc flows only when a transient event occurs. The leakage
current, on the other hand, is the current that flows when the circuit node voltages settle to
their final static values after a transient event.
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Figure 2.3: CMOS inverter delay as a function of VDD.

2.1.2 Delay

The delay in a CMOS gate can be expressed as

D =
CswVDD

2ION
(2.6)

Thus, the delay for above threshold operation can be expressed as a function of the supply
voltage, as

Dsat ∝
VDD

(VDD − VTH)αmos
(2.7)

and in the subthreshold region, assuming VDD > 0.1 V, such that 1− e−
VDD
VT ≈ 1, the delay

is

Dsub ∝ VDDe
−VDD−VTH

mVT (2.8)

As seen in Eqs. 2.7 and 2.8, decreasing the supply voltage increases the delay. Fig. 2.3
shows the delay of two flavors of 65nm CMOS inverters as a function of supply voltage.

In real systems, several CMOS gates are normally grouped into logic or pipeline stages in
order to perform a certain function or operation, such as adding two numbers. If the time
needed to complete this operation is defined as TOP , then the activity factor of each gate i
in the logic or pipeline stage can be defined as
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αi = ki
Di

TOP
(2.9)

For an inverter, every change at its input causes a change at the outputs, hence, k = 1.
For multiple-input gates, k can be less than 1 since not all changes at the gate input causes
the output to change. For synchronous systems, on the other hand, if fsw is the global
clock frequency, where fsw = 1

TOP
, then 1

α
can represent the average number of clock cycles

between each output switching event of a particular gate or subsystem.

2.1.3 Power

The average power consumed by the CMOS inverter for a low-to-high transition at its output
can be expressed as the sum of the dynamic and leakage power components

Pave = Pdyn + Pleak = VDDIDD + VDD (Ileak + Isc) = αCswV
2
DDfsw + VDD (Ileak + Isc) (2.10)

where IDD is the total current drawn from the supply. If the voltage swing across the
switched capacitance is less than the supply voltage, the dynamic power, in general, is
given as

Pdyn = αCswVDDVswingfsw (2.11)

Combining Eqs. 2.1, 2.5, 2.7 and 2.8, we get the CMOS power expressions in terms of the
supply voltage as

Pdyn,sat ∝ αCswVDD (VDD − VTH)αmos (2.12)

Pdyn,sub ∝ αCswVDDe
VDD−VTH

mVT (2.13)

Pleak ∝ VDDe
−VTH
mVT (2.14)

Fig. 2.4 shows the power as a function of supply voltage for two different flavors of inverters
in a 65nm CMOS process. As seen in Eq. 2.10, the average power is dependent on the value
of the switched capacitance, the switching rate of the output node, the leakage current and
the supply voltage.
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Figure 2.4: CMOS inverter power as a function of VDD.

2.1.4 Energy

The average power is a very important metric, providing insight into how much average
current a power source needs to provide a logic gate. Of interest as well is the time integral
of the average power over the duration of an operation, or the energy per operation, EOP .
The energy required to complete a set of meaningful logic operations typically determines the
amount of energy an energy source must be able to provide before it needs to be replenished.

Thus, for a given time needed to complete an operation, TOP , the energy per operation is
defined as

EOP = PaveTOP = (Pdyn + Pleak)TOP = PdynD + PleakTOP (2.15)

The dynamic component of the average power is multiplied only by the delay of the gate
since ION is zero after the output switches. Combining Eqs. 2.10 and 2.15, and ignoring the
short-circuit current, we get

EOP = CswV
2
DDfswD + VDDIleakTOP = αCswV

2
DD + VDDIleakTOP (2.16)

For the simple case when the logic gate’s output switches only once per operation, or D =
αTOP , the energy per operation can be expressed as

EOP = Edyn + Eleak = αCswV
2
DD +

VDDIleakD

α
(2.17)

Again, if the voltage swing across the switched capacitance is less than the supply voltage,
the dynamic energy, in general, is given as
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Figure 2.5: CMOS inverter energy per operation as a function of VDD.

Edyn = αCswVDDVswing (2.18)

Combining Eqs. 2.5, 2.7 and 2.8, we can express the leakage energy as

Eleak,sat ∝
V 2
DD

α

e
−VTH
mVT

(VDD − VTH)αmos
(2.19)

Eleak,sub ∝
V 2
DD

α
e
−VDD
mVT (2.20)

Thus, a lower activity factor decreases the dynamic energy component, but at the same time
increases the effect of the static or leakage energy component, as shown in Fig. 2.5 for two
versions of a 65nm CMOS inverter, and for two different activity factors. For α = 0.005, the
total energy is dominated by the leakage energy component, which is proportional to the
delay as seen in Eq. 2.17.

The tradeoff between energy and delay or performance can be visualized in a more compact
manner by combining the Figs. 2.3 and 2.5, with the supply voltage as a swept parameter.
Thus, the energy-delay plot of the two 65nm CMOS inverters, in Fig. 2.6, shows the effect
of changing the supply voltage, simultaneously on both the inverter energy and delay.

2.2 A Sampling of Low Energy Design Techniques

As seen in Eq. 2.17, the dynamic energy per operation of CMOS gates can be reduced if (1)
the effective switched capacitance, αCsw, is lowered, (2) the voltage swing is lowered and/or
(3) the supply voltage is lowered.
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Figure 2.6: The energy-delay plot of the 65nm CMOS inverters.

The effective switched capacitance of a circuit or system can be reduced by lowering the
switching activity, α. One way of reducing α is by preventing unnecessary transitions in the
clock network by gating the clock [WPW00]. Another way of reducing the switching activity
is to create circuit elements such as flip-flops that sense if the incoming data is different
from the stored data [KKJ01] [HTH+99]. These conditional flip-flop evaluation methods can
prevent unnecessary transitions within the flip-flop itself at the expense of the additional
circuitry needed to detect these differences.

Reducing the supply voltage seems to be the best way to reduce power and energy [CB95]
[DC97] due to their quadratic dependence on VDD. However, due to the increased gate
delays, circuit performance must be traded off for reduced power and/or energy [LS93]. This
tradeoff can be made more fine-grained and flexible by using variable and/or multiple (1)
supply voltages to reduce energy and (2) threshold voltages to reduce the delay penalty
incurred by reducing VDD [KSM+98] [Kur02] [DC97] [CC06]. Reduced output-swing circuits
such as pass transistors [SKK97] or bus drivers [NII+93] can also be selectively used to drive
nodes with relatively large capacitances, thus allowing more fine-tuned voltage control over
individual circuit nodes rather than groups of gates.

This increased flexibility is accompanied by additional overhead costs, such as voltage level
converters, increased design complexity and the cost of generating and routing the various
supply and threshold voltages that are required. Thus in order to minimize energy, optimal
combinations of the supply and threshold voltage have been reported [Sta01], most often
leading to subthreshold operation [WC05].

In order to understand how much more energy reductions can potentially be achieved, it is
important to determine if theoretical limits on EOP exists, and if these limits exist, can logic
gates can operate near these limits or are there barriers preventing current logic circuits from
operating close to these limits.
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Figure 2.7: Theoretical energy and voltage limits.

2.3 Fundamental Limits

In order to discriminate between two binary states, the transfer characteristic of an inverter
must have a slope, m, where |m| > 1 [MD00]. This leads to the minimum allowable CMOS
supply voltage of

VDD,lim ∼= 2VT ln

(
2 +

Cd
Cox

)
= 2VT ln

(
1 +

SS
(ln 10)VT

)
∼= 2 (ln 2)VT ≈ 36mV (2.21)

This minimum allowable supply voltage, VDD,lim, gives the minimum energy, EOP,lim, needed
to move a single electron in order to charge the gate capacitance of a MOSFET, resulting in
[MD00] [ZBSF05]

EOP,lim = (ln 2) kT ≈ 2.87× 10−21 J (2.22)

Fig. 2.7 shows the relative simulated values of minimum energies and voltages of various
CMOS inverter technologies, as compared to EOP,lim. In current technologies, the inverter
switching energies are approximately five orders of magnitude larger than the theoretical
limit.

Eqs. 2.21 and 2.22 assume ideal and perfectly matched transistors. Other factors can
significantly limit the minimum achievable supply voltage and energy. Most notable are (1)
the increased device variability and mismatch [TBK+10] that can affect the functionality
of the circuit and (2) the increased subthreshold leakage energy components [ITR] that
increases the minimum energy that can be achieved.
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Although device noise sources such as shot noise, flicker noise and thermal noise can still
be considered negligible in digital circuits, external noise sources such as (1) crosstalk, (2)
power/ground bounce and (3) substrate noise can significantly degrade the performance and
the reliability of digital integrated circuits [NRC08]. These external noise sources can also
limit the reduction of VDD [BS99], but is outside the scope of this work.

2.3.1 Variability

Variability arises due to the fact that devices are scaling faster than the manufacturing
technology’s ability to control the process parameters, resulting in (1) random atomic-level
differences between devices and (2) systematic shifts in manufacturing dependent process
conditions [BFG+06]. In MOS transistors, variability significantly affects the channel width
and length as well as the threshold voltage [UTB+06]. At low voltages, variability can cause
(1) logic failure, (2) the inability of an SRAM cell to retain its state, (3) reduced noise
margins, (4) increased soft-error failures, (5) exponential degradation of performance and
(6) increased subthreshold leakage current [TBK+10] [PdGT04].

Circuit and architectural approaches to reduce the impact of variability have been reported,
such as (1) the use of more stringent design rules and regular circuit layout techniques
[KRH+05] [CCL+08] [PN09], (2) variability-aware device sizing [VCT+04], and (3) systems
that employ error detection and/or correction blocks that can allow aggressive clocking or
voltage scaling [DRL+06] [BTK+09] [Mit10] [TBW+09].

Thus, in order to assure correct functionality in the presence of process variations, additional
energy is needed to support these circuit and architectural techniques. This additional energy
then raises the minimum energy required to complete an operation.

2.3.2 Subthreshold Leakage

The most effective way of reducing the dynamic energy per operation of digital circuits is by
reducing the supply voltage, VDD. This however, comes at the expense of increased leakage
or standby energy per operation due to the required threshold voltage reduction needed
to achieve a given performance goal [Sak03]. This energy wall due to standby energy is
now considered a clear long-term threat to the survival of CMOS technology itself, and its
management a major challenge [ITR].

Standby energy is commonly dominated by subthreshold leakage currents [KAB+03], which
flow in circuits that provide gain, by virtue of their power rail connections. In static comple-
mentary CMOS logic, each gate is essentially a gain stage, with a VDD and ground connection,
giving each gate (1) signal regeneration, (2) current drive and also (3) a leakage path. Thus,
the functionality of the gate is tightly coupled to its gain, and hence to leakage.
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Figure 2.8: A NAND4 gate implemented using (a) a single gate and (b) multiple gates.

Subthreshold leakage current can thus be reduced (1) by increasing the effective channel
length, Leff , (2) by reducing the supply voltage and consequently the drain-to-source voltage,
VDS or (3) by increasing the threshold voltage, VTH .

Device-level leakage reduction techniques have been reported, such as multiple threshold
voltages (MTCMOS) [MDM+95] [CHC04], as well as the use of non-CMOS devices such
as integrated relays [CFK+10]. Circuit-level techniques that exist in literature include the
use of boosted-gate MOS (BGMOS) transistors [ITN+00], super cut-off CMOS (SCCMOS)
devices [KNS98] and multi-voltage CMOS (MVCMOS) techniques [Sta98].

A sampling of other currently used low leakage circuit techniques aside from voltage scaling
include the use of (1) non-minimum channel lengths; (2) stacked transistors and (3) various
header and footer switch topologies and are summarized in [KNC02], [CSH+03] and [Sak03].

Increasing the transistor channel length reduces leakage by increasing the effective resistance
of the leakage path between the supply rails, resulting in delay penalties. Using reverse body
bias to increase VTH also leads to the same results, however due to increased channel doping
[Yu04], BTBT limits the effectiveness of body bias to reduce leakage, and hence the effective
power reduction is reduced by approximately 4X per technology generation [KNB+99].

As seen in Fig. 2.6, the leakage energy component prevents further reductions in energy
and thus, determines the minimum EOP that can be achieved, which is still several orders of
magnitude larger than the theoretical limit in Eq. 2.22. By applying the leakage reduction
techniques described above, circuit operation closer to EOP,lim can be obtained.

2.4 Leakage and Gain

Another way to reduce leakage current is to use more complex gates. By combining more
functionality in a single gate, less gates are used resulting in less leakage paths from VDD
to ground. Again, this would increase the effective resistance of the leakage path from the
supply rails. However, using fewer, more complex gates reduces the amount of gain present
in the circuit. Fig. 2.8 shows two different implementations of a NAND4 gate: (1) using
a single complex gate, and hence a single gain stage, as seen in Fig. 2.8a, and (2) using
multiple gates (gain stages) shown in Fig. 2.8b.
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Figure 2.9: The CMOS NAND4 gate: (a) energy-delay characteristics and (b) details at high
supply voltages.

The energy and delay characteristics of both NAND4 gates as the supply voltage is swept
from 0.2 V to 1 V is given in Fig. 2.9. As expected, at high supply voltages near 1 V,
the NAND4 implemented using more gain stages can drive the output load faster than the
one implemented using a single gate. However, this performance improvement costs more
energy. Note that at lower supply voltages, the single, more complex gate consumes less
energy due to a smaller effective switched capacitance. At lower activity factors, the leakage
energy component is also less due to the fact that it has fewer leakage current paths. Thus,
in cases where performance is less critical than energy consumption, using circuits with a
reduced number of gain elements may allow lower energy operation than just scaling down
the supply voltage of a topology optimized for speed.

2.5 Summary

Lowering the supply voltage has been the most effective method of lowering the energy per
operation of CMOS logic gates. However, due to increased variability and standby energy
caused by subthreshold leakage currents, the effectiveness of voltage scaling has diminished
to the point where further reductions in supply voltage can lead to incorrect operation or
an increase the total energy per operation instead of a reduction. Thus, various variability
mitigation and leakage current reduction techniques have been reported, in an effort to bring
the voltage and energy levels as close as possible to their theoretical minimum values. Though
noise and variability are important issues that must be considered carefully, the focus of this
work, however will be on the reduction of subthreshold leakage current. Also, since most
noise and variability mitigation circuits also introduce additional leakage themselves, the
resulting overall leakage current determines the minimum energy per operation that can be
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achieved.

One key idea presented in this chapter is that due to the inherent gain in static CMOS
gates, the subthreshold leakage current and the output drive current share the same path
through the logic gate. Thus, most circuit-level leakage reduction techniques must trade-
off the amount of leakage reduction to the amount of drive current needed by the system,
therefore limiting the leakage current reduction that can be achieved. Chapter 3 shows how
pass transistor circuits, by decoupling gain and logic functionality, can change this trade-off.
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Chapter 3

Pass Transistor Logic

Pass transistor logic (PTL) has been the focus of many research projects [Tak98] ranging from
their use as static CMOS replacement circuits for specialized applications, to computer-aided
design (CAD) methodologies that take advantage of various PTL characteristics such as area
efficiency and regularity [YYN+90]. In this chapter, a sampling of various pass transistor logic
implementations are described, with the intention of highlighting the relationship between
logic functionality, gain stages, performance and energy.

3.1 Basic PTL Topologies

Various pass transistor logic implementations have been reported and can be broadly grouped
into two classes based on the pass transistor network (PTN) used: (1) NMOS-only PTNs and
(2) PTNs that use both NMOS and PMOS transistors [MNO00]. NMOS-only pass transistor
networks are less complex, resulting in (1) lower input and signal path capacitances and (2)
smaller area. However, due to the threshold voltage drop needed to keep the NMOS network
conducting, the high or logic ‘1’ output voltage will be less than the supply voltage, VDD. In
order to recover a rail-to-rail output swing, a simple inverter or buffer can be added at the
output of the PTN.

One common form of the NMOS-only PTL topology is the complementary pass transis-
tor logic (CPL) [YYN+90]. CPL has complementary inputs and outputs, and usually
has CMOS inverters at its outputs to restore the degraded PTL voltage swing due to
the NMOS threshold voltage (VTH) drop. Fig. 3.1b shows a CPL implementation of an
OR/NOR gate. A number of arithmetic building blocks have been reported using CPL
[YYN+90, AKBE96, CSB+97], taking advantage of the low input capacitance and reduced
transistor count to increase performance.

A variation of CPL is the double pass transistor logic (DPL) [SOS+93, CSB+97]. It is
composed of an NMOS PTN and its PMOS equivalent, as shown in Fig. 3.1c. The additional
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Figure 3.1: OR/NOR implementations in (a) CMOS, (b) CPL, (c) DPL and (d) DVL.

PMOS PTN (1) doubles the signal transmission path, compensating for the performance
degradation due to increased path capacitance and (2) allows full swing at the output of the
PTN, improving the performance at low supply voltage even with limited threshold voltage
scaling. DPL however, has increased input capacitance due to the redundant signal paths
present.

Dual value logic (DVL) [OD95, OD97], shown in Fig. 3.1d, is a pass transistor-based logic
style derived from DPL by eliminating redundant and slower branches while still maintaining
full-rail voltage swing at the output of the PTN. Note that since DPL and DVL circuits use
both NMOS and PMOS PTNs, no buffering or voltage swing restoration circuitry is required
at their outputs.

The energy-delay characteristics of 65nm two-input CPL, DPL and DVL OR/NOR PTL
gates, as well as the equivalent static CMOS gate (Fig. 3.1a) are shown in Fig 3.1, for two
different activity factors, α = 0.1 and α = 0.01 and for two different capacitive loads. All
the inputs to these gates are driven by a minimum-sized inverter. Two versions of the CPL
are presented, one with and one without an inverter at the output. The energy numbers
include the energy of the driving gates since without these gates, the CPL without inverters
at the output, being completely passive, would consume no energy from the supply rails.
The supply voltage, VDD is swept from 200 mV to 500 mV and the PTL gate outputs are
terminated with equal load capacitances.
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Figure 3.2: PTL 2-input OR/NOR energy-delay characteristics: (a) α = 0.1 and loaded with
a 1X INV, (b) α = 0.01 and loaded with a 1X INV, (c) α = 0.1 and loaded with a 4X INV
and (d) α = 0.01 and loaded with a 4X INV.

As expected, at very low performance, leakage energy due to the gain stages dominates, and
is smallest in the CPL circuit without inverters, i.e., the circuit with the least number of
supply rail connections, as shown in Fig. 3.2a. This leakage energy becomes more prominent
at lower activity factors (Fig. 3.2b).

Gain, however, plays a very important role in driving larger capacitive loads. Figs. 3.2c and
3.2d shows how an increase in fan-out adversely affects the energy-delay characteristics of
circuits without gain. Without gain, the PTL circuits incur significant increases in delay,
resulting in a corresponding increase in energy. The inherent gain, and thus drive current of
the static CMOS gate, on the other hand, reduces the delay impact of increasing the load
capacitance. This smaller delay results in a lower overall energy for high fanout situations.

For low to moderate performance, reducing the amount of gain could lead to a reduction in
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Figure 3.3: The pass transistor multiplexer tree (a) with Ndepth = 2 and (b) a sneak path.

energy. In static CMOS circuits, gain can be lowered by increasing the complexity of a gate,
while in PTL circuits, gain elements have to be explicitly added.

3.2 PTL Operation and Circuit Gain

The NMOS-only CPL circuit is purely passive and therefore, does not regenerate the input
through gain elements such as inverters or pull-up/pull-down circuitry. This particular topol-
ogy is of interest since (1) there are no supply rail connections, (2) functionality is achieved
without gain and (3) energy is consumed solely through the gain elements and dissipated
mostly by the pass transistor network.

3.2.1 Leakage in PTL Circuits

The fact that there are no supply rail connections implies that there are no inherent sub-
threshold leakage paths from VDD to ground. Consider a simple CPL-based multiplexer PTN
shown in Fig. 3.3a, which is a commonly used PTN topology, due to the fact that any logic
function can be expanded into multiplexer functions using Shannon’s expansion [Sha49].

Leakage currents can, however, still flow via sneak paths, one of which is shown in Fig.
3.3b. These paths form when two mutually exclusive inputs of a pass transistor network
have opposite polarities. This behavior is similar to a static CMOS inverter, where leakage
current flows through the transistor in the OFF state. The depth of the multiplexer tree,
Ndepth, increases as the number of inputs and leads to an exponential increase in the number
of potential leakage paths.
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Figure 3.4: A pass transistor network (a) with no gain elements and (b) with gain at the
output and internal nodes.

3.2.2 The Effect of Adding Gain

Unlike static complementary CMOS logic, the PTL logic network that determines function-
ality is decoupled from gain, allowing the selective addition or removal of gain elements as
needed. Fig. 3.4a shows a pass transistor multiplexer tree-based OR gate without gain
elements added, while Fig. 3.4b shows the same circuit but with additional gain added
internally and at the output.
As can be seen from Fig. 3.5, the performance can be improved by increasing the number
of gain elements, at the expense of increased energy consumption. Note that in both PTL
circuits, all the gate and source inputs are driven by minimum-sized inverters. Similar to Fig.
3.1, the energy of the inverters driving the drain inputs of the pass transistor multiplexer
tree is included in the total reported energy.
This additional tradeoff between energy and performance is similar to adding repeaters to
long transmission lines [RCN03] and can be used as another dimension in optimizing PTL
circuits.

3.2.3 Decoupled Operation

Separate optimization strategies for the pass transistor network and the gain stages can
be employed due to the reduced coupling between functionality and gain. For example,
consider the case of subthreshold leakage and performance. The energy consumed by the
CPL multiplexer in Fig. 3.3 can be expressed as:

E = Edynamic + Eleakage (3.1)
where Edynamic is the energy needed to charge and discharge the capacitances in the circuit,
while Eleakage is the leakage energy dissipated by the circuit. Edynamic and Eleakage for a
certain operation period, Top, and output swing, dV , can be further expressed as:
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Edynamic = αCint,driver V
2
DD + αCPTN VDD dV + α (Cint,buffer + Cload)V

2
DD (3.2)

Eleakage = VDD Ileak,driver Top + VDD Ileak,buffer Top (3.3)

Since the subthreshold leakage energy has been confined to the gain elements, and assuming
sneak paths can be eliminated as described in Chapter 4, the various low leakage techniques
presented in Chapter 2 can be applied selectively to these circuits, such as increasing thresh-
old voltages, forced stacking or adding header and footer switches. Since these techniques
are local to the gain elements, their impact on the pass transistor network are reduced.

The delay of the CPL multiplexer on the other hand, can be expressed as:

D = Ddriver +DPTN +Dbuffer (3.4)

A first order model [RCN03] for the delay of the pass transistor network and the CMOS
inverters serving as drivers and buffers gives:

D u
Cint,driver VDD
ION,driver

+
CPTN dV

ION,driver
+Reff,PTN CPTN ln 2 +

(Cint,buffer + Cload)VDD
ION,buffer

(3.5)

The pass transistor network can be optimized for performance by using lower VTH devices,
reducing the effective resistance, Reff , of the PTN. This decoupling of subthreshold leakage
and performance is normally not possible in static CMOS circuits since the leakage path is
the same as the signal path.
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Figure 3.6: Alternative gain elements: (a) a sense amplifier and (b) a regenerative element.

3.3 Alternative Gain Elements

Static CMOS inverters suffer from increased short-circuit currents [RCN03] when its inputs
are not swinging from rail to rail. Thus, other popular methods of adding gain to a PTN
include using (1) a sense amplifier, or (2) a regenerative element such as a cross-coupled
inverter pair.

3.3.1 Sense Amplifiers

An alternative to using CMOS inverters at the output of NMOS-only differential pass tran-
sistor networks is to use sense amplifiers as shown in Fig. 3.6a. Sense amplifiers are normally
employed in circuits where performance is needed while driving heavily loaded nodes such
as those found in memory circuits and long transmission lines [MHU+94].

One advantage of using a sense amplifier (SA) is the isolation of the PTN output node from
the driven load. This isolation allows reduced voltage swings at the output of the PTN,
thus reducing the energy consumed, while driving the load at full swing at the output of the
SA. The sense amplifier can either detect a voltage difference, such as the sense amplifying
pipeline flip-flop (SA-F/F) [MHU+94] or a current difference, such as the low power current
sensing complementary pass transistor logic (LCSCPTL) [CL96].

In order to work with smaller voltages at the output of the PTN, the effective input offset
voltage of the sense amplifier must be made significantly smaller than the SA input voltages.
This input offset voltage is due to the mismatch between the SA input devices, and can be
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reduced by increasing the size of these input devices. Thus, a decrease in the voltage swing
at the output of the PTN is almost always accompanied by an increase in the SA input
capacitance, which translates into an increase in switching energy. This energy tradeoff
prevents the indefinite reduction of the PTN output voltage.

3.3.2 Regenerative Elements

Another way of adding gain is through the use of regenerative elements such as cross-coupled
inverters illustrated in Fig. 3.6b. These elements are connected to the output of the pass
transistor network in order to boost the voltage swing all the way to VDD. One example of a
circuit using regenerative gain techniques is the swing-restored pass transistor logic (SRPL)
[PHS96], where a latch-type swing restorer is used at the outputs of a pass transistor network.
Another is the capacitor-separated pass transistor logic (CSPL) [YA00], where capacitors are
used to (1) isolate the pass transistor network from the cross-coupled inverter stage and (2)
remove the input offset of the inverter stage.

Due to the inherent feedback circuits in regenerative elements with two stable states, it is
relatively harder to change the state of its outputs. The inputs must be able to overcome this
feedback mechanism, and in the process, a significant amount of short-circuit current can
flow. This short-circuit current can lead to significant increases in the energy per operation.
Since less current is available to charge or discharge the capacitance of the node to be flipped,
the total delay can increase as well.

3.4 Summary

A generalized model of pass transistor logic circuits is given in Fig. 3.7, and most PTL
families are variations on the central theme of having a passive pass transistor network and
a gain element.

Gain and functionality are inherently independent in pass transistor logic circuits due to the
passive nature of the PTN. Since the leakage energy is dominated by the gain elements and
delay is predominantly due to the PTN, separate optimization and design techniques can
be used for these PTL components. This is normally not the case for static CMOS circuits
where the signal path is the same as the leakage path, thus, strategies that reduce the signal
path resistance to increase performance usually results in reduced resistance during the OFF
path as well, resulting in increased leakage.

Chapter 4 introduces the concept of the sense amplifier-based pass transistor logic (SAPTL)
as a logic topology that takes advantage of this decoupled nature of PTL circuits in order
to reduce the energy per operation of digital logic circuits.
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Chapter 4

The SAPTL Organization

The passive nature of pure pass transistor networks can provide logic functionality at the
expense of reduced performance and noise margins. By adding gain elements to the pass
transistor network, performance and noise margins can be improved at the cost of increasing
the energy required per operation. However, since PTL functionality and gain are inher-
ently decoupled, the tradeoff between energy and performance can be exploited at a finer
granularity, when compared to conventional static CMOS logic gates.

In this chapter the sense amplifier-based pass transistor logic (SAPTL) concept is introduced,
followed by a detailed description of its various components. The differences between the
SAPTL topology and conventional pass transistor logic (PTL) are discussed, then an analysis
of the performance and energy consumption of the inverted PTN or stack, driver, and the
sense amplifier is presented.

4.1 The SAPTL logic block

The SAPTL logic block [ALPR07], shown in Fig. 4.1, is composed of three main elements:
(1) the inverted pass transistor tree or the stack, (2) the root driver and (3) the sense
amplifier. The SAPTL achieves low-energy operation (1) by decoupling the subthreshold
leakage current from the stack threshold voltage, VTH,stack, allowing for increased performance
without the corresponding increase in leakage energy commonly associated with low-VTH
operation, and (2) by confining subthreshold leakage currents to well-defined and controllable
paths found only in the root driver and sense amplifier.

The total energy consumed by the SAPTL is composed of the following: (1) the energy used
by the root driver to energize the stack, (2) the energy used by the sense amplifier to resolve
the correct logical levels and drive the inputs of the fan-out stacks and (3) the energy needed
to generate the appropriate timing information, either globally, such as in clock distribution
networks, or locally, such as in asynchronous handshaking circuits.
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Figure 4.2: The inverted pass transistor tree network (a) with two inputs and (b) configured
as a two-input OR/NOR stack.

4.2 The Inverted PTN Multiplexer Tree

One critical disadvantage of using the multiplexer PTN network in Fig. 3.3 is the presence
of sneak paths. This disadvantage is due to the fact that multiple drain inputs are present,
making it possible to form feedback loops where leakage currents can flow. A major contri-
bution of this thesis is the use of an inverted pass transistor tree network shown in Fig. 4.2a.
This inverted PTN network, or stack, only has one drain-connected input, called the root,
and outputs that are connected to either of the two pseudo-differential outputs, labeled S
and S. Note that by only having a single root input, all current paths are directed exclusively
to one of the two outputs, completely eliminating the possibility of forming sneak paths.

Fig. 4.2b shows how the stack can be configured as a two-input OR/NOR circuit. Each path
from the root to either of the outputs represents a minterm or maxterm of the desired logic
function, as seen in Fig. 4.3a. Thus, to realize a particular function, all the minterm paths
must be connected to the S output, and the maxterm paths connected to the S output.
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4.3 The Full Stack

A full stack is a stack that explicitly contains all 2K possible paths for K complementary
inputs, as shown including the root driver, in Fig. 4.3a. This implies that the depth of the
stack, Ndepth, for all paths is:

Ndepth = K (4.1)

Ndepth can also be defined as the number of transistors in series from the root of the stack to
the outputs, and due to the nature of the full stack, it is the same for every path. The signal
path through the full stack is similar to the signal flow in a binary decision diagram (BDD),
where each input forces the signal to choose between one of two possible paths at every node
until it reaches one of the stack outputs. Depending on the logic function or application, the
full stack can be minimized, as discussed in Sec. 4.6, to reduce area, energy or delay at the
expense of flexibility.

Implementing logic functions using the full stack can be done (1) at design time, by con-
necting the appropriate paths to either S or S, as seen in Fig. 4.2b, or (2) during run time,
as a reconfigurable or programmable logic element by adding programming switches at the
stack output as shown in Fig. 4.3b.

The gate or data input capacitances of the full stack can be made equal by making the
transistors closer to the root of the stack twice as large as the next one further away from
the root. Thus, if the transistors furthest from the root are made minimum-sized with gate
capacitance CG, then the transistors closest to the root will have a gate capacitance of:

Cin = 2Ndepth−1CG (4.2)

where each data input to the full stack will then see a input capacitance of Cin.
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Note that all the paths to the output are equivalent, and only one path is energized under
any input. Using a simple first order RC estimate of the stack propagation delay shows that
increasing the transistor sizes in this manner has the effect of decreasing the propagation
delay of the full stack by reducing the resistance of the signal path near the root of the tree
[Elm48].

The root driver, in this case, a simple CMOS inverter, injects an evaluation current into the
root of the stack. This causes the voltage of either S or S to increase as the selected path
through the stack is energized. Alternative root drivers, such as current sources, can also be
used. However, due to the simplicity of the CMOS inverter, as well as its ability to provide
a good logic ‘0’ or ground at its output, makes it ideal for the SAPTL initialization, as will
be seen in Chapter 5.

4.4 The Simple Stack

Since only one path at a time is energized for a full stack, a representative pass transistor
structure called the simple stack is presented as a first order approximation of the full stack.
The effect of VDD, VTH and Ndepth on the stack delay and energy are illustrated. The analysis
is then extended to the full stack. Note that in order to explore VTH space larger than what
body biasing can provide, the simulation technique described in Appendix A is used.

A simple stack is defined as a static CMOS inverter driving Ndepth pass transistors in series
and capacitively loaded at the output as shown in Fig. 4.4a.

4.4.1 A First Order Delay Model

The equivalent rising transient model is shown in Fig. 4.4b. The capacitances associated
with each node are:

Croot = 3Cint,DriverSDriver + Cint,stack (4.3)

C = 2Cint,stack (4.4)

Cload = Cint,stack + Cfanout (4.5)

Where Croot is the stack root capacitance, which includes the output capacitance of the
driver, Cint,Driver and Cint,stack are the intrinsic source/drain junction capacitances of the
minimum-sized driver and stack transistors respectively, SDriver is the size of the driver
relative to minimum size, and Cfanout is capacitive load being driven by the simple stack.
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Figure 4.4: The simple stack (a) schematic and (b) rising transient model.

The EKV transistor model [EKV95], due to its accuracy at low supply voltages near the
threshold voltage, is used as a basis for deriving the energy and delay models of the simple
stack. The inversion coefficient [MWA+10], IC, indicates the degree of transistor inversion.
In the subthreshold region, IC < 1, while in the super-threshold region, IC > 1. Thus, the
inversion coefficient can be expressed as

IC = IC (VDD,VTH) = log

(
e

(1+σ)VDD−VTH
2nVT + 1

)2

(4.6)

where VT = kT
q
, and set n such that IC = 1 when VDD = VTH , giving

n =
σVTH

2VT log (e1 − 1)
(4.7)

Thus, the MOS transistor drain current can be expressed as

ID = IS · IC = 2nβ
W

L
V 2
T · IC (4.8)

where IS, also called the specific current, is the drain current when the supply voltage is
equal to the threshold voltage and in this case, W = Wmin and L = Lmin.
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Figure 4.5: The simple stack delay model for (a) Ndepth = 5 and (b) Ndepth = 16.

Using this model, the rising delay at the stack output can be approximated by an effective
stack capacitance, Cstack being driven by an effective stack current Istack until the voltage
reaches an effective output voltage Vo, which is a fraction of the supply voltage. Thus,

DSS u
CstackVo
Istack

= X3

Croot + C
(
N2X2
depth +Ndepth

)
+ Cload

IS,stack · IC (X1 · VDD, VTH,stack)
VDD (4.9)

where Xi are fitting coefficients.

Since all transistors are minimum sized, the delay from the root of the stack to its outputs,
or stack delay, dominates the total delay, since it is much greater than the delay from the
input of the driver to the stack root node, or driver delay. For larger and more complex
stacks though, the size and thus, the output current of the root driver can significantly affect
the total delay. Note that the delay model is made to increase quadratically with the stack
depth similar to the Elmore delay [Elm48] of an RC network.

Figs. 4.5a and 4.5b compares the behavior of the simulated simple stack and the corre-
sponding model results for stack depths of 5 and 16 respectively for two different effective
threshold voltages.

4.4.2 Simple Stack Energy

The simple stack energy can be estimated by the energy needed by the driver to charge the
output node capacitance up to a certain voltage level, and can be expressed as the sum of
two components: (1) ESS,stack, the energy needed to charge up the root capacitance as well
as all the internal node capacitances and (2) ESS,leak, the leakage current of the driver. Thus,
the total stack energy, ESS, can be expressed as:
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Figure 4.6: The simple stack energy mode for (a) Ndepth = 5 and (b) Ndepth = 16.

ESS = ESS,stack + ESS,leak (4.10)

where ESS,stack and ESS,leak are given by

ESS,stack = Y1

[
2SDriverCrootVDD (VDD −∆VTH) + (C (Ndepth − 1) + Cload)V

2
DD

]
(4.11)

ESS,leak = Y2SDriverVDDIleak,DriverDSS (4.12)

where the constants Yi are fitting parameters. Note that Y1 gives an indication of the stack
output voltage swing, as a fraction of VDD. Eq. 4.11 assumes that the root drive can be
turned off as soon as the stack output reaches this voltage swing, and also takes into account
the smaller root voltage needed to produce the same output voltage when the stack threshold
voltage is reduced by ∆VTH . A key observation here is that in reducing the stack threshold
voltage, both the energy and delay values are reduced.

The simulated and estimated simple stack model energy as a function of supply voltage for
stack depths of 5 and 16 are shown in Figs. 4.6a and 4.6b. Figs. 4.7a and 4.7b shows the
model energy-delay characteristics, compared to the simulation results, for Ndepth = 5 and
Ndepth = 16 respectively.

For supply voltages below 300mV, the stack output voltage can be as low as 100mV or even
less. At these output voltages, the current models are less accurate due to the very small MOS
drain-to-source currents, and coupled with the distributed nature of the stack capacitances
that is not captured by Eqs. 4.9 and 4.11, the discrepancies between the simulated and
theoretical energy and delay values are larger. Note that at lower stack threshold voltages,
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Figure 4.7: The simple stack energy-delay model for (a) Ndepth = 5 and (b) Ndepth = 16.

the stack output voltages are slightly larger, resulting in smaller differences between the
simulated and theoretical results.

4.5 Analysis of The Differential Full Stack

The delay of the full stack is similar to the simple stack with the addition of two parasitic
effects: (1) the leakage currents through the OFF paths, and (2) the added parasitic capac-
itances present in the full stack. The stack output rising transient model is shown in Fig.
4.8.

The effective capacitances are now different for each stage of the full stack due to the sizing
scheme that balances the input capacitances of the stack, as described in Section 4.3. This
sizing scheme, as discussed in Sec. 4.7, allows the implementation of the full stack as an
array of simple stacks. The node on-path capacitances are also scaled as

Ci = 2Ndepth+1−iCint,stack i ∈ 1, 2, . . . , Ndepth − 1 (4.13)

and the root capacitance as

Croot = 3Cint,DriverSDriver + 2NdepthCint,stack (4.14)

The effective load capacitance is now dependent on the chosen logic function of the full
stack. For K inputs, PS is defined as the number of paths connected to the S output, where
0 ≤ PS ≤ 2K . Similarly, the number of paths connected to the S output is PS = 2K − PS.
Thus, the ON-path load capacitance can be estimated as:
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Cload = PSCint,stack + Cfanout (4.15)

Due to the larger full stack root capacitance, the driver delay contribution becomes signifi-
cant, and can be expressed as

DFS,Driver = X1
2SDriverCroot

IS,Driver · IC (VDD, VTH,Driver)
VDD (4.16)

The off-path current, IOP , also becomes non-negligible since reduces the available on-path
current used to charge the full stack’s internal node capacitances. IOP increases exponentially
with the depth of the full stack and can be modeled as

IOP = 2Ndepth−1Ileak,OP (4.17)

where Ileak,OP is the leakage current of one stack transistor. Note that even though this is a
transistor leakage current, it can still be considered as contributing to dynamic energy since
(1) it is charging a capacitance, in this case the capacitances of the off-path, and (2) it only
flows when the stack is energized.

The full stack delay can then be expressed as

DFS = DFS,Driver +X3
X22NdepthC + Cload

IS,stack · IC (VDD, VTH,stack)− IOP
VDD (4.18)



CHAPTER 4. THE SAPTL ORGANIZATION 34

200 250 300 350 400 450 500
10

−1

10
0

10
1

10
2

Supply Voltage [mV]

D
e

la
y
 [

n
s
]

ST65 Full Stack Delay, N
depth

=5

Fitting Coefficients: X
1
=0.041050, X

2
=1.089603, X

3
=0.507774

 

 

∆V
TH

=0 (model)

∆V
TH

=0 (sim)

∆V
TH

=100mV (model)

∆V
TH

=100mV (sim)

Figure 4.9: The full stack delay model.

where Xi are fitting constants. Note that the total on path capacitance increases exponen-
tially with the depth of the stack, as a consequence of Eq. 4.13. Fig. 4.9 shows the calculated
delay of a full stack with Ndepth = 5 as a function of supply voltage for two stack threshold
voltages using Eq. 4.18 alongside the simulated delay values.

The energy of the full stack is composed of (1) EFS,stack, the on-path energy, (2) EFS,OP ,
the off-path energy and (3) EFS,Driver, the driver leakage energy, and each of these energy
components are expressed as

EFS,stack = 2Y1SDriverCrootVDD (VDD −∆VTH) + Y1 (C (Ndepth − 1) + Cload)V
2
DD (4.19)

EFS,OP = Y3VDDDFSIOP (4.20)

EFS,Driver = Y2SDriverVDDIleak,DriverDFS (4.21)

where again, Yi are constants used to fit the full stack energy model to simulated data. Thus,
the total full stack energy given by

EFS = EFS,stack + EFS,Driver + EFS,OP (4.22)

Figs. 4.10a and 4.10b show the full stack energy as the supply voltage is swept from 0.3V
to 0.5V and the full stack energy-delay plot over the same supply voltage range.

Again, since the distributed nature of the full-stack is not being accurately modeled by Eqs.
4.18 and 4.22, discrepancies are observed between the simulated and theoretical results.
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Figure 4.10: The full stack energy model (a) vs. VDD and (b) vs. delay.

These discrepancies are largest at low supply voltages as well as at low stack threshold
voltages, where the current flows through the off-paths are estimated and not modeled detail.

Implementing logic functions using a K-input full stack is convenient since it is functionally
equivalent to a K-input lookup table (LUT), which is the basic building block of field-
programmable gate arrays (FPGAs). Thus, FPGA synthesis and optimization tools can
easily be modified to accommodate the SAPTL as the unit logic element [PR07] for both
field-programmable and mask-programmable designs. The cost for using full stacks in some
cases, could be very prohibitive since the input capacitance, parasitic capacitances and silicon
area increase exponentially with the number of inputs. Thus, using a stack tailored to a
specific logic function could provide significant energy and performance improvements.

4.6 Stack Minimization

The differential cascode voltage switch logic (DCVSL) [HGDT84], shown in Fig. 4.11 uses a
pseudo-differential NMOS pull-down network similar to the SAPTL stack. Algebraic tech-
niques such as the identification of common subexpressions or much simpler and more practi-
cal Karnaugh map (K-map) or tabular techniques [CP86] have been used to generate DCVSL
trees. These techniques result in reduced transistor counts by sharing as much commonality
as possible between the paths that are connected to output, or S for the case of the SAPTL
stack, and those that are connected to its complement, or S.

Minimizing the full stack can lead to a significant reduction in stack energy and delay and
this energy and delay reduction is dependent on the logic function that is implemented. As
an example, a minimized stack that performs the XOR logic function is shown in Sec. 4.6.1.
This minimized XOR stack is compared to its full stack equivalent in terms of both energy
and delay.
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Figure 4.11: The DCVSL OR/NOR gate with (a) a full pull-down tree and (b) a minimized
pull-down tree.

4.6.1 The XOR Logic Function

A major component of arithmetic circuits such as adders and multipliers are exclusive-or
(XOR) gates. The XOR function of two variables can be expressed as:

X1 ⊕X2 = X1X2 +X1X2 (4.23)

Extending this definition to three variables gives:

X1 ⊕X2 ⊕X3 =
(
X1X2 +X1X2

)
X3 +

(
X1X2 +X1X2

)
X3 (4.24)

Note that an XOR function can be reduced recursively. If the operations are carried out
serially, then each variable selects either the complemented or uncomplemented version of
the previous XOR operation. Thus, in general,

F (X1, . . . , Xn−1)⊕Xn = F (X1, . . . , Xn−1)Xn + F (X1, . . . , Xn−1)Xn (4.25)

Fig. 4.12a shows an illustration of Eq. 4.25 for one stage of the recursive XOR implementa-
tion. A pass transistor implementation of this stage is given in Fig. 4.12b.

A minimized stack realizing a 3-input XOR function, representing the sum function of a
full-adder, with a root driver, is shown in Fig. 4.14a. If a full stack is used to realize this
function, it would require 3 · 23 = 24 minimum-sized transistors, growing exponentially with
the number of inputs, instead of 3 · 4 = 12, which increases linearly with the number of
inputs. This assumes that the two transistors closest to the root in Fig. 4.14a are sized
twice as wide compared to the rest of the stack.
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Figure 4.12: The XOR (a) signal flow and (b) the pass transistor circuit segment.

Table 4.1: The XOR stack transistor count.
XOR inputs Full stack Full stack (unit size) Min. stack Min. stack (unit size)

2 6 8 6 8
4 30 64 14 16
6 126 384 22 24
n 2 · (2n − 1) n · 2n 2 + 4 · (n− 1) 4n

Table 4.1 shows the transistor counts for varying XOR stack inputs for both full and min-
imized stacks. Expressing the comparison in terms of the number of unit-sized (minimum
sized) transistors highlights the exponential area and capacitance reduction that can be
achieved by minimizing the stack.

Another advantage of the minimized stack lies in the fact that as the number of inputs
is increased, the input capacitance at each data input remains constant at 2CG instead of
growing exponentially with the number of inputs as given by Eq. 4.2.

Since the effective transistor sizes along the length of the on-path is constant, the delay of
the XOR stack is similar to that of the simple stack, except for the inclusion of the driver
delay due to the larger root capacitance. Thus,

DXOR = DXOR,Driver +X3

C
(
N2X2
depth +Ndepth

)
+ Cload

IS,stack · IC (VDD, VTH,stack)− IOP,XOR
VDD (4.26)

where DXOR,Driver is of the same form as DFS,Driver given in Eq. 4.16. IOP,XOR is the off
path current, and instead of growing exponentially with the stack depth, for an XOR stack,
it is a constant, and is estimated to be flowing in 3 out of the possible 4 root paths. Thus,

IOP,XOR = 3 · Ileak,OP (4.27)
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Figure 4.13: The (a) delay, (b) energy and (c) energy-delay plots of the simple stack (SS),
full stack (FS) and XOR stack.

The XOR stack energy is of the same form as Eqs. 4.19 to 4.22, except for the off path
current, which is given in Eq. 4.27. Comparing the XOR stack with the full and simple
stacks in Fig. 4.13, it can be seen that a 3X delay and 5X energy reduction can be achieved
through minimization.

Note that the delay of the simple stack is larger than both the full and XOR stacks since
due to the minimum-sized transistors used in the simple stack, unlike the scaled transistors
of the full stack or the larger root transistors in the XOR stack. Due to its relatively larger
delay, the simple stack energy is lower than the full stack energy but higher than the XOR
stack.
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Figure 4.14: The minimized stack-based full-adder (a) sum stage and (b) carry-out stage.

4.6.2 A Full-Adder Implementation

The carry-out function of a full-adder can be expressed as

Cout = X1X2 +X2X3 +X3X1 (4.28)

and using the DCVSL tree generation method found in [CP86], the resulting carry-out
stack is shown in Fig. 4.14b. A full-adder using two full stacks requires 48 minimum
sized transistors in the stack alone, as compared to 24 transistors in the minimized stack
implementation.

Minimizing the stack, however, can result in variable path delays due to unequal path lengths
leading to larger data dependent delay variations. This delay spread can be minimized by
adding dummy transistors, as seen in Fig. 4.15, where “always-on” transistors are added in
series with the shorter paths. Adding extra transistors to match delays can be advantageous
in synchronous systems to prevent unnecessarily large voltage swings at the output of the
stack, but can be detrimental in asynchronous systems that can take advantage of the average
path delay instead of always waiting for the worst-case path.
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Figure 4.16: Full stack implementation using an array of minimum-sized transistors.

4.7 Stack Implementation and Variability

The full stack can be implemented using 2Ndepth simple stacks, where each simple stack
implements a minterm or maxterm, as seen in Fig. 4.16. If all the simple stacks are made
up of minimum-sized transistors, then all the paths from the root of the stack to either S
or S will be the same. This very regular full stack implementation can reduce the effect of
random variations especially for deeper stacks [KRH+05].

Note that the capacitance at the stack outputs are dependent on the logic function being
implemented. This function-, and thus data-dependency however, can easily be predicted
due to the regular nature of the full stack. By adding additional capacitances at the stack
outputs can reduce these functionality-dependent delay and energy variations at the expense
of increased delay and energy.

In certain cases, however, making the full stack delay and energy independent of functionality
or input data may not be needed. For example, in asynchronous environments, lower average
energy and delay numbers might be more desirable that circuits with smaller energy and delay
variances.
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4.8 Differential Stack Operation

Even though the delay is referenced at Vo = 0.5VDD, the stack outputs may not always be
sampled at this point. Due to the data dependency of the stack delays as well as other
non-local or global timing constraints, the sampling by, for example, a voltage-sensing sense
amplifier, can occur (1) earlier, which can lead to voltages that are too small to be detected,
or (2) later, in which case, the leakage current in the off path can have enough time to charge
up the off path output capacitance resulting in a smaller differential output voltage.

Early sampling can be avoided by slowing down the whole system to accommodate the
slowest stack. Late sampling however, can pose problems if the system contains stacks with
varying depths. If the delay spreads are large enough, the outputs of the stacks with shallow
depths are sampled very late, leading to reduced voltage headroom between S and S.

4.8.1 The Stack Output Voltage

The differential stack output voltage, dV , can be expressed as:

dV =
∆t

C

(
Io,S − Io,S

)
(4.29)

where Io,S and Io,S are the stack output currents at nodes S and S respectively. When
the stack is energized, and if the on path current flows out of the S output, then the off
path leakage current will flow out of the S output. At supply voltages higher than 0.5V,
Io,S � Io,S, resulting in a dV of around VDD

2
. However, as VDD is reduced, the on path

current becomes smaller, and if VTH is also lowered, the off path current increases. Thus,
reducing VDD and/or VTH effectively reduces the Io,S

Io,S
ratio. This reduction in the on current

to off current ratio reduces the differential stack output voltage swing, making it harder for
the sense amplifier to resolve the correct stack output state.

4.8.2 The Weak Output Latch

A simple way of increasing the differential voltage at the output of the stack (dV ) is to
add a weak output latch connected to S and S as shown in Fig. 4.17. The cross-coupled
long-channel length NMOS pair with L = 4Lmin provides the stack off-path leakage current
a path to ground, thus increasing dV , while ensuring correct functionality.

Fig. 4.8.2 shows the behavior of dV and maximum stack output voltage, Vo,max needed to
achieve this dV , as the supply voltage is swept from 0.3V to 0.5V, for two different stack
depths. For both stack depths, the weak latch allows (1) a larger dV to develop at the stack
outputs, around 50mV more for a stack depth of 5 and about 20mV more for a stack depth
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Figure 4.18: The effect of the weak output latch on dV and Vo,max as a function of VDD for
(a) XOR5 and (b) XOR16 stacks.
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Figure 4.19: The effect of the weak output latch on dV and Vo,max as a function of VTH,stack
for (a) XOR5 and (b) XOR16 stacks.

of 16, easing the sense amplifier requirements, and (2) a lower Vo,max, approximately 100mV
to 200mV less, reducing the energy needed to charge up the stack node capacitances.

Simulation results showing the effect of the weak latch on the same two XOR stacks, as VTH
is reduced, are shown in Fig. 4.19, this time for a fixed supply voltage of 0.3V. Again, due
to the weak latch, the dV increases while the Vo,max needed to produce this dV decreases.

Adding the weak latch, however, introduces (1) additional capacitances at the output of the
stack, that increases both stack delay and energy, and (2) leakage paths to ground. The
leakage path is only conducting current when the stack is energized, thus it is desirable to
keep the stack energized only when needed. This can be made possible using an asynchronous
timing scheme discussed in Chapter 5.

The resulting energy and delay characteristics of the XOR5 stack with and without a weak
latch are shown in Fig. 4.20. As expected, both the stack delay and energy increases due to
the addition of the weak latch. This increase in energy and delay can be traded off for less
stringent sense amplifier design requirements, which can eventually translate in an overall
SAPTL performance improvement or energy reduction.

4.9 The Sense Amplifier

Sense amplifiers can either sense a current difference or a voltage difference. Current sense
amplifiers requires a relatively large Ion

Ioff
ratio at the output of the stack. However, due to

the small gain provided only by the stack driver, and the non-negligible off-path currents, a
current sense amplifier would not be a good gain element at the output of the stack. This
bad match between the stack and a current sensing scheme is even more pronounced at low
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Figure 4.20: The (a) delay, (b) energy and (c) energy-delay characteristics of an XOR5 stack
with and without a weak output latch.
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Figure 4.21: The basic SAPTL sense amplifier (a) pre-amplifier and (b) latch.

stack threshold voltages and very deep stacks. Voltage sense amplifiers on the other hand,
can make use of the input transistor’s transconductance, to amplify the voltage difference
at the output of the stack and produce larger current differences. These current differences
can then be used to determine the state of a latch. The ability of a voltage sense amplifier
to correctly resolve the state of its input is mostly dependent on the mismatch between the
input devices. This mismatch can be reduced but at the cost of increased delay and energy.
In this work, a voltage sense amplifier is used at the output of the stack to provide gain.

4.9.1 Sense Amplifier Design

The sense amplifier (SA) serves three purposes: (1) it amplifies the low-voltage stack output,
dV , ensuring that the output swings from rail-to-rail; (2) it serves as a buffer stage at the
output of the stack, so as to improve the overall SAPTL performance; and (3) it precharges
the SAPTL outputs to VDD, allowing the reset of the driven fan-out stacks, as discussed in
Chapter 5.

The SA shown in Fig. 4.21 consists of two stages. The first stage in Fig. 4.21a acts as a
pre-amplifier to reduce the impact of mismatch and to provide amplification to the low-swing
stack output. The second stage is a cross-coupled latch, shown in Fig. 4.21b, which retains
the result of the SAPTL logic operation even after the SA inputs are pulled back down to
ground or logic ‘0’.

The sense amplifier is constrained by the minimum differential input voltage, dVmin, it needs
to correctly make a decision in an acceptable amount of time. Another constraint is the
output drive strength needed to drive a certain number of fanout gates.

4.9.1.1 Input Detection and Mismatch

The threshold voltage and drain current mismatch is inversely proportional to the square-
root of the transistor active area:
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σ∆VTH ≈
KVTH√
WL

(4.30)

σ∆ID
ID

≈ σ∆βeff
βeff

≈
Kβeff√
WL

(4.31)

The input offset voltage can then be expressed as:

Vos,SA u 3σ∆VTH +
3σ∆ID

ID

ID

Gm

≈ 3σ∆VTH (4.32)

Thus, the minimum differential input voltage must be:

dV = VS − VS > Vos,SA = 3σ∆VTH = 3
KVTH√
WL

(4.33)

Fig. 4.22 shows the relationship between ∆VTH and the SA input pair width for three
different correlation coefficient parameters for simulation. These correlation coefficients, or
cc, increases as better layout matching techniques are used in the physical design of the SA
input pair.

Increasing the size of the SA input differential pair reduces the required voltage swings at the
output of the stack. However, this voltage swing reduction is accompanied by an increase in
SA subthreshold leakage current, and more importantly, an increase in SA input capacitance.
This increase in input capacitance increases the stack delay, as well as the switching energy
needed to charge this capacitance up to VS or VS.
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Figure 4.23: The sense amplifier worst-case mismatch scenario.

In order to size the the sense amplifier transistors, Fig. 4.23 shows a worst-case mismatch
scenario, where the S input is energized, and a certain amount of voltage rise on the S input
due to off path stack leakage. In this scenario, transistors M1 and Ma are assumed to be
weaker due to an increase in VTH , while transistors M2 and Mb are stronger, with smaller
threshold voltages.

Mismatch in the latch transistors, in the form of an additional offset at nodes X and Y , must
also be considered. If VS is applied to the S input, and VS to the S input, then immediately
after enabling the sense amplifier, the worst-case mismatch inversion coefficients of the input
and latch NMOS transistors, excluding the latch tail transistor, are given by

IC1 = log

(
e
VS+σVDD−VTH−∆VTH

2
2nVT + 1

)2

= log

eVS+σVDD−VTH− 3
2

KVTH√
WIPLIP

2nVT + 1

2

(4.34)

IC2 = log

eVS+σVDD−VTH+ 3
2

KVTH√
WIPLIP

2nVT + 1

2

(4.35)

ICa = log

e (1+σ)VDD−VTH− 3
2

KVTH√
WlatchLlatch

2nVT + 1

2

(4.36)

ICb = log

e (1+σ)VDD−VTH+ 3
2

KVTH√
WlatchLlatch

2nVT + 1

2

(4.37)
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Thus, in order to correctly drive the latch, the voltage drop in X after the enable signal
is asserted must be greater than the voltage drop in Y , or ∆VX > ∆VY , and assuming
CX = CY , the following condition must be satisfied:

I1 + Ia = IX > IY = I2 + Ib (4.38)

and expressing the currents in terms of the inversion coefficients and specific currents,

IS,1IC1
WIP

LIP
+ IS,aICa

Wlatch

Llatch
> IS,2IC2

WIP

LIP
+ IS,bICb

Wlatch

Llatch
(4.39)

Eq. 4.39 can then be used to size the SA input pair and the latch transistors. Expressing
this inequality in terms of IX

IY
yields

IX
IY

=
IS,1IC1

WIP

LIP
+ IS,aICa

Wlatch

Llatch

IS,2IC2
WIP

LIP
+ IS,bICb

Wlatch

Llatch

> 1 (4.40)

and is plotted in Fig. 4.24a as a function of supply voltage for three different input transistor
width sizes. For supply voltages relatively far from VTH , the transistors can be made large
enough to minimize the effect of mismatch and the IX

IY
ratio is dominated by the effect of

VS and VS. However, when VDD is close to the threshold voltage, the mismatch in threshold
voltage, ∆VTH , can be large enough to move M1 into the subthreshold region and M2 into
the super-threshold region, significantly reducing the margins between IX and IY . This effect
is seen in the sense amplifier Monte Carlo simulations in Fig. 4.24b, where a slight drop in
SA correct decision rates occur near VTH .

Thus, in the case of the 65nm SA, the setting the width of the input pair to 90Wmin results in
a 3σ-worst-case threshold voltage mismatch of 15mV, thus allowing the detection of signals
as small as 50mV at a supply voltage of 0.5V.

4.9.1.2 Output Drive

Additional gain stages or buffers, in this case, CMOS inverters, can be added at the outputs
of the sense amplifier to achieve a certain delay constraint in driving the output capacitive
load and to isolate the internal SA X and Y nodes from the effect of the fanout topology,
at the expense of increased leakage. To maintain the correct precharge state in order to
initialize the driven stacks, an even number of inverters must be used, as shown in Fig. 4.25.
Sizing an inverter chain for a certain delay and energy requirement has been well studied
and can the methods in [RCN03] can be directly applied.
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Figure 4.26: The sense amplifier (a) delay and (b) energy models.

4.9.2 Delay and Energy

The delay of the sense amplifier core, excluding the inverter chain, can be estimated as

DSA = X1
CXVDD
ISA

+X2
IY
IX

(4.41)

where Xi are fitting parameters. The first term represents the delay needed to completely
discharge node X or Y through the pre-amplifier and latch transistors. The second term
represents the increase in latch delay due to the smaller initial voltage difference between
nodes X and Y when the ratio IX

IY
is small. However, as seen in Fig. 4.26a, this factor is

negligible.

The sense amplifier energy can be expressed as the sum of the effective switching energy at
nodes X and Y and the subthreshold leakage current drawn from the supply rails, thus

ESA = Y1αCXV
2
DD + Y2VDDISA,leakDSA (4.42)

where Yi are fitting factors. Fig. 4.26b shows both the estimated and simulated sense
amplifier energy as a function of the supply voltage.

The total SAPTL energy, ESAPTL, can then be expressed as the sum of the energy expressions
for the full-stack, driver and the sense amplifier, as given by Eqs. 4.22 and 4.42. In order
to evaluate the energy needed to implement a function with a certain number of inputs, it
is useful to define the normalized SAPTL energy per input, ESAPTL

Ndepth
. Fig. 4.27a shows the

normalized energy of a full-stack SAPTL gate as a function of stack depth, and in the case of
the full-stack, Ndepth is equal to the fan-in of the SAPTL gate. As can be seen in this figure,
at lower stack depths, the energy of the sense amplifier dominates. As the stack depth is
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Figure 4.27: The SAPTL energy as a function of stack depth for (a) a full-stack and (b) for
an XOR stack.

increased, the energy per input is reduced since the total energy is being shared over several
inputs. At stack depths greater than 6, the energy again increases due to the exponential
increase in transistor count, and hence switched capacitance, in the full stack. In this case,
a stack depth of 5 provides the best energy per SAPTL gate input.

By simplifying the stack, the total energy of the stack does not grow exponentially, allowing
for deeper stack depths. This is the case for the XOR stack, shown in Fig. 4.27b. Thus,
for very deep XOR stacks, the stack depth is now limited by the sense amplifier’s ability to
determine the correct stack output state. Note that the graphs in Fig. 4.27 uses the same
sense amplifier for all stack depths and the energy needed to generate timing information is
not considered.

4.10 Decoupling Functionality and Gain

The inherent separation of logical functionality and circuit gain within the SAPTL block
creates three separate circuit domains that can be optimized independently of each other.
The burden of implementing boolean functions falls on the stack, while gain is provided by
both the driver and sense amplifier.

The delay and energy of the passive pass transistor stack can be reduced by reducing the
threshold voltages of the stack transistors, as shown in Secs. 4.4 and 4.5. Since the stack does
not have any gain elements, this threshold voltage reduction does not increase the overall
standby leakage current. In contrast, the sense amplifier and driver leakage current make up
the total SAPTL standby leakage current. Depending on the particular circuit setting the
SAPTL is used in, SA and driver drive strength or robustness can be traded off for reduced
standby leakage energy.
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Figure 4.28: A possible SAPTL VDD and VTH scenario where the driver, stack and sense
amplifier operate in different regions within one SAPTL block.

One possible voltage scenario is shown in Fig. 4.28, where the stack threshold voltage is
set to be lower than the SAPTL supply voltage, optimizing it for performance. On the
other hand, the driver and sense amplifier is made to operate in the subthreshold region,
thus reducing their respective subthreshold leakage currents. This elevated SA VTH can
reduce the robustness of the sense amplifier by increasing the effect of process variations and
transistor mismatch, which in turn, increases of the minimum dV the SA can detect.

Note that this decoupled SAPTL operation allows the application of the different leakage
mitigation techniques enumerated in Chapter 2 to the SA and driver independent of the stack.
Another important characteristic of the SAPTL is the possible temporal separation of the
stack and SA functionality. Asynchronous timing schemes that limit the stack operation
to certain time periods makes it possible to create high-leakage high-performance SA and
driver modes that are only active during these times.

4.11 Summary

In order to carry out logical operations, the SAPTL needs three rudimentary building blocks:
the stack, the driver, and the sense amplifier. The purpose of these building blocks are also
clearly delineated from each other: the stack provides the logic functionality while the sense
amplifier and driver provide gain.

The stack is a passive pass transistor network, whose resulting boolean functionality is
encoded in its internal interconnection. This interconnect structure, is either programmable
or fixed at design time, and along with the stack data inputs, determines the route the on
path current takes through the stack. This on path current is generated by the root driver,
and can exit the stack at either one of the two stack outputs, S and S. The output swing
and delay through the stack, as well as the energy needed to energize the on path is heavily
dependent on the supply and threshold voltages, root driver current, stack capacitances and
stack depth.

Using an array of simple stacks to generate a full stack takes advantage of the inherent
robustness of regular structures to the effects of random variations. However, for very deep
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stacks, the energy and delay penalties due to the exponential increase in transistor count
with Ndepth can be very large. In the XOR stack, for example, minimizing the full stack gives
a 5X energy and 3X delay reduction at the expense of reduced flexibility and regularity.

After the root driver injects current into the stack, the SA is then tasked to determine which
stack output has been energized. Finally, the SA places the correct full-rail differential
function result at its outputs. The built-in latch within the sense amplifier allows the SA to
ignore further changes in the stack outputs after making a decision, giving the fanout blocks
continued access to the SAPTL’s output, as seen in Chapter 5. In order to correctly resolve
the stack output voltages, the SA transistor sizes must take into account the mismatch
characteristics of the technology node.

The SAPTL achieves reduced energy consumption in performing boolean operations by using
a passive PTN and confining the standby leakage energy to the driver and sense amplifier.
This decoupling of functionality and gain is a key SAPTL concept which allows each SAPTL
component to be optimized independently. By combining the full-stack and sense amplifier
models, a stack depth of 4-6 results in the minimum energy per data input. This optimal
stack depth can be made larger by minimizing the stack, and thus making the SA energy
the dominant energy component.

Using this basic SAPTL organization, larger logic blocks can be built, where system-level
tradeoffs such as stack complexity versus sense amplifier leakage can be explored. Chapter 5
then presents timing strategies that can be used to combine and/or cascade SAPTL blocks
in order to create larger circuits and systems.
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Chapter 5

SAPTL Timing

Implementing logic functions in SAPTL requires the creation of a timing scheme made
necessary by the inherent memory element in the sense amplifier. This also allows the
decomposition of the logic functionality of a system into smaller cascaded SAPTL blocks,
as well as the aggregation of larger logic blocks from smaller ones, but with less gain if the
energy-delay tradeoff is acceptable.

In this chapter, the synchronous, two-phase SAPTL timing scheme is presented. This is then
followed by a discussion on how asynchronous or self-timed approaches can also be utilized.
The performance and energy implications of these timing schemes are then analyzed.

5.1 Synchronous SAPTL Operation

The complete SAPTL block diagram in Fig. 4.1 is repeated here as Fig. 5.1a for convenience.
The output of the stack, S and S, is connected to the inputs of the sense amplifier, shown
in Fig. 5.1b, which then generates the logically correct full swing outputQ and Q.

stack

sense amplifier

root

driver

data in

data

out
timing

input

S

S

en

Q

Q

(a)

EN
X Y

EN

S ENM1 M2 S

(b)

Figure 5.1: The SAPTL (a) logic block organization and (b) sense amplifier.
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Figure 5.2: The clocked SAPTL timing diagram.

Timing is controlled by the enable signal, EN , which controls two SAPTL events: (1) the
injection of a pulse into the root of the stack and (2) the triggering of the sense amplifier,
moving it out of precharge mode and into sensing and eventually into storage mode, as shown
in Fig. 5.2.

At time A, the root driver is triggered and the sense amplifier is placed into its reset or
precharged mode. The previous result stored in the SA is deleted and the outputs are pulled
high in preparation for clocking in a new result. At time B, when the stack outputs reach a
sufficient dV , the sense amplifier is released from reset, samples S and S, and then latches
the result it deems correct. Also at this time, the root input is brought down to logic ‘0’ and
the remaining charge in the stack is drained away.

The stack delay, Tstack, is the time it takes for the outputs to rise above the minimum SA
input voltage, Smin, and to develop a differential voltage greater than dVmin. Thus, the
minimum time the enable must be held low, T1, is determined by either (1) the rising delay
of the root driver, T3 and the stack delay or (2) the time needed by the sense amplifier to
precharge its outputs, T4, which can be made small. T1 can then be expressed as:

T1 > min (T3 + Tstack, T4) u T3 + Tstack (5.1)

The minimum time required before the next SAPTL operation starts, T2, is determined by
either (1) the falling delay of the root driver, T5 and the discharge or initialization time of
the stack, T6 or (2) the evaluation time of the sense amplifier, T7. If the sense amplifier is
assumed to be much faster than the stack time constants, then

T2 > min (T5 + T6, T7) u T5 + T6 (5.2)

Thus, the minimum clock period that can be used is
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TSAPTL = T1 + T2 u T3 + Tstack + T5 + T6 (5.3)

5.1.1 Two-Phase Clocking

Fig. 5.3 shows how two SAPTL blocks can be cascaded a two-phase clocking scheme shown
in Fig. 5.4. The clocks ph1 and ph2 comprise the two components of a two-phase non-
overlapping clock scheme that defines the precharge and evaluation phases of cascaded
SAPTL stages. The inputs of each SAPTL stage, whose EN input is connected to ph1,
is driven by a stage whose EN input is connected to ph2, and vice-versa.

5.1.1.1 Logic Evaluation

After the rising edge of ph1, the sense amplifier of the SAPTL stage X1 makes a decision
and valid data is presented at its outputs (Q1). This data is valid until the next falling edge
of ph1. Within this period when Q1 is valid, ph2 makes a transition from high to low, both
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energizing the stack of the SAPTL stage X2 and precharging the outputs Q2. The sense
amplifier of stage X2 then samples its inputs at the rising edge of ph2, and after a decision is
made, correct data is placed at the outputs Q2. The data on Q2 remains valid until the next
falling edge of ph2. During this period when Q2 is valid, ph1 goes from high to low, where
stack evaluation occurs, and low to high, where the sense amplifier evaluation happens.

In this two-phase clocking scheme, the inputs to the stack remain valid during both the stack
evaluation phase and sense amplifier evaluation phase.

5.1.1.2 Stack Initialization

One advantage of precharging the sense amplifier outputs is it allows the initialization of
a SAPTL stack by the stage(s) driving it. Since the path energized in the stack is data
dependent, the high-impedance nodes present in the unused paths can accumulate charge
due to leakage currents flowing to the unused paths from the root node or from the energized
path. These leakage currents do not flow to ground, but instead charge up internal stack
nodes or the unenergized stack output.

Consider the low phase of clock ph1 in Fig. 5.4. During this time, the outputs of SAPTL
stage X1 in Fig. 5.3 are both high, at the same time the root drive of SAPTL stage X2 is low,
as shown in Fig. 5.5. In this configuration, all the stack paths of X2 are turned on, creating
a low impedance path to the root node, where all the excess charges are drained. This
initialization forces each stack evaluation to start at a known state, eliminating unwanted
interactions between successive SAPTL computations. Similar to the low phase of ph1, the
low phase of ph2 initializes the stack of SAPTL stage X1.

5.1.2 Synchronous SAPTL Design

The minimum two-phase synchronous SAPTL clock period, T2φ, can be expressed as

T2φ = T1,ph1 + T7,ph1 + T1,ph2 + T7,ph2 (5.4)
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Figure 5.6: The synchronous SAPTL5 (a) energy-delay characteristics and (b) leakage
current.

where T1,ph1 (T1,ph2) is the time required by the SAPTL stage X1 (X2) to develop the ap-
propriate dV at the output of its stack, and T7,ph1 (T7,ph2) is the time needed by the sense
amplifier to sample its inputs, make a decision, and apply the correct values at its outputs.
Due to the stack initialization scheme outlined in Sec. 5.1.1.2, ph1 stacks are initialized
during ph2 stack evaluation and vice-versa. The non-overlap time in between the low phases
of ph1 and ph2 should be greater than T7,ph1 and T7,ph2 respectively.

The energy-delay characteristics of a 5-input SAPTL block (SAPTL5) using a full stack is
shown in Fig. 5.6a, as well as the energy-delay characteristics of a 5-input look-up table
(LUT) implemented in both synthesized standard-cell CMOS and full-custom DCVSL. The
performance of the synchronous SAPTL5 logic block is much less than static CMOS due to
the limited number of SAPTL gain stages, thus less current is available to drive both the
internal node and load capacitances, which in this case is a fan-out of 5 SAPTL5 blocks.
However, this reduction in gain elements leads to a lower energy consumption, as well as
lower standby or leakage current, as seen in Fig. 5.6b. Thus, the net effect of the gain
reduction in the SAPTL5 circuit is a 12X-30X reduction in performance for a 6X reduction
in energy.

5.2 Asynchronous Operation

Using a synchronous two-phase clocking scheme to cascade SAPTL blocks is relatively
straightforward, since all the timing information is generated globally. However, there are
two major drawbacks in using synchronous design techniques. First, synchronous designs
accommodates the worst-case delay scenarios in the choice of clock periods, even if this worst-
case scenario occurs very infrequently. Thus, most of the time, the system can potentially
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operate faster than the chosen clock period.

Secondly, synchronous designs force a computation at every clock cycle even when no new
data or computation is required by the system. This forced computation results in dynamic
energy usage which is not really needed by the system. This extraneous computation can
normally be avoided at the block level using clock-gating techniques [WPW00], but can
present difficulties if finer-grained clock control is required.

An alternative to global timing control is to use asynchronous design techniques, where
timing information is generated locally. The area, energy and delay costs of generating this
timing information locally replaces the cost of global clock generation and distribution.

By generating timing signals locally, each SAPTL block can allocate the appropriate amount
of time for a certain computation. These local timing signals are also available to adjacent
SAPTL blocks as handshaking signals that indicate when a computation needs to be per-
formed or when a computation has already been completed.

Two asynchronous SAPTL timing techniques are presented here: (1) the delay line-based
SAPTL [LAPR09] and (2) the asynchronous-detect sense amplifier-based SAPTL. A com-
parison of both these asynchronous SAPTL timing schemes with the original synchronous
SAPTL implementation then follows. An in-depth analysis of the asynchronous behavior of
the SAPTL, including another asynchronous SAPTL scheme called the dual-rail SAPTL, is
outside the scope of this work, but can be found in [LAPR09].

5.2.1 The Delay Line-based Asynchronous SAPTL

Fig. 5.7 shows the basic architecture of the delay line-based asynchronous SAPTL (DL-
SAPTL). In order to carry out clockless operation, the DL-SAPTL makes use of a timing
control path, in addition to the original SAPTL data path. The timing control path in
conjunction with a few data path modifications, is responsible for generating local SAPTL
timing information.

The timing control path is composed of two major blocks: (1) a delay line and (2) a Muller C-
element [Sut89] [SEE96]. The delay line, shown in Fig. 5.8, mimics the worst-case delay of the
stack and is energized using the same driver that drives the root of the stack. The READY
signal generated by the delay line indicates that the stack outputs have had sufficient time
to develop the necessary voltage levels.

The output of the C-element drives the sense amplifier EN input, which acts as a local clock
that replaces the global clock signals ph1 or ph2 in a two-phase synchronous environment.
Consider a simple DL-SAPTL FIFO in Fig. 5.9 and its corresponding timing characteristic
shown in Fig. 5.10.

When a REQ is received from the driving SAPTL stage, the C-element waits for the delay
line’s READY signal, then asserts the EN signal. The sense amplifier in turn, samples the
outputs of the stack and makes a decision. The C-element then waits for the acknowledge
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signal, ACK, generated by the next SAPTL stage, indicating that the current output is no
longer needed. When the C-element receives the ACK signal, it deasserts the EN signal,
thus precharging the sense amplifier outputs, then waits for the next REQ signal.

A completion signal, CMPL, is generated by the sense amplifier indicates that the operation
is complete. Due to the differential signaling used, a SAPTL operation can be considered
completed when the sense amplifier outputs are taken out of its precharge state and are
given a valid differential boolean value. The CMPL signal can then be generated using a
simple NAND gate, and acts as both the REQ signal for the next SAPTL stage, and the
ACK signal used by the previous SAPTL stage.

To accomplish the necessary timing generation tasks, the C-element needs a memory element
in order to remember its current state. One implementation of a two-input Muller C-element
is shown in Fig. 5.11a. The DL-SAPTL, however, requires a three-input C-element, shown
in Fig. 5.11b, to accommodate both the REQ signal and the output of the delay line.

The completion signal CMPL, is used to turn off the NAND-INV pair at the root of the
stack. This NAND gate disables the stack root driver as soon as the sense amplifier makes a
decision. This ability to turn off the stack root drive as early as possible prevents the stack
outputs from rising above the needed voltage levels, thus reducing the energy used to charge
the stack output capacitances. The root NAND gate also prevents a new computation from
starting while the results of the current computation is still needed.
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Figure 5.11: A Muller C-element with (a) two inputs [Sut89] and (b) three inputs.

5.2.2 The Asynchronous SAPTL Operation without a Delay Line

The use of a delay line allows fine-grained timing control up to the individual SAPTL blocks.
However, the delay line still has to accommodate the worst-case delay of a single block. To
allow even finer-grained timing flexibility, accounting for data-dependent delay variations
within each SAPTL block, the sense amplifier can be made to detect if there is enough
dV at the output of the stack. This ability to detect signals at the output of the stack
asynchronously eliminates the need for a delay line, at the expense of a more complex sense
amplifier.

5.2.2.1 The Asynchronous-Detect Sense Amplifier

Fig. 5.12 shows the asynchronous-detect sense amplifier (ADSA), which uses a cross-coupled
NOR gate instead of a cross-coupled inverter as the main latch. Using a cross-coupled NOR
latch makes the sense amplifier precharge state a stable state, instead of an unstable state
when using cross-coupled inverters. The stable ADSA precharge state (1) results in reduced
crowbar currents during the transition from the precharge state to a stable data state, and
more importantly, (2) allows the early assertion of the EN signal. Note that due to the
leakage currents acting on nodes X and Y , this precharge state will eventually degrade and
the ADSA will be forced to make a decision. The lifetime of the precharge state, however, is
designed to be much longer than the maximum stack delay. Thus, for all practical purposes,
this precharge state can be considered stable with respect to the rest of the SAPTL circuit.

Due to the unstable precharge state of the cross-coupled inverter, the original sense amplifier
in Fig. 4.21 is forced to make a decision as soon as the EN signal is asserted. Thus, the
time when EN is asserted must be precisely controlled.
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If EN is raised too early, then the stack outputs S and S might not have had enough time
to achieve the necessary differential voltage dV . Thus, the sense amplifier’s decision will
then be determined by the noise and mismatch present at its inputs. If EN is triggered too
late, the off-path leakage current may have had enough time to charge up the wrong stack
output, reducing dV . This reduced dV can also result in erroneous sense amplifier decisions.

The ADSA, on the other hand, has a stable precharge stage, thus allowing the EN signal
to be triggered early. This early triggering on the EN line puts the ADSA into a wait
state. In this state, the ADSA waits until a large enough signal is developed in either S or
S. When the voltage on S or S becomes large enough, the correct node, either X or Y , is
pulled down low enough to change the state of the cross-coupled NOR latch. As soon as
the cross-coupled NOR latch makes a decision, it will ignore any other changes in S and
S unless it is precharged once again. This is made possible by the feedback transistors in
parallel with the ADSA input transistors.

Note that precharging the cross-coupled NOR inputs pre-discharge the outputs. Thus, an
odd number of inverters must be used to buffer the ADSA outputs as opposed to an even
number of inverters required for the cross-coupled inverter-based sense amplifier. This pre-
discharging of the cross-coupled NOR outputs also changes the way the completion detection
is implemented. In this case, a CMPL signal is generated using a simple NOR gate.

The additional complexity added into the ADSA (1) reduces the timing precision needed
to trigger the EN signal, and (2) allows the SAPTL stage to dynamically adapt to data-
dependent stack delays.
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Table 5.1: The SAPTL timing scheme (energy and delay) tradeoffs.
VDD = 1 V VDD = 0.3 V

Synch DL AD Synch DL AD
Normalized Delay 1.0 0.64 0.49 1.0 0.27 0.11
Normalized Energy 1.0 1.09 1.18 1.0 1.88 1.31

5.2.2.2 The ADSA-based SAPTL Topology

The SAPTL block using the ADSA instead of the original SA and delay line is shown in Fig.
5.13a. The handshake logic of the ADSA-based SAPTL (AD-SAPTL) is also simplified into
the cross-coupled NOR circuit, whose timing characteristics are seen in Fig. 5.13b.

This timing scheme is very similar to the DL-SAPTL timing scheme, except that since the
ADSA can be triggered early, and the EN signal depends only on the REQ and ACK
signals, a relatively simpler handshake circuit is needed. The cross-coupled NOR latch and
inverter circuit drives the ADSA’s EN input high when the ACK signal is deasserted and a
REQ is triggered by the fan-in logic. The EN is then deasserted when an ACK is received
from the fan-out blocks.

The root of the stack, again, is brought back to logic ‘0’ as soon as the ADSA makes a
decision, minimizing the amount of time the stack is energized, as well as limiting the voltage
swings inside the stack. The DL-SAPTL pipeline scheme in Fig. 5.9 is also applicable to
the AD-SAPTL since only the internal signals are affected by the ADSA modifications, and
externally, the AD-SAPTL is functionally equivalent to the DL-SAPTL.

5.2.3 The Cost of Asynchrony

The simulated typical-case 90nm energy-delay characteristics of the three SAPTL timing
schemes are shown in Fig. 5.14a. The two asynchronous SAPTL schemes, both with α =
0.125, have better performance than the equivalent two-phase synchronous SAPTL, but due
to the additional handshaking circuitry, the energy consumption of the DL- and AD-SAPTL
are higher for the same supply voltage.

Both asynchronous SAPTL implementations have larger leakage currents due to the added
leakage paths present in the handshaking circuitry, as can be seen in Fig. 5.14b. The
AD-SAPTL has a slightly lower leakage current than the DL-SAPTL brought about by the
removal of the delay line, and hence the reduction in the number of C-element inputs.

The energy and delay numbers of the two asynchronous SAPTL schemes normalized to the
synchronous SAPTL scheme are tabulated in Table 5.1 for VDD = 1 V and VDD = 0.3 V. This
table shows the energy cost of the additional handshaking circuitry and the corresponding
of delay improvement.

At a supply voltage of 1V, the delay-line and handshake circuits of the DL-SAPTL accounts
for the 10% increase in total energy, but allows a 35% reduction in delay. For VDD = 0.3 V,
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Figure 5.14: Comparison of the (a) energy-delay characteristics and (b) leakage currents of
the AD-SAPTL, DL-SAPTL and the synchronous SAPTL as VDD is increased from 0.3V to
1V.

the energy overhead increases to 88% due to the increased leakage energy component in the
handshake circuits, while the delay drops by 73% due to the larger worst-case to average-case
difference observed at lower supply voltages.

The AD-SAPTL on the other hand shows an 18% increase in energy at VDD = 1 V, which is
larger than the DL-SAPTL overhead. This larger energy is due to the more complex ADSA
being exposed to the full supply voltage, as opposed to the DL, where most of its transis-
tors are subject to voltages less than VDD. At lower supply voltages where leakage energy
dominates, the simpler AD-SAPTL handshake circuits have less leakage than those of the
DL-SAPTL and thus only account for a 31% increase in energy relative to the synchronous
SAPTL.

In addition, since the delay line needs to accommodate the local worst-case stack delay in the
DL-SAPTL, the voltage swings inside the stack tend to be higher than the voltage swings
inside the AD-SAPTL stacks. This increased internal voltage swings become more evident
at lower supply voltages where the stack delays are larger, allowing the stack on-path and
off-path currents more time to charge up the stack capacitances.

The advantage of the AD-SAPTL’s finer-grained timing scheme is evident 51%-89% delay
reduction when compared to the synchronous SAPTL. This delay improvement is better
than the 35%-73% reduction achieved using the DL-SAPTL scheme.

The energy overhead of the handshake circuitry can be reduced by using circuit topologies
other than fully complementary static CMOS logic. One possible alternative is to implement
the C-elements and other timing circuits using subthreshold current-mode logic [TBLV08],
thus reducing the overall energy at low supply voltages.
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Table 5.2: The normalized energy and delay characteristics of the AD-SAPTL XOR gate.
CMOS AD-SAPTL

Inputs VDD [V] Delay Energy Delay Energy ↑ D ↓ E
6 0.5 0.015 2.950 0.120 1.480 8X 2X

0.2 1.000 1.000 4.000 0.770 4X 1.3X
16 0.5 0.015 2.390 0.320 1.000 21X 2.4X

0.2 1.000 1.000 7.100 0.560 7X 1.8X

5.3 An Example: The SAPTL XOR gate

In order to understand how various logic functions are implemented, consider the pass-
transistor stack that implements a 4-input XOR function as shown in Fig. 5.15. Each path
from the root of the stack to S represents a minterm and each path from the root to S
represents a maxterm. As can be seen from Sec. 4.6.1, and observed from Fig. 5.15 that the
SAPTL implementation of XOR gates is very straightforward.

By increasing the complexity of the stack, in this case, increasing the number of inputs
to the XOR gate, the sense amplifier and driver overhead per input can be reduced, at the
expense of decreased performance. This can be seen in Fig. 5.16, where the energy and delay
of a 6-input and 16-input AD-SAPTL XOR gate are compared to their static synthesized
standard-cell CMOS equivalents. With the same VTH , SAPTL reduces energy below the
CMOS minimum energy point (MEP) due to the minimal gain elements used, resulting in a
lower total leakage current.

For a supply voltage of 0.5 V, the 6-input SAPTL XOR gate consumes half of the energy as
the equivalent CMOS gate, with a 10X increase in delay. For a VDD of 0.2 V, the energy of
the SAPTL is 60% less than that of the equivalent CMOS gate, at a 4X delay penalty.
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Figure 5.16: AD-SAPTL XOR gate energy-delay characteristics for (a) 6-inputs and (b)
16-inputs.

5.4 Summary

The SAPTL performs computations in two steps: (1) the initialization phase, where all
the internal nodes of the pass transistor stack are reset to ground, and (2) the evaluation
phase, beginning when the correct path through the stack is energized, and ends after the
sense amplifier makes a decision. Due to this two-phase operation, cascading SAPTL stages
requires additional timing signals that provide the needed temporal separation of these two
phases.

One way to provide these timing signal is through the generation of two non-overlapping
clock signals. These clock signals group the SAPTL stages into two, a ph1 stage and a ph2
stage. In this synchronous timing scheme, a ph1 (ph2) stage can only be driven by a ph2
(ph1) stage, and can only drive a ph2 (ph1) stage. Though the evaluation times of the two
phases do not overlap, the initialization phase of a ph1 stage occurs simultaneously with the
evaluation of a ph2 stage, and vice-versa.

Synchronous SAPTL operation requires that the clock period take into account the worst-
case delay present in the system. However, if timing information is generated asynchronously
within each SAPTL block, the system performance can operate closer to the average system
delay, instead of the worst-case. Two methods are presented: (1) the delay line-based scheme
and (2) the ADSA-based topology. Both asynchronous schemes use additional handshaking
circuits that are used to separate the initialization and evaluation phases within and among
connected SAPTL stages.

By using the AD-SAPTL timing scheme, an 89% reduction in delay can be achieved with
an energy increase of 31% at a supply voltage of 300mV, when compared to the synchronous
SAPTL for a 5-input LUT. Minimizing the AD-SAPTL stack to implement a 16-input XOR
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gate results in a 2X reduction in energy with a 10X delay penalty.

Several SAPTL-based circuits using these timing schemes are presented in Chapter 6 The
design and implementation details of these circuits are shown, highlighting their energy and
delay characteristics in comparison to their respective traditional static CMOS implementa-
tions.
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Chapter 6

Case Studies

This chapter presents the design and implementation of the three 90nm SAPTL test chips
containing building blocks and circuits. These circuits serve as reference points, helping
evaluate the feasibility of using the SAPTL topology as a low-energy alternative to static
CMOS logic, in different timing environments and computation scenarios. Details of the
design, implementation, and test methodologies are described, together with simulation and
test results.

6.1 The Synchronous SAPTL Test Chip

In order to verify the functionality and simulation results of the SAPTL topology and its
synchronous timing scheme, a 90nm test chip was designed and fabricated. The test chip
contained experiments that characterized the behavior of the synchronous SAPTL blocks as
the fanout, stack depth, logical functionality, and supply voltages are varied.

In order to characterize the behavior of the SAPTL blocks, two main circuits are used: (a)
ring oscillators using a stack and driver as the main gain and delay stage in Fig. 6.1a, used
to measure stack performance, and (b) two back-to-back SAPTL blocks in Fig. 6.1b, which
is used to measure functionality and energy.

6.1.1 Basic Components

The pass transistor stack is the basic building block for all SAPTL circuits, and in this chip,
only full stacks are used. Each full stack is laid out using minimum sized transistors, arranged
as an array of simple stacks, where each simple stack represents a minterm, as described in
Sec. 4.7 and shown in Fig. 6.2a. Thus, for any stack depth, Ndepth, Ndepth×2Ndepth minimum-
sized transistors are used. The stack in Fig. 6.2a is still equivalent to the stack in Fig. 4.2,
with each non-minimum-sized transistor broken up into its minimum-sized components. Fig.
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Figure 6.1: The synchronous SAPTL test blocks: (a) the ring oscillator without a sense
amplifier and (b) the back-to-back SAPTL blocks.

Table 6.1: 90nm pass transistor stack layout area comparison.
Ndepth Width (µm) Height (µm) Area (µm2)

3 8.94 8.02 71.70
5 17.92 10.98 196.76
7 40.36 17.30 698.43

6.2b shows the relative layout sizes of three pass transistor stacks, with stack depths of 3,
5 and 7. These layout sizes are summarized in Table 6.1. These area numbers include the
triple-well-surround overhead, and thus scales less than the expected 2X for every increase
in stack depth.

The complete full-custom SAPTL logic block layout with Ndepth = 5, is shown in Fig. 6.3.
The logic block includes the pass transistor stack and the sense amplifier. The size of the
sense amplifier layout is 115 µm2, which is approximately 37% of the total synchronous
SAPTL5 area.

6.1.2 Chip Organization

The overall chip test is composed of (1) a global data and address bus, (2) a power supply dis-
tribution network and (3) a global two-phase clock distribution network. Each device-under-
test (DUT) tile is connected to this global bus using an independent, separately addressable
local test interface, as shown in Fig. 6.4.

The contents of each test tile, shown in Fig. 6.5, consists of (1) a standard-cell CMOS test
interface, (2) two power switches, (3) a CMOS-to-SAPTL converter block and (4) the device
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Figure 6.4: Synchronous SAPTL test chip architecture.

under test, which is either a stack and driver ring oscillator or a back-to-back SAPTL block.

The test interface (TI) is connected to the global data bus. This data bus provides a clock
and reset signal, as well as address data to all test interfaces. Each TI has a unique hardwired
address. Once selected, the TI turns on its the power switch, energizing the DUT connected
to it and also initializes the DUT to a known state, as in the case of the back-to-back SAPTL
blocks. The data from the DUT, in the form of (1) an oscillator output or (2) the SAPTL
Q and Q outputs, are then divided down using the TI’s fixed divide-by-32 divider, then sent
out on the global bus, which are then monitored at the chip’s output pins.

A special test interface block, called the system test block, is used to evaluate the global
clock and bus lines, making sure that the maximum frequency these clock and bus lines can
support are larger than the expected and measured test outputs. The system test block
also measures the quiescent leakage current of the power supply lines when no devices are
connected. This leakage current data is then subtracted from the measured DUT currents
to eliminate the effects of parasitic leakage currents from the disabled power switches of the
unused blocks, as well as leakage from the I/O pad ring.

6.1.3 Results

Fig. 6.6a shows the fabricated 90nm test chip measuring 1.2 × 1.2 mm2 with a 1V I/O pad
ring. The test chip was packaged in the Kyocera QC-064347-WZ 64-pin ceramic lead-less
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chip carrier and mounted on a circuit board as shown in Fig. 6.6b. All supply voltages and
reset signals are applied externally, as well as the test clock used by the test interface and the
two-phase non-overlapping clocks needed by the SAPTL blocks. The addresses used to select
the target DUT are applied serially and is processed by each test interface. The test and
supply voltages are generated, and their respective currents are measured by Keithley source
meters and the HP/Agilent 6626A multiple-output power supply, both devices configured to
use four-wire force-sense modes for more accurate current measurements. Data patterns are
generated and outputs are observed using the Agilent 16702A logic analysis system.

Determining the delays associated with the stack is one of the primary objectives of this test
chip and is obtained using the stack-and-driver ring oscillators. Fig. 6.7 shows the measured
stack and driver delays obtained from these ring oscillators, found in Fig. 6.1a, for different
stack depths. As can be seen from the measurements, the test chips fall in a slightly faster
corner than the typical (TT) case. The 4X average increase in delays from a full stack depth
of 3 to 5 and from 5 to 7 reflects the 4X increase in number of transistors, and thus, the
effective increase in total switched stack capacitance.

The energy characteristics of the SAPTL are derived from the currents of the back-to-back
SAPTL blocks. The energy measurements are summarized in Fig. 6.8. These measurements
are averaged over 100 samples for only a single die and taken at different clock frequencies,
whose maximum is limited by the on-board clock buffers and level-converters.

Fig. 6.8a shows the good match between the simulated energy and measurement results.
Increasing the stack depth, as expected, increases the energy due to the exponential increase
in the full-stack SAPTL input capacitance. However, instead of a 4X increase in energy
due to the 4X increase in effective switched capacitance, the observed increase in energy is
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Figure 6.6: The synchronous SAPTL (a) test chip and (b) packaged chip and circuit board.

approximately 2.7X from a stack depth of 3 to 5 and from 5 to 7, as seen in Fig. 6.8b. This
is a result of the lower voltage swings in the internal nodes of the deeper stacks.

Increasing the SAPTL5 fanout from 1 to 3 and from 3 to 5 increases the energy by ap-
proximately 28%, as shown in Fig. 6.8c, from which the SA effective capacitance of 65 fF
and the unit stack differential input capacitance of 25 fF can be inferred. The energy of
two different stack topologies in Fig. 6.8d shows the AND/NAND and XOR/XNOR stacks
exhibiting little difference on the average. This behavior is expected since for a full stack,
the AND/NAND configuration exercises both the best case and worst case paths in terms
of the on-path to off-path current ratio, while the XOR/XNOR stack exercises the average
case path.

Due to limitations in the design of the test chip and circuit board, two parameters were
not directly measured: (1) The maximum operating frequencies of the back-to-back SAPTL
blocks, limited by the level converters used to map the 1.8V test signals to the 1V test chip
pad frame voltage. However, these frequencies can be inferred using the stack ring oscillator
data. (2) The static standby leakage current of the SAPTL blocks. However, these two
parameters are successfully measured in the succeeding SAPTL test chips.

6.1.4 Summary

A 90nm test chip was created, with the objective of (1) verifying the functionality and
behavior of the basic SAPTL topology and its components and (2) verifying the correctness
of the ST90 simulation models used. This test chip also bridges the gap between the basic
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Figure 6.7: Simulated vs. measured stack delays for (a) Ndepth = 3, (b) Ndepth = 5, (c)
Ndepth = 7. (d) shows the measured stack delays vs. stack depth.
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Figure 6.8: Measured energy vs. VDD of (a) a synchronous SAPTL5 logic block, (b) measured
energy vs. VDDwith varying stack depth, (c) fanout and (d) logic functionality.
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Figure 6.9: Test setup for energy and delay measurements. The energy and delay of the
various SAPTL5 implementations were measured using N = 8.

SAPTL ideas at the schematic-level and the actual physical circuit. Physical design issues
such as (1) full-custom strategies that increase layout regularity, (2) sense amplifier layout
and (3) block placement and interconnect routing are explored and implemented.

6.2 The Asynchronous SAPTL Test Chip

The asynchronous SAPTL timing scheme eliminates the need for global clock signals and
instead, local handshaking signals are generated in each block. The characteristics of this
asynchronous timing scheme is extracted from a 90nm asynchronous SAPTL test chip. Two
versions of the asynchronous SAPTL is implemented: (1) the delay-line-based SAPTL, also
called the bundled-data SAPTL and (2) hybrid SAPTL or the dual-rail SAPTL [LAPR09].
Only the delay-line-based SAPTL is considered here.

The asynchronous SAPTL test chip contains separate test structures for characterizing (1)
active energy and delay, and (2) leakage currents. The energy and delay characterization was
done using 8 stages of SAPTL blocks with Nstack = 5 (SAPTL5) in a ring first-in-first-out
(FIFO) structure as shown in Fig. 6.9. Upon reset, a token is inserted into the ring by the
startup circuitry and is allowed to circulate within the ring. The FIFO supply current and
oscillation frequency were then measured as the supply voltage is varied from 300mV to 1V .

Leakage current measurements were taken from 100 replicas of each SAPTL circuit in its
data holding stage, which would result in the worst-case leakage current. These leakage
test circuits are connected directly to their own power supply pads and can be tested by
measuring the static current at these pads directly and subtracting the pad leakage data.

6.2.1 Design Methodology

In order to reduce the amount of custom layout that is needed, a semi-custom SAPTL
design flow was created, as shown in Fig. 6.10. Each SAPTL building block, containing
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Figure 6.10: The asynchronous SAPTL tool flow.

the full stack, sense amplifier and handshaking circuitry for different stack depths, is custom
designed. The layout of two asynchronous SAPTL blocks with different stack depths are
shown in Fig. 6.11, showing the full stack, the delay line, the sense amplifier and the
handshaking circuitry. Note that the delay line increases the effective stack area by 20%-
30%. Layout abstracts are then generated for these SAPTL blocks, and placed into libraries
that the Astro place-and-route tool can access and utilize.

The FIFO design is then described using Verilog HDL, instantiating the needed SAPTL
blocks and specifying the interconnection between these blocks. This Verilog code is then
read by the Astro P&R tool, and is then used as the basis for automatic placement of the
SAPTL blocks and routing of power, data and handshaking signals. Fig. 6.12 shows four
different FIFO circuits that are automatically placed and routed by the Astro P&R tool.

6.2.2 Test Chip Organization

The automatically generated layouts of the FIFO blocks are then connected to its own test
interface, shown in Fig. 6.13, which is in turn, connected to the global data and address bus.
This modular approach to system testing is similar to the one utilized by the synchronous
SAPTL test chip.

The test interface (TI) contains an address decoder that determines if the SAPTL FIFO
block connected to it is the one being selected for evaluation. If a block is selected, the
TI enables the FIFO’s power switch, energizing the circuit. At the same time, the startup
circuit injects a token into the FIFO through a FIFO interface that provides the necessary
handshaking signals. The startup circuit waits until the token has been consumed by the
first stage of the FIFO, then disconnects itself from the ring. Thus, the single token is made
to circulate within the FIFO indefinitely.
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Figure 6.11: The asynchronous (a) SAPTL5 and (b) SAPTL7 layouts.
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Figure 6.12: The automatically generated asynchronous FIFO circuits using (a) SAPTL3,
(b) SAPTL5, (c) SAPTL6 and (d) SAPTL7.
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Figure 6.13: The asynchronous SAPTL test tile.

Throughput data is obtained at the chip outputs, through the global data bus, by dividing
down by 32 and buffering the completion signal of the first SAPTL block. An error detection
block monitors the SAPTL blocks within the FIFO, and raises an error flag if the token
disappears of if more than one token in the FIFO is detected.

6.2.3 Results

Fig. 6.14a shows the simulated energy-delay characteristics of the DL-SAPTL5 as compared
to the synchronous SAPTL5, as well as the equivalent static CMOS and DCVSL gates.
As can be seen from this figure, the DL-SAPTL achieves a 3.8X-5.6X reduction in energy
with a corresponding 7.14X-8.2X increase in delay when compared to the equivalent static
CMOS implementation. At the low-VDD region, both active and standby energy due to the
handshaking circuits start to dominate, limiting the minimum energy that the DL-SAPTL
can achieve. The leakage current of the DL-SAPTL5, shown in Fig. 6.14b, is 1.4X to 3.3X
higher than the synchronous SAPTL5, again due to the additional handshaking circuitry
present. This larger DL-SAPTL leakage results in a 1.8X increase in energy at VDD = 0.3
V, but allows a 4X reduction in delay. Note that since the synchronous SAPTL leakage does
not include any clock generation or distribution energy, the comparison is somewhat skewed
in its favor.

The photograph of the implemented 90nm 3 × 3 mm2 asynchronous SAPTL test chip is
shown in Fig. 6.15a. Though the chip area is large, only a small portion is dedicated to
the DL-SAPTL. The test chip is wire-bonded to a SSM/NTK CPG18027 180-pin ceramic
pin-grid array (PGA) package, and tested using the circuit board in Fig. 6.15b.

Energy-delay and leakage current measurements for the DL-SAPTL5, using SVT stack tran-
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Figure 6.14: The asynchronous SAPTL5 (a) energy-delay characteristics and (b) leakage
current.

(a) (b)

Figure 6.15: The (a) asynchronous SAPTL test chip, also known as the Vulgare test chip
and (b) the Vulgare circuit board.
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Figure 6.16: The DL-SAPTL5 SVT stack measured (a) energy-delay characteristics and (b)
leakage current.

sistors, are shown in Fig. 6.16. These are measurement results from a single die, and averaged
over 100 consecutive measurements and match very well with the simulation results after
the effects of the pad parasitics have been taken out. Using low-threshold voltage stack
transistors improves the delay with almost no change in energy, as seen in Fig. 6.17, with
the improvement being as high as 40% at low supply voltages.

6.2.4 Summary

The asynchronous SAPTL test chip contains DL-SAPTL-based FIFO test structures in-
tended to characterize the handshake timing sequence, and the energy costs associated with
it. Two versions of each DL-SAPTL FIFOs are implemented, one with standard-VTH stacks
and the other with low-VTH stacks. In order to reduce design time, as well as leverage well-
established design verification methodologies, a simple semi-custom place-and-route design
flow was created. This design flow allowed HDL descriptions of the FIFO blocks to be fed di-
rectly into the Astro P&R tool, resulting in reduced wire lengths and final block placements
that guarantee this.

Similar to the synchronous SAPTL test chip, a global test strategy is employed, using self-
contained and modular test tiles connected to a global bus. This strategy allows test struc-
tures to be placed into the chip independently of each other, and then verified to work with
the global test system even if other blocks are not yet available. This divide-and-conquer
strategy was very useful in distributing work among the different chip designers, as well as
making sure that very few catastrophic errors can actually occur and safeguards are put in
place to prevent them from occurring.

The ability to build-in some amount of automation in the design of asynchronous SAPTL
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circuits is a major step forward in creating larger systems in a reasonable amount of time.
Most of the design automation concepts, methods and ideas used in the design of the asyn-
chronous SAPTL test chip is again used to design and implement the SAPTL-based CRC
generator presented in the next section.

6.3 The SAPTL CRC Circuit

Evaluating the usefulness of the SAPTL based solely on the implemented fundamental build-
ing blocks can be misleading. This is due to the fact that the operating environment used to
characterize a particular building block is mostly artificial. Also, since most circuits will be
made up of various building blocks with different delays and logic depths, it is more mean-
ingful to determine the aggregate behavior of these SAPTL building blocks in an actual
computational circuit.

Thus, a 90nm ADSA-based SAPTL CRC circuit was designed and implemented to determine
the characteristics of the SAPTL in a larger circuit environment that exercises both (1) the
logic functionality of minimized stacks and (2) various handshaking and timing scenarios.
By targeting a circuit with a well-defined function, comparisons can also be made with a
corresponding static CMOS implementation.

6.3.1 The CRC Algorithm

The cyclic redundancy check (CRC) is a powerful and efficient way to detect errors in com-
munication and storage systems. A serial CRC implementation usually consists of a linear
feedback shift register (LFSR). However, in some cases, serial CRC computation speed may
be inadequate leading to the use of parallel CRC computation methods [CPR03].
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Figure 6.18: The SAPTL CRC-CCITT generator.

The implemented SAPTL CRC generator realizes the CCITT standard [Tel96], and is based
on the unrolled out-of-order divide and conquer strategy reported in [Wal07]. Fig. 6.18
shows the architecture of the parallel SAPTL CRC generator. It consists of 32 two-byte 16-
bit CRC generators that generate the CRC values associated with each two-byte position.
These intermediate CRC values are then combined in the 32×16 XOR block to generate the
final 16-bit CCITT CRC value.

6.3.2 Implementation

Each two-byte 16-bit CRC generator segment is composed of 16 logic slices that perform the
Galois Field (GF) H-matrix multiplication. Fig. 6.19 shows the organization of these 16-bit
CRC generator segments, with each slice representing a GF multiply-accumulate stage. In
general, the output of the segment is given by the GF matrix multiplication

CRCi = H16i ×W〈16(i−1)+15:16(i−1)〉 i ∈ [1, 16] (6.1)

where CRCi is the ith 16-bit CRC segment output, W is the input word and H is the
characteristic 16×16 H-matrix [Wal07]. The values of the particular H-matrix determines
which of the inputs need to be XOR-ed together.

A unique H-matrix is associated with each 16-bit CRC segment. Thus, if a particular H-
matrix element is ’0’, the output of the AND gate controlled by that particular H-matrix
element can be eliminated, reducing the number of inputs required by the XOR gate. On
the other hand, if the H-matrix element is a ’1’, the input word is simply XOR-ed with other
inputs that also correspond to an H-matrix element that is ’1’. Each 16-bit segment then
can be simplified to an XOR gate whose inputs are determined by the H-matrix.

Pre-calculating the various H-matrices needed by the 64-byte CRC generator results in XOR
gates whose inputs range from 7 to 13. Fig. 6.20 shows the SAPTL implementation templates
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Figure 6.20: SAPTL CRC XOR templates for (a) 7 to 11 inputs and (b) 12 and 13 inputs.
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Table 6.2: SAPTL XOR W, X and Y values.
Number of XOR inputs W X Y

7 - 4 4
8 - 4 5
9 - 5 5
10 - 5 6
11 - 6 6
12 5 4 5
13 5 5 5

SAPTL4

SAPTL5

4
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SAPTL4

SAPTL4

4

SAPTL4

4

SAPTL4
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Figure 6.21: SAPTL CRC 32-input XOR.

used to create the different CRC segments, where W, X and Y represent the number of inputs
required by the SAPTL XOR gates used as shown in Table 6.2.

The final 16-bit CRC value is computed using 16 32-input XOR gates, and are implemented
in a tree-like fashion shown in Fig. 6.21.

The SAPTL CRC segments and final XOR blocks were implemented using a semi-custom
layout design flow shown in Fig. 6.22. A Matlab program uses the pre-computed H-matrices
to automatically create the the SAPTL XOR segments, based on the templates in Fig. 6.20,
then generates a Verilog file containing the appropriate SAPTL blocks and interconnect
information.

The entire CRC circuit is built using 4-, 5-, and 6-input SAPTL XOR gates. The custom-
made SAPTL gate layouts are then used by the Astro P&R tool together with the generated
Verilog file to create the final SAPTL CRC layout.
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Figure 6.22: The SAPTL CRC tool flow.

In order to facilitate the testing and characterization of the SAPTL CRC generator, addi-
tional built-in self-test (BIST) circuitry is added on chip. The overall CRC ship organization
is shown in Fig. 6.23, and contains the SAPTL CRC circuit, a Test ROM (TROM), a Delay
Line (DL), an error detector/comparator and the BIST control unit (BCU).

The TROM contains 18 different 512-bit test vectors that is used to exercise the SAPTL
CRC circuit, as well as the corresponding correct CRC values. Upon startup and/or reset,
the BCU generates the lowest TROM address and initiates a CRC computation by the
appropriate handshaking signal sequence. This handshake sequence is delayed by a fixed
time through the DL. As soon as the BCU receives a completion signal from the SAPTL
CRC circuit, it increments the TROM address, and initiates another computation.

The DL mimics the longest worst-case critical path of the SAPTL CRC circuit and has
selectable delay values of 1, 4, 9 and 99, corresponding to activity factors of 0.5, 0.2, 0.1 and
0.01. An error detection circuit compares the correct CRC value stored in the TROM with
the SAPTL CRC output data. An error flag is raised whenever the two values are different,
making it easy to determine the lowest operating voltage that can support correct operation.

6.3.3 Simulation Results

The pre-layout simulated energy-delay characteristics of the asynchronous CRC generator,
together with its equivalent standard-cell CMOS implementation, are shown in Fig. 6.24, as
VDD is swept from 1V to 0.3V with an activity factor of α = 0.1. The plot is normalized to
41.2 pJ and 714 ps, which is the simulated energy and delay per operation of the 64-byte
parallel CMOS CRC circuit operating at VDD = 1V and α = 0.1.

Leakage current is generated in the drivers, SAs and handshaking circuits, which can be
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minimized by using SAPTL blocks with deeper stacks. In the case of the parallel SAPTL
CRC circuit, 1,041 SAPTL blocks are used, with an average stack depth of 5. In an ideal
case where leakage is zero, scaling the CMOS supply voltage from 1V to 0.3V results in
a 11.11X reduction in energy. The reduced subthreshold leakage energy in the SAPTL
CRC generator extends the range of dynamic energy dominated operation, allowing a more
effective energy reduction when scaling VDD from 1V to 0.3V, resulting in a 9X reduction
in simulated energy, as compared to the 6.2X reduction seen in the static CMOS equivalent
over the same voltage range. This reduced leakage allows the SAPTL CRC circuit to achieve
a 25% lower minimum energy point occurring at VDD = 0.3V , with a 6X delay penalty,
which corresponds to approximately 170 ns.

6.3.4 Measurement Results

The SAPTL CRC was implemented in a 90nm triple well CMOS process. A photograph of
the 2.1 mm × 2.6 mm die is given in Fig. 6.25a, showing CRC generator, as well as the built-
in self-test (BIST) circuitry used to facilitate the measurement and characterization process.
The CRC generator itself is 1.1 mm × 0.54 mm in size and the chip was packaged in a
SSM/NTK CPG13229 132-pin ceramic PGA. Fig. 6.15b shows the packaged AD-SAPTL
CRC test chip mounted on the test board.

The simulation results were verified by measured data and as expected, the measured energy
and delay data of the SAPTL CRC generator, shown in Fig. 6.26, is dynamic energy domi-
nated at α = 0.1, while leakage starts to dominate at low supply voltages with α = 0.01. This
leakage energy is mainly due to the handshaking circuits implemented using complementary
static CMOS gates. The measured data from the single measured die tracks the pre-layout
simulation results, and falls within the expected range, if layout parasitics are considered,
as seen in the 90nm asynchronous SAPTL test chip in Sec. 6.2. Post-layout transistor-level
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Table 6.3: Normalized delay (energy) of the SAPTL CRC generator.
VDD = 0.5V (sim) VDD = 0.5V (meas)

VBB,stack α = 0.1 α = 0.01 α = 0.1 α = 0.01
0 V 1.00 (1.00) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)
0.1 V 0.95 (1.00) 0.95 (0.99) 0.98 (0.99) 0.98 (0.99)
0.2 V 0.90 (0.99) 0.91 (0.96) 0.96 (0.99) 0.96 (0.98)
0.3 V 0.86 (0.98) 0.87 (0.96) 0.94 (0.98) 0.93 (0.97)
0.4 V 0.84 (1.00) 0.85 (0.97) 0.92 (0.98) 0.91 (0.97)

simulation was not done due to the extremely long simulation times required. Correcting the
measurements results in Fig. 6.26 by including for the expected 30% increase in measured
currents due to layout parasitics gives the energy-delay characteristics in Fig. 6.27.

Measurements show a 7.9X decrease in energy by decreasing VDD from 1V to 0.3V, and a
6.9X decrease from 1V to 0.35V. At VDD = 0.3V , the ON current that drives the S stack
output becomes comparable with the OFF current that drives the S stack output, leading to
erroneous SA decisions, causing some CRC computational errors to occur. This, however, is
not a limitation of the SAPTL topology, but of the sense amplifier architecture used. Since
this design uses only one type of SA, one possible solution to address this problem is to
tailor the sense amplifier input stage transistor size to the stack depth, pairing SAs with
lower input offset voltages with deeper stacks.

Table 6.3 illustrates another major characteristic of the SAPTL: the decoupling of stack
threshold voltage from the overall leakage energy. The stack threshold voltage (VTH,stack) can
be lowered using forward body bias (FBB) resulting in increased performance independent of
the sense amplifier energy. As expected, reducing VTH,stack results in an almost 10% decrease
in delay, but with almost no impact on energy even at lower activity factors.
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Figure 6.27: The energy-delay characteristics of the measured SAPTL CRC-CCITT circuit
with the layout parasitics removed.

6.3.5 Summary

The SAPTL CRC circuit (1) demonstrates the behavior of the SAPTL in an a larger circuit
environment compared to previous SAPTL test chips, and demonstrates that the asyn-
chronous handshaking scheme works across varying levels of logic depths and delay paths,
and (2) provides a reference point that can be compared to a static CMOS circuit with the
same functionality, as opposed to comparing fundamental building blocks carried out in the
first two SAPTL chips. Simulation results show that with stack minimization, the SAPTL
CRC can achieve a lower minimum energy point when compared to the static CMOS im-
plementation. Furthermore, these simulation results are also consistent with the measured
results. The decoupling of stack threshold voltage from energy is evident in both simulation
and measurement data, as seen in the increased SAPTL CRC circuit performance with no
energy penalty.

6.4 Conclusions

Three 90nm test chips are presented in this chapter: (1) the synchronous SAPTL test chip,
(2) the DL-SAPTL test chip and (3) the AD-SAPTL-based CRC test chip. The synchronous
SAPTL test chip contains various stack and SAPTL LUT configurations and is used to verify
that both stack and sense amplifier behavior can be predicted by simulations. Due to the
reduced number of gain elements leading to lower leakage currents, the measured SAPTL
energy is dynamic energy dominated at low supply voltages, consuming 10 fJ/operation for
a LUT5 at a supply voltage of 300 mV. The DL-SAPTL test chip contains asynchronous
delay line-based SAPTL blocks. This asynchronous timing scheme increases the stack area
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by 20%-30%, and measurement results show an energy increase of up to 1.8X with a 4X
improvement in delay.

Both test chips are then used as stepping stones to create a larger, more complex circuit such
as a parallel 64-byte CRC circuit. Due to the different stack depths and logic levels present
in the CRC circuit, the finer-grained AD-SAPTL asynchronous timing scheme is used in
order to reduce the timing overhead. The design and implementation techniques used in the
first two SAPTL chips is extended also extended to take into account these different stack
depths and logic levels.

The 64-byte parallel AD-SAPTL CRC circuit consumes 5 pJ per operation with a maximum
throughput of 5.8 × 106 operations per second at a supply voltage of 300 mV, which is
25% lower in energy and 6X larger in delay when compared to its static CMOS equivalent.
However, at this supply voltage some computation errors start to occur. At VDD = 350
mV, the CRC circuit exhibits error-free operation with an energy consumption of 9.9 pJ per
operation, with a maximum throughput of 1.5× 107 operations per second.

The decoupling of the stack threshold voltage from the leakage energy is a key SAPTL char-
acteristic. In this case, this characteristic is emphasized when the stack transistor threshold
voltages are lowered by forward body biasing. A 10% reduction in delay is observed at a
supply voltage of 0.5 V and a forward body bias of 0.4 V without any increase in the total
SAPTL energy.
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Chapter 7

Summary and Conclusions

Ultra-low energy circuits can enable the emergence of new applications in environments
where energy is scarce and/or extremely expensive, such as in the implantable biomedical
device space. These new applications are envisioned to driver new design paradigms that
include the impact of energy generation and storage on the compute methodology as well as
the circuit implementation with the goal of trying to achieve indefinite system lifetimes.
The push to scale devices even further improves circuit performance, but at the expense
of increased energy. One major impediment to the reduction of energy per operation in
CMOS circuits is the continued increase in subthreshold leakage current as transistor feature
sizes decrease. In energy-starved environments where only moderate to low performance
is needed, the obvious approach to achieve low energy operation is to reduce the supply
voltage. However, at these reduced performance levels where circuit activity is very low,
leakage current, taking the form of standby energy, dominates the energy per operation.
The standby current drawn by a logic block flows through paths between the power supply
lines and ground, found in circuits that have gain. In complementary static CMOS circuits,
every logic gate inherently has gain. In CMOS gates, gain is essential and provides (1) the
regeneration of logic levels, improving noise immunity and (2) the drive current needed to
propagate the gate output to the inputs of other gates. However, in order to have gain,
VDD and ground connections are needed, and CMOS gates will thus exhibit leakage current
during standby.
In situations where low activity is the norm, circuits with too much gain will be penalized
with increased leakage energy. Reducing the gain through the use of forced stacking, for
example, reduces the gain of each gate, as well as the leakage current. However, reducing
the gain ironically costs more in terms of additional circuit components needed to reduce
this gain, since by its very topology, gain in CMOS gates has already been built-in.
Passive circuits such as pass transistors on the other hand, are circuits without gain, and
thus, have no VDD to ground leakage paths. Gain elements such as inverters and other
regenerative elements can be added later in the design process, independent of the logic
function being implemented.
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The sense amplifier-based pass transistor logic (SAPTL) is a logic topology that utilizes an
inverted pass transistor tree, or the stack, as a passive logic implementation network. Unlike
conventional pass transistor networks, the stack only has feedforward paths from a single
root node to two low-swing pseudo-differential outputs. Gain is then added in the form of
the root driver and sense amplifier. Note that both the driver and sense amplifier do not
contribute anything to the boolean functionality of the logic block. This effective decoupling
of functionality and gain is a key SAPTL characteristic.

A system composed of SAPTL blocks can be implemented using more complex or deeper
stacks with fewer drivers and sense amplifiers or more drivers and sense amplifiers with
shallower, simpler stacks. Thus, the appropriate amount of gain for a given performance
and reliability requirement can be controlled at a finer granularity than in static CMOS
circuits. The decoupled nature of the stack, driver and sense amplifier also allows separate
optimization strategies to be applied to each of these basic SAPTL building blocks.

One such optimization is the lowering of the stack threshold voltage, resulting in improved
performance and lower energy consumption. This decoupling of the stack threshold voltage
from standby energy is another main key SAPTL property. Thus, the stack can tolerate
lower supply voltages while remaining in the super-threshold operating region. Lower stack
threshold voltages reduces the delay penalty due to VDD scaling as well as the impact of pro-
cess variability and mismatch. The creation of reduced and optimized stacks, being similar
to the DCVSL pull-down tree, can take advantage of the well-defined DCVSL minimization
and optimization techniques. This stack minimization can result in energy reductions of up
to 5X, and up to 3X delay reductions for a 5-input XOR stack.

The driver and sense amplifier, on the other hand, being the only source of standby leakage
currents, can be optimized using low leakage techniques at the expense of performance.
Additionally, the sense amplifier leakage can be traded off for input sensitivity, robustness
and/or output drive.

Due to the latch inherent in the SA that needs to be enabled at the end of every computation
and due to the stack initialization in order to avoid charge build-up in the passive network,
cascading SAPTL blocks requires a pre-determined timing scheme. The most straightforward
approach is to use a two-phase non-overlapping scheme that globally separates the stack
initialization phase from the evaluation phase, as well as marking the specific point in time
when the sense amplifier samples its inputs and latches the correct output value. Thus,
cascaded SAPTL blocks are assigned alternating clock phases, with the added benefit of
having the driving SAPTL stage initializing the driven stage. The resulting synchronous
LUT5 SAPTL achieves a 6X reduction in energy with a 12X-30X increase in delay when
compared to its static CMOS equivalent.

Two possible asynchronous timing schemes are presented as an alternative to the synchronous
SAPTL timing scheme. Both asynchronous timing schemes incur energy penalties due to
the added local handshaking circuitry in exchange for less timing margin. Thus, instead of
worst-case design inherent in clocked systems, the average-case performance can be achieved.



CHAPTER 7. SUMMARY AND CONCLUSIONS 97

The delay line-based asynchronous SAPTL scheme uses a delay line in order to temporally
separate the stack evaluation start time from the SA sample time. Since the delay line is
matched to its worst-case stack delay, it is possible to use a wide range of stack configurations
without having to accommodate the slowest stack delay, resulting in very large margins for
the smaller, faster stacks. In addition to the delay line, a Muller C-element is used to
perform the basic handshaking operations necessary to cascade the DL-SAPTL blocks. By
leveraging this asynchronous behavior, the LUT5 DL-SAPTL can achieve a 73% reduction
in delay when compared to the synchronous SAPTL at a supply voltage of 300 mV. However,
due to the additional handshake circuitry, this delay reduction results in an 88% increase in
energy.

The DL-SAPTL, however, is still limited by the local, data-dependent worst-case delay of its
stack. The AD-SAPTL avoids this additional local timing margin by eliminating the delay
line and instead, uses a sense amplifier that can be triggered at the same time as the stack,
waits until the stack output voltages are large enough, then makes a decision. The additional
energy costs due to the more complex sense amplifier is offset by the removal of the delay
line, resulting in a simpler handshaking circuitry. Thus for a LUT5 AD-SAPTL block, an
89% reduction in delay and only a 31% increase in energy is obtained when compared to the
synchronous SAPTL at VDD = 0.3 V.

Three 90nm test chips were implemented showing the behavior of the basic synchronous
and asynchronous SAPTL building blocks, as well as a 64-byte parallel CRC generator.
In the case of the CRC generator, the AD-SAPTL implementation results in a minimum
energy point that is 25% lower than the equivalent static CMOS implementation with a 6X
increase in delay. These circuits show the potential of the SAPTL topology to achieve energy
points lower than the equivalent complementary static CMOS circuits, in spite of using fully
differential signaling and additional memory elements, at the cost of increased delays.

7.1 Contributions

The development of SAPTL as an alternative low energy logic topology has led to the
following key contributions, concepts and ideas:

• The development of the inverted pass transistor tree or the stack, that unlike con-
ventional pass transistor tree networks, only allow feed-forward current paths, and
thus eliminating sneak leakage paths. In addition, stack energy and delay models are
developed, intended to aid future SAPTL development.

• The decoupling of logic functionality from circuit gain in the SAPTL. This decoupling
allows independent optimizations to be performed on the stack, sense amplifier and
driver. Delay optimizations and topological minimizations are applied to the stack,
while leakage, output drive, sensitivity and robustness optimizations are applied to the
sense amplifier.
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• The development of synchronous and asynchronous SAPTL timing schemes that enable
the creation of larger circuits.

• The demonstration of the functionality and behavior of the SAPTL topology through
three 90nm test chips. These test circuits also show that both synchronous and asyn-
chronous SAPTL topologies are amenable to design automation, having been built
using rudimentary but functional SAPTL-specific automated synthesis, placement and
routing methodologies based on commercially available CAD tools.

7.2 Limitations of SAPTL

The separation of logic functionality and gain into two distinct circuit components within
SAPTL leads to certain limitations that can render the use of SAPTL-based systems unattrac-
tive. In these situations, the costs that are inherent in the SAPTL may outweigh the benefits
that can be achieved.

The energy, delay, and area overhead associated with the sense amplifier and the driver makes
the SAPTL unsuited for very small logic blocks or systems, where the size of passive logic
network is not enough to sufficiently amortize these SA and driver costs. In the extreme case,
small SAPTL circuits can contain too much gain, making it a undesirable when compared
to the equivalent static CMOS implementation.

In order to cascade SAPTL blocks, a timing scheme is needed even for purely combinational
circuits. This timing scheme also adds to the overhead and complexity of the SAPTL circuit
which is not present in static CMOS gates. In some applications however, the sense amplifier
latch can be used to facilitate pipelining or the implementation of state machines.

Since the SAPTL uses differential signaling, and in the asynchronous timing case, hand-
shaking signals need to be propagated, the amount of interconnect needed to implement
SAPTL-based circuits can become a dominant disadvantage. In the case where the technol-
ogy can support many routing layers, and if the system can be partitioned in a way where
most of the logical connections are absorbed in the stack, then this may not be a problem.
However, for processes with few routing layers and systems where the resulting logic mapping
requires a large number of wiring nets, this may not be the case.

The stack is relatively easy to use when implementing both inverting and non-inverting logic,
or both at the same time as in the case of XOR gates. It is desirable to increase the stack
fan-in and have very few outputs because it increases the logical complexity of the SAPTL
gate and reduces the number of sense amplifiers required. However, in systems where there
are more outputs than there are inputs, the number of sense amplifiers driving these outputs
can limit the usefulness of SAPTL.

The use of sense amplifiers operating in the subthreshold regime, in order to reduce leakage,
can also limit the robustness of SAPTL-based circuits. Without minimization, the use
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of a full stack can also limit the energy and performance that can be obtained due to
the exponential increase in input capacitance with stack depth. While these are very real
limitations, these are limitations on the circuit implementation of the SAPTL and not on the
basic SAPTL concept of gain and logic decoupling in order to reduce energy consumption.

Taking into account the concepts, ideas and limitations discussed above, several recommen-
dations as well as possible future undertakings are presented in Chapter 8.
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Chapter 8

Recommendations and Future Work

The bulk of the this work is concentrated on the development of the basic SAPTL topology,
focusing on the behavior of the stack, driver and sense amplifier, as well as the creation of
synchronous and asynchronous timing schemes that can serve as the basis for creating larger
SAPTL-based circuits. In this context, future SAPTL developments can be made on along
several directions.

The design and implementation of more complex sequential circuits and state machines are
the most straightforward continuation of this work. Even though timing schemes that allow
SAPTL blocks to be cascaded are presented, the logic functions are still purely combinational.
Asynchronous FIFO circuits have been constructed for characterization purposes but not as
actual sequential units.

At the system-level, exploring SAPTL design issues and opportunities would involve the
analysis of timing strategies in conjunction with logic mapping in order to develop method-
ologies that minimize the energy per operation. Logic mapping tradeoffs such as stack depth
vs. sense amplifier and driver cost amortization, at this level, might prove to be compli-
cated enough that algorithms more sophisticated than simple heuristics could be needed.
Also of interest in larger designs is the use of mixed timing schemes that involve both global
clocking and local handshaking techniques. A system timing scenario similar to the globally-
asynchronous-locally-synchronous (GALS) scheme may offer additional degrees of freedom
at the system-level. Since the SAPTL can easily accommodated both clocked and self-timed
schemes, there could be less overhead and timing issues if both schemes are used in the same
system.

For static CMOS gates, the energy due to standby current, as well as the effect of process
variability and device mismatch, is expected to increase as technology scales further. Thus,
alternative circuit implementations of the various SAPTL components may also improve the
viability of SAPTL-based systems. At these extremely scaled processes, the use of current-
mode devices, for instance, for root drivers, sense amplifiers and handshaking circuits that
work with subthreshold leakage currents rather than suppress it, could produce improved
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energy and delay characteristics, leveraging the SAPTL’s effective decoupling of the stack
threshold voltage and leakage current. The inherent regularity of the SAPTL topology can
help reduce the impact of variability especially if the stack can be made to operate in the
super-threshold region.

Finally, at the device-level, the SAPTL could be another motivating factor in the devel-
opment for low-threshold devices designed to operate above-VTH even for very low supply
voltages. Low loss MEMS-based switches for use as stack transistor replacements can reduce
the amount of gain needed by SAPTL circuits even further, again reducing the energy per
operation in digital gates.
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Appendix A

Exploring the VTH Space: A Simulation
Technique

One way to reduce the effective series resistance of the pass transistors in the stack is to reduce
the stack threshold voltage. This in turn decreases the stack delay without a corresponding
increase in stack energy.

The stack threshold voltage, VTH,stack, can be reduced using forward body bias (FBB).
However, the reduction in the stack threshold voltage, ∆VTH,stack, due to FBB is limited
to 10% to 30% of VTH,stack, as seen in Fig. A.1. In order to explore a larger VTH design
space, an artificial method of reducing the threshold voltage is used and is shown in Fig.
A.2. In this method, a voltage source is added at the gate of the stack transistors, simulating
an effective stack threshold voltage of:

VTH,stack = VTH,nominal −∆VTH (A.1)

By comparing the effects of (1) FBB and (2) the artificial VTH reduction method, as applied
to a 21-stage ring oscillator for the various transistor flavors available and for VDD of 0.5 V,
an estimate of the resulting effective threshold voltage due to FBB can be obtained. Figs.
A.3a and A.3b show the equivalence of the two methods for different transistor flavors, and
how the artificial VTH reduction method extends the VTH-space that can be explored beyond
the limits of FBB.
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Figure A.3: VTH reduction methods for (a) GP and (b) LP devices.
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