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Abstract 

 

 

Advanced Source/Drain and Contact Design for Nanoscale CMOS 

by 

Reinaldo Vega 

 

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences 

University of California, Berkeley 

Professor Tsu-Jae King Liu, Chair 

 

The development of nanoscale MOSFETs has given rise to increased attention paid to 

the role of parasitic source/drain and contact resistance as a performance-limiting factor.  

Dopant-segregated Schottky (DSS) source/drain MOSFETs have become popular in 

recent years to address this series resistance issue, since DSS source/drain regions 

comprise primarily of metal or metal silicide.  The small source/drain extension (SDE) 

regions extending from the metallic contact regions are an important design parameter in 

DSS MOSFETs, since their size and concentration affect contact resistance, series 

resistance, band-to-band tunneling (BTBT), SDE tunneling, and direct source-to-drain 

tunneling (DSDT) leakage.  This work investigates key design issues surrounding DSS 

MOSFETs from both a modeling and experimental perspective, including the effect of 

SDE design on ambipolar leakage, the effect of random dopant fluctuation (RDF) on 

specific contact resistivity, 3D FinFET source/drain and contact design optimization, and 

experimental methods to achieve tuning of the SDE region.   

It is found that DSS MOSFETs are appropriate for thin body high performance (HP) 

and low operating power (LOP) MOSFETs, but not low standby power (LSTP) 

MOSFETs, due to a trade-off between ambipolar leakage and contact resistance.  It is 

also found that DSDT will not limit DSS MOSFET scalability, nor will RDF limit 

contact resistance scaling, at the end of the CMOS roadmap.  Furthermore, it is found that 

SDE tunability in DSS MOSFETs is achievable in the real-world, for an implant-to-

silicide (ITS) process, by employing fluorine implant prior to metal deposition and 

silicidation.  This is found to open up the DSS process design space for the trade-off 

between SDE junction depth and contact resistance.  Si1-xGex process technology is also 

explored, and Ge melt processing is found to be a promising low-cost alternative to 

epitaxial Si1-xGex growth for forming crystalline Si1-xGex films. 

Finally, a new device structure is proposed, wherein a bulk Tri-Gate MOSFET utilizes 

high-k trench isolation (HTI) to achieve enhanced control over short channel effects.  

This structure (the HTI MOSFET) is shown, through 3D TCAD modeling, to extend bulk 
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LSTP scalability to the end of the CMOS roadmap.  In a direct performance comparison 

to FinFETs, the HTI MOSFET achieves competitive circuit delay. 
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Chapter 1 

 

Introduction 
 

 

1.1 Moore’s Law is a Byproduct  
 

From 1965 onwards, a trend in integrated circuit (IC) manufacturing which later became 

known as Moore’s Law [1] has more or less characterized the rate of growth of the 

semiconductor industry over time.  Traditionally, this trend highlights the exponential growth of 

the component count on an IC; however, Moore’s Law could equally apply to other computer 

metrics, such as storage density, computations per second, cost per function, etc. 

However prescient the initial scaling predictions in [1] were (some would rightly argue the 

prediction was self-fulfilling), it would be disingenuous to motivate one’s work in 

semiconductors with Moore’s Law or even the ITRS Roadmap [2].  These are simply trends 

which, in the case of the former, illuminate the past and, in the case of the latter, attempt to place 

boundary conditions on the future.  Most importantly, these trends describe precisely nothing 

about what these quantifiable advancements in technology have done for humanity, because ICs 

could be used for any number of things.  Examples include ring oscillators (useless for 

computation), graphics processing units (GPU) and central processing units (CPU) for personal 

computers (PCs) and video game consoles, and distributed computing endeavors which aid in the 

search for gravity waves, extraterrestrial intelligence, and cures for various diseases [3].  Thus it 

would seem that simply quantifying the improvements in technology over time is not enough and 

that, instead, one must consider the improvements in functionality and/or productivity that have 

been achieved by the historical progression of IC technology.  In other words, it is useful to 

understand what motivates scaling and it is equally important to understand that Moore’s Law is 

a byproduct of this motivation.  To this end, a historically and technically interesting example 

would be the scaling of video game technology.  Having lived through this technological 

progression and experienced it firsthand as a consumer, the author resonates deeply with this 

example and so it is briefly discussed here. 

The first commercially available home video game system was the Atari Pong, which was first 

produced in 1972.  This “system” was actually only a single game, resembling a primitive form 

of tennis on a television screen.  This was followed by the Atari 2600 in 1977, which popularized 

the concept of the gaming console – a single unit with exchangeable games, each stored on a 

read-only memory (ROM) cartridge.  The Atari 2600 and its competitors at the time (e.g., Mattel 

Intellivision, Emerson Arcadia 2001, etc.) are known as second-generation systems, having 

succeeded Pong.  Third-generation systems, the most popular being the Nintendo Entertainment 

System (NES), released in 1985 in the U.S., improved upon the ROM formula.  They did so by 
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not only increasing the color count to 52-256 (depending on the system) over the 16-color 

systems of second-generation consoles, but also through the introduction of accessory controllers 

such as running pads, infrared shooting guns, and glove controllers [4].  Some large-scale, quest-

style games, such as Final Fantasy for the NES, introduced game save capability by integrating 

electrically erasable programmable read-only memory (EEPROM, also known as Flash memory) 

into the ROM cartridge.  This feature may seem trivial today, but it was significant at the time, 

when resetting the console meant losing all progress in the game and starting over from the 

beginning. 

It was arguably the success of the NES which set the stage for the multi-billion-dollar-per-year 

video game industry that would eventually materialize, since the NES amassed over its 9-year 

tenure a library of almost 800 games, the most popular of which (Super Mario Brothers) sold 

over 40 million copies worldwide [5].  To put this into perspective, the greatest-selling music 

album of all time – Michael Jackson’s “Thriller” – has sold an estimated 110 million copies 

worldwide [6].  If sales volume is any indication of cultural impact, then surely the NES was a 

sign of things to come for video game culture. 

By the late 1980’s, the fourth generation of consoles began to emerge.  These featured 16-bit 

processors and started with the Sega Genesis in 1988, followed by the Super Nintendo (SNES) in 

1990.  Other systems emerged as well, such as the SNK Neo Geo, but were a commercial failure 

due either to a small gaming library and/or a high selling price (e.g., Neo Geo retailed for $650 

in 1990, while SNES and Genesis retailed for $200).  This is a recurring theme in the history of 

video games, in that the “console wars” are only played out among the two or three strongest 

manufacturers due to cross-platform software development costs, brand recognition, etc.  

Regardless, these fourth generation consoles continued to utilize ROM cartridges and so their 

only value-add to the consumer was higher color content (64-512 colors, depending on the 

system).  This led to video games being memory-limited, and therefore content-limited on a 

fundamental level.  Since ROM cartridges incorporate solid-state memory, read time is very 

short, which leads to near-instantaneous loading times for games.  The caveat is that ROM 

cartridges suffer from lower memory density (fourth generation gaming cartridges had 4-6 MB 

of ROM) than emerging storage technologies at the time, namely, the compact disk (CD). 

CDs are cheap, easy to manufacture, and can store 100x the memory as ROM cartridges (500-

700 MB).  However, in the late 1980s and early 1990s, CD drives were first-generation and ran 

at what is now called 1x, meaning a maximum read speed of 153.6 kB/s.  Thus, loading an entire 

game into system memory would take at least 26 sec, an intolerable wait time for impatient 

gamers.  The memory bottleneck induced by ROM cartridges left console manufacturers with no 

choice, however, and in 1991 the Sega CD was released as an add-on to the Sega Genesis 

console.  Although not a market success, others followed (NEC TurboGrafx-CD, Philips CDi, 

Panasonic 3DO, NEC TurboDuo, and SNK Neo Geo CD) until eventually the Sony PlayStation 

(PS1), released in the U.S. in 1995, marked the beginning of the fifth generation era of video 

game consoles.   

The fifth generation of consoles was defined chiefly by optical storage, 32-bit processors, and 

3D rendering.  Also, removable Flash memory cartridges made game saves commonplace.  In 

fairness, however, 3D rendering began on the SNES with the release of Star Fox in 1993.  

Although manufactured on a ROM cartridge, it featured the “Super FX” chip, which was a 

reduced instruction set computing (RISC) math co-processor designed as a graphics accelerator 

chip (one of the very first graphics accelerators, if not the first, for mainstream 3D rendering).  

Although the 3D renderings had a low polygon count (due to the small amount of memory on the 
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ROM cartridge), the game was tremendously popular and marked the beginning of 3D gaming 

and graphics acceleration which the fifth-generation gaming consoles would take to an entirely 

new level.   

Not surprisingly, 3D rendering and optical storage were complementary in fifth generation 

consoles.  The high storage capacity of CDs over ROM cartridges permitted a substantial 

increase in gaming content, since the high polygon count for detailed 3D renderings and the 

images that must be mapped to the polygon surfaces consume substantial memory (high quality 

audio and video recordings supplemented the 3D environments to increase gaming content and 

consume even more memory).  Fifth-generation consoles, such as the PS1 and Sega Saturn 

(Nintendo continued with the ROM formula for their fifth generation console, the Nintendo 64), 

utilized 1x CD drives, much like the fourth generation console add-ons.  Load times were long, 

but the considerable increase in gaming content over fourth generation consoles made it worth 

the wait.  Thus, the market success of the PS1 far overshadowed its hardware deficiency of a 

slow optical drive.  By the time the sixth generation of consoles began to be released in the late 

1990s (Sega Dreamcast, 1999), gaming content had become too rich for CDs in the same way 

that ROM cartridges were becoming outdated in the early 1990s.  Yet another shift in storage 

technology was imminent – the digital video disc (DVD), which offers ~10x more storage than 

the CD (4.7-8.5 GB).   

The most successful sixth generation consoles (Sony PlayStation 2, or PS2, released in 2000 

and the Microsoft Xbox, released in 2001) utilized DVD storage and faster optical drives to 

reduce load time.  At this point, the gaming content permitted by DVD storage had become so 

rich that CPU and GPU designs were becoming very complex.  The “Emotion Engine” used in 

the PS2 was fabricated on a 250 nm process and contained 10.5 million transistors (compared to 

the Intel Pentium II which, while also fabricated on a 250 nm process, contained only 7.5 million 

transistors).  This was an important time in video game history, because gaming consoles had 

become so advanced that their hardware performance was, in some ways, on par with or in 

excess of mainstream personal computers (PCs).  Recognizing this trend, Microsoft saw fit to 

make the Xbox nothing more than a cheap PC (literally, it used an Intel Pentium III CPU and 

Nvidia GeForce 3 GPU, practically off the shelf), in order to minimize hardware development 

costs.  The seventh-generation consoles to follow (Microsoft Xbox 360, released in 2005, the 

Sony PlayStation 3, or PS3, released in 2006, and the Nintendo Wii, released in 2006) would 

continue this trend.  The concomitant increase in computational power in these seventh 

generation consoles was accompanied by yet another upgrade in optical storage technology – 

Blu-Ray (PS3) and high-definition DVD (HD-DVD, for the Xbox 360) – each offering another 

~10x increase in storage over DVDs.  It is worth taking a brief pause here, to reflect on how 

seventh generation game storage media hold up to 50-100 GB of memory (dual-layer Blu-Ray), 

compared to 4 kB in the Atari 2600.  Over six generations of gaming consoles, the information 

content (or at least the potential content) within each game increased by a factor of over 10 

million and computational power had to scale accordingly, just to keep up. 

Although both the Xbox 360 and PS3 are strong competitors in the seventh generation 

“console wars,” it is arguably the PS3 which has wider-reaching significance.  Development on 

the PS3 began in 2000, around the same time the PS2 was released, in recognition of the 

monumental task of designing a successful seventh generation gaming console.  The Cell 

microprocessor, the CPU used in the PS3, was developed at a cost of U.S. $400 million with a 

broad range of multimedia and other computationally expensive applications in mind [7].  At the 

turn of the century, when mainstream single-core CPUs were struggling to reach GHz clock 
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speeds, when computational tricks such as pipelining and branch prediction were heavily utilized 

in next-generation CPU architectures, the Cell offered a vision of the future – a whopping eight 

processor cores all running in parallel, with a ninth core as the controller.  This was arguably the 

first mainstream implementation of parallel processing, and on a level of parallelization that, in 

the year 2010, remains unmatched (the AMD Opteron 24xx series, with six cores, comes 

closest).  Thus, the PS3 is computationally significant not just for its gaming power, but in its 

utility in high performance computing for non-gaming applications.  For the first time ever, 

people have begun to take seriously the idea of using video game consoles for distributed 

computing and cost-effective supercomputer clusters [8], [9].  The sheer scale and potential of 

the PS3 gives a glimpse of the influence that video game technology and scaling has, and will 

continue to have, on humanity’s pursuit of the ultimate calculator. 

 

 

 

 

 

 

 

 

 
Fig. 1.1.  Transistor count vs. time, comparing Intel CPUs to video game console CPUs. 

 

Thus, the scaling of video game technology was driven by complementary scaling in memory 

storage and computational power (i.e., CMOS scaling), all in the name of providing a more 

immersive, more realistic entertainment experience.  As Fig. 1.1 shows, from ~1990 onwards, 

the scaling rate in transistor count for video game console CPUs was higher than that of Intel’s 

mainstream CPUs.  While the transistor count in Intel’s CPUs increased by ~ 2 decades per 10 

years, for gaming consoles this rate was 2.5-3 decades per 10 years (from 1990 onwards).  In 

fairness, this rate of scaling had more to do with console manufacturers shifting from using pre-

existing microprocessors to developing their own microprocessors (e.g., the MOS 650X series, 

Motorola 68000, and Zilog Z80 microprocessors were commonly used in gaming consoles for 

several generations, up to the mid-1990s) than it had to do with an above average rate of CMOS 

scaling.  Nevertheless, current generation consoles are so complex that their transistor count is on 

par with that of modern desktop PCs and substantial investments by the video game industry 

(e.g., U.S. $400 million by Sony [7] and U.S. $1 billion by Nintendo [10]) to develop these 

consoles shows that video games are now a significant driver for CMOS scaling. 
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1.2 Motivation for Alternative Device Structures 
 

Having established at least one motivation for CMOS scaling, it is now worthwhile to consider 

some challenges the CMOS industry faces moving forward and to discuss how to address them.  

At the most basic level, the goal of CMOS scaling is to make a more efficient switch.  Since the 

energy required to switch a transistor on or off is equal to 0.5*CG*VDD
2
, where CG is the gate 

capacitance and VDD is the power supply voltage, CMOS scaling has traditionally involved 

reducing both the gate length LG (which proportionally reduces CG) and VDD.  However, VDD 

scaling is not very aggressive and has been delayed (Fig. 1.2).  This is because MOSFETs are 

thermal devices, meaning the ideal subthreshold swing (SS) is limited to (kT/q)*ln(10) or 

60 mV/dec at 300 K.  As VDD is reduced for the same off-state current IOFF (and therefore the 

same threshold voltage VT), the on-state current ION drops due to reduced gate overdrive (VGS – 

VT).  Likewise, maintaining ION at reduced VDD means reducing VT, thereby increasing IOFF, 

which leads to higher standby power dissipation.  Either way, VDD scaling is necessary in order 

to reduce power density on an IC, since increased power density leads to heat, which reduces 

device performance (due to reduced mobility) and further increases standby power consumption 

(due to increased thermal leakage). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.2.  ITRS specifications for high performance (HP) VDD vs. time, from the ITRS 2001 and 2009 roadmaps.  

 

Thus, to the device designer, the present and future goal of CMOS scaling is keep ION as high 

as possible while scaling VDD.  This means reducing or eliminating resistance in the source/drain 

and channel regions, but in a manner that does not sacrifice MOSFET switching integrity, 

regardless of the device structure in question (e.g., planar bulk, planar SOI, multi-gate 

MOSFETs, etc.).  Reducing LG will reduce channel resistance due to the shorter path length 

between the source and drain regions, with further channel resistance reduction possible through 

strain engineering [11] or alternative substrate materials [12].  However, the source/drain 

extension junction depth Xj,SDE must scale with LG in order to maintain switching integrity.  For 

the same source/drain doping profile, the source/drain sheet resistance Rs,SDE will increase [13] 

according to Equations (1.1) and (1.2), where q is the electron charge, μ(N,x) is the doping- and 

position-dependent mobility at 300 K for n-type Si [14], and N(x) is the position-dependent 

doping concentration. 
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This increase in Rs,SDE can be compensated by increasing the source/drain doping 

concentration, but this requires higher temperature processing which leads to increased dopant 

diffusion, thus increasing Xj,SDE.  Several doping and annealing schemes, such as plasma doping 

[15], [16], gas phase doping [17], [18], and pulsed laser anneal (PLA) [19] have been proposed 

in order to achieve high source/drain doping concentration while minimizing dopant diffusion.  

To illustrate how heavily-doped the SDE regions must be for future technology nodes, a fully-

depleted SOI (FDSOI) case is considered, whereby the body thickness tbody is small enough such 

that the SDE doping distribution is uniform (i.e., N(x) is constant and tbody = Xj,SDE).  Using the 

relationship in Equation (1.3) for characteristic length  (where gd is the gate dielectric constant 

and EOT is the equivalent oxide thickness), and noting that LG ≥ 5 for good control over short 

channel effects [20], one can plot theoretical Rs,SDE vs. LG for different doping concentrations and 

compare these curves to the 2009 ITRS Front End Processing specifications [2].  This is shown 

in Fig. 1.3.  For EOT = 1 nm, shown in Fig. 1.3(a), tbody must be small to satisfy LG ≥ 5, which 

means the SDE doping must be very high, on the order of 3-4x10
20

 cm
-3

.  This is close to the 

electrically active solid solubility limit of n-type dopants at 1000 ºC [13].  Shrinking EOT to 

0.5 nm, as in Fig. 1.3(b), reduces this doping requirement to ~2x10
20

 cm
-3

, which is more 

accessible but still technically challenging. 

 

body

gd

bodyG tEOT
L

*
5 


         (1.3) 

 

 

 

 

 

 

 
Fig. 1.3.  Theoretical SDE sheet resistance vs. LG for different doping levels, compared to ITRS 2009 FDSOI 

specifications, for (a) EOT = 1 nm and (b) EOT = 0.5 nm. 

 

No matter how heavily the source/drain region is doped, though, it is not as conductive as 

metal.  In comparison to the data in Fig. 1.3, the ITRS target silicide sheet resistance is 8.7 Ω/sq. 

(a) (b) 
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at LG = 17 nm, increasing to 14.9 Ω/sq. at LG = 9.7 nm.  Rs < 20 Ω/sq. is easily achieved for NiSi 

at ~20-25 nm thickness [21], [22] and the ITRS target values are less than 1.5 % of the target 

Rs,SDE values, which raises the question: why not make the source/drain regions out of metal 

silicide, instead of doped silicon? 

The idea of using metal silicide as the source/drain region, known as metallic source/drain 

(MSD) CMOS, is nothing new.  The first MSD MOSFET was proposed in 1968, using PtSi 

source/drain regions to demonstrate PMOSFET behavior [23].  This device was a subset of MSD 

MOSFETs known as Schottky barrier (SB) MOSFETs, wherein the silicide forms a SB contact 

to the channel, which is modulated by the gate voltage.  Subsequent efforts emerged in the mid-

1990s [24] and gained popularity due to the simple process flow compared to that for 

conventional doped source/drain MOSFETs, with SB MOSFETs demonstrated with LG as low as 

10 nm [25].  As will be discussed in subsequent chapters, though, the performance of a SB 

MOSFET is limited by the SB height (SBH) at the silicide/silicon interface, such that the 

resulting increase in contact resistance more than offsets the low silicide sheet resistance for a 

net reduction in ION.   

 

 

 

 

 

 

 

 

 
Fig. 1.4.  Schematic cross-section of a DSS MOSFET on SOI.   

 

Another subset of MSD MOSFETs, known as dopant-segregated Schottky or DSS MOSFETs, 

was proposed in the early 2000s [26] and is a more promising approach toward MSD CMOS.  In 

this type of device, a shallow, heavily-doped SDE region lies adjacent to the silicide region 

(Fig. 1.4), in order to reduce the contact SBH [26].  This type of structure is arguably nothing 

more than a conventional MOSFET, since it contains a doped SDE region; however, with the 

majority of the volume of the source/drain region constituting metal or metal silicide, the device 

is technically a MSD MOSFET.  Semantics aside, though, there are many questions that remain 

about DSS MOSFET design and whether DSS is an appropriate source/drain technology for any 

or all power/performance specifications (i.e., HP, low standby power or LSTP, low operating 

power or LOP).  These questions include, but are not limited to, addressing ambipolar leakage 

mechanisms, the effect of random dopant fluctuation (RDF) on specific contact resistivity (ρc), 

single silicide CMOS vs. dual silicide CMOS, and process integration schemes that permit 

tuning of Xj,SDE in DSS MOSFETs.   

 

 

1.3 Dissertation Objectives and Outline 
 

The ultimate objective of this dissertation is two-fold: 1) to determine, through modeling and 

experiment, whether NiSi is suitable for single-silicide CMOS to the end of the CMOS roadmap 

and 2) to explore DSS and other MOSFET designs at and near the end of the CMOS roadmap. 
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In Chapter 2, DSS MOSFETs are compared to raised source/drain (RSD) MOSFETs for LSTP 

and HP design, using 2D and 3D TCAD modeling.  It is shown that fundamentally different 

source/drain architectures are optimal for different power/performance specifications.  For LSTP 

design, RSD MOSFETs are more appropriate than DSS, since they can be tuned to achieve a 

larger leakage floor (Imin) design space and higher ION.  For HP design, a version of DSS 

MOSFETs called recessed strap (RS) DSS is most suitable, since it combines the DC and AC 

performance merits of both conventional DSS and RSD MOSFETs to result in a device structure 

with a universal performance advantage over other source/drain designs. 

Chapter 3 explores DSS MOSFET design in the sub-10 nm LG regime (using 2D TCAD), 

where direct source-to-drain tunneling (DSDT) is expected to be significant.  It is shown that LG 

is not an appropriate design metric in this regime and must be co-optimized with the other device 

geometries (Xj,SDE, sidewall spacer length, etc.), and that it is possible to design against DSDT to 

the point where it does not contribute to IOFF.  At this point, dual high-k/low-k sidewall spacers 

are introduced as a critical element to enabling MOSFET scaling into this regime, as it provides 

an alternative to body thickness and/or Xj,SDE scaling. 

In Chapter 4, an analytical model is developed to describe the effect of RDF on ρc.  This 

model is calibrated against experimental data on NiSi and PtSi contacts to n- and p-type Si and 

includes all SB lowering effects – image force, interface dipole, and bandgap narrowing.  It is 

shown that ρc variation due to RDF drops as the doping concentration at the contact interface is 

increased and that, with a doping level of ~2x10
20

 cm
-3

, NiSi contacts to Si can achieve ρc < 10
-8

 

Ω-cm
2
 with low variation, even for contact areas at the end of the CMOS roadmap (20-30 nm

2
). 

Chapter 5 introduces a new device structure, the high-k trench isolation (HTI) bulk Tri-Gate 

MOSFET.  This structure utilizes high-k dielectrics as the shallow trench isolation (STI) material 

(or as the STI liner) to amplify the reverse narrow width effect, in essence creating a device 

which performs competitively with the FinFET without the process complexities associated with 

FinFETs.  It is shown that this HTI MOSFET can extend bulk LSTP scalability far beyond ITRS 

projections, all the way to the end of the CMOS roadmap. 

Chapter 6 explores implant-to-silicide (ITS) process technology as an avenue for fabricating 

DSS MOSFETs.  DSS junction formation is shown to be directly related to silicide thermal 

stability and, as a consequence, exerting control over the silicide thermal stability allows for 

modulation of Xj,SDE.  DSS diodes, NMOSFETs, and PMOSFETs are fabricated and 

characterized, with the experimental results in agreement with DSS junction formation theory.  

This lends experimental evidence to the notion that NiSi, properly utilized, can be suitable for 

ultimate junction scaling toward the end of the CMOS roadmap. 

In Chapter 7, Si1-xGex process technology is explored.  Low-temperature LPCVD of n- and p-

type Si1-xGex is investigated over a range of Ge contents, and it is found that n- and p-type Si1-

xGex deposition requires much more than simply changing the dopant carrier gas.  Additionally, 

methods to form crystalline Si1-xGex from LPCVD Si1-xGex and Ge films are investigated.  Solid 

phase epitaxial regrowth (SPER) is limited by the high parasitic O content in the LPCVD films, 

while Ge melt processing suffers from a Ge spiking effect when RTA is used to form the melt.  

A slower, quasi-steady-state furnace melt is shown to eliminate the Ge spiking effect.   

Chapter 8 summarizes the contributions of this dissertation and discusses future research 

prospects for the topics presented in this study. 

 

 

 



 

 9 

1.4 References 
 
[1] G. E. Moore, “Cramming more components onto integrated circuits,” Electronics, vol. 38, pp. 114-117, 1965. 

 

[2] International Technology Roadmap for Semiconductors (ITRS). [Online]. Available: http://public.itrs.net 

 

[3] D. P. Anderson, “BOINC: A System for Public-Resource Computing and Storage,” Proceedings of the 5
th

 

IEEE/ACM International Workshop on Grid Computing, pp. 4-10, 2004. 

 

[4] List of Nintendo Entertainment System accessories. [Online]. Available: 

http://en.wikipedia.org/wiki/List_of_Nintendo_Entertainment_System_accessories 

 

[5] Guiness World Records Gamer’s Edition. [Online]. Available: 

http://gamers.guinnessworldrecords.com/records/nintendo.aspx 

 

[6] K. Anderson, “Michael Jackson’s Thriller Set to Become Top-Selling Album of All Time.” [Online]. Available: 

http://www.mtv.com/news/articles/1616537/20090720/jackson_michael.jhtml 

 

[7] J. A. Kahle, M. N. Day, H. P. Hofstee, C. R. Johns, T. R. Maeurer, D. Shippy, “Introduction to the Cell 

multiprocessor,” IBM J. Res. Dev., vol. 49, no. 4/5, pp. 589-604, July/Sept. 2005. 

 

[8] J. Wilson, M. Dai, E. Kakupovic, S. Watson, F. Meng, “Supercomputing with Toys: Harnessing the Power of 

Nvidia 8800GTX and Playstation 3 for Bioinformatics Problems,” Comput. Syst. Bioinformatics Conf., pp. 387-390, 

2007. 

 

[9] J. Kurzak, A. Buttari, P. Luszczek, J. Dongarra, “The PlayStation 3 for High Performance Scientific 

Computing,” Computing in Science and Engineering, vol. 10, no. 3, pp. 84-87, 2008. 

 

[10] R. Wilson, “IBM grabs next Nintendo system win,” EE Times, May 1999. [Online]. Available: 

http://www.eetimes.com/story/OEG19990512S0025 

 

[11] G. Eneman, E. Simoen, P. Verheyen, K. De Meyer, “Gate Influence on the Layout Sensitivity of Si1-xGex S/D 

and Si1-yCy S/D Transistors Including an Analytical Model,” IEEE Trans. Elec. Dev., vol. 55, no. 10, pp. 2703-2711, 

Oct. 2008. 

 

[12] D. A. Antoniadis, A. Khakifirooz, “MOSFET Performance Scaling: Limitations and Future Options,” IEDM 

Tech. Dig., pp. 253-256, 2008. 

 

[13] R. C. Jaeger, “Introduction to Microelectronic Fabrication Volume V,” Addison Wesley Publishing Co., pp. 58-

72, 1993. 

 

[14] R. S. Muller, T. I. Kamins, M. Chan, “Device Electronics for Integrated Circuits,” John Wiley & Sons, Inc., p. 

33, 2003. 

 

[15] K. Kobayashi, K. Okuyama, H. Sunami, “Plasma doping induced damages associated with source/drain 

formation in three-dimensional beam-channel MOS transistor,” Microelectronic Engineering, vol. 84, pp. 1631-

1634, 2007. 

 

[16] B. Mizuno, Y.Sasaki, “Aiming for The Best Matching between Ultra-Shallow Doping and Milli- to Femto-

Second Activation,” IEEE Advanced Thermal Processing of Semiconductors, pp. 1-10, 2007. 

 

[17] C. M. Ransom, T. N. Jackson, J. F. DeGelormo, C. Zeller, D. E. Kotecki, C. Graimann, D. K. Sadana, J. 

Benedict, “Shallow n+ Junctions in Silicon by Arsenic Gas-Phase Doping,” J. Electrochem. Soc., vol. 141, no. 5, pp. 

1378-1381, May 1994. 

 

http://public.itrs.net/
http://en.wikipedia.org/wiki/List_of_Nintendo_Entertainment_System_accessories
http://gamers.guinnessworldrecords.com/records/nintendo.aspx
http://www.mtv.com/news/articles/1616537/20090720/jackson_michael.jhtml
http://www.eetimes.com/story/OEG19990512S0025


 

 10 

[18] J. C. Ho, R. Yerushalmi, Z. A. Jacobson, Z. Fan, R. L. Alley, A. Javey, “Controlled nanoscale doping of 

semiconductors via molecular monolayers,” Nature Materials, vol. 7, pp. 62-67, Jan. 2008. 

 

[19] Y. F. Chong, K. L. Pey, A. T. S. Wee, A. See, L. Chan, Y. F. Lu, W. D. Song, L. H. Chua, “Annealing of 

ultrashallow p
+
/n junction by 248 nm excimer laser and rapid thermal processing with different preamorphization 

depths,” Appl. Phys. Lett., vol. 76, no. 22, pp. 3197-3199, May 2000. 

 

[20] Z.-H. Liu, C. Hu, J.-H. Huang, T.-Y. Chan, M.-C. Jeng, P. K. Ko, Y. C. Cheng, “Threshold Voltage Model for 

Deep Sub-Micrometer MOSFETs,” IEEE Trans. Elec. Dev., vol. 40, no. 1, pp. 86-95, Jan. 1993. 

 

[21] A. Lauwers, J. A. Kittl, M. Van Dal, O. Chamirian, R. Lindsay, M. de Potter, C. Demeurisse, C. Vrancken, K. 

Maex, X. Pages, K. Van der Jeugd, V. Kuznetsov, E. Granneman, “Low temperature spike anneal for Ni-silicide 

formation,” Microelectronic Engineering, vol. 76, pp. 303-310, 2004. 

 

[22] M. Tsuchiaki, K. Ohuchi, A. Nishiyama, “Suppression of Thermally Induced Leakage of NiSi-Silicided 

Shallow Junctions by Pre-Silicide Fluorine Implantation,” Jpn. J. Appl. Phys., vol. 44, no. 4A, pp. 1673-1681, 2005. 

 

[23] M. P. Lepselter, S. M. Sze, “SB-IGFET: An Insulated-Gate Field Effect Transistor Using Schottky Barrier 

Contacts for Source and Drain,” Proc. IEEE, pp. 1400-1402, 1968. 

 

[24] J. R. Tucker, C. Wang, P. S. Carney, “Silicon field-effect transistor based on quantum tunneling,” Appl. Phys. 

Lett., vol. 65, no. 5, pp. 618-620, Aug. 1994. 

 

[25] M. Jang, Y. Kim, M. Jun, C. Choi, T. Kim, B. Park, S. Lee, “Schottky Barrier MOSFETs with High Current 

Drivability for Nano-regime Applications,” Journal of Semiconductor Technology and Science, vol. 6, no. 1, pp. 10-

15, Mar. 2006. 

 

[26] A. Kinoshita, Y. Tsuchiya, A. Yagashita, K. Uchida, J. Koga, “Solution for High-Performance Schottky-

Source/Drain MOSFETs: Schottky Barrier Height Engineering with Dopant Segregation Technique,” IEDM Tech. 

Dig., 2004, pp. 168-169. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 11 

 

 

 

 

Chapter 2 

 

FinFET Source/Drain Design Optimization 
 

 

 

 

2.1 Introduction 
 

In recent years, there has been a growing interest in metallic source/drain (MSD) MOSFETs 

[1]–[12], wherein the potential exists for reduced source/drain resistance (RSD) and increased 

immunity to process variation due to the elimination of source/drain (S/D) dopants.  Early 

studies focused on Schottky source/drain architectures on bulk substrates [4], [5], for which the 

gate directly modulates the source-body Schottky barrier (SB).  However, leakage current was 

high due to subsurface source-body leakage and ambipolar tunneling injection through the drain-

body SB.  Also, the on state current (ION) is limited by the SB height (SBH), and so a need for a 

lower on-state SBH and/or better SB modulation as well as lower leakage became apparent.  

Subsequent modeling work highlighted the efficacy of ultra-thin body (UTB) regions and/or 

reduced equivalent oxide thickness (EOT) for increasing ION in Schottky-S/D MOSFETs [13].  

The UTB structure also reduces leakage due to the elimination of a sub-surface region, as shown 

in [3].  However, in that study, the leakage floor (Imin) was still too high for low standby power 

(LSTP) applications [14], and ION was still SB limited, even with near-band-edge silicides. 

Given that Fermi-level pinning in practice limits the SBH to values that are too high to achieve 

high ION, regardless of the metal or silicide work function [1-6], the next step in the evolution of 

MSD MOSFET design was to passivate or otherwise modify the metal-semiconductor (M-S) 

interface to reduce the SBH to electrons or holes for NMOS or PMOS devices, respectively.  

Some have demonstrated, through modeling or experiment, the use of thin interfacial layers [15], 

[16] or Group VI valence-mending adsorbates [17-21] with promising results.  However, the 

interfacial layer approach has limited integration potential due to its process complexity, and also 

limits ION due to the tunnel barrier imposed by the interfacial layer.  The use of Group VI 

elements is tantamount to using dopants to form a source/drain extension (SDE) at the M-S 

interface, since both approaches have the same effect on the interface dipole [21], [22].  Using 

dopants at the interface, however, has an added benefit of further reducing the SBH through 

image field barrier lowering if the SDE region is long enough and/or doped highly enough so 

that it is not fully depleted. 

 An additional advantage of using dopants at the M- 

S interface, as opposed to an interfacial layer or Group VI passivation, is that the width (as well 

as the height) of the tunneling barrier to minority carriers at the drain (e.g., holes for NMOS) is 
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increased, which reduces ambipolar leakage (normally SB tunneling, but now SDE tunneling) 

and therefore Imin.  This effect has been achieved with both implant-to/through-silicide (ITS) [7], 

[8] and dopant pile-up during silicidation [9-11], [23-25], although the results have been mixed 

and the dominant leakage mechanism has been difficult to determine with certainty due to the 

lack of accurate information about the lateral dopant profiles in these devices.  In other words, 

while in all cases a notable increase in ION was achieved, the measured Imin values and ambipolar 

behavior have varied, which is a clear indication of the sensitivity of Imin to the lateral dopant 

profile, gate over/underlap, trap density within the SDE region, etc.  An understanding of the 

leakage behavior (i.e., SB tunneling, SDE tunneling, and band-to-band tunneling) is necessary to 

guide the LSTP design of MSD MOSFETs with SDE regions (i.e., dopant-segregated Schottky 

or DSS MOSFETs).   

For high performance (HP) design, however, limitations imposed by leakage constraints are 

less likely to apply, and the interest lies primarily in the ability of SDE dopants to reduce the 

SBH for improved ION.  Thus for HP design, the tradeoff is between reduced source/drain 

resistance but reduced contact area for DSS MOSFETs vs. increased source/drain resistance but 

increased contact area for raised source/drain (RSD) MOSFETs.  Although published work has 

consistently reported superior performance for DSS MOSFETs as compared with doped-

source/drain MOSFETs [26]-[30], the actual performance gain was usually marginal and the 

cause was either unclear (i.e., the devices were not properly optimized) or trivial (i.e., more 

aggressive silicide formation).  Nevertheless, such work suggests that fabrication is a simpler 

endeavor for DSS MOSFETs than for doped-source/drain MOSFETs, and that design 

optimization for high performance (HP) applications may be more straightforward for DSS vs. 

doped-source/drain devices.  For thin-body transistors such as FinFETs, though, the DSS 

structure may be more difficult to fabricate due to the need for very thin metal deposition to 

prevent voiding or excessive lateral silicidation [31]-[33].  Assuming that advancements in metal 

deposition technology will address this issue, the remaining question is how DSS vs. RSD 

FinFETs compare in terms of AC performance, considering their three-dimensional (3D) 

structural details which affect parasitic capacitance and hence delay.  Thus, the goal of this study 

is to investigate, through 2D and 3D TCAD using Sentaurus Device [34], whether DSS FinFETs 

are competitive with RSD FinFETs at aggressive scales, for both LSTP and HP design. 

 

2.2 LSTP Design Study  

 

 

 

 

 

 
Fig. 2.1.  Schematic cross-sections of the (a) DSS and (b) RSD structures modeled in this study. 

(a) (b)(a) (b)
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The symmetric double gate (SDG) NMOSFET is considered here, with the DSS structure 

shown in Fig. 2.1(a) and the RSD structure shown in Fig. 2.1(b).  The body thickness tbody = 10 

nm unless otherwise noted, EOT = 1 nm (gate leakage is ignored here), and the p-type body 

doping is 1x10
15

 cm
-3

.  A metal gate is used, ideal Vt tuning through gate work function 

engineering is assumed, the sidewall spacer material is silicon nitride, and VDD = 1 V. 

Two MSD materials are studied – NiSi and ErSi1.7.  For NiSi, the electron SBH is 0.65 eV [17] 

and the hole SBH is 0.47 eV, while for ErSi1.7, the electron SBH is 0.3 eV and the hole SBH is 

0.82 eV.  Empirically, the SBH values for ErSi1.7 are very sensitive to interface states/defect 

density [3], [35]-[40], so here a value of 0.3 eV for the electron SBH is chosen, considering the 

variation in reported data.  The SDE region is n-type and has a doping profile with peak 

concentration NSDE at the M-S interface, and decaying as a Gaussian function away from this 

interface.  The SDE length LSDE is defined as the distance from the gate-sidewall spacer edge 

(corresponding to the location of the M-S junction) to where the SDE concentration drops to 

1x10
18

 cm
-3

 (the cut-off between degenerate and non-degenerate doping), and is varied from 3-10 

nm.  This gives junction abruptness values between ~1.67 and 10 nm/dec over the NSDE range 

studied.  For the RSD structure in Fig. 2.1(b), the SDE region extends into the silicon that is not 

overlapped by the gate-sidewall spacer (with a length LSD = 3*LG), and this part of the SDE 

region has constant doping of NSDE.  The epitaxial RSD region in Fig. 2.1(b) has a thickness tepi 

(varied from 2-10 nm) and a constant doping profile with concentration Nepi. 

The maximum gate underlap Lun (negative overlap) to the M-S junction considered here is 

10 nm.  The notation Lun is used in Fig. 2.1(a), while in Fig. 2.1(b) the notation Lsp is used to 

represent the gate-sidewall spacer length.  Both notations represent the length of the spacer, 

although in practice Lun for a DSS MOSFET can be smaller than the spacer length, due to lateral 

silicidation.  In the RSD structure, however, the same SDE profile would require a smaller spacer 

since the silicide is located too far away to effectively pile-up dopants laterally in the SDE 

region; hence the different notations.   

 

 

2.2.1 Simulation Setup 
 

1-D non-local tunneling models were used for all tunneling calculations.  Band-gap narrowing 

(BGN) as a function of doping concentration was included.  The SDE regions are treated as ideal 

(i.e., with zero trap density, which would otherwise be due to incomplete post-implant annealing) 

and the SBs are treated as abrupt changes in potential (i.e., no rounding of the potential profile 

near the M-S interface).   

SBL due to dipole and image field effects [41], [42] is excluded.  Since both the dipole and 

image field SBL calculations have an electric field dependence [41], [42], and the electric field at 

the interface changes as the SBH is reduced due to the presence of dopants at the M-S interface 

(i.e., due to dipole-induced SBL), a self-consistent solution to the potential at and near the M-S 

interface is required.  Unfortunately, such a self-consistent SBL calculation is not implemented 

currently in the TCAD software.  Even if such an SBL model were available, it must be excluded 

due to an accuracy tradeoff in calculating the on-state and off-state currents.  This tradeoff is 

described as follows. 

To calculate the SB tunneling current, a Poisson-Schrödinger solution was initially used with 

electron and hole effective tunneling masses of 0.19*m0 and 0.16*m0, respectively (assuming 
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that electron transport is dominated by the 2 subband and hole transport is dominated by the 

light hole subband).  The effective Richardson’s constants for electrons and holes were set to 112 

and 32 A/cm
2
K

2
, respectively.  To calculate band-to-band tunneling (BTBT) current 

simultaneously with SB/SDE tunneling, convergence issues prevent the use of the Schrödinger 

solution with the BTBT model, and so the use of a simpler (but less accurate) model for SB/SDE 

tunneling – the Wentzel-Kramers-Brillouin (WKB) approximation – is required.  Additionally, 

the BTBT model is implemented with a two-band dispersion relation, since the energy of the 

BTBT carriers lies far from the band edges.  However, the two-band dispersion relation tends to 

inflate SB/SDE tunneling, which is already inflated by the WKB model [43]-[45].  This 

overestimation of SB/SDE tunneling relative to the Schrödinger solution is compensated here by 

increasing the effective tunneling masses for electrons and holes in the WKB model.  This results 

in a WKB-to-Schrödinger modeling fit in the low-field/wide-barrier regime in which the SDE 

doping is low enough such that BTBT does not determine Imin (i.e., SB or SDE tunneling 

determines Imin).  Here, the electron and hole effective masses were tuned to 0.42*m0 and 

0.36*m0, respectively, for the WKB model.  The resulting fit is shown in Fig. 2.2 for both NiSi 

and ErSi1.7 MSD regions and a relatively light SDE doping of 1x10
19

 cm
-3

, which clearly shows 

the Schrödinger solution and the “tuned” WKB model giving the same result for Imin.   

 

 

 

 

 

 

 

 

 

 
Fig. 2.2.  IDS vs. VGS for SDG DSS MOSFETs with NiSi or ErSi1.7 MSD regions and VDS = 1 V.  LG = 15 nm, LSDE = 

5 nm, Lun = 2 nm, tbody = 10 nm, EOT = 1 nm, and NSDE = 1x10
19

 cm
-3

.  The gate workfunction is set to 4.1 eV.  For 

the Schrödinger solution, the electron and hole effective masses are 0.19*m0 and 0.16*m0, respectively.  For the 

WKB solution with the two-band dispersion relation, the electron and hole effective masses are 0.42*m0 and 

0.36*m0, respectively. 

 

Despite the match in Imin results achieved, the WKB and Schrödinger tunneling solutions 

always diverge in the on-state for any effective mass value, as Fig. 2.2 shows, because in this 

region the “wide barrier” assumption [44] inherent in the WKB model is no longer valid (i.e., 

electron tunneling through a thin SB is modeled in the on-state, whereas the off-state involves 

hole tunneling through a wider tunneling barrier).  This reduces the accuracy of the WKB model 

in predicting ION, but since SBL is not modeled, one can simplistically treat this divergence as 

the effect of SBL on ION.  The ratio of ION values at VGS = 1 V between the WKB and 
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Schrödinger models is 1.25x for ErSi1.7 and 2x for NiSi.  This is qualitatively consistent with the 

trend of SBL and tunneling, each contributing less to ION for lower SBH.  Therefore, Imin and 

trends in ION can be modeled accurately with both BTBT current and SB/SDE tunneling in LSTP 

devices.  Admittedly, a deficiency of this approach is that it ignores the effect of SBL to reduce 

ambipolar leakage in the off state.  For example, in the case of an NMOS device, as the electron 

SBH is lowered due to the presence of n-type dopants, the hole SBH is raised by the same 

amount; this changes the shape of the tunneling barrier to holes at the drain (widening the barrier 

at lower electron energies) as Fig. 2.3 shows.  Since this effect is excluded here, the simulated 

dependence of Imin on NSDE is shifted slightly to higher doping values than if SBL were included; 

however, the trends observed and the conclusions reached do not change but are instead 

reinforced due to the contact-limited performance of DSS MOSFETs, as will be shown. 

It is important to stress that, although ION is calculated here using the tuned WKB tunneling 

model, by no means does this approach stipulate that tunneling is the dominant current 

component in the on state.  Tunneling current is strongly dependent on barrier height [43] and 

effective tunneling mass [46].  Thermal injection over the Schottky barrier most likely dominates 

ION, at least for the case where the doped SDE lowers the SBH.  However, since SBL is not 

modeled in the LSTP study, the increase in thermal current that would otherwise occur is 

captured by the aforementioned trend in the WKB model in the on-state.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.3.  Energy band diagram in the drain region of a DSS MOSFET with PD SDE regions.  Lun and LSDE are 

arbitrary.  The dotted lines illustrate the change in the band diagram when SBL is considered, and how this affects 

the tunneling barrier height B,eff and width WB for holes at low electron energies in the drain region. 

 

To model carrier transport, a conventional drift-diffusion transport model with dopant- and 

field-dependent mobility is used.  In [47], an increase in injection velocity beyond the thermal 

velocity for DSS MOSFETs was reported and attributed to SB transport at the source junction; 

however, this is likely not the case.  The physical explanation provided in [47] for the relative 
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performance improvement with DSS MOSFETs is that the SDE region induces a high electric 

field at the SB at the source (and drain).  When electrons tunnel through the source-side SB, they 

are accelerated by the high field at the SB to velocities beyond the thermal velocity (i.e., velocity 

overshoot), thus improving ION.  However, this explanation neglects the effect of the SDE 

regions on SBL, which reduces the SBH and therefore the electric field at the source.  It also 

excludes the effect of silicide formation on tensile stress in the channel, which becomes 

significant for NiSi with source-to-drain silicide spacings of less than 100 nm and is stronger for 

more rounded silicide profiles, where the tensile stress adjacent to the silicide can be on the order 

of 100 MPa or greater [48], [49].  Given that the silicide formation in the DSS structure in [47] is 

more aggressive than that for the conventional MOSFET, and that the silicide profile is more 

rounded, it is entirely possible that the measured increase in injection velocity has more to do 

with a stress-induced increase in thermal velocity than with carrier acceleration at the source-side 

SB.  Thus the DSS vs. conventional MOSFET behavior in Fig. 5(b) in Ref. [47] can be explained 

by an increase in channel stress in the DSS structure with device scaling.  Also, the reduced 

source-to-drain silicide spacing in the DSS structure in [47] results in an increase in the lateral 

field for the same channel voltage Vch (the drain-source voltage minus the voltage drop across the 

parasitic source/drain resistance), which confounds the effect of stress to further increase drive 

current.  This is not to state that the field at the source-side SB plays no role whatsoever in 

carrier acceleration, but rather to state that its role has yet to be quantified accurately, and that 

likely its role is very small due to the effect of the SDE region on reducing the SBH to very small 

values (as will be shown in Chapter 4).  In the presented modeling study, the effect of silicide-

induced stress is excluded, since in principle it provides no performance improvement that could 

not be realized in RSD MOSFETs through other methods (e.g., stress liners, source/drain 

stressors, etc.).  

 

 

2.2.2 Effect of NSDE on Leakage 

It has been stated that a fully-depleted (FD) SDE region in MSD MOSFETs maintains the 

“merits” of a Schottky junction [50]. However, Schottky junctions have no merits as S/D 

junctions in nanometer-scale MOSFETs because, as discussed previously, they reduce ION and 

increase subthreshold swing (SS), while increasing Imin due to tunneling injection at the drain.  A 

non-fully-depleted (partially depleted or PD) SDE region is therefore required, because this 

increases the SB/SDE tunneling barrier width and height at the drain, thus reducing leakage (i.e., 

SB tunneling is the leakage mechanism for FD SDE regions, where the depletion region width 

WD,SB extending from the metal junction exceeds the SDE junction depth xj,SDE, while SDE 

tunneling is the leakage mechanism for PD SDE regions, where WD,SB < xj,SDE).  Also, the higher 

doping required to achieve a PD SDE region is advantageous because it further shrinks the SB, 

which increases ION.  To determine whether the SDE region is FD or PD, one can plot SS or Imin 

vs. NSDE, as shown in Fig. 2.4 and Fig. 2.5, respectively.   
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Fig. 2.4.  SS vs. NSDE for SDG FETs with NiSi or ErSi1.7 MSD regions.  LG = 15 nm, tbody = 10 nm, LSDE = 3 nm, 

EOT = 1 nm, and VDS = 1 V.  As NSDE is increased, the subthreshold behavior moves from SB modulation (FD SDE) 

to thermal barrier (TB) modulation (PD SDE).  (b) Energy band diagrams illustrating current injection at the source 

for FD and PD SDE regions, and how the source-to-body barriers change with applied gate bias VGS. 

 

 

 

 

 

 

 

 

  

 

 

 

 

 
Fig. 2.5.  Imin vs. NSDE for SDG FETs with NiSi or ErSi1.7 MSD regions.  Lun = 10 nm and the remaining device 

parameters are the same as for Fig. 5.  Energy band diagrams at the top of the figure illustrate the various leakage 

mechanisms. 
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As Fig. 2.4(a) shows, SS for the NiSi source/drain regions is high for low NSDE, and increases 

with Lun.  This indicates that the SDE regions are FD, and that the source-body SB limits current 

flow, as the top of Fig. 2.4(b) shows.  As Lun increases, the SB is placed farther away from the 

gate edge, and so the gate fringing field has less control over modulating the SB.  As NSDE is 

increased, SS increases so long as the SDE regions remain FD, due to an increase in charge 

sharing between the gate and FD SDE regions.  When NSDE is increased such that the SDE region 

shifts from FD to PD, SS drops substantially because it is now determined by conventional 

thermal barrier (TB) modulation rather than SB modulation, as Fig. 2.4(a) and the bottom of Fig. 

2.4(b) show.  Note that in this case SS decreases with increasing Lun due to improved control of 

short-channel effects (SCE) and that the transition from FD to PD takes place at higher NSDE  

when Lun is reduced due to the gate playing an increased role in depleting the SDE region.  

Further increasing NSDE increases SS again due to worsening SCE, just as in a conventional 

MOSFET.  For ErSi1.7 MSD regions, the SBH is lower, so the depletion region extending from 

the M-S junction into the SDE region is smaller [51].  This is why SS for the ErSi1.7 case in Fig. 

2.4 is determined by TB modulation (as evidenced by the reduction in SS with increasing Lun) 

over the entire range of NSDE studied. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.6.  Illustration of BTBT in devices with PD SDE regions.   

 

In Fig. 2.5, Imin is determined by SB/SDE tunneling at the drain, for low values of NSDE.  In this 

regime, Imin follows the same trend as SS for both NiSi and ErSi1.7, where it increases with NSDE 

for NiSi (due to SCE combined with the smaller tunnel barrier for the FD SDE region) and 

decreases for ErSi1.7 (due to the larger tunneling barrier for the PD SDE region).  When NSDE is 

further increased to result in the FD-to-PD transition for NiSi (7.5x10
19

 cm
-3

 for Lun = 10 nm), 

Imin drops sharply with increasing NSDE, since both the tunneling barrier width and height at the 

drain increase.  The width increases due to the size of the quasineutral part of the PD SDE 
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(a) (b) 

region, while the height increases due to the dopant-induced energy-band bending (i.e., diode 

built-in voltage Vbi when the system is in equilibrium) that adds to the hole SBH to result in a 

taller barrier.  However, as NSDE is further increased, Imin increases again due to BTBT.  The 

lowest Imin is therefore a balance between SDE tunneling and BTBT, resulting in a small NSDE 

window for LSTP design. 

It is interesting to note that, for the same NSDE, BTBT current is higher for ErSi1.7 than for 

NiSi, as Fig. 2.5 shows.  The higher BTBT for the ErSi1.7 case is attributable to the lower SBH to 

majority carriers, which reduces the extent of the SDE depletion for a given NSDE.  The less 

depleted the SDE region is, the greater the cross-sectional surface area for BTBT to take place, 

due to the gate-induced depletion of the SDE region near the surface.  This is illustrated in Fig. 

2.6.  Although the higher BTBT component limits NSDE to a lower value for the case of ErSi1.7 

for LSTP design, a net gain in ION is still achieved over the case of NiSi due to the lower SBH 

(shown later). 

 

 

2.2.3 Effect of LSDE on Leakage 

An additional approach to reduce SDE tunneling at the drain is to increase LSDE, which 

increases the tunneling barrier width.  This is why deep source/drain regions are required for 

bulk DSS MOSFETs [9], [52], [53], because otherwise drain-to-bulk SDE tunneling leakage 

increases Imin.  SDG MOSFETs do not have deep source/drain regions; however, increasing the 

size of the SDE region has the same effect. (This can also be achieved electrostatically for 

conventional SB MOSFETs, as in [54].)  This is shown in Fig. 2.7(a) for NiSi S/D regions and 

Fig. 2.7(b) for ErSi1.7 S/D regions.  For low NSDE, tunneling through the SDE determines Imin, so 

that it can be reduced by increasing LSDE (e.g., by ~ 1 order of magnitude when LSDE is increased 

from 3 nm to 7 nm, in the NiSi MSD case).  As NSDE increases, increasing LSDE (i.e., broadening 

the SDE doping profile) eventually results in the gate overlapping the SDE-body junction 

enough to allow BTBT to dominate over SDE tunneling, so that Imin increases with LSDE.   

 

 

 

 

 

 

 

 

Fig. 2.7.  Imin vs. LSDE for SDG FETs with (a) NiSi and (b) ErSi1.7 MSD regions, and NSDE = 5x10
19

- 1.5x10
20

 cm
-3

.  

EOT = 1 nm, tbody = 10 nm, Lun = 8 nm, and VDS = 1 V. 

 



 

 20 

The reduction in SDE tunneling with increasing LSDE is not quite as large for ErSi1.7 as it is for 

NiSi and is due to the larger BTBT component, as discussed previously regarding Figs. 2.5 and 

2.6.  Note that, to keep the same Imin and with all other device parameters constant, scaling LG 

requires an increase in LSDE in the regime where SDE tunneling dominates (due to the increased 

lateral field for the same VDD), while the opposite is the case in the regime where BTBT 

dominates (to reduce the gate overlap of the SDE region).  It is clear from Fig. 2.7 that Imin is 

much more sensitive to NSDE than LSDE, which intuitively follows from the WKB approximation, 

which indicates the tunneling probability dependence on barrier height B (determined by NSDE, 

as mentioned earlier) to be exp(-B
3/2

), and the dependence on WB (determined by LSDE) to be 

exp(-WB). 

 

2.2.4 Effect of NSDE and LSDE on ION 

2.2.5  

 

 

 

 

 

 
Fig. 2.8.  (a) maximum LSTP ION vs. LSDE and (b) corresponding optimal NSDE vs. LSDE for SDG FETs with NiSi or 

ErSi1.7 MSD regions, for various EOT and LG.  In all cases, tbody = 10 nm and VDD = 1 V.  The optimal NSDE values 

are the same for EOT = 1 nm and 0.6 nm.   

 

Fig. 2.8(a) shows the best-case ION vs. LSDE for constant IOFF = 10 pA/μm, where the best-case 

ION is determined for each LSDE by finding the optimal combination of NSDE (Fig. 2.8(b)) and Lun.  

In most cases, although not shown in any of the figures, the optimal Lun = 10 nm, but 

occasionally drops to as low as 7 nm, primarily due to the NSDE resolution in this modeling study.  

Thus Lun can be treated as constant, which suggests that the optimal ION is determined chiefly by 

LSDE and NSDE.  As LSDE is reduced, the concomitant reduction in SCE permits a higher NSDE (Fig. 

2.8(b)) and, to a lesser extent, lower Lun, both of which improve ION.  Thus, DSS MOSFETs 

utilizing near-midgap silicides such as NiSi can be competitive with devices utilizing near-band-

edge silicides such as ErSi1.7, provided LSDE is small enough and NSDE is high enough.   

As LG is scaled, for constant LSDE, the reduction in optimal NSDE due to SCE (Fig. 2.8(b)) 

narrows the design space to a smaller range of acceptable LSDE values for keeping Imin below the 

LSTP IOFF target (10 pA/μm) while also keeping ION as high as possible.  Another way of 

looking at this is to state that NSDE must be as high as possible to keep ION as high as possible, but 

this comes at the cost of reducing LSDE as LG is scaled in order to keep Imin below the leakage 

specification, due to SCE and BTBT.  Eventually a point will be reached where the SDE junction 

(a) (b) 
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cannot be made abrupt enough in practice to support both a high NSDE and a small LSDE, and the 

DSS MOSFET will no longer be suitable for LSTP applications.  This reduction in LSDE design 

space is much larger for NiSi than ErSi1.7, since the lower electron SBH and higher hole SBH for 

ErSi1.7 simultaneously improves ION and Imin, respectively.  The ION improvement is due simply 

to the increase in source-body transmission through and over the smaller electron SB.  The Imin 

improvement, however, is due to both the larger hole SBH and the lower electron SBH.  The 

effect of the larger hole SBH is as described previously for Fig. 2.3.  The effect of the smaller 

electron SBH is the ability to maintain a PD SDE region for smaller NSDE values, which both 

reduces Imin (relative to FD SDE or PD SDE but with a smaller quasineutral region, as would be 

the case for NiSi) and SCE, thus enabling a larger design space for LSDE as LG is scaled, which 

Fig. 2.8(a) shows.  Therefore, at ultimately small scales, near-midgap silicides are not 

competitive with near-band-edge silicides. 

A general reduction in ION with LG scaling is also seen in Fig. 2.8(a), which is due specifically 

to the reduction in optimal NSDE from the onset of SCE and BTBT and therefore an increase in 

contact resistance Rc.  Reducing EOT will improve ION, but there is still a net reduction in ION 

with LG scaling and zero improvement in the design space, as Fig. 2.8(a) shows.  Thus the effect 

of EOT scaling is only an increase in the inversion charge and not an improvement in gate 

modulation of the source-side SB, which is already made very small by the SDE region.   

 

2.2.5 Effect of VDD on ION 

 

 

 

 

 

 

 

 

 
Fig. 2.9.  Maximum LSTP ION vs. VDD for double-gate FETs with NiSi MSD regions, for various LG.  In all cases, 

EOT = 1 nm, tbody = 2*LG/3, LSDE = 5 nm, and Lun 10 nm.   

 

Another approach to reduce Imin and simultaneously increase ION is to reduce VDD.  This 

introduces a new trade-off, whereby reducing VDD (which reduces Imin) permits an increase in 

NSDE and therefore a reduction in Rc.  The lower Rc afforded by the reduced VDD would actually 

increase ION for the case of Rc-limited on-state conductance, although if VDD is too low, then a net 
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reduction in ION results as the on-state conductance becomes voltage-limited rather than contact-

limited.  This is demonstrated in Fig. 2.9 for NiSi.  It is important, and very interesting, to point 

out from these results that VDD scaling in contact-limited structures is not arbitrary, but instead 

necessary in order to maximize ION for LSTP design. 

 

2.2.6 LSTP Performance Comparison of DSS and RSD Structures 

A fundamental limitation of DSS MOSFETs for LSTP design is evident.  The SDE region 

must serve dual roles, which corresponds to a tradeoff between IOFF and ION in the form of Imin 

vs. Rc.  This tradeoff is exacerbated as LG is scaled due to a reduction in the contact area (i.e., 

tbody scales with LG) and in the optimal NSDE, so that on-state conductance becomes increasingly 

contact-limited at progressively smaller scales.  Even when the SDE design parameters and VDD 

are optimized, there remains a clear advantage of using low-barrier Schottky junctions (achieved 

with materials such as ErSi1.7 for n-channel FETs or PtSi for p-channel FETs, or by using the 

aforementioned interface passivation techniques [17-21] in addition to dopants) for improved 

design space, and therefore immunity to process-induced variations, for LSTP devices.  This is 

due specifically to the contact-limited nature of such devices.  As a result, the potential for 

reduced source/drain series resistance in MSD MOSFETs is undermined by increased Rc, even 

under optimal design conditions.  

 

 

 

 

 

 

 

 

 

Fig. 2.10.  ION vs. tepi for RSD NiSi and ErSi1.7 contacts and varying Nepi.  LG = 10 nm, Lsp = 10 nm, LSDE = 5 nm, tbody 

= 6.67 nm, EOT = 1 nm, NSDE = 1x10
19

 cm
-3

, and VDD = 1 V.  The best case condition shown for DSS with ErSi1.7 

MSD is Lun = 10 nm, NSDE = 1x10
20

 cm
-3

, and VDD = 0.9 V. 

 

The simplest approach to improve Rc and therefore ION within a given material system is to 

increase the contact area.  For a fixed value of tbody, this leads to the RSD structure (Fig. 2.1(b)).  

There are advantages to this structure that extend beyond increased contact area, though.  Since 

the source/drain region is extended into two regions – the SDE region and the RSD region – low 

doping and high doping can be used in these regions, respectively, to simultaneously reduce Imin 

and Rc.  Since the SDE region is no longer partially depleted by the SB, BTBT leakage will be 
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higher for the same NSDE in the RSD structure (Fig. 2.6), and so a lower NSDE is required to keep 

Imin ≤ IOFF.  Here NSDE is set conservatively to 1x10
19

 cm
-3

, given the BTBT results in Fig. 2.5 

and noting that SB/SDE tunneling leakage is non-existent in the RSD structure. 

  Although spreading resistance Rsp becomes a significant factor in the RSD structure, 

increasing tepi reduces its effect due to a reduction in current crowding.  This is shown in Fig. 

2.10, which also shows that for any tepi, ION in the RSD structure is significantly larger for the 

same SBH due to the increased contact area and therefore reduced Rc.  For large enough tepi, 

reducing the SBH has little effect on increasing ION, and in this regime, a larger increase in ION is 

achieved by increasing Nepi.  This suggests that series resistance within the RSD and SDE 

regions is limiting the gains achievable by reducing Rsp with increasing tepi, and so as expected, 

the optimized RSD structure is RSD limited.  Nevertheless, the RSD structure obviates the need 

for low barrier contacts due to its higher contact area and capacity to use high doping in the RSD 

regions while keeping Imin < IOFF.  It is specifically this advantage that results in the RSD 

structure being superior for LSTP design. 

 

 

2.3 HP Design Study  
 

This study begins with a 2D double-gate (DG) DSS NMOS structure, as shown in Fig. 2.11.  

LG = 10 nm, tbody = Lsp = LSDE = 7 nm, VDD = 1 V, IOFF = 100 nA/μm, and tox = 1 nm.  Lsp is the 

gate underlap to the source/drain SB junctions (also the sidewall spacer thickness if one neglects 

lateral silicidation, as is done here), where the sidewall spacer is made of silicon nitride [55], tflare 

is the amount by which the source/drain silicide regions adjacent to the sidewall spacer flare out 

from the fin structure, and all other terms have their usual meaning.  The metal gate height tgate = 

20 nm, the body doping is 1x10
15

 cm
-3

 p-type, and NSDE = 3x10
20

 cm
-3

, while LSDE is varied.  The 

SB height (SBH) at the M-S interface is set to 0.1 eV in all cases simulated here (including the 

3D structures shown later), which is reasonable considering reported data on dopant segregation 

and interface passivation by Group-VI species [17], [56], [57] as well as the results in Chapters 4 

and 6.  The silicide workfunction M is varied independently from that of the SB contacts.   

 

 

 

 

 

 

 

 

 

Fig. 2.11.  Schematic cross-section of the 2D double gate DSS structure modeled here. 

NiSi is the primary silicide material simulated here, given its ubiquity in modern CMOS 

processing.  Reported data on NiSi M varies from ~4.6 eV to 4.7 eV [58]-[60], although it is not 
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clear in those studies what value is assumed for the electron affinity of silicon as a reference for 

extracting M.  (Sentaurus Device assumes the electron affinity of silicon to be 4.07 eV.)  For the 

sake of simplicity, M is assumed here to be 4.72 eV, which correlates well with the reported 

electron SBH of 0.65 eV for NiSi [17]. 

 

2.3.1 Effect of Silicide Gating on DSS FinFET Performance 

 

 

 

 

 

 

 
Fig. 2.12.  (a) effect of silicide gating on DSS performance for the device structure shown in Fig. 2.11, with two 

different silicides and (b) illustration of the silicide gating effect.  Fringing field lines from the silicide traverse the 

sidewall spacer and terminate on the SDE region, depleting carriers away from the SB contacts and increasing the 

contact resistance as well as the series resistance in the SDE region. 

 

Fig. 2.12(a) shows the effect of tflare on ION for NiSi and also for a conduction band edge 

silicide (with M = 4.07 eV).  For tflare = 0 nm, both silicides exhibit the same ION, which 

degrades as tflare increases.  This is due to the fringing field effect of the silicide depleting carriers 

from the heavily-doped SDE region, which has a lower workfunction than the silicide (i.e., the 

silicide gating effect), as Fig. 2.12(b) illustrates.  For NiSi, 1 nm of Ni reacts with 1.84 nm of Si 

to result in 2.22 nm of NiSi [31], so that silicidation of a straight fin results in some NiSi flaring 

out from the fin due to volume expansion.  For 7 nm fin width, this flaring is ~0.72 nm on either 

side of the fin which results in ION ~ 50 μA/μm lower than the ideal value for LSDE = 5 nm, 

according to Fig. 2.12(a).  This effect can be minimized by using a band-edge or near-band-edge 

silicide, as Fig. 2.12(a) shows.  Another approach is to reduce the SDE abruptness (i.e., employ 

larger LSDE), as can be seen from Fig. 2.12(a) by comparing the curves for LSDE = 5 vs. 7 nm.  In 

this case, the average doping within the SDE region under the sidewall spacer is higher, resulting 

in less overall SDE depletion and therefore lower series resistance.  As Fig. 2.12(a) shows, the 

silicide gating effect saturates at tflare ~ 7.5 nm, mostly independent of M or LSDE, for the design 

parameters used here.  By reducing Lsp, the additional fringing fields from the silicide generated 

by increasing tflare are screened out by the gate electrode and so never terminate on the SDE 

regions.  As a result, the silicide gating effect will saturate at a lower tflare and the maximum ION 

reduction is reduced, as Fig. 2.13 shows.  This permits larger tflare (i.e., thicker silicides) with less 

performance penalty relative to tflare = 0 for a given Lsp.  Although there is a natural tradeoff here 

between the impact of Lsp on short channel effects (SCE), ION and Cov, there is a more important 

(a) 

Gate dielectric

Gate

Gate

Gate dielectric

Sidewall 

spacer

SDE 

junction

Fringing 

field lines

F
la

re
d
 s

ili
c
id

e
c
o

n
ta

c
t

SB 

depletion 

region

Gate dielectric

Gate

Gate

Gate dielectric

Sidewall 

spacer

SDE 

junction

Fringing 

field lines

F
la

re
d
 s

ili
c
id

e
c
o

n
ta

c
t

SB 

depletion 

region

(b) 



 

 25 

correlation to metal deposition technology.  As mentioned earlier, a potential challenge to 

aggressively scaled DSS FinFET fabrication is the need to deposit thin metals.  If this cannot be 

met, then one of three design possibilities exists: Lsp must be increased to compensate for lateral 

silicidation, or an epitaxial layer must be added to the fin source/drain regions to allow for a 

thicker silicide with reduced or zero lateral silicidation, or both.   

 

 

 

 

 

 

 

 

 

Fig. 2.13.  Effect of Lsp on silicide gating, for the device structure shown in Fig. 2.11 with M = 4.72 eV (NiSi) and 

LSDE = 5 nm.   

 

If Lsp is increased to offset lateral silicidation, then forming abrupt, heavily-doped SDE regions 

becomes more difficult, regardless of whether dopant pile-up or implant-to-silicide (ITS) is 

utilized.  For dopant pile-up, NSDE drops as the silicidation front progresses [50].  Thus, 

increasing Lsp will mean the silicidation process must progress further laterally for the same LSDE 

and contact-to-gate edge spacing, thereby reducing NSDE and increasing contact resistance Rc.  

However, this lateral silicidation encases some silicide between the top and bottom sidewall 

spacers, resulting in zero localized tflare and therefore zero silicide gating effect from the silicide 

region closest to the SDE region.  If ITS is utilized instead of dopant pile-up, the portion of the 

silicide overlapped by the sidewall spacer ends up not being exposed to the SDE implant, 

resulting in a difference in silicide grain size in the implanted region (smaller grains due to 

implant damage) and the spacer-protected region (larger grains).  It has been shown [61] that this 

grain size affects the diffusion and amount of barrier lowering achieved with low work function 

metals in NiSi, so it stands to reason that the effect on dopant diffusion within silicides is similar.  

This may influence the optimal ITS implant and anneal conditions.  The optimal lateral 

silicidation for either approach will therefore be determined by the tradeoff between Rc (due to 

dopant segregation) and silicide gating, which itself affects Rc. 

If an epitaxial layer is added to the fin source/drain regions to minimize lateral silicidation, 

then tflare increases, reducing ION through silicide gating.  This can be mitigated by reducing Lsp 

as mentioned, but at the cost of higher Cov.  As a result, metal deposition technology will define 

the boundary conditions for Lsp, tflare, etc. in a DSS process.  In further analyses herein on DSS 

FinFETs, it is assumed that thin metal films can be deposited reliably and uniformly to fully 

silicide the fin source/drain regions without negatively influencing the process of forming 
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heavily-doped and moderately abrupt SDE regions.  This leads to the 3D DSS structure in Fig. 

2.14.  The geometry, doping, etc. are the same as for the 2D DSS structure in Fig. 1, but with the 

silicide source/drain regions extending outward from the sidewall spacers by 30 nm.  Volume 

expansion after silicidation is considered, resulting in a small tflare of 0.72 nm (i.e., NiSi is 

assumed).  Also, the fin source/drain regions are strapped with Metal 1 (M1) layer bars, with a 

width of 10 nm and a pitch of 60 nm.  (Since tflare must be kept to a minimum in an optimized 

DSS FinFET, the source/drain regions must be kept narrow and so they are connected together 

using M1 contact bars.)  The volume not filled by the FinFET structure or the M1 bars is filled 

by an inter-layer dielectric (ILD). 

 

 

 

 

 

 

 

 

 

 

Fig. 2.14.  3D illustration of the DSS FinFET modeled in this study. 

 

2.3.2 3-D Contact Optimization for RSD FinFETs 

Source/drain and contact optimization involves different tradeoffs for RSD FinFETs.  A well-

known challenge is the formation of uniformly doped source/drain regions throughout the height 

of the fin to achieve low source/drain series resistance RSD, given implant shadowing and dose 

loss effects [62], [63].  Plasma doping [64], [65] has been proposed as an alternative technique to 

achieve uniform fin doping, although plasma-induced damage poses challenges for balancing 

recrystallization and dopant diffusion to minimize RSD.  Gas-phase doping is another option, 

which relies on the adsorption of dopant carrier gases onto the silicon surface in a vacuum 

environment [66], [67].  This is a simple and damage-free process, although ultraclean surfaces 

(i.e., no native oxide) are required and dose controllability is limited by the ability to quickly and 

uniformly fill and evacuate the process chamber of dopant gases.  In the analysis to follow, the 

RSD structure is assumed to be ideal in that it has uniformly doped and damage-free source/drain 

regions. 
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  The conventional approach for fabricating RSD FinFETs is to form an epitaxial RSD region 

around the fin source/drain region and then partially silicide this epitaxial region, thus forming a 

wrapped contact (WC) structure [68], [69].  This is very similar to a DSS FinFET with an 

epitaxy-induced tflare, although here the source/drain region is not fully silicided.  In this case, the 

optimal ION is affected by how much the silicide consumes the RSD region, which affects current 

crowding within the source/drain regions [69], [70].  A non-zero RSD thickness (tRSD) increases 

Cov, which is also increased by the metal bar that would be needed to strap the fins in a multi-fin 

device.  It has been argued that [69], [71], especially for small fin pitches (FP), fins strapped by 

lateral epitaxial growth in the source/drain regions offer lower Cov due to the fact that the vias 

used to access the source/drain regions have a smaller sidewall surface area than the metal bars 

that would otherwise be needed to strap the fins.  As a result, RSD FinFETs with minimal Cov 

require a top-contacted (TC) approach, since the lateral epitaxial fin strapping eliminates silicide 

access to the source/drain sidewalls.  Provided the source/drain doping is high enough 

(~1x10
20

 cm
-3

) and, more importantly, the silicide contact SBH is low enough (~0.1 eV), the 

difference in ION between TC and WC RSD FinFETs is negligible (<3% according to 

simulations, not shown here). 

The question then arises: what is the best way to form a TC structure?  Considering that 

silicidation consumes silicon, a “true” TC RSD structure would require the epitaxial growth of 

silicon vertically on top of the source/drain regions, in order for the silicide-silicon contact 

interface to be co-planar with the top of the fin.  This is the “recessed silicide” structure shown in 

Fig. 2.15(a), for which Cov increases with silicide thickness.  Alternatively, if no epitaxial silicon 

is grown prior to silicidation, the “embedded silicide” structure shown in Fig. 2.15(b) would 

result.  Note that only a fraction of the silicide extends up above the original source/drain surface 

(due to silicon consumption and volume expansion), so that it has lower Cov.  The top portion of 

the transistor is essentially a DSS structure with large tflare, while the bottom portion is a TC RSD 

structure.  The problem here is three-fold.  First is silicide gating in the top portion of the 

source/drain fin regions, as discussed previously for the DSS structure.  Second is current 

crowding in the bottom portion of the source/drain fin regions as the fin height Hfin is reduced 

and/or as the silicide thickness is increased (while at the same time a larger fraction of the 

source/drain region becomes a DSS structure with large tflare, so ION will drop sharply for small 

Hfin).  Third is that the silicide is formed downward from the top surface rather than from the 

sides of the fin: the silicide junction is rounded, so the distance between the contact and the gate 

edge increases moving downward from the top of the fin.  (The silicide junction is assumed to be 

perfectly square in this study, so this effect is ignored.)  The recessed silicide structure does not 

have these problems, but suffers from higher Cov due to the larger combined RSD and silicide 

area abutting the sidewall spacer.  Also, since only the top of the source/drain regions are 

contacted, ION saturates due to the increased voltage drop toward the bottom of the source/drain 

regions as Hfin is increased, unless the source/drain regions are very heavily and uniformly doped 

(as is assumed here).   

The doping profiles and device geometry for the RSD FinFETs in Fig. 2.15 are the same as for 

the basic 2D DSS structure in Fig. 2.11, except that the source/drain regions extending outward 

from the sidewall spacers (which includes the fin and flared source/drain regions) are comprised 

of uniformly doped silicon (NSDE = 3x10
20

 cm
-3

) rather than silicide, with a length of 30 nm.  For 

both the recessed and embedded silicide structures, the inner silicide edge directly abuts the 

sidewall spacer and, for the embedded silicide structure, it is assumed that no lateral silicidation 

under the spacer takes place. 
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Fig. 2.15.  3D illustrations of the (a) recessed silicide and (b) embedded silicide RSD FinFETs modeled in this 

study.  In (a), the recessed silicide is placed on top of the source/drain region, resulting in the height of the silicon 

RSD region equaling that of the fin under the gate electrode.  In (b), the embedded silicide consumes a portion of the 

source/drain region, resulting in the height of the silicon RSD region being less than that of the fin under the gate 

electrode. 

 

 

For the comparative study of DSS vs. RSD FinFETs in the next section, the gate electrode 

wraps around the fin, forming a tri-gate (TG) structure as opposed to a double gate (DG) 

structure.  This is to reflect realistic 3D FinFET fabrication at aggressive dimensions, for which 

topography should be limited.  The 2007 ITRS Roadmap [14] is used as a guideline for defining 

via pitch, silicide thickness, gate height, and ILD permittivity:  The vias are 10 nm x 10 nm, with 

a pitch of 60 nm, with the top of the via coplanar with the top of the gate electrode and gate-

sidewall spacers.  The silicide thickness is 12 nm and the gate height (extending upwards from 

the top of the fin) is 20 nm.  The gate “height” extending outward from the fin sidewalls is 

limited by the fin spacing, and is defined here as half of the fin spacing since a single FinFET is 

being modeled.  The ILD region, which fills the open space around the vias, has a relative 

permittivity r = 2.3.  This value is taken as the average of the range of values speculated in the 

ITRS Roadmap for 10 nm LG design.  FP is varied from 14 nm (7 nm fin and 7 nm fin spacing) 

to 57 nm (7 nm fin and 50 nm fin spacing), while Hfin is varied from 10 nm to 21 nm (i.e., the 

maximum fin aspect ratio is 3:1). 

 

 

2.3.3 DSS vs. RSD FinFET AC Performance 

The dependence of intrinsic delay on FP is shown in Fig. 2.16(a) for the DSS and RSD 

structures, for M values of 4.07 (band edge silicide) and 4.72 eV (NiSi).  Here the intrinsic delay 

is defined as CGG*VDD/Ieff, where CGG is the modeled input capacitance for the gate electrode and 

Ieff is the average of IDS for VDS = 0.5*VDD with VGS = VDD and IDS for VDS = VDD with VGS = 

0.5*VDD.  What is most evident from Fig. 2.16(a) is that the dependence of delay on FP is much 

lower for the DSS structure.  This is because the average distance from the gate electrode to a 

fringing capacitance element (e.g., M1, via, or RSD regions) is larger for the DSS structure.  

Since capacitance is inversely proportional to distance and directly proportional to area (which is 
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determined by FP and device height), the slope of the delay curve for the DSS structure will be 

lower.  This indicates a much larger AC design space for DSS FinFETs over RSD FinFETs with 

respect to FP, which is very interesting because in [70] it was shown that RSD structures have a 

larger DC design space.  However, Fig. 2.16(a) also shows that the RSD structure with 

embedded silicide achieves the lowest delay at small FP.  This is because the RSD regions 

contribute less to CGG than the vias or M1 bars, for small FP, as mentioned before and in [69], 

[71].  Since the M1 bars have more lateral surface area in this regime, the CGG advantage for the 

DSS structure diminishes (Fig. 2.16(b)).  The fact that delay is lower and CGG is about the same 

for DSS and RSD with embedded silicide for small FP suggests that the RSD structure has some 

Ieff advantage, despite the silicide gating effect (which is stronger for the embedded silicide 

structure) in the top portion of the source/drain fin regions.  Although not shown here explicitly, 

the RSD region has a gating effect of its own, similar to silicide gating but with an opposite 

effect: if the flared RSD regions are very heavily doped, they have low work function resulting 

in some electron accumulation in the decaying SDE profile regions under the sidewall spacer 

(throughout the entire height of the SDE for the recessed silicide structure, but only in the bottom 

portion of the SDE for embedded silicide).   

 

 

 

 

 

 

 
Fig. 2.16.  (a) CGG*VDD/Ieff vs. FP and (b) corresponding CGG vs. FP for the 3D DSS and RSD FinFETs for different 

silicide workfunctions and Hfin = 21 nm. 

 

If one considers the effect of Hfin on delay, then the situation becomes more complicated.  

Recall that, as Hfin is reduced, the RSD FinFET with embedded silicide experiences degradation 

in ION due to a larger fraction of the source/drain region being a DSS structure with large tflare, as 

well as increased current crowding in the bottom doped source/drain region.  Fig. 2.17 shows the 

strong effect that this has on delay, to the point where if Hfin is small enough (< 13 nm in Fig. 

2.17) then the optimal source/drain design is neither the RSD structure with embedded silicide 

nor the DSS structure (due to silicide gating and gate-to-M1 fringing capacitance), but instead 

the RSD structure with recessed silicide.  However, this is the case only for NiSi.  If M is small 

enough, then for Hfin < 13 nm the DSS structure achieves the lowest delay.   

What this means is that the optimal source/drain design depends on FP, Hfin, and M.  For M ~ 

midgap, DSS is faster for large Hfin and FP, while RSD with embedded silicide is faster for large 

Hfin and small FP, and finally RSD with recessed silicide is faster for small Hfin and FP.  As M 

drops to band-edge or near-band-edge values, the DSS structure is fastest in every case except 

for large Hfin and small FP.  In practice, the vertical doping profile may be non-uniform, so the 

delay may increase with Hfin for very large Hfin, as shown in [62] for Hfin > 70 nm.  If NSDE drops 

(a) (b) 
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at the bottom of the fin as Hfin is increased, Ieff will saturate or at least taper off as Hfin increases.  

Also, since the gate area and therefore CGG increases with Hfin, the combined increase in CGG and 

saturation in Ieff will increase delay.  If anything, this points to a potential integration advantage 

for DSS structures, because dopant diffusion in silicides is very fast [56] and so a vertically 

uniform SDE profile may be more easily achievable with an ITS process. 

 

 

 

 

 

 

 

 

 

Fig. 2.17.  CGG*VDD/Ieff vs. Hfin with FP = 14 nm for the 3D DSS and RSD FinFETs and M = 4.07 eV and 4.72 eV 

(NiSi). 

 

The CGG vs. Hfin dependence (not shown) is linear for the devices simulated in Fig. 2.17 (i.e., 

FP = 14 nm), with the only difference being the y-intercept.  This y-intercept is CGG0, or the 

contribution of the M1/via region and the silicide above the top of the fin to CGG.  The DSS 

structure exhibits the lowest CGG0, at 5.86 aF.  Next is the RSD structure with embedded silicide, 

at 6.36 aF.  Although the via cross-sectional area in the RSD structure is lower compared to the 

M1 strapping bar in the DSS structure, this is more than offset by the small amount of silicide 

extending up from the top of the fin due to volume expansion during silicidation.  This is 

ultimately a moot point, though, since for small Hfin the embedded silicide structure experiences 

a severe delay penalty due to silicide gating reducing Ieff.  For the recessed silicide structure, 

CGG0 is much higher at 8.07 aF and is why delay for this structure suffers for low Hfin and M.   

Surely, one can consider scaling down the silicide thickness even more aggressively than the 

ITRS Roadmap suggests (12 nm).  This would not affect the DSS structure (which already has a 

fully silicided source/drain), but it would affect CGG for the RSD structure with recessed silicide 

and Ieff for the RSD structure with embedded silicide.  Fig. 2.18 shows the impact of scaling the 

silicide to 8 nm and 4 nm.  Both the delay and sensitivity to Hfin drop with silicide thickness for 

the RSD structures, most notably for the embedded silicide structure for which silicide gating has 

the most influence.  Also, the performance of both structures over the Hfin range converges as the 

silicide thickness drops, since they each approach the same idealized TC RSD structure.   
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Fig. 2.18.  CGG*VDD/Ieff vs. Hfin with FP = 14 nm for the 3D RSD FinFETs, with NiSi thicknesses of 4 nm, 8 nm, and 

12 nm. 

 

It is worth noting that scaling down the silicide thickness is a very difficult task.  For example, 

12 nm of NiSi would require an as-deposited Ni thickness of 5.4 nm.  For 8 nm and then 4 nm of 

NiSi, the as-deposited Ni thickness drops to 3.6 nm and 1.8 nm, respectively, which is only a few 

atomic layers.  It has been reported for ErSi1.7 [38] that the SBH (and therefore contact 

resistance) increases significantly if the silicide thickness drops below 12 nm, since below this 

thickness the number of metal-induced gap states (MIGS) needed to pin the Fermi level to a low 

SBH condition has not yet saturated to its bulk value.  (This effect is ignored in Fig. 2.18.)  As a 

result, ultra-thin silicides will likely be impractical, and so the optimal FinFET structure which 

provides an AC performance advantage over all ranges of FP and Hfin with realistic silicide 

thicknesses will require a different source/drain geometry than that of either the conventional 

DSS or RSD structures. 

 

2.3.4 Recessed Strap (RS) DSS FinFETs 

Fig. 2.19 shows the recessed strap (RS) DSS FinFET, while Fig. 2.20 illustrates the main 

process steps used to achieve this structure.  The ILD region used here is the same as for the 

RSD and conventional DSS structures.  The use of lateral epitaxial fin strapping, just like the 

RSD structure, permits the use of vias rather than M1 bars for lower delay in the small-FP 

regime.  At the same time, recessing the strapping region (by a recess depth Dr) results in lower 

CGG and reduced silicide gating, leading to reduced delay dependence on FP and Hfin, just like 

the conventional DSS structure.  Furthermore, M1 fin strapping for conventional DSS FinFETs 

results in fringing capacitance Cfr between the gate and M1 bar for each fin connected in parallel.  

With lateral epitaxial fin strapping, via pitches larger than FP can be utilized (Fig. 2.20(d)) to 

reduce Cfr.  This is an advantage that both the RSD and the RS DSS FinFET has over the 

conventional DSS FinFET structure, although here a worst-case scenario is assumed in which 

each device experiences the full Cfr penalty from two vias.   
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Fig. 2.19.  3D illustration of the RS DSS structure modeled in this study. 

 

 

 

 

 

 

 

 

 

 
Fig. 2.20.  Main process flow for RS DSS FinFETs (top-down view).  After forming the fins, gate, and sidewall 

spacers (a), a second sidewall spacer is formed (b) which defines the recess depth of the fin strapping regions.  Then 

(c) lateral epitaxial growth is performed to strap the fins.  The second spacer is then etched away (d), followed by 

silicidation and via formation.  Instead of two separate spacers, one can alternatively use a single, wider spacer and 

then etch it back partially after strapping the fins. 

 

The end result is a FinFET source/drain architecture that combines the merits of both DSS and 

RSD FinFETs to result in equivalent or improved AC performance over all ranges of FP and Hfin, 

as Fig. 2.21 shows.  The use of ILD to separate the recessed strap region from the nitride spacer 

results in the RS DSS structure having the lowest CGG0 among the structures modeled here, at 

5.3 aF. 
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Fig. 2.21.  (a) CGG*VDD/Ieff vs. FP with Hfin = 21 nm and (b) CGG*VDD/Ieff vs. Hfin with FP = 14 nm for the RSD, DSS, 

and RS DSS FinFETs with NiSi contacts.  For the RS DSS FinFET, Dr = 7 nm. 

 

  One may argue that a simpler approach than the RS DSS FinFET would be to use the RSD 

FinFET with embedded or recessed silicide, but with a larger Lsp to reduce CGG.  Fig. 2.22(a) 

shows this performance comparison, where Lsp = 7 (default) and 14 nm for the RSD FinFETs 

(this is equal to Lsp = 7 nm plus Dr = 7 nm for the RS DSS FinFET).  Also, LSDE = 14 nm for the 

RSD structure (with Lsp = 14 nm) to keep the effective channel length Leff the same (Leff is 

defined here as LG + 2*(Lsp – LSDE).  As Fig. 2.22(a) shows, this approach (increasing Lsp for the 

RSD FinFET) does not improve upon the RS DSS approach.  Although the RSD delay 

dependence (with Lsp = 14 nm) on FP is improved compared to Lsp = 7 nm and the delay is 

smaller for large FP, the delay is actually higher for small FP.  This is similar to but actually 

worse than for the conventional DSS FinFET, as Fig. 2.22(a) also shows.   

 

 

 

 

 

 

 

Fig. 2.22.  (a) CGG*VDD/Ieff vs. FP with Hfin = 21 nm and (b) corresponding CGG vs. FP for the 3D RSD, DSS, and RS 

DSS FinFETs with NiSi contacts, with Lsp = 7 and 14 nm for the RSD FinFETs. 

 

The problem with the increased Lsp approach for the RSD structure is two-fold.  First, since the 

extra 7 nm of spacer thickness in the RSD structure is provided by the spacer and not the ILD 

region, CGG is larger compared to the RS DSS structure (Fig. 2.22(b)).  Second, since the 

underlapped SDE region, which is defined by doped silicon, is longer in the RSD structure, 

source/drain series resistance will be higher compared to the RS DSS structure (neglecting the 

(a) (b) 

(a) (b) 
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effect of RSD gating).  This is due in part to the longer source-to-drain contact spacing but also 

due to the gate fringing field having less effect over accumulating electrons over the entire length 

of the SDE region in the on-state.   

Although not shown here, the Ieff penalty in moving from Lsp = 7 nm to Lsp = 14 nm ranges 

from ~2.5-6.3% for RSD with embedded silicide and ~5.8-7.4 % for RSD with recessed silicide.  

This is FP-dependent, being larger for small FP, due to a reduction in RSD volume with FP, 

which causes Ieff to drop due to the increase in RSD.  Especially for the embedded silicide RSD 

FinFET, the result is that for small FP, where Cov to the RSD regions is already small (i.e., CGG is 

comparable for Lsp = 7 vs. 14 nm), the Ieff penalty increases delay.  (This also explains the small 

kink in the delay curves in Fig. 2.22(a) for Lsp = 14 nm and FP < 27 nm, which is not observed 

for CGG in Fig. 2.22(b)).   

Another approach for large-Lsp RSD FinFETs is to use dual spacers, similar to Fig. 2.20(c), 

where the outer spacers have lower dielectric constant than the inner spacers.  This would 

primarily serve to reduce CGG, although Ieff would also drop.  Two cases were simulated for the 

dual-spacer RSD FinFETs, with inner and outer spacers of equal length (7 nm): nitride inner 

spacers (r = 7), and either oxide (r = 3.9) or ILD (r = 2.3) outer spacers, each for Hfin = 21 nm 

and FP = 14 and 57 nm, with embedded silicide contacts.  For oxide outer spacers, CGG*VDD/Ieff 

is 0.03 % lower and 2.03 % higher than for the RS DSS FinFET for FP = 14 and 57 nm, 

respectively; for ILD outer spacers, CGG*VDD/Ieff is 1.68 % lower and 7.06 % lower than for the 

RS DSS FinFET for FP = 14 and 57 nm, respectively.  Thus, if r for the outer spacers is low 

enough, the dual-spacer RSD FinFET structure with embedded silicide achieves the lowest delay 

and has the lowest delay dependence on FP.  (The Hfin dependence problem with embedded 

silicide RSD FinFETs would remain, though).  However, there may be a process integration 

challenge here.  For RS DSS FinFET fabrication, the outer spacer is etched away after strapping 

the fins but before forming the silicide.  For the dual-spacer RSD FinFET, the second spacer 

must be in place as the silicide contact is formed; otherwise, the narrow SDE regions would be 

fully silicided, resulting in a RS DSS FinFET.  This would not be a problem if the outer spacers 

were oxide – but then the dual-spacer RSD FinFET would have equivalent or worse performance 

as the RS DSS FinFET.  For ILD outer spacers, the porous low-k material must be able to 

withstand the silicidation process without increasing r [72].  This may be impractical for typical 

silicidation temperatures in the range 350 – 600 °C.  Thus, adjusting Lsp in RSD FinFETs, either 

with single or dual spacers, is likely not the best approach for optimizing FinFET delay and, 

more fundamentally, source/drain design, under practical process conditions. 

These problems are avoided in the RS DSS FinFET, albeit at the expense of a smaller DC 

design window [70].  It is also worth noting that the maximum Dr in the RS DSS FinFET will be 

constrained by the lithographic alignment tolerance which determines the minimum spacing 

between the inner via edge and the inner edge of the source/drain strapping region.  Up to this 

point, Dr was set to 7 nm, so that the strap falls about halfway between the sidewall spacer edge 

and the inner via edge for the via size/pitch used here of 10/60 nm.  Fig. 2.23 shows the 

dependence of delay on Dr for different values of FP.  As already indicated in Figs. 2.21 and 

2.22, a reduction in FP will reduce the delay.  However, reducing FP also improves the Dr design 

space, since both CGG and silicide gating scale with FP, permitting smaller Dr with reduced or 

zero performance penalty.   
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Fig. 2.23.  CGG*VDD/Ieff vs. Dr with Hfin = 21 nm for the 3D RS DSS FinFET with NiSi contacts.  Dr = 0 nm means 

the fin strapping layer abuts the sidewall spacer, while Dr = 13 nm means the inner edge of the fin strapping region 

is aligned with the inner edge of the via.   
 

 

2.4 Summary 

An understanding has been gained regarding the design optimization of FinFET source/drain 

and contact regions for LSTP and HP applications.  Depending on the power/performance 

specification, the optimal source/drain design is fundamentally different, both in terms of 

material and geometry.  Regarding LSTP design, DSS FinFETs are limited by the trade-off 

between Imin and Rc, which results in a small and shrinking SDE design space as LG is scaled.  In 

this power/performance regime, RSD FinFETs provide for both a larger design space and 

improved performance.  However, for HP design, the increased COV in RSD FinFETs limits their 

utility to specific regimes of FP, Hfin, and silicide workfunction.  Here, a specific flavor of DSS 

FinFETs, which uses a recessed strapping region, achieves a universal performance advantage 

over RSD FinFETs and conventional DSS FinFETs over all ranges of FP, Hfin, and silicide 

workfunction.  This is achieved by what is effectively a dual sidewall spacer which decouples the 

flared silicide from the SDE regions (to reduce/eliminate silicide gating) while at the same time 

permitting lateral fin strapping and via contacts to the source/drain regions to reduce parasitic 

capacitance. 
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Chapter 3 

 

Sub-10 nm Double Gate MOSFET Design  

 
 

 

3.1 Introduction 
 

The fundamental limit for MOSFET channel-length scaling is thought to be set by direct 

source-to-drain tunneling (DSDT), when the source potential barrier becomes so narrow that 

tunneling straight through this barrier dominates the subthreshold leakage.  Although DSDT has 

been experimentally demonstrated [1] and some nanoscale modeling efforts have considered 

DSDT [2]–[5], little work [4] has focused on engineering the shape of the DSDT barrier to 

minimize DSDT.  Also, DSDT modeling studies to date have largely ignored fringing-field 

effects which would be very significant in a practical device.  This work aims to illustrate and 

quantify the benefits of various electrostatic, doping, and geometric design approaches that may 

be employed to minimize DSDT and maximize electrostatic integrity, as well as to point out the 

implications for gate pitch (GP) and fin pitch (FP) scaling.  Of particular interest in this study are 

the roles of source/drain junction abruptness, Schottky barrier height (SBH), and gate stack 

design in symmetric double-gate (SDG) dopant-segregated Schottky (DSS) source/drain 

MOSFETs in the DSDT regime.  Only low operating power (LOP) specifications are considered 

for this study, since leakage current is less of a concern for high performance (HP) devices.  Low 

standby power (LSTP) devices, while requiring even lower off-state leakage than LOP devices, 

are not considered in this study because it was shown in [7] that the DSS source/drain design is 

not optimal for LSTP applications; rather, the raised source/drain structure is optimal.  This study 

begins with a relatively simple SDG structure, to which refinements are made in the course of 

the paper as the importance of various fringing-field effects for design optimization in the DSDT 

regime are elucidated. 

 

3.2 Modeling Approach 

The SDG DSS MOSFET in Fig. 3.1 is initially considered, with gate length LG = 3 nm.  The 

gate oxide thickness tox = 1 nm and the body thickness tbody = 3 nm, which is assumed to be a 

lower limit in consideration of quantization effects and practical manufacturing limitations.  

Only a silicon body is considered in this study (with a p-type doping of 1x10
15

 cm
-3

), as 

elsewhere [4], [5] it was shown that germanium and III-IV body regions offer no performance 
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advantage in the DSDT regime due to their lower carrier tunneling masses.  The gate sidewall 

spacers have a length Lsp and their dielectric constant spacer is varied to investigate the influence 

of gate fringing fields on DSDT.  The metal gate height tgate is varied for the same reason.   

 

 

 

 

 

 

 

 

 
Fig. 3.1.  Schematic cross-section of the SDG DSS MOSFET initially modeled in this study. 

 

The source/drain extension (SDE) consists of two regions.  First is a constant doping region of 

length LSD and concentration NSDE, extending from the Schottky barrier (SB) contact inwards 

toward the gate.  Second is a graded (Gaussian) doping region with peak concentration NSDE and 

length LSDE, where LSDE is the distance from the peak position to where the doping concentration 

drops by 1 decade.  Here, NSDE = 1x10
20

 cm
-3

 and the effective gate length Leff is defined by the 

distance between the source and drain profiles at a concentration of 1x10
19

 cm
-3

.  Although 

Gaussian profiles do not have a constant gradient, here the abruptness is estimated simply as LSDE 

(e.g., LSDE = 5 nm means the source/drain junction abruptness = 5 nm/dec.).  Here, Lsp = LSD + 

LSDE and Leff = LG unless otherwise noted.  All dopant profiles are treated as continuum profiles, 

meaning that random dopant fluctuation (RDF) is ignored here.  At small enough scales, RDF 

gives rise to hot spots at the contact interface where the SB is smaller and more current is 

injected.  As will be shown in the next chapter, the effect of RDF on contact resistance will not 

present a significant barrier to CMOS scaling.  Thus, continuum mode doping is used here to 

model the nominal structure with no RDF-induced variations.  The silicide gating effect [8] is 

initially ignored, although it is considered later to demonstrate how its exclusion can lead to 

erroneous conclusions with regard to device performance and design optimization.  For LOP 

applications, the off-state current IOFF = 24 nA/μm and VDD = 0.45 V at the end of the CMOS 

technology roadmap [9].   

Ideal Vt tuning through gate workfunction engineering is assumed (to achieve IOFF = 24 nA/m 

at VGS = 0 V and VDS = VDD) and bandgap narrowing due to heavy doping is included (as this will 

lower the SBH slightly [7]).  Gate leakage is ignored.  A conventional drift-diffusion transport 

model with dopant- and field-dependent mobility is used to model thermal current.  Although the 

LG values used here are small and several modeling studies have assumed ballistic transport in 

this regime with ION exceeding 2 mA/μm [4], [7], [10], empirical evidence [11], [12] is not so 
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optimistic, even when significant amounts of strain are applied [13].  The mobility is treated here 

as independent of the gate dielectric material.  The SB contacts are assumed to have abrupt 

potential profiles and, although the SBH is varied in this study, SB lowering (SBL) is ignored, 

due to the limitations of the TCAD software. (This is acceptable, since the optimal structure ends 

up having SBH = 0 eV and, for SBH > 0 eV, the lateral field at the SB junction is already too 

high, due to the SDE regions, for the gate electrode to have any significant further effect.)  

Longitudinal tunneling current (i.e., SB tunneling and DSDT) is modeled using a non-local 1-D 

Schrödinger solution with electron and hole effective tunneling masses (effective Richardson’s 

constants) of 0.19*m0 (112 A/cm
2
*K

2
) and 0.16*m0 (32 A/cm

2
*K

2
), respectively.  Thermal 

current over the SB is modeled with the “Schottky” contact model in Sentaurus Device.  Band-

to-band tunneling (BTBT) is ignored here, due to convergence issues with the combined use of 

the BTBT models and the Schrödinger tunneling model.  This is acceptable, though, since the 

low VDD would reduce BTBT current to far below the LOP IOFF specification [7]. 

Quantization effects in the transverse direction are included in I-V simulations through the use 

of a non-local 1-D Schrödinger quantization model.  This model accounts for both the charge 

redistribution within the body region as well as subband splitting due to quantization.  

(Anisotropic electron effective masses of 0.19*m0 and 0.92*m0 are used here for electrons, while 

the warped band structure is used for holes, as described in [6] and [10].)  This is different from 

density gradient method (DGM) formalisms [6], which only account for charge redistribution 

through the addition of a potential-dependent effective band edge shift in the carrier density 

computation.  For the C-V simulations here, it is only the charge distribution that matters, in 

which case the DGM formalism is used to improve simulation speed and convergence. 

Admittedly, the TCAD software does not yet offer a means of extracting the individual 

subband contributions to DSDT, so only one effective tunneling mass (listed above for electrons 

and holes) can be applied to the Schrödinger tunneling model when calculating DSDT and 

tunneling from the SB contact into the various subbands.  This is acceptable, though, since the 

transport (longitudinal) direction is dominated by the light subbands (4 out of 6 of them are light 

with 0.19*m0), which are heavy (0.92*m0) in the quantization (transverse) direction.  Thus, the 

electrons with the highest tunneling probability (due to the light longitudinal mass) also have the 

highest population due to their lower energy (heavy transverse mass, less quantization) and so 

are expected to dominate the I-V behavior.  For the case of tbody = 3 nm, the modeled band edge 

shifts (and therefore the SBH increases) for the transverse light and heavy subbands are 122 meV 

and 37 meV, respectively.  For simplicity, the SBH values from this point forward are set to what 

they would be in a non-quantized system, and so these offsets must be taken into account by the 

reader.  For example, if the SBH is set to 0.2 eV, then the actual SBH would be 0.322 eV and 

0.237 eV to the longitudinal heavy and light subbands, respectively (neglecting bandgap 

narrowing due to heavy doping).  Finally, for all conduction band profiles shown, quantization is 

excluded and values are taken from the center of the body region.  This is done to simplify what 

is otherwise a very complex extraction in a data field with orthogonal non-local grids, but at no 

cost to its illustrative power. 

 

3.3 Effect of SDE Junction Abruptness 

Fig. 3.2(a) shows SS versus LSDE for LG = 3 nm, with and without tunneling.  Since DSDT adds 

to the subthreshold current which is normally only thermal current, an increase in DSDT will 
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result in an increase in SS [1]-[3].  Conventionally, LSDE is scaled with LG to keep short channel 

effects (SCE) at bay; however, in the DSDT regime, as Fig. 3.2(a) shows for LSDE < 7 nm, if the 

SDE profile is too sharp for the same Leff, SS will increase significantly.  This is because the off-

state energy band profile becomes narrower as LSDE is reduced (Fig. 3.2(b)), resulting in higher 

DSDT.  By broadening out the SDE profile, the average SDE doping under the spacer drops, 

thus broadening the off-state energy band profile, reducing DSDT at low electron energies and, 

consequently, SS.  The result is simply an increase in Lelec, which is different from Leff in that Leff 

is defined at constant doping while Lelec is defined at constant energy.  So, although Leff is the 

same for all cases in Fig. 3.2(b), Lelec increases with LSDE, thus improving gate control.  In the 

ITRS [9], only short channel effects are considered in determining LSDE at each technology node.  

The formulism used assumes a 3-decade drop in concentration over the lateral extent of the 

junction, which itself is 60% of the vertical junction, which is defined as 0.5*LG.  This results in 

LSDE = 0.1*LG at each technology node.  Although this formulism is not optimal in the DSDT 

regime, the solution is not as simple as to make LSDE as large as possible, since second-order 

effects will influence the optimal LSDE value.  This is covered in more detail in Section 3.7, 

which discusses gate-underlapped structures (LG < Leff) and how silicide gating affects their 

optimization; for now, the analysis here continues with LG = Leff. 

 

 

 

 

 

 

 
Fig. 3.2.  (a) Minimum SS vs. LSDE with and without tunneling and (b) Off-state lateral conduction band profile at 

the center of the body region for different SDE junction abruptness values (ΔLSDE = 1 nm).  Lsp = 10 nm, tgate = 6 nm, 

SBH = 0 eV, and the sidewall spacer is silicon nitride.  In (a) VDS = 50 mV, to minimize the contribution of short 

channel effects and emphasize the contribution of DSDT.  In (b), VGS = VDS = 0 V, Lsp= 10 nm, tgate = 6 nm, and SBH 

= 0 eV.  The sidewall spacer is silicon nitride and the gate workfunction is set to 5.2 eV. 
 

3.4 Effect of Schottky Barrier Height 

As one would expect, SS increases as Lsp is scaled down.  This is because Lsp places an upper 

limit on LSDE for constant Leff, thereby placing an upper limit on Lelec and therefore a lower limit 

on DSDT.  Although the simple fix is to keep Lsp large to allow for high LSDE values for constant 

Leff, this limits the ability to scale the GP and therefore device density.  One method for keeping 

the off-state energy barrier wide at low electron energies while scaling Lsp is to increase the SBH 

of the contacts.  This will result in a SB depletion region extending from the SB contact outward 

toward the channel.  If the contact and the gate edge are in close enough proximity, the SB 

depletion region and the gate induced depletion region will overlap, effectively increasing the 

(a) (b) 
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DSDT barrier width.  An example of this is shown in Fig. 3.3. 

 

 

 

 

 

 

 

 

 

Fig. 3.3.  Off-state conduction band profile at the center of the body region for different SDE junction abruptness 

values.  VGS = VDS = 0 V, LSDE = 4 nm, Lsp= 10, 8, 6, and 4 nm, tgate = 6 nm, and SBH = 0.4 eV.  The sidewall spacer 

is silicon nitride and the gate workfunction is set to 5.2 eV. 

 

 

 

 

 

 

 

 

 

Fig. 3.4.  ION vs. LSDE for different SBH values.  Lsp = 6 nm, tgate = 6 nm, and the sidewall spacer is silicon nitride. 

 

This is perhaps the most effective use of finite-SBH contacts in nanoscale MOSFETs, as 

otherwise they are detrimental to contact resistance.  For LG large enough such that DSDT is 

negligible, the SBH should be as small as possible (ideally zero) to keep SS low and ION as large 

as possible.  In the DSDT regime, however, SBH tuning can be used as one of several techniques 

to enable LG and device pitch scaling while maintaining electrostatic integrity.  On the other 

hand, there are several trade-offs imposed by increasing the SBH in this regime, the most 

important of which is an increase in contact resistance Rc and a resulting decrease in ION.  (Others 
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include an increase an ambipolar leakage and the challenge of finely tuning the SBH while 

keeping NSDE relatively high, since heavy doping reduces the SBH to zero or near-zero values 

through image force, dipole, and bandgap narrowing effects [7], [14].)  Thus, if the SBH is too 

high, ION will drop due to Rc, and if the SBH is too low, ION will drop due to a DSDT-induced 

increase in SS, for small Lsp.  Fig. 3.4 shows an example for LG = 3 nm and Lsp = 6 nm.  In this 

case, the maximum ION is achieved with SBH = 0.2 eV and LSDE = 6 nm.  For LSDE > 6 nm, ION 

drops because Leff drops due to LSDE > Lsp (in which case the peak of the SDE Gaussian profile is 

held at the SB contact), meaning that SCE degrades SS.  Otherwise, ION increases with LSDE in 

most cases for LSDE < 6 nm, due to the effect of the SBH on reducing DSDT and therefore 

improving SS.  For SBH = 0.3 eV and 0.4 eV, ION actually drops sooner, for LSDE > 5 nm.  This is 

because as LSDE increases, the average doping under the sidewall spacer decreases.  This 

increases the SB width and reduces ION due to lower SB tunneling current. 

 

 

3.5 Effect of Gate Sidewall Spacers 

An alternative approach for increasing Lelec is to leverage the fringing fields extending from the 

gate sidewall to deplete the SDE region in the off state.  (An additional advantage is a reduction 

in SDE and contact resistance in the on-state due to majority carrier accumulation).  Up to this 

point, a constant tgate = 6 nm was assumed; however, increasing tgate will increase the sidewall 

fringing fields and therefore Lelec.  Eventually this effect will saturate due to the 1/tgate
2
 

dependence of electric field strength, and so increasing this effect further will require more 

efficient gate sidewall coupling to the SDE regions, i.e. increasing spacer.  This has been 

proposed before, for Schottky barrier (SB) MOSFETs [15] and conventional source/drain 

MOSFETs using planar [16] and FinFET [17] architectures.  In addition to nominal performance 

improvements with high-k sidewall spacers, a compelling case is made for reduced susceptibility 

to sources of performance variation [17].     

 

 

 

 

 

 

 

 

 

Fig. 3.5.  ION vs. tgate for Lsp = LSDE = 10, 8, 6, and 4 nm, and SBH = 0 eV, for HfO2 sidewall spacers (spacer = 23).   
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Fig. 3.5 demonstrates that there exists an optimum Lsp which balances the trade-off between 

series resistance Rser and DSDT.  For large Lsp, Rser limits ION, while for small Lsp, DSDT 

increases SS and sharply reduces ION, due to the reduction in the maximum possible Lelec.  (The 

Lelec limit is not defined by the spacers but instead the distance between the metallic contacts, 

although here it is assumed that there is no lateral silicidation under the spacer when the contacts 

are formed.)  SCE also contributes to the ION reduction, but its effect is smaller in this case.  

Although not shown here, with tunneling excluded from the I-V simulation, ION drops from 289 

μA/μm to 266 μA/μm as Lsp is reduced from 6 nm to 4 nm, with tgate = 12 nm.  With tunneling 

included, a larger ION drop, as shown in Fig. 3.5, from 304 μA/μm to 237 μA/μm, takes place 

under the same conditions.  This is a recurring theme throughout the course of this chapter, that 

structural changes which affect DSDT also affect SCE in the same manner due to the similar 

dependence of each on Lelec.  To quantify the relative DSDT and SCE contributions 

experimentally, the critical temperature Tcrit below which SS remains constant and DSDT 

determines IOFF should be evaluated as a function tgate, Lsp, source/drain anneal conditions, etc. 

[1]. 

As Fig. 3.5 shows, tgate ~ Lsp is a reasonable design rule for part of this multi-dimensional 

optimization.  Additionally, Figs. 3.2(a) and 3.4 suggest that Lsp ~ LSDE gives the optimum 

performance almost irrespective of SBH, and so the two remaining variables to optimize are 

SBH and spacer.  However, as Fig. 3.6 shows, increasing SBH does not correlate to improved ION 

when high-k spacers are employed.  For spacer < 8, increasing the SBH compensates for the low 

gate sidewall coupling to the SDE regions in the off state.  As spacer increases, the gate fringing 

fields alone are sufficient to turn the device off.  Even for small Lsp, where SBH increase would 

be the most useful, the effect of spacer on improving electrostatic integrity is clearly much 

stronger. 

 

 

 

 

 

 

 

 

Fig. 3.6.  ION vs. spacer for Lsp = LSDE = tgate = 4 nm and varying SBH.   

The implication here is that LG no longer becomes the primary component in limiting GP, 

which becomes determined increasingly by Lsp (to maximize Lelec).  Shrinking Lsp necessitates an 

increase in spacer to maintain electrostatic integrity, but this will increase the parasitic fringing 

capacitance from the gate sidewall to the contact vias and flared source/drain regions.  However, 
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neglecting capacitance for now and simplistically assuming the optimal Lsp as giving the highest 

ION, then Lsp = 6 nm (high-k) for LG = 3 nm, as Fig. 3.5 shows.  Going much further and 

assuming an ideal overlay error of zero and that both the STI and source/drain via lengths can 

scale with LG (i.e., they are both 3 nm), and also assuming that either end of the source/drain via 

directly contacts the edge of the STI region and sidewall spacer, one ends up with an ultimately 

small GP of 24 nm (GP = LG + 2*Lsp + 2*Lvia + LSTI).  One option for reducing GP further is to 

eliminate the STI regions between devices sharing a node within a circuit by using the 

source/drain silicide as self-aligned inter-device isolation, provided SOI substrates are used to 

prevent cross-talk, so that GP = LG + 2*Lsp + Lvia.  This would reduce the GP to 18 nm, which is 

effectively one technology generation.  This approach has been demonstrated empirically in [18] 

and is a promising complementary approach to high-k spacers for GP scaling.  One might also 

consider forming a gate-underlapped structure, such that Leff > LG, to enable Lsp and therefore GP 

scaling.  However, the increase in Leff and therefore Lelec by scaling LSDE (with LSD = 0, which 

would give the largest Leff increase) is more than offset by the reduction in maximum possible 

Lelec when Lsp is reduced.  As a result, ION drops due to DSDT and SCE.  This is covered later in 

Section 3.7, but the important point here is that there is a lower limit to Lsp and it is determined in 

part by DSDT. 

 

3.6 Effect of Gate Dielectric 

High-k gate dielectrics have received much attention for scaling equivalent oxide thickness 

(EOT) [19]-[21] and are currently in production with metal gate technology at the 45 nm node 

[21].  Although the purpose of high-k is to scale EOT while keeping gate leakage low, this 

results in the bottom of the gate electrode being placed farther away from the body region.  As a 

result, the effect of gate fringing fields on reducing DSDT is diminished.  This, in addition to the 

already well-known fringe-induced barrier lowering (FIBL) effect [22], will increase SS and 

reduce ION.  This effect can be countered somewhat by increasing spacer or by reducing EOT and 

therefore the physical gate dielectric thickness tgd at constant gd (gate dielectric constant).  

Ultimately, though, there exists a limit to electrostatic control regardless of spacer, as the bottom 

of the gate electrode is pulled farther away from the body region due to the increased gd 

(Fig. 3.7).   

It is worth noting that, for the vertical double-gate FinFET structure, tgd will limit FP scaling 

unless EOT is scaled down, since in this regime tgd is an appreciable portion of FP.  For example, 

with tbody = 3 nm, tgate = 6 nm, and tgd = 5.9 nm (1 nm EOT with HfO2 gate dielectric), FP = tbody 

+ 2*(tgate + tgd) = 26.8 nm.  Here, 2*tgd contributes to 44% of FP.  Reducing EOT to 0.5 nm 

reduces FP to 20.9 nm and the 2*tgd contribution to 28% of FP.  Scaling FP further requires 

scaling tgate, which in this example accounts for 57% of FP.  However, tgate scaling below a 

certain height (Lsp – tgd + 1 nm) will reduce ION, as shown in Fig. 3.5 for tgd = tox = 1 nm.  For 

EOT = 0.5 nm and gd = 23, this means that tgate can be scaled from 6 nm to 4.05 nm, resulting in 

an ultimately small FP of 17 nm, which is close to the projected ultimately small GP of 18 nm 

discussed in the previous section, for Lsp = 6 nm.  Thus it is very interesting and important to 

point out that, at small enough scales, FP actually affects DSDT and vice versa, since Lsp 

constrains the minimum tgate and therefore FP. 

As Fig. 3.7 shows, ION is higher with EOT = 1 nm and gd = 3.9 (SiO2) than with EOT = 

0.5 nm and gd = 23 (HfO2) (298 μA/μm vs. 236 uA/μm, without silicide gating).  On the other 
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hand, tgd is smaller (1 nm vs. 2.95 nm), meaning that tgate is larger for constant FP with SiO2 as 

the gate dielectric.  As a result, the superior gate dielectric solution will be determined not by ION 

but instead by the trade-off between maximizing the electrostatic effect of the gate sidewall on 

improving SS and ION (i.e., smaller tgd) and minimizing the gate sidewall area and therefore CGG 

(i.e., larger tgd).  Thus it would seem that the only case where high-k gate dielectrics may offer a 

performance advantage, or even equivalent performance, is not only with lower EOT but also 

very small FP, where the reduction in ION is offset by the reduction in gate sidewall area and 

therefore CGG.  (This CGG reduction would also have to offset the CGG increase from the lower 

EOT).  This is discussed in detail in Section 3.8. 

 

 

 

 

 

 

 

 

 

Fig. 3.7.  IONvs. gd with and without silicide gating, for Lsp = LSDE = tgate = 6 nm, SBH = 0 eV, and HfO2 spacers 

with spacer = 23.   

 

3.7 Effect of Silicide Gating 

In an integrated circuit, double-gate FinFET devices would be electrically connected to other 

devices, either by strapping multiple source/drain fins together or by accessing the source/drain 

contact regions with contact vias.  Consequently, device design optimization for a fully-

integrated structure requires consideration of the silicide gating effect [8] which exists when the 

work function of the “bulk” silicide (~ 4.7 eV for NiSi), M, differs from that of the SDE and 

channel regions (irrespective of the effective work function at the contact, which may be 

modified due to dopant segregation).  This results in capacitive coupling between the flared 

silicide source/drain region and the channel and SDE regions through the gate-sidewall spacer 

and gate dielectric.  As a result, there are serious implications for MOSFET design in the DSDT 

regime, as Fig. 3.7 shows, because both the gate and the silicide compete to control the potential 

in and near the channel.  To model this effect, the structure in Fig. 3.1 is modified by adding 

blocks of metal adjacent to the sidewall spacers at the source and drain regions, running the full 

height of the structure, and M is varied independently from the contact work function (which is 

still treated with SBH = 0 eV). 
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Fig. 3.8.  ION vs. M for varying LSDE, with Lsp = tgate = 6 nm, LSD = 0, SBH = 0 eV, HfO2 spacers with spacer = 23, 

and (a) EOT = 0.5 nm (HfO2 with gd = 23), (b) EOT = 1 nm (SiO2), (c) both gate dielectic cases with and without 

tunneling and LSDE = 6 nm.   

 

As Fig. 3.8 shows, there exists an optimal M, which depends on LSDE.  (Here LSD = 0, meaning 

the peak of the Gaussian SDE profile remains at the SB contact and LSDE < Lsp results in a gate 

underlapped structure.)  A high M helps to shut the device off by increasing Lelec, but limits ION 

due to SDE depletion, while a low M works in the opposite way.  This is much like the SBH 

trade-off mentioned in Section 3.4, except that, here, SDE depletion is induced by fringing fields 

extending from the flared silicide.  As LSDE drops, Lelec increases, requiring less assistance from 

silicide gating to deplete the underlapped region in the off state.  Also, due to the underlapped 

nature of such a structure where the average SDE doping under the spacer is lower, high M 

values primarily increase parasitic resistance, and so the optimal M drops with LSDE.  However, 

as Fig. 3.8(c) shows, the optimal ION for a given LSDE remains significantly limited by DSDT.  It 

is also important to note that the optimal ION in Figs. 3.8(a) and (b) is still lower than if silicide 

gating were not modeled (145 μA/μm vs. 236 μA/μm for HfO2 with EOT = 0.5 nm and 245 

μA/μm vs. 298 μA/μm for SiO2 with EOT = 1 nm).  This means that silicide gating is still 

significant, even in the optimized case.  Although, for SiO2 gate dielectric with higher EOT, the 

optimal ION comes much closer to the “ideal” ION where silicide gating is ignored (82.1% vs. 

61.5%), suggesting that that tgd matters much more than EOT in the DSDT regime, as the lower 

portion of the gate sidewall must efficiently couple to the SDE regions to maximize gate control.   

 



 

 51 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.9.  Schematic cross-section of the (a) dual spacer (DS) DSS MOSFET and (b) recessed strap (RS) DSS 

MOSFET with Dr = Lsp,lk.  All parameters listed in Fig. 3.1 also apply here, except that LSD = 0. 

 

An alternative to dual work function silicides for CMOS, which Fig. 3.8 implies, is to fit two 

spacers into the same space as the single spacer discussed to this point, whereby the outer spacer 

has a lower dielectric constant.  This dual spacer (DS) DSS structure is shown in Fig. 3.9(a) and 

is very similar to the recessed strap (RS) DSS structure discussed in Chapter 2 and shown in Fig. 

3.9(b), but there is a minor difference in that the silicide region does not protrude under the 

spacers.  Although the RS DSS structure was shown in Chapter 2 to effectively eliminate silicide 

gating for a sufficiently large recess depth Dr, as the flared silicide region is physically pulled 

away from the contact region, the source-to-drain silicide spacing is closer for the same total 

spacer length Lsp,total (combined low-k and high-k spacer lengths, or Lsp,lk and Lsp,hk, respectively).  

This results in a lower maximum Lelec, which is problematic in the DSDT regime.  This is 

essentially the same exact thing as setting LSD to Lsp,lk instead of zero for the DS structure in 

Fig. 3.9(a), except that now the uniformly doped portion of the SDE region is replaced with 

metal silicide.  The implication here is that LSDE must be scaled with Lsp,hk in order to keep Leff  

LG for the RS DSS structure at constant Lsp,total (which is not necessary for the DS DSS 

structure).  This results in a smaller Lsp,lk design space and a lower maximum achievable ION, as 

indicated in Figs. 3.2 (a) and (b) for decreasing LSDE at constant Leff and shown explicitly in 

Figs. 3.10 (a) and (b). 
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Fig. 3.10.  ION vs. Lsp,lk for the DS DSS and RS DSS MOSFETs shown in Fig. 3.12, with (a) varying M and (b) M = 

4.7 eV with and without tunneling.  Lsp,total = tgate = 6 nm, sp,hk = 23, sp,lk = 2, gd = 23 with EOT = 0.5 nm, and SBH 

= 0 eV.  For the DS structure, LSDE = 6 nm, while for the RS structure, LSDE = Lsp,hk. 

 

 

Since for the same Lsp,total the high-k spacer must be smaller, in order to accommodate the low-

k outer spacer (which is treated here as an inter-layer dielectric or ILD, with sp,lk = 2 according 

to the ITRS projections in this LG regime [9]), the optimization path for a given EOT and gd 

involves balancing the decrease in Lelec and the increase in Rser by LSDE tuning (with LSD = 0), 

while also varying the lengths and dielectric constants of the high-k (sp,hk) and low-k (sp,lk) 

spacers to minimize silicide gating.  For a given M and Lsp,total, the DS trade-off is that Lsp,hk 

must be as large as possible to maximize Lelec and therefore gate control; however, this also 

increases the flared silicide coupling (or via coupling for planar structures) to the SDE and body 

regions, reducing ION.  Increasing Lsp,lk reduces this coupling, but at the cost of reduced Lelec, 

increased DSDT and SCE, and reduced ION.  Fig. 3.10 shows an example of this trade-off, for 

HfO2 (EOT = 0.5 nm) gate dielectric and LSDE = Lsp,total = 6 nm.  In this case, Lsp,lk does not have 

to be very large (< 1 nm) to effectively eliminate silicide gating in both the DS and RS DSS 

structures, since beyond this point ION shows little if any dependence on M.  In fact, the DS 

approach is so effective at reducing silicide gating that the optimal ION at Lsp,lk = 2 nm not only is 

improved over the single high-k spacer with optimized M (Lsp,lk = 0 and M = 4.2 eV), but also is 

higher than what is modeled when silicide gating is ignored entirely, as Fig. 3.10(a) shows. 

(Although not shown here, this was also observed for SiO2 with EOT = 1 nm.)   

Thus, by decoupling the flared silicide region with a low-k outer spacer, device performance 

becomes independent of M and, by definition, variations in M due to random variations in 

silicide grain orientation [23].  Similar to the single spacer case (Fig. 3.8), though, the optimal 

ION remains DSDT-limited in both the DS and RS cases, as Fig. 3.13(b) shows.  Further 

reduction in the influence of DSDT for the same Lsp,total would require re-optimizing LSDE, since 

now two spacers are used instead of one. 

Although not shown here, the optimal Lsp,lk was found to be ~ (1/3)*Lsp,total, mostly 

independent of LSDE.  The optimal LSDE ~ 0.5-0.6*Lsp,total (Fig. 3.11).  Although shrinking LSDE 

allows for a larger Lsp,lk design space due to the increase in Lelec, there is a Rser trade-off due to 

the lower average doping under the spacer, meaning that gate fringing fields through the high-k 

spacer are required to offset the Rser increase.  As a result, the optimal Lsp,lk for a given Lsp,total 
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does not change by much as LSDE is scaled.  Likewise, the optimal Lsp,total does not change when 

LSDE scaling is considered, since the reduced source-to-drain contact spacing reduces Lelec by 

more than the increase offered with LSDE scaling, as Fig. 3.11 shows.  Regardless, it is clear that a 

combined optimization of sidewall spacer and SDE design can substantially reduce the influence 

of DSDT on ION, whereby DSDT now only just begins to show up at Lsp,total = 4-4.5 nm (rather 

than 6 nm from before) and does not result in a large ION degradation for smaller Lsp,total.  From 

the GP and FP discussions earlier, it would seem that optimized device design would allow both 

to be reduced from 18 nm and 17 nm, respectively, to ~ 14 nm and 13 nm, respectively, before 

DSDT influences device performance.  SCE reduces ION as Lsp,total drops from 6 nm, however, 

meaning that ultimate circuit scaling in optimized devices may well be limited by SCE and not 

DSDT, even for extremely small LG.  This conclusion arises specifically from the need to 

investigate and minimize the effect of silicide gating at such small scales. 

 

 

 

 

 

 

 

 

 
Fig. 3.11.  DS DSS Optimal ION with and without tunneling vs. Lsp,total with corresponding LSDE for HfO2 (gd = 23, 

EOT = 0.5 nm) and SiO2 (EOT = 1 nm) gate dielectrics.  sp,hk = 23, sp,lk = 2, Lsp,lk = (1/3)*Lsp,total, M = 4.7 eV, tgate = 

Lsp,total, and SBH = 0 eV. 
 

 

3.8 Delay Optimization 

Although it has been shown thus far that an effective switch can be made, at least in theory, at 

LG = 3 nm and with a reasonable assumption for tbody, it is not yet clear whether, for the 

corresponding GP or total device length Ltotal = LG + 2*Lsp,total, this structure has the lowest 

intrinsic delay.  Although the purpose of the high-k spacer is to increase Lelec and therefore ION, 

this can also be achieved by displacing the high-k spacer with gate electrode material (i.e., 

increasing LG at the cost of Lsp,hk while keeping Lsp,total constant, meaning the maximum LG = 3 

nm + 2*Lsp,hk).  The trade-off here is increased fringing capacitance between the gate sidewall 

and the flared silicide region, but it may be that optimal circuit delay in the DSDT regime 

constrains LG to larger or perhaps smaller values than what was modeled up to this point.  To 

investigate this, the intrinsic delay CGG*VDD/ION is modeled for the DS DSS structure in Fig. 

3.9(a).  Fig. 3.12 shows CGG*VDD/ION vs. LG for constant Ltotal, where Lsp,lk and LSDE are 

optimized using LG = 3 nm as in Section 3.7.  The quantity tgate + tgd is also held constant at each 
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Ltotal and scaled with Ltotal (i.e., tgate + tgd = 0.5*[Ltotal – 3 nm] + 1 nm), meaning that both FP and 

GP are scaled together in Fig. 3.12, as per the FP scaling discussion in Section 3.6.  Thus for a 

given Ltotal (which leads to GP), FP is at its lowest value for keeping DSDT and SCE at bay, and 

is expressed as Ltotal + tbody – 1 nm.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3.12.  (a) Intrinsic delay vs. LG for HfO2 gate dielectric with EOT = 0.5 nm, (b) intrinsic delay vs LG for SiO2 

gate dielectric with EOT = 1 nm, and (c) optimal intrinsic delay vs. Ltotal with and without tunneling for both gate 

dielectric cases, along with the corresponding optimal LG.  In all cases, the LSDE- and Lsp,lk-optimized DS DSS 

structure is used with M = 4.7 eV, SBH = 0 eV, sp,hk = 23, and sp,lk = 2. 

 

 For HfO2 (EOT = 0.5 nm), delay drops as LG increases, due to the increase in Lelec and 

reduction in SCE, which apparently more than offsets the increase in CGG as the gate-to-flared 

silicide spacing is reduced. (Here the optimal ION is achieved with LG = 3 nm + 2*Lsp,hk, also 

expressed as 1 nm + (2/3)*Ltotal, which means no high-k spacer, although the optimal delay 

requires LG slightly smaller than this to reduce the gate-to-flared-silicide coupling.)  For SiO2 

(EOT = 1 nm), the exact opposite trend is observed and so the situation is more complicated.  In 

this case, the physical separation between the lower portion of the gate sidewall and the SDE 

region is also 1 nm (and increases moving up along the gate sidewall), but along the gate 

sidewall the capacitive coupling takes place through the high-k spacer.  As a result, the “sidewall 

EOT” along the lower portion of the gate sidewall is much less than 1 nm, so that the gate 

sidewall-to-SDE coupling plays a stronger role in current modulation than the gate electrode-to-

channel coupling.  Thus, as LG shrinks, the gate sidewall contribution to total gate control 

increases, which increases CGG, but also ION, for a net reduction in delay.  Only for very small LG 

does ION drop and delay increase.  This is due in part to Rser, as Fig. 3.12(c) shows the optimal LG 
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dropping as Ltotal drops from 15 nm to 11 nm (i.e., as LG shrinks for constant Ltotal, the amount of 

underlapped SDE region increases and so Rser increases), and in part to SCE, whereby the 

optimal LG increases again as Ltotal drops from 11 nm to 9 nm. 

 

 

 

 

 

 

 

 

 

Fig. 3.13.  Intrinsic delay vs. Ltotal, comparing the optimized cases in Fig. 3.12(c), or case 1, and case 2, where FP is 

scaled less aggressively such that tgate matches that of SiO2/case1. 

 

It is clear from Fig. 3.12 that similar delay can be achieved using very different solutions for 

LG and the gate dielectric, and that device performance depends much more on the source-to-

drain contact spacing (Ltotal) than it does on LG.  For optimized devices, only for Ltotal  11 nm 

does DSDT significantly affect delay, and even in this case its contribution is much smaller than 

that of SCE.  Thus it would seem fair to consider tbody scaling at this point.  However, scaling 

tbody below 3 nm (not shown) does not improve much on what Fig. 3.12(c) already shows for 

Ltotal = 9 nm.  For SiO2 with EOT = 1 nm (which scales better than HfO2 with EOT = 0.5 nm, 

according to Fig. 3.12), intrinsic delay drops from 1.1 ps to 0.97 ps as tbody is reduced from 3 nm 

to 2.5 nm, and then increases as tbody is reduced below 2.5 nm.  This is because mobility 

degradation due to surface scattering at the gate dielectric interfaces offsets any further gain 

achieved in gate control. 

It would therefore seem that the device designer is left with two options for minimizing delay 

for small GP and therefore Ltotal.  One option is to use SiO2 gate dielectric with relaxed EOT (but 

thinner tgd).  (Here, CGG is higher but low delay is achieved through an ION advantage.)  

However, the challenge here is patterning much smaller LG, perhaps with spacer lithography 

[24].  The second option is to use larger LG (easier to pattern), but contend with the challenge of 

manufacturing high-k gate dielectrics with extremely low EOT.  (Here, ION is lower but low 

delay is achieved through a CGG advantage.)  Another problem here is that FP will be difficult to 

scale, since tgd is an appreciable portion of FP, even for HfO2 with EOT = 0.5 nm.  For example, 

at Ltotal = 9 nm, tgate + tgd = Lsp0 + 1 nm = 4 nm, where Lsp0 is Lsp,total when LG = 3 nm (recalling 

Fig. 3.5).  In this case, tgd = 2.95 nm, meaning that the remaining gap between the fins that is to 

be filled with gate electrode material is 2*tgate = 2.1 nm.  From a process standpoint, this may be 

a difficult gap to fill with metal, notwithstanding the challenges imposed in effectively accessing 

this region for gate work function engineering.  One could relax FP to alleviate this problem, but 
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this limits circuit density scaling and increases CGG (due to the added gate sidewall area) and 

therefore delay significantly, since ION saturates for large enough tgate and therefore FP (Fig. 3.5).  

This is shown in Fig. 3.13, where “case 1” represents the conditions in Fig. 3.12(c) and “case 2” 

is where FP is scaled less aggressively such that tgate is the same as it is for SiO2/case 1.   

One could make the argument that, although SiO2/case 1 is more scalable than HfO2/case 1, its 

use of a larger high-k inner spacer would result in higher Miller capacitance CM and therefore a 

larger Miller effect during inverter switching.  To address this question, mixed-mode inverter 

simulations were performed for three cases: (a) SiO2/case 1; (b) HfO2/case 1; (c) SiO2/case 1 

with a single high-k spacer, each at Ltotal = 11 nm and 15 nm.  Mixed mode circuit simulations do 

not permit the use of the 1-D Schrödinger quantization or tunneling models, so the simulation 

was performed using the DGM quantization model and without any tunneling current.  The 

exclusion of tunneling in the simulation is reasonable, considering the minimal DSDT in the 

optimized devices shown previously.  The PMOS device was simulated using the exact same 

geometries and doping concentrations as the NMOS device.  For case (c) (SiO2/case 1 with a 

single high-k spacer), silicide gating is significant since there is now low-k outer spacer to 

decouple the flared silicide region from the SDE.  As such, the NMOS and PMOS silicide 

workfunctions are set to the conduction and valence band edges, respectively, to maximize ION in 

light of the silicide gating effect.  The PMOS width was increased appropriately to result in 

matched NMOS and PMOS ION and the load capacitance at the inverter output was set to 

1 fF/μm.  The simulation results are shown in Fig. 3.14, with the extracted rise and fall 

propagation delays (τpr and τpf, respectively) shown in Table 3.1. 

 

 

 

 

 

 

 

Fig. 3.14.  Mixed mode inverter simulation results for various gate stack designs and (a) Ltotal = 15 nm and (b) Ltotal 

= 11 nm.  Only the pull-down operation is shown here, since the pull-up operation is symmetric. 

 

As Fig. 3.14 shows, the Miller effect for SiO2/case 1 is the same as or lower than that of 

HfO2/case 1.  For the split with high-k spacers only (i.e., case (c)), the Miller effect is very large, 

due to increased fringing capacitance between the gate sidewall and flared silicide regions.   For 

cases (a) and (b), the propagation delays are very similar, as Table 3.1 shows.  Thus it would 

seem that high-k spacers, when properly implemented with low-k outer spacers to minimize CM, 

do not impose any performance penalty.  As such, it is impossible at this point to predict with 

certainty which gate dielectric solution will prove superior near the end of the CMOS technology 

roadmap, since the answer relies upon the developmental limits of several process technologies 

such as gate patterning and high-k dielectric etching.  Despite this ambiguity, it is worth noting 
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that high-k gate dielectrics are not a ubiquitous solution, especially in the DSDT regime where 

fringing field effects play such an important role, and that high-k dielectrics in general may be 

more useful as something other than the gate dielectric (this theme is further explored in 

Chapter 5). 

 

 
Table 3.1.  Extracted propagation delays from mixed mode inverter simulations 

 Ltotal = 15 nm Ltotal = 11 nm 

τpr (ps) τpf (ps) τpr (ps) τpf (ps) 

SiO2/case 1 1.78 1.77 1.96 2.20 

HfO2/case 1 1.59 1.55 2.07 2.21 

SiO2/case 1, high-k spacers only 2.53 2.95 4.82 4.87 

 

3.9 Summary 

DSDT was studied through TCAD simulation as a potential limiting factor to DG MOSFET 

scalability in the sub-10 nm regime.  It was shown that fringing field effects from the flared 

silicide and gate sidewall regions play a critical role in device optimization in this regime, and 

that DSDT can be suppressed so as to have zero or near-zero influence on device performance 

for Ltotal  11 nm.  As Ltotal is reduced below 11 nm, DSDT becomes significant, but conventional 

thermal leakage remains much greater, thus suggesting that DSDT will not be a limiting factor to 

CMOS scaling in optimized devices.  Perhaps the most profound finding here is that high-k gate 

dielectrics have utility as something other than the gate dielectric, and that the gate dielectric 

thickness is more important than EOT in the sub-10 nm regime.  As it turns out, conventional 

SiO2 gate dielectrics exhibit superior scalability over HfO2 gate dielectrics, so long as a dual 

high-k/low-k sidewall spacer is employed.  This dual spacer design comes at no cost to the 

Miller effect in the transient behavior of these devices, since the low-k outer spacer decouples 

the gate sidewall/high-k inner spacer from the flared silicide region. 
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Chapter 4 

 

The Effect of Random Dopant Fluctuations on Specific 

Contact Resistivity 
 

 

4.1 Introduction 
 

As the MOSFET is scaled into the nanometer regime, source/drain series resistance and 

contact resistance become an increasingly large fraction of its total on-state resistance.  This is 

particularly true for a thin-body structure (e.g., ultra-thin-body MOSFET, FinFET, or nanowire 

MOSFET) that may be necessary to maintain the historical rate of transistor scaling.  It has been 

shown in [1]-[2] that, for a sufficiently high dopant concentration, the specific contact resistivity 

ρc values for NiSi and PtSi contacts to n-type and p-type Si can easily meet the ITRS 

specifications at the end of the roadmap [3].  However, the effects of random dopant fluctuation 

(RDF), which become more significant with decreasing contact area (even for doping levels on 

the order of 10
20

 cm
-3

), have yet to be quantifed.   

For example, a FinFET with 10 nm gate length would have fin(s) approximately 7 nm wide by 

21 nm tall in dimension [4].  A Schottky-barrier (SB) depletion region that is 3-nm wide – e.g. 

for a NiSi contact with SB height (SBH) = 0.65 eV, neglecting SB lowering (SBL) -- would 

nominally contain 44 randomly distributed dopant atoms, for 10
20

 cm
-3

 nominal source/drain 

dopant concentration.  The variation in the number of dopant atoms (44
1/2

) is ~15 % of the 

nominal value, suggesting that ρc would vary by more than 15% due to the exponential 

dependence of ρc on dopant concentration [1]-[2], [5]-[6].  On the other hand, SBL due to heavy 

doping may reduce the sensitivity of ρc to RDF.  It is therefore worthwhile to investigate how 

significant ρc variation will become as CMOS technology scaling continues, and to study its 

dependencies on dopant concentration, SBH, and contact area.  In this work, an analytical model 

is developed to allow for quick and reasonably accurate prediction of RDF effects on ρc.  This 

model is calibrated to TCAD simulations using Sentaurus Device [7] and also to previously 

published data [1]-[2].   

 

4.2 Modeling Approach 

The device structure modeled using Sentaurus Device is a simple 2-dimensional (2-D) diode.  

The length between the contacts is set to 20 nm and the dopant concentration N is set to some 

nominal value (e.g. 1x10
20

 cm
-3

).  For each combination of SBH and N values, ρc is extracted by 
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taking the difference in resistance between having an ohmic contact at each end of the device and 

having one Schottky contact (with SBH varied from 0-0.6 eV) at one end of the device.  A 

continuum doping profile is used for these device simulations, since the TCAD software is not 

yet capable of accurate electrical simulation with atomistic doping profiles.   

Although the results are not shown here, attempts have been made to simulate the effect of 

RDF on ρc for a 3-D diode structure, using the Kinetic Monte Carlo (KMC) simulator in 

Sentaurus Device.  After the device geometry is defined and N is set to a nominal value, the 

KMC simulator determines a random dopant distribution.  The individual dopant atoms are 

modeled as having nearly-delta-function distributions in continuum mode, with a peak 

concentration of > 1x10
22

 cm
-3

, so that the space between the dopant atoms is treated as undoped.  

The problem with this approach is that the conductivity of the structure is modeled classically, 

meaning that the path of least resistance is through the regions that have the highest dopant 

concentration; however, in reality, the mobile carrier concentration within the structure is 

uniform while the carrier mobility is non-uniform – being lower near the dopant atoms due to 

Coulombic effects, and higher in the regions in-between the dopant atoms – so that current flows 

primarily through the regions that have the lowest dopant concentration.  In other words, the I-V 

simulation does not account for the fact that the structure is in the atomistic regime.  As a result, 

the KMC-simulated resistance is several orders of magnitude higher than that obtained by 

simulation in continuum mode assuming a uniform doping profile.   

This problem can be resolved, in part, by performing a short diffusion simulation (1000 ºC for 

1 sec. was found to be sufficient), which spreads out the dopant distributions just enough for the 

resistance to be similar in both KMC and continuum simulations.  However, the free electron 

concentration remains non-uniform and the simulated ρc for very large contact areas (for which 

RDF is negligible) is larger than the results obtained from the 2-D continuum approach.  The 

structure can be annealed further to form a more uniform dopant (and therefore free electron) 

distribution, but this approach is somewhat arbitrary and not physically rigorous.  Since atomistic 

doping effects on contact resistance cannot be accurately simulated using the currently available 

TCAD software, an analytical model for ρc is developed in this work and calibrated against 2-D 

continuum-mode simulations.  Then the analytical model is developed further to obtain an 

expression which quantitatively describes the impact of RDF on ρc.   

Both the “Schottky” contact model (for thermionic emission over the SB) and a non-local 1-D 

Schrödinger tunneling model [7] are used, as in [4], [8]-[9].  The electron and hole effective 

Richardson’s constants are set to 112 and 32 A/cm
2
*K

2
, respectively.  For contact to n-type Si, 

the electron tunneling mass is set to 0.19*m0.  For contact to p-type Si, light hole and heavy hole 

masses of 0.16*m0 and 0.49*m0 are used, respectively.  Since the heavy hole mass is low enough 

to have a non-negligible effect on ρc, the p-type contact simulation is run twice, once for each 

hole tunneling mass; then the light hole and heavy hole subbands are treated as acting in parallel 

in order to determine ρc. 

Quantization effects are excluded in these simulations, since there are multiple ways to achieve 

the same contact area.  For example, a 1-nm-thick SOI layer (which would have significant 

energy quantization) that is 100 nm wide would have the same contact area as a 10-nm-thick 

layer that is 10 nm wide.  Likewise, the dimensionality of the system and hence its effect on the 

density of states (DOS) is also neglected here.  Using the same example, the former case would 

have a 2-D DOS, while the latter case would likely have a 1-D DOS.  Although DOS does not 

affect the probability of tunneling through a SB, it does affect the tunneling current because it 

affects availability of states into which electrons or holes can tunnel.  To avoid any ambiguity 
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due to differing energy quantization and DOS for different structures, this work focuses on basic 

effects of the contact parameters: contact area, SBH, and dopant concentration.  The effects of 

band-gap narrowing (BGN) due to heavy doping as well as SBL are not explicitly included, since 

the simulation results are used to calibrate the analytical model for a given SBH and N. 

 

4.3 Analytical Model Derivation 

The analytical model for ρc variation begins with a modified form of the unified model in [6], 

which covers the doping range (~ 10
18

 - 10
21

 cm
-3

) where either tunneling emission (TE) or 

thermionic field emission (TFE) dominates current flow in the reverse-biased Schottky junction: 
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where ρ0 is ρc for infinite dopant concentration (1x10
-9

 Ohm-cm
2
 in this study), B is the contact 

SBH, k is the Boltzmann constant, T is the absolute temperature of the system (300 K in this 

study), q is the electronic charge, and E00 is defined as 

 

0
*00

2 mm

Nq
E


          (4.2) 

 

where ħ is the Reduced Planck’s constant,  is the semiconductor dielectric permittivity, m* is 

the effective mass, and m0 is the electron rest mass.  The term E00 was originally defined in [10] 

as a characteristic energy, which has its roots in the WKB approximation.  Thus, E00 can be 

expressed in terms of the electric field E: 
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Equation (4.4) necessarily assumes that the built-in voltage Vbi of the SB contact is equal to B 

for sufficiently heavy doping (such that EF ~ Ec).  Although this is not precisely the case, it is a 

reasonable approximation which simplifies the expression for E so that the standard deviation of 

E, or E, can be easily derived.  As for the TCAD simulations used in this study, SBL is not 

explicitly included in the analytical model.  As discussed in [8], modeling of SBL while 

accounting for image force, interface dipole, and BGN requires an iterative approach.  This 

results in a non-closed-form solution and makes it difficult to develop an analytical model for 

variations in E (which depend on variations in B) and therefore variations in ρc.  Thus, the 
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derivation here for E assumes an “average” B, or B,avg, at the contact interface.  This is not to 

say that SBL must be excluded entirely from the analysis for ρc, however.  The simplest way to 

account for variations in SBL is to develop a separate solution for SBL, which is then 

incorporated into the ρc model, as will be shown later. 

Returning to Equations (4.3) and (4.4), it is very useful to express E00 in terms of E, because 

deriving E (and eventually ρc) is relatively straightforward and very similar to the derivation 

shown in [11] for MOSFET threshold voltage fluctuation.  The derivation for E is as follows.  

From Poisson’s Equation, E at a Schottky junction is expressed as 

 



qQqNW
E D           (4.5) 

 

where Q is the charge density per unit area at the junction.  Fluctuation in Q over a small volume 

of dxdydz is expressed as 

 

A
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Q           (4.6) 

 

where A is the contact area.  The effect of ΔQ on the fluctuation in E is 
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where WD0 is the depletion width calculated using the nominal value of N and zero-field B, or 

B0.  The variance of E, or E
2
, is then obtained by integrating the square of (4.7) over the 

volume of WD0, as shown in Equation (4.8).  The square root of the solution to Equation (4.8) is 

taken to obtain E, as shown in Equation (4.9). 
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Replacing E with E (Equation (4.9)) in Equation (4.3) results in E00, as Equation (4.10) 

shows.  Now the variation in ρc can be modeled using Equation (4.11).  Since ρc has an 

exponential dependence on N and B, the average ρc, or ρc,avg, is calculated as the logarithmic 

average, as Equation (4.12) shows, where ρnom is ρc calculated without RDF.  A limitation of this 
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model is that, for very small A and low N, E00 > E00, meaning that (E00 - E00) < 0.  This will 

give erroneous results for ρc,avg, which relies in part on (E00 - E00).  This problem is handled with 

a conditional statement, which replaces (E00 - E00) with a very low positive number (e.g., 

0.0001) when (E00 - E00) < 0. 
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Returning to the issue of accounting for variations in SBL, the easiest approach to achieving a 

closed-form solution is to fit a polynomial to a self-consistent SBL model that accounts for 

image force, interface dipole, and BGN.  The SBL model is expressed as: 
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where xm is the position of maximum potential,  is the fraction of dopants in the Si side of the 

junction that contribute to dipole lowering, and   is the average Heine tail decay length.   
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Solving Equations (4.13) - (4.16) requires an iterative approach, whereby a user-defined value 

for ΔB,dipole is used to compute E, which is then used to compute ΔB,image and ΔB,dipole.  The 

self-consistent solution is reached when the user-defined and computed values for ΔB,dipole 

match.  ΔB,BGN (SBL due to BGN) is included in Equation (4.16) and is, for simplicity, taken as 

a best-fit curve to TCAD BGN modeling results: 

 

  NBGNB ln*323.0371.17exp,        (4.17) 

 

All that is left now is to implement Equations (4.13) – (4.17) and to generate a best-fit curve 
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for ΔB vs. E.  It is noteworthy that E in Equation (4.5) does not account for SBL and so is not 

the actual E, which would be lower as B is reduced when N increases.  Thus, the “trick” here is 

to develop a simple relationship between the self-consistent solution for SBL and the first-order 

solution for E.  In implementing the SBL model, however, realistic values for  and  must be 

used in order to give SBL results that are representative of actual contacting materials (e.g. NiSi, 

PtSi).  This is where the data presented in [1] becomes particularly useful, as it provides a very 

good starting point for extracting realistic values for  and .  Fig. 4.1 shows the overlay of the 

experimental data in [1] to TCAD modeling curves for ρc vs. N for contacts to n-type and p-type 

Si, as well as ITRS 2007 specifications for ρc [3].   

 

 

 

 

 

 

 

Fig. 4.1.  ρc vs. doping concentration for NiSi and PtSi contacts to (a) n-type Si and (b) p-type Si (experimental data 

extracted from [1]).  Also shown are modeling curves (solid lines, B = 0-0.6 eV, B = 0.1 eV) and ITRS 2007 

specifications, with the ITRS timeline shown as the top x-axis. 

 

 

 

 

 

 

 

Fig. 4.2.  B vs. N for (a) NiSi and (b) PtSi contact to n-type Si, with the best-fit data curve compared to the modeled 

curves for different values of .    = 1 in all cases. 

 

From Fig. 4.1, B vs. N is extracted by interpolating between the modeled curves over the 

range of values for N.  Figs. 4.2 and 4.3 compare the derived B vs. N data for contacts to n-type 

and p-type Si, respectively, against the self-consistent SBL model for varying values of  and .  

It is important to point out that the slope of the B vs. N curve is affected only by .  A change in 



 

 66 

 merely shifts the curve to the left or right.  This makes it relatively straightforward to extract 

values for  and .  For contact to n-type Si,  = 1 and  = 1.4 nm and 1.6 nm for NiSi and PtSi 

(B0 = 0.65 eV and 0.87 eV), respectively.  For contact to p-type Si,  = 0.75 and  = 0.75 nm 

and 1 nm for NiSi and PtSi (B0 = 0.47 eV and 0.25 eV), respectively.   

 

 

 

 

 

 

 
Fig. 4.3.  B vs. N for (a) NiSi and (b) PtSi contact to p-type Si, with the best-fit data curve compared to the 

modeling curves for different values of .  For NiSi,  = 0.75 nm, while for PtSi,  = 1 nm. 
 

Close examination of Figs. 4.2 and 4.3 reveals the difficulty of developing a fully predictive 

SBL model.  Particularly interesting in Figs. 4.2(a) and (b) is the fact that  starts off at a large 

value (2.5 nm or higher) for N < 1x10
19

 cm
-3

.  As N increases,  drops and eventually reaches a 

lower limit, as Fig. 4.4 shows.  In other words, for low N, the self-consistent SBL model 

underestimates SBL.  There are two possible explanations for this.  First is the possibility that B0 

used in the model is too high.  This was investigated, and lowering B0 still resulted in the best-fit 

data curve diverging from the modeled curve at low N and constant .  This points to the second 

and more likely possibility that  is a function of N.  In [12],  was noted to be a function of E 

(and, by extension, N); however the relationship given in [12] was such that  increased with E, 

which is opposite to what is observed here.  As mentioned previously,  is the average Heine tail 

or electron wavefunction decay length into the semiconductor, which is the distance from the 

Schottky contact at which the amplitude of the electron wavefunction penetrating into the 

semiconductor drops by the factor 1/e.  This decay length is a function of energy, since the 

metal-induced gap states (MIGS) induced by the penetrating wavefunctions results in an 

energetic distribution of donor- and acceptor-like states within the bandgap.  The energy level at 

which the concentration of these states is equal (and to which the Fermi level EF is pinned) is 

called the branch point (EB) [13], and is also referred to as the charge neutrality level (ECNL) [14].  

For NiSi and PtSi, the hole SBH is smaller than the electron SBH, because there are more 

acceptor-like MIGS near to the conduction band than there are donor-like MIGS near to the 

valence band so that EB is located closer to the valence band.   

For a contact to n-type Si, as N increases, WD drops and approaches , so that the energy-

integrated charge density due to acceptor-like MIGS drops.  (MIGS arises from electrons that try 

to tunnel through the semiconductor but cannot, due to a barrier width that is too large, so that 

the electron wavefunction simply decays into the semiconductor; as WD drops and more electrons 

can tunnel through, the “charge” within the bandgap generated by the energetic and spatial 

distributions of these wavefunctions drops due to the finite tunnel barrier width, limiting 
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wavefunction penetration into the semiconductor over the energy range of qVbi.)  At the same 

time, B drops due to increasing E, which not only reduces WD even further but also reduces the 

energy range over which WD can “contain” MIGS (i.e., qVbi << EG).  (These two effects compete 

against each other, the first to reduce the energy-averaged  and the second to restore  to some 

value, as N increases.  The reason why  does not increase again at very high values of N could 

be because the ionized donor atoms within the depletion region screen the acceptor-like MIGS, 

so that  levels off at high N.) 

It is very possible that the extracted  values shown in Fig. 4.4 are dependent on fabrication 

process conditions, such as silicidation temperature and time.  In [15], for example, it was shown 

that a Ni diffusion tail extends from the NiSi layer, and that this tail increases with the thermal 

budget, unless passivating species such as F or N are used [16].  Such a metal diffusion tail 

would effectively increase  due to trap-assisted tunneling, so that  is a function of not only N 

but also the silicidation conditions (including pre-silicidation implantation of F or N, which 

would be expected to reduce ).   

The B vs. N curves for contacts to p-type Si in Fig. 4.3 show that  is smaller, and that it does 

not approach a lower limit at high N, in contrast to the curves for contacts to n-type Si.  This 

could be due to differences in the energetic distributions of donor- vs. acceptor-like MIGS.  It is 

also possible that the aforementioned metal diffusion tails extending from the silicide may be a 

function of N.  In other words, it is possible that dopants also have a passivating effect (although 

less effective than F or N) on the silicide, either at the interface or in the silicide grain 

boundaries, and that B may be a more effective passivation species than As. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4.4.   vs. N for NiSi and PtSi contact to n-type Si.   values were extracted from the intersections of the 

modeled curves and experimental data curves. 

 

Also, for contacts to p-type Si,  < 1 so that SBL is overestimated at low N.  This is consistent 

with the fact that, for the fabricated structures in [1], the heavily-doped regions were annealed 

prior to forming NiSi or PtSi.  This means that the B atoms were mostly situated in substitutional 

sites before the contacts were formed.  It was shown in [17] that, for p-type contacts in particular, 
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this reduces the efficiency of B segregation at the silicidation front, due to the extra energy 

needed to break the B-Si bond.  As a result, many B dopants end up as substitutional dopants 

within the NiSi or PtSi layer, counteracting the substitutional B atoms on the Si side of the 

Schottky junction for SBL [17], [18].  Thus, it is entirely possible that p-type contacts formed by 

an alternative method, such as an implant-to-silicide (ITS) process [17], could achieve  ~ 1 due 

to the increased ratio of interstitial-to-substitutional B within the silicide. 

What this all means is that predictive modeling of SBL is extremely difficult, since both  and 

 seem to rely heavily upon the fabrication process conditions.  As a result, the closed-form SBL 

model developed here is only claimed to be representative of the process conditions in [1] for N 

> mid-10
19

 cm
-3

.  Using the extracted values for  and , B vs. E (units: V/cm) can now be 

expressed as a 3
rd

-order polynomial (with a coefficient of determination, or R
2
, fit greater than 

0.999 for all cases here).  Equations (4.18) – (4.21) respectively show this relationship for NiSi 

to n-type Si, PtSi to n-type Si, NiSi to p-type Si, and PtSi to p-type Si.  These equations are then 

used to obtain B,avg by replacing E with (E ± E) and taking the average over ± 1, as Equation 

(4.22) shows.   
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B,avg is used to find ρc ± ρc, as well as E00; however, B0 is used to find WD and therefore E 

(which is also used to find E00) and E.  This creates a problem, in that no closed-form solution 

exists, since E affects B, which affects E and E00.  Thus the average ρc is overestimated for 

small contact areas, since B0 is used to find E.  To largely circumvent this problem, B0 is only 

used to find WD and therefore (E ± E) for Equations (4.18)-(4.22).  For everything else, separate 

values of WD and (E ± E) are calculated using the results of Equation (4.22), which is used to 

find (E00 ± E00) and therefore (ρc ± ρc).  This results in a semi-closed-form solution, where the 

only discrepancy remaining is that B depends on B0.  This results in some overestimation of 

B and therefore B,avg for small contact areas. 

One final point to emphasize with regard to the analytical model presented here is that it has its 

roots in the WKB approximation.  Thus, SB tunneling will be overestimated, meaning that ρc is 

underestimated.  This can be corrected somewhat by using larger values for m* than in the 

TCAD modeling approach in Section II.  Such an approach was shown to be effective in the low-

E regime [8]; however, for high N, E is very large and so the m* required to “tune” the analytical 

model in order to reasonably fit the TCAD results in Fig. 4.1 may vary with B.  Thus, a pair of 

best-fit expressions for the “tuned” m* for electrons and holes are shown, respectively, in 
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Equations (4.23) and (4.24), as a function of B.  Using these values for m*, a very close fit (Fig. 

4.5) between the analytical model and the TCAD results in Fig. 4.1 is achieved.  Now the effect 

of RDF on ρc can be analyzed with confidence in the accuracy of the analytical model. 
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Fig. 4.5.  Analytical (solid lines) vs. TCAD (circles) comparison of ρc vs. N for (a) n-type contacts and (b) p-type 

contacts.  B is varied from 0.1 eV to 0.6 eV, in 0.1 eV increments, and SBL is excluded. 

 

4.4 Modeling Results 

Fig. 4.6 shows the analytical modeling results for ρc,avg and B,avg vs. contact area, for NiSi and 

PtSi contacts to n-type Si.  Similar plots for contacts to p-type Si are shown in Fig. 4.7.  It is 

noted that ρc,avg in Fig. 4.7(b) for PtSi at N = 2x10
20

 cm
-3

 is solvable only for contact areas ≤ 3 

nm
2
.  This is because, for larger contact areas, B,avg is negative and so E is imaginary.  This is a 

limitation of the analytical model, in that if N is too large, a zero or slightly negative B results 

and does not permit a solution. 

As expected, an increase in N reduces ρc,avg, but more interestingly the contact area below 

which ρc,avg increases significantly (~ 10-20 nm
2
) is largely independent of N and the contacting 

material (i.e., NiSi vs. PtSi).  This has implications in particular for nanowire MOSFETs with 

dopant-segregated Schottky (DSS) source/drain structure to minimize source/drain series 

resistance, as in [19]:  N must increase (or B0 must drop) in order to achieve the same ρc,avg as 

the nanowire diameter is reduced.  The situation is actually worse than this, not only for 

nanowire MOSFETs but also for other ultra-thin body MOSFETs, since this model excludes 

quantum confinement (QC) effects which would be very significant for nanowire diameters 

below 6 nm (contact area < 28.3 nm
2
) [20]-[22].   
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Fig. 4.6.  Analytical model results for n-type ρc,avg vs. contact area for (a) NiSi and (b) PtSi, as well as (c) average 

Bn vs. contact area for NiSi and PtSi contacts. 

 

Considering that the increase in ρc,avg due to RDF is only significant in the contact-area regime 

where QC is also significant, it would be fair at this point to consider QC, at least to first order.  

Since QC effects are more significant in nanowire FETs than planar ultra-thin body MOSFETs 

[21], the nanowire MOSFET is considered here as the worst case.  For an infinite quantum well, 

the change in B0 due to QC is (in electron-volts) 0.376/m*d
2
, where d is the size of the quantum 

well.  (m* = 0.4*m0 gives a reasonable fit to the results in [20]-[22] for Si nanowires.) In terms of 

DSS nanowire MOSFET contact area, this can be re-expressed as (0.376)/(4m*A).  This shift in 

B must be included in the self-consistent SBL model, meaning that a different self-consistent 

SBL solution exists for each value of contact area in the QC regime.  In other words, closed-form 

best-fit SBL equations, such as Equations (4.18)-(4.21), would change with contact area, leading 

to a matrix of equations for each combination of values for dopant concentration and contact 

area.  For simplicity, here the effect of QC is considered independently of RDF, so that QC and 

RDF can be compared in terms of their effect on ρc for small contact areas.  The results are 

shown in Fig. 4.8 for NiSi contacts to n-type Si, which show that, even for the worst-case QC, 

the effect of RDF on c is generally stronger, and more so as N increases. 
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Fig. 4.7.  Analytical model results for p-type ρc,avg vs. contact area for (a) NiSi and (b) PtSi, as well as (c) average 

Bp vs. contact area for NiSi and PtSi contacts. 

 

 

 

 

 

 

 

 

 
Fig. 4.8.  Analytical model results for ρc vs. nanowire contact area for NiSi contacts to n-type Si, comparing the 

individual effects of RDF and QC. 
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Thus, RDF will dominate c variation (and the increase in c,avg) for contact areas at and near 

the end of the CMOS technology roadmap (20-30 nm
2
 for FinFETs, considering the modeling 

results in [9] and assuming a 3:1 fin aspect ratio, and possibly smaller for nanowires, depending 

on nanowire diameter scalability).  The spread in ρc due to RDF for such small contact areas is 

significant and grows to well above 1 decade for contact areas less than 10 nm
2
, as the error bars 

in Figs. 4.6 and 4.7 show, but is reduced as N increases.  For N > 1x10
20

 cm
-3

 and for contact 

areas ~ 20 nm
2
, c + ρc ~ 1x10

-8
 Ohm-cm

2
 and c,avg < 1x10

-8
 Ohm-cm

2
, which exceeds end-of-

roadmap ITRS requirements, regardless of whether NiSi or PtSi is used as the contacting 

material.   

From this analysis, it would seem that the effect of RDF on c will not be a limiting factor in 

transistor scaling, since the spread in c can be reduced by increasing N, which also reduces 

c,avg.   

 

4.5 Summary 

An analytical model has been developed to describe the effect of RDF on ρc for very small 

contact area.  This was achieved by extracting the dependence of ρc on electric field at the 

contact interface through a characteristic energy term in the ρc model.  The variation in this 

electric field with doping is easily derived to a first order; however, variations in contact SBH 

and therefore ρc due to the effect of RDF on SBL require a self-consistent solution that is non-

trivial and likely dependent on process conditions.  To circumvent this problem, a semi-closed-

form solution is achieved by developing a set of best-fit polynomial equations to the self-

consistent SBL solutions, which are calibrated to empirical data.  The analytical ρc model is then 

calibrated to TCAD ρc simulations accounting for thermal and tunneling current at the contact, to 

result in accurate ρc prediction over a large range of doping levels.  The resulting model predicts 

that ρc variation due to RDF drops as the doping concentration increases.  Only for contact areas 

less than 10 nm
2
 does the average ρc increase significantly due to RDF; however, this effect can 

be offset with a modest increase in doping.  Quantum confinement will also increase ρc for sub-

10 nm
2
 contact areas, but this effect is not as significant as RDF.  According to the model, an 

active dopant concentration of 2x10
20

 cm
-3

, which is readily achievable with modern doping 

processes, is more than sufficient to achieve low ρc and ρc variation at ultimately small scales, 

even for large zero-field barrier contacts, e.g. for PtSi contact to n-type Si.   
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Chapter 5 

 

High-k Trench Isolation as an Alternative to FinFETs 

for Ultimate Scalability 
 

 

5.1 Introduction 
 

Multi-gate MOSFET (MuGFET) structures are more scalable than the conventional planar 

bulk MOSFET.  Examples of MuGFET structures include the double-gate FinFET [1], silicon-

on-insulator (SOI) Tri-Gate (TG) MOSFET [2], Omega FET [3], and gate all around (GAA) 

MOSFET [4].  The disadvantage with MuGFETs is that they are generally more difficult to 

fabricate due to their three-dimensional (3D) nature.  For example, FinFETs require very narrow 

and tall active regions to suppress short-channel effects (SCE), but the high aspect ratio (AR) 

makes gate patterning and work function engineering difficult.  The bulk TG MOSFET was 

proposed to circumvent these fabrication challenges [5], since it achieves competitive 

performance with relaxed active geometry constraints.  As with a planar MOSFET, the TG 

MOSFET fundamentally relies upon steep retrograde (SR) body doping to suppress SCE while 

also minimizing random dopant fluctuation effects and mobility degradation.  This is a problem 

for low standby power (LSTP) design, because the peak SR doping concentration must increase 

as the gate length LG is scaled down, just to suppress thermal leakage.  This competes against 

drain-to-body band-to-band tunneling (BTBT) leakage, which increases with SR doping, to 

eventually result in zero SR design space for LSTP at small enough scales. 

In this study, a modified TG MOSFET design that utilizes a high-permittivity (high-k) 

dielectric as a channel isolation material for enhanced gate control is proposed.  This very 

shallow high-k trench isolation (HTI) leverages the reverse narrow width effect observed in 

planar MOSFETs [6], achieving the effect of a gate that physically wraps around more of the 

active region (as in the FinFET structure).  The LSTP performance potential of this new design is 

analyzed via 3D simulation with Sentaurus Device [7] and is first compared to a conventional 

bulk TG MOSFET to demonstrate the performance improvement with HTI.  It is then directly 

compared against the FinFET for ultimate LSTP scalability in a realistic gate-pitch and active-

pitch-constrained design case. 

 

5.2 Device Structure and Modeling Approach 

The single-stripe bulk TG NMOSFET studied here is shown in Fig. 5.1.  Note that the active 
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stripe width Wstripe = LG.  This is similar to the structure in [5], but with some key differences.  

First, the SR doping is recessed further into the substrate, so that the peak is below the 

source/drain extension (SDE) regions; it is referred to herein as the recessed retrograde well 

(RRW).  Since the thickness of the lightly doped body (TSi) is increased, the gate must couple 

more deeply to this region to suppress thermal leakage.  This is the role of the HTI region: it 

enhances capacitive coupling of the gate to the active sidewalls.  Second, deep source/drain 

(DSD) junctions are eliminated.  HTI integration can be similar to that for conventional shallow 

trench isolation (STI).  The HTI surface can be selectively recessed with the aid of ion 

implantation [8], or the channel can be raised by selective epitaxy [9], so the gate stack wraps 

around the top portion of the channel. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.1.  3D view and 2D cross-sections of the bulk TG MOSFET with HTI modeled in this study.  (Sidewall 

spacers are translucent in the 3D image). 

 

To investigate scaling beyond the perceived limit for the planar bulk MOSFET (LG = 20 nm) 

[10], LG, the nitride gate-sidewall spacer width Lsp, and Wstripe are each 10 nm, while the gate 
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oxide thickness tox = 1 nm.  The default values for the widths of the HTI regions (WHTI) are 10 

nm (so that the stripe pitch SP = Wstripe + 2*WHTI = 30 nm).  The gate electrode has a vertical 

thickness Tgate = 20 nm, and it wraps around the top 5 nm of the stripe (i.e., Hstripe = 5 nm).  A 

laterally “raised” source/drain (RSD) structure (in which the source/drain contact regions extend 

over the HTI regions) is used to reduce parasitic resistance and tunneling through the SDE 

regions, in consideration of the results in [11] and in Chapter 2.  The RSD region has a thickness 

TRSD = 5 nm and is uniformly doped at 1x10
20

 cm
-3

.  The length of the source/drain region LSD = 

30 nm.  The SDE doping extending from the RSD region has a Gaussian profile with a decay 

length LSDE = 7 nm, corresponding to the distance from the peak where the doping is 1 decade 

lower (1x10
19

 cm
-3

).  The RRW has a peak concentration of 2x10
19

 cm
-3

, located 30 nm from the 

top channel surface (i.e., TSi = 30 nm), and a Gaussian profile with decay length LRRW = 3-25 nm.  

The substrate beneath the RRW is uniformly doped at 1x10
19

 cm
-3

.  The HTI is 40 nm tall and 

reaches a depth of 45 nm from the top channel surface.  Note that the HTI is much shallower 

than the STI that is conventionally used to isolate transistors.  The HTI dielectric constant (HTI) 

is varied from 3.9 (SiO2) to 50 (HfO2 [12]). 

For comparison, a conventional TG (CTG) structure, as in [5], is also modeled.  LG, Wstripe, tox, 

WHTI, Tgate, Hstripe, and TRSD are the same as for the HTI TG structure.  The body and source/drain 

doping profiles were optimized through extensive simulation.  The SR doping profile has a peak 

concentration (2x10
19

 cm
-3

) located 5 nm from the top channel surface, and a Gaussian profile 

with decay length LSR.  The substrate is uniformly doped at 1x10
18

 cm
-3

 to minimize BTBT and 

sub-surface thermal leakage.  The gate-sidewall spacers corresponding to the SDE and DSD 

regions are each 5 nm wide, resulting in a total Lsp = 10 nm as for the HTI MOSFET.  The SDE 

and DSD decay lengths are LSDE = 7 nm and LDSD = 18 nm, respectively.  The SiO2 trench 

isolation is 20 nm tall and reaches a depth of 25 nm from the top channel surface, due to Hstripe = 

5 nm.   

Current flow is modeled using drift-diffusion formulations with doping- and field-dependent 

mobility models, as in [13], with ohmic contacts.  A metallic gate is used (gate leakage is 

ignored), with ideal threshold voltage tuning through gate work-function engineering.  The 

power supply voltage VDD = 0.75 V and the off-state current IOFF = 24 pA/μm (normalized to 

Wstripe + 2*Hstripe), according to ITRS 2007 specifications for LG = 10 nm [10].  BTBT leakage is 

modeled using the dynamic non-local BTBT model with default (silicon) parameters [7].  This 

model creates a non-local mesh only in the regions where BTBT exists, for each bias condition, 

and can model tunneling in any direction, which is critical for 3D device simulation. 

 

5.3 Conventional Bulk Tri-Gate vs. HTI Tri-Gate MOSFET 

Fig. 5.2 shows the leakage floor Imin vs. LSR (or LRRW) for the CTG (or HTI) structure.  For the 

CTG structure, the high body doping at the drain junction increases BTBT, which prevents Imin < 

IOFF.  In other words, there is no design window for LSR to adjust the trade-off between BTBT 

(which increases with increasing LSR) and SCE (which increases with decreasing LSR).  By 

eliminating the DSD regions and forming a RRW, drain-to-body BTBT is significantly reduced.  

As HTI is increased (i.e., by using HfO2 rather than SiO2), the gate fringing field capacitance 

along the active sidewall increases, reducing sub-surface drain-induced barrier lowering (DIBL), 

so that Imin is further reduced.  The minimum Imin that can be achieved with HTI is ~ 10x lower 

than for the CTG structure. 
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Fig. 5.2. Imin vs. LSR (CTG structure) and LRRW (HTI MOSFET). 

 

 

 

 

 

 

 

 

 

 
Fig. 5.3.  ION vs. LRRW for the HTI MOSFET, with different values of HTI.   

 

Fig. 5.3 shows ION vs. LRRW for the HTI MOSFET.  While the RRW without DSD reduces Imin 

for SiO2 isolation (as Fig. 5.2 shows), ION is low due to sub-surface DIBL.  As HTI increases, 

both ION and the LRRW design space increase.  The optimal ION values are 215, 510, and 603 

μA/μm for HTI = 3.9, 23, and 50, at LRRW = 14, 20, and 21 nm, respectively.  LRRW should be as 

small as possible, though, to minimize the depletion charge in the channel and therefore 

performance variation to due random dopant fluctuation [14].  As LRRW is reduced for this 

purpose, HTI must increase to recover ION.   

Simply considering ION normalized to Wstripe + 2*Hstripe, as in Fig. 5.3, can be misleading, since 

it reveals little information about layout area efficiency, especially as WHTI and therefore SP is 

varied.  This is also the case for FinFETs, for which the fin pitch (FP) has a significant effect on 
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circuit density, but little effect on ION except at very small scales [15].  Thus, WHTI and therefore 

SP must be optimized with respect to the trade-off between electrostatic integrity (large WHTI) 

and layout efficiency (small WHTI).  This is shown in Fig. 5.4, where ION is normalized to SP or 

Wstripe + 2*Hstripe. 

 

 

 

 

 

 

 

 

 

Fig. 5.4.  ION vs. SP for the HTI MOSFET with HTI = 23 and 50, normalized to SP (open symbols) or Wstripe + 

2*Hstripe (closed symbols).  LRRW = 5 nm. 

 

In terms of ION/(Wstripe + 2*Hstripe), the optimal SP ~25-30 nm.  As SP increases to this point, 

the increase in gate fringing fields improves gate control; however, as SP increases further, the 

drain fringing fields through the HTI regions degrades performance.  This degradation is stronger 

for larger HTI and is much like fringe-induced barrier lowering (FIBL) for high-k gate dielectrics 

[16], except that here it occurs along the active sidewalls.  In terms of layout area efficiency 

(ION/SP), the optimal SP is smaller, at 20 nm, since increasing SP further gives diminishing 

returns for ION.  This, in turn, suggests that the optimal WHTI = 5 nm.  For large SP and/or low 

layout density, the HTI region can therefore be applied as a trench liner, with the remaining 

trench area filled with SiO2, in order to minimize gate-to-bulk parasitic capacitance. 

Admittedly, the modeled ION falls short of the ITRS specification for LSTP ION at LG = 10 nm 

(935 μA/μm), because only classical drift-diffusion is simulated here and no mobility boost due 

to strain (which is enhanced at small channel widths [17]) is assumed.  It is worthwhile to note 

that the modeled ION here is comparable to that of an optimized double-gate MOSFET design 

(Chapter 2) for the same LG but at significantly higher VDD (1 V).  Thus, it would seem that the 

bulk HTI MOSFET is competitive with the FinFET for LSTP applications at aggressive scales 

and so a direct comparison between the two structures is justified. 

 

5.4 FinFET vs. HTI Tri-Gate MOSFET 

The HTI and FinFET structures modeled for this comparison are shown in Figs. 5.5(a) and (b), 

respectively.  End-of-roadmap (EOR) ITRS 2007 LSTP specifications are used to define the 
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boundary conditions for gate pitch (GP = 22 nm), IOFF (29 pA/μm), and VDD (0.7 V).  The HTI 

MOSFET in Fig. 5.5(a) is the same as in Fig. 5.1, except that the total device length is 

constrained by GP.  In other words, LG + 2*(LSD + Lsp) = GP.  An additional exception is that a 

dual high-k/low-k spacer is used for both the HTI MOSFET and the FinFET, per the analysis 

presented in Chapter 3.  The length of the outer spacer Lsp,lk = 2 nm, while the length of the inner 

spacer Lsp,hk is varied (Lsp,lk + Lsp,hk = Lsp,tot).  The outer spacer is SiO2 ( = 3.9) while the inner 

spacer is HfO2 (ε = 23).  For the HTI MOSFET, Wstripe = LG and Hstripe = 4 nm.  The RRW 

doping, placement, and decay profile, as well as HTI depth, are the same as in Section 5.2.  Also, 

Tgate = 15 nm for both the FinFET and HTI MOSFETs.   
 

 

 

 

 

 

 

 

 

 

 

Fig. 5.5.  3D view of the (a) bulk HTI MOSFET and (b) FinFET structures modeled in this study.  The HTI regions, 

sidewall spacers, and silicide contacts are translucent in both images.   

 

For the FinFET in Fig. 5.5(b), the fin width Wfin = 3 nm, the fin height Hfin = 15 nm, and tox = 1 

nm.  The active pitch AP = Wfin + 2*(tox + Tgate) for the FinFET and Wstripe + 2*WHTI for the HTI 

MOSFET, and is set to 20 nm in both cases.  Since LSTP design is considered here, the 

source/drain and contact structure used for the FinFET is the recessed silicide raised source/drain 

(RSD) structure discussed in Chapter 2, which minimizes both silicide gating and tunneling 

through the SDE regions (the source/drain doping is 1x10
20

 cm
-3

, with LSDE varied in the same 

manner as the HTI MOSFET).  Ohmic contacts are assumed between the silicide and silicon, and 

the silicide has a workfunction of 4.7 eV (assuming NiSi).  This silicide region in both the 

FinFET and HTI MOSFETs represents a combination of both the silicide contact and the contact 

via which, for such small dimensions, may end up being merged into one structure.  The ohmic 

contact assumption is reasonable, considering the results in Chapter 4 and the fact that the 

smallest contact area simulated here is 20 nm
2
.  The density gradient model (DGM) is used to 

model quantization in the narrow FinFET.  The HTI MOSFET is modeled without DGM, in part 
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due to convergence issues and in part because the IDS vs. VGS curves from the convergent 

simulations show anomalous behavior.  The use of classical carrier computation in the HTI 

MOSFET is admittedly optimistic, but it is not expected to alter the fundamental conclusion of 

this study. 

 

5.4.1 Drain Current Normalization in the HTI MOSFET 

In Section 5.3, it was mentioned that normalizing IDS with respect to W + 2*H is insufficient, as 

it reveals little information about layout efficiency.  Although normalizing with respect to SP 

does reveal this information, it is equally insufficient when comparing the HTI MOSFET to a 

different structure, such as the FinFET.  This is because both SP and W + 2*H do not represent 

the actual physical width of the channel.  Therefore, a value for the effective device width Weff, 

which is representative of the actual channel width, must be derived for the HTI MOSFET.  

Since it is complex to solve for the additional width of the inversion layer along the active 

sidewalls controlled by the HTI, a simpler approach is to solve for the gate fringing field 

capacitance to the active sidewall through the HTI region, or CHTI.  The ratio of this capacitance 

to the gate oxide capacitance (which exists along W + 2*H) is then multiplied by WHTI (for WHTI 

< the HTI depth, such that the gate coupling along the active sidewalls is assumed to stop at a 

depth WHTI below the HTI surface) to obtain the effective width of the additional channel formed 

by gate coupling through the HTI region. 

 

 

 

 

 

 

 

 

 

Fig. 5.6.  Schematic cross-section of the HTI MOSFET across the channel region, zoomed in to show one side of the 

device only. 

 

The derivation of CHTI is broken down into two parts: the capacitance along the HTI surface CA 

and the capacitance at the gate-oxide-to-HTI junction CB (Fig. 5.6).  To determine CA, the gate 

fringing field path through the HTI to the active sidewalls is assumed to follow a quarter-circle.  

This capacitance is integrated over the “width” of the capacitor, from tox to WHTI, as Equation 

(5.1) shows. 
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Determining CB is more difficult and requires some approximation.  This is because the width 

of the capacitive plate along the active sidewall is equal to tox, but at the gate-oxide-to-HTI 

junction, the width is effectively zero.  Fringing field lines from this corner region are thus linear 

when running perpendicular to the gate oxide and change to a quarter-circle path running down 

along the active sidewall.  This change in geometry of the fringing field lines suggests that the 

field strength drops non-linearly along the active sidewall.  However, for small tox, the fringing 

fields can be assumed as linear over the entire range, thus resulting in a triangular approximation 

for determining CB.  Assuming the normalized capacitance C/CB = 1 for the shortest path length 

and 2/ for the longest path length, CB is found using Equation (5.2).  Now CHTI is found using 

Equation (5.3), with Cox expressed in Equation (5.4).  It is noteworthy that CHTI is expressed over 

the width of the capacitor, much like how Cox is multiplied by W + 2*H, despite the length units 

cancelling out in the CHTI derivation.  Now, the Weff is found using Equation (5.5), which is used 

herein to normalize ION in the HTI MOSFET. 
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5.4.2 Pitch-Constrained DC Design Optimization 

With GP constrained, co-optimization of LG, Lsp,tot, LSD, and LSDE is necessary.  An increase in 

LG and/or Lsp,tot in an effort to increase gate control and therefore ION will reduce LSD in order to 

meet the GP boundary condition, which in turn increases source/drain resistance RSD (due to 

reduced contact area) and may in fact reduce ION.  However, the investigation in Chapter 3 

suggests that at extremely small scales, the source/drain contact area is less of a concern than 

keeping Lsp,tot as large as possible to maximize the off-state electrical channel length Lelec.  In the 

2007 ITRS Roadmap, LG = 8 nm for a half-pitch of 11 nm (GP = 22 nm), meaning the remaining 

14 nm must be divided into two sidewall spacers and RSD regions.  Assuming a 1 nm resolution 

limit for LSD, the optimal design for Lsp,tot = 6 nm.  Fig. 5.7(a) shows the FinFET design surface, 

while Fig. 5.7(b) shows the HTI design surface.  In both cases, LG and LSDE are co-optimized 
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with Lsp,tot = 6 nm.  For the FinFET and HTI MOSFETs, respectively the optimal LG/LSDE = 

5 nm/2 nm and 8 nm/3 nm.  Fig. 5.8(a) shows another FinFET design surface, where Lsp,tot and 

LSDE are co-optimized at LG = 5 nm and demonstrates that, even for LG < 8 nm, Lsp,tot = 6 nm is 

either optimal or very close to optimal.   

 

 

 

 

 

 

 
Fig. 5.7.  LSTP ION vs. LG and LSDE design surfaces for (a) the FinFET and (b) the HTI MOSFET, both with Lsp,total = 

6 nm. 

 

Making a cut line in Figs. 5.7(a) and (b) at constant LSDE, one finds the optimal ION vs. LG for 

the FinFET and HTI MOSFETs, as Fig. 5.8(b) shows.  Although at no design point does ION in 

the HTI MOSFET exceed that of the FinFET, the optimal ION is nonetheless competitive within 

~10 % and reveals the utility of HTI in extending bulk LSTP scalability far beyond ITRS 

projections, which stop at LG = 20 nm for GP = 64 nm (half-pitch = 32 nm).  The HTI MOSFET 

can be further improved by reducing drain fringing field coupling through the HTI region.  This 

can be achieved by forming a dual trench (DT) structure (henceforth called HTI-DT), whereby 

the trench dielectric from the high-k/low-k spacer interface outwards, away from the gate 

electrode, is a low-k material (SiO2 is used here).  The improvement in ION for small LG is 

demonstrated in Fig. 5.8(b). 

 

 

 

 

 

 

 

Fig. 5.8.  LSTP ION vs. (a) LSDE and Lsp,tot for the FinFET and (b) LG for the FinFET, HTI, and HTI-DT MOSFETs, 

with optimal LSDE and Lsp,tot = 6 nm.  In (a), as LG is increased, Lsp,hk is correspondingly decreased (i.e., the gate 

electrode displaces the high-k inner spacer). 

 

(a) (b) 

(a) (b) 
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As Fig. 5.8(b) summarizes, purely from a DC perspective, the FinFET design space for LG is 

larger and the optimal LG is smaller than it is for the HTI MOSFET.  From a geometric 

viewpoint, this means that the optimal LSD is smaller in the HTI MOSFET (1 nm vs. 2.5 nm in 

the FinFET).  This may be an integration challenge concerning the epitaxially grown RSD 

regions (i.e., loading effects due to carrier gas flow into small regions), the metallic source/drain 

via regions (due to metal grain size, although metallic carbon nanotube vias are an alternative 

[18]), and the lithographic alignment tolerance from these vias to the first interconnect level.  On 

the other hand, this conclusion may be premature, because an AC analysis (next sub-section) 

may result in a smaller optimal LG, and therefore larger optimal LSD, for either or both the 

FinFET and HTI MOSFET. 

 

5.4.3 Pitch-Constrained AC Design Optimization 

 

 

 

 

 

 

 

 

Fig. 5.9.  CGG*VDD/ION for the FinFET, HTI, and HTI-DT MOSFETs, with Lsp,tot = 6 nm and LSDE = 2 nm (FinFET) 

or 3 nm (HTI and HTI-DT). 

 

Using the DC-optimized values for LSDE (2 nm for the FinFET, 3 nm for the HTI and HTI-DT 

MOSFETs), intrinsic delay CGG*VDD/ION is simulated from LG = 2 nm to 8 nm (i.e., CGG is 

modeled for the design cases in Fig. 5.8(b), to find the intrinsic delay).  The results are shown in 

Fig. 5.9.  For the FinFET, the optimal LG drops from 5 nm (DC optimization) to 3 nm (AC 

optimization).  For the HTI MOSFET, the optimal LG drops from 8 nm (DC) to 4 nm (AC), 

while for the HTI-DT MOSFET the AC-optimized LG = 3 nm.  This means the optimal LSD is 

larger than from the DC optimization, but not because RSD is important.  It is instead because 

CGG scales linearly with LG.  So, even though ION drops with LG (in the case of the HTI 

MOSFET), the reduction in CGG more than offsets this to reduce delay.  Eventually, LG becomes 

too small and the corresponding drop in ION more than offsets the reduction in CGG, thus 

increasing delay.  The optimal CGG*VDD/ION is higher in the HTI (1.66 ps) and HTI-DT (1.46 ps) 

MOSFETs than in the FinFET (1.03 ps).  However, internal loading capacitances (i.e., drain-

body capacitance Cdb and Miller capacitance CM) will affect the peak overshoot (i.e., Miller 
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effect) and therefore the inverter switching speed.  Thus, a full inverter delay simulation is 

necessary for a fair comparison between the FinFET and HTI MOSFETs.   

 

 

 

 

 

 

 

 

 

Fig. 5.10.  HTI inverter delay simulation results comparing a single stage with CL = 2*CGG and a 2-stage inverter 

chain. 

 

Here, an inverter is formed for each structure, with the PMOSFET having the exact same 

geometry, doping, etc. as the NMOSFET.  The PMOSFET width is increased (i.e., the “area” 

factor in the command file) to achieve a matched inverter.  The load capacitance at the output CL 

= 2*CGG, which approximates the load capacitance of the next inverter stage in a ring oscillator 

(wiring capacitance is assumed as zero).  As Fig. 5.10 shows for the case of the HTI inverter, CL 

= 2*CGG is a reasonable approximation, although it results in some overestimation of 

propagation delay, rise time, and fall time (p, r, andf, respectively).  This is because CGG is 

simulated in the linear regime (VDS = 0 V and VGS = VDD) where CGG will be highest, but as the 

inverter switches states, one transistor transitions from cutoff to saturation and then to linear 

mode, while the other transitions in the opposite direction, resulting in CL < 2*CGG on average. 

As Fig. 5.11 shows, the higher Miller effect in the FinFET offsets the ION advantage to result in 

similar p as compared to the HTI-DT inverter (4.54 ps for the FinFET inverter vs. 4.49 ps for 

the HTI-DT inverter).  This points to an interesting property of the HTI and HTI-DT MOSFETs, 

in that the extra device width that results from gate fringing fields through the HTI regions 

comes at a smaller cost to CM than in the FinFET.  In the FinFET, adding device width means 

physically increasing Hfin and therefore CM by the same amount, since the entire flared RSD 

region overlaps the entire gate sidewall along the sides of the fin.  In the HTI and HTI-DT 

MOSFETs, the RSD region has the same physical height with or without the gate fringing field 

coupling through the HTI region, but the device benefits from extra gate fringing fields through 

the HTI regions to effectively increase the device width.  There is some gate-to-drain coupling 

through the HTI regions, though, as evidenced by the reduction in Miller effect with the HTI-DT 

inverter compared to the HTI inverter, which also has larger p = 4.85 ps, in Fig. 5.11. 

 

 

 

CL = 2*CGG 

2-stage 
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Fig. 5.11.  Inverter delay simulation results comparing the HTI, HTI-DT, and FinFET inverters, all with CL = 

2*CGG.  Only the pull-down operation is shown here for clarity, since the pull-up operation is symmetric.  LG are the 

AC-optimized values from Fig. 5.9. 
 

 

 

 

 

 

 

 

 

Fig. 5.12.  Inverter delay simulation results comparing the HTI, HTI-DT, and FinFET inverters, 

all with CL = 2*CGG and an air-gap low-k outer spacer.  Only the pull-down operation is shown 

here for clarity, since the pull-up operation is symmetric.  LG, LSDE, etc. are the same as for 

Fig. 5.11. 

 

In principle, the Miller effect in all three structures can be reduced by replacing the SiO2 outer 

spacer with something having a lower dielectric constant, as was shown in Chapter 3.  To this 

end, an extreme example is simulated in Fig. 5.12, whereby the low-k outer spacer is air ( = 1).  

As Fig. 5.12 shows, the performance of the HTI and HTI-DT MOSFETs improves by more than 

the FinFET to the point where, with an air-gap outer spacer, the FinFET is the slowest device (p 

= 2.99 ps, 3.55 ps, 3.61 ps for HTI-DT, HTI, and FinFET, respectively).  Thus, the relative 

FinFET 

HTI 
HTI-DT 

FinFET 

HTI 

HTI-DT 
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performance of the FinFET and HTI MOSFETs depends on the dielectric constant of the low-k 

outer spacer, being more advantageous toward the HTI MOSFETs as this outer spacer’s 

dielectric constant is reduced.   

Another consideration worth mentioning here is the gate workfunction.  Throughout this study, 

it was assumed that any arbitrary gate workfunction could be engineered to achieve IOFF at VDS = 

VDD and VGS = 0 V.  For the LSDE-optimized HTI NMOSFETs (Fig. 5.9), the gate workfunction is 

in the range of 4.63 eV to 4.66 eV (depending on LG) and 4.51 eV to 4.53 eV for the HTI-DT 

NMOSFETs.  For the optimized FinFETs (NMOS), the optimal gate workfunction is slightly 

lower, ranging from 4.67 eV to 4.78 eV.  These values are all mid-gap or near mid-gap, 

suggesting a requirement for metal gate electrodes.  Gate workfunction tunability over this range 

is well-demonstrated for metal/SiO2 gate stacks [19], [20], although the small dimensions studied 

here may lead to integration challenges due to metal grain size limitations.  This is especially a 

concern for FinFETs, which have a high aspect ratio active region that may lead to gate 

workfunction variation along the height of the fin. 

 

5.5 Summary 

In this work, an alternative MOSFET structure to the FinFET, the HTI MOSFET, has been 

proposed as a means of ultimate CMOS scaling without the process complexities imposed by 

FinFET fabrication.  This structure is essentially the same as a conventional bulk MOSFET, with 

the exception that the trench isolation material is a high-k dielectric.  This amplifies gate fringing 

field coupling to the active sidewalls, permitting a recess in the retrograde well doping to reduce 

BTBT leakage for LSTP design.  The initial TCAD investigation presented here suggests that 

this HTI MOSFET structure, in its ideal form, is competitive with FinFETs all the way to the end 

of the CMOS roadmap, even for LSTP design where device subthreshold behavior is paramount. 
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Chapter 6 

 

Implant-to-Silicide Process Technology 
 

 

6.1 Introduction 
 

  DSS MOSFETs have been experimentally demonstrated using a variety of substrates and 

geometries [1]-[11], including planar bulk [2], [5], [7], planar SOI [1], [4], [8]-[11], and SOI 

MuGFET architectures [3], [6], [10], [12].  However, no experimental work to-date has taken 

place to understand design optimization paths for DSS MOSFETs.  Instead, most published 

works on the topic have demonstrated variations of source/drain silicide material [1], [2], [6], 

silicide capping layers [13], and DSS doping schemes such as dopant pile-up (also known as 

implant before silicide (IBS) [12], [14] or silicidation-induced dopant segregation (SIDS) [15]) 

or implant-to-silicide (ITS [12], also known as implant after silicide (IAS) [14] or silicide as 

diffusion source (SADS) [15]).  In addition to the usual design optimization parameters which 

include sidewall spacer thickness, silicide thickness, etc., the SDE junction depth (Xj,SDE) is a 

critical component of DSS MOSFET optimization at aggressive scales [16]-[18], and so it must 

be understood if/how Xj,SDE can be modulated for DSS MOSFETs in a process environment. 

For the ITS method, there are three processes that must take place in order to form a DSS 

junction: 1) dopants must diffuse within the silicide toward the silicide-silicon interface -- dopant 

diffusivity in silicides has been shown to be very high due to grain boundary diffusion [19], [20]; 

2) dopants must segregate out of the silicide -- this segregation effect has been shown to be 

driven by the interfacial dipole creating energetically favorable substitutional bonding sites for 

dopants at the silicon side of the silicide-silicon interface [14]; and 3) dopants must diffuse some 

distance into the Si.  It is this third process, the diffusion process, which is not well understood in 

the formation of DSS junctions.  For example, in [15], it was shown that NiSi and PtSi provide 

for different dopant profiles when ITS is used to form DSS junctions, but no explanation was 

offered.  The presence of excess vacancies or other point defects, somehow linked to the 

presence of silicide, has been proposed as the underlying mechanism [21], [22].  This has not 

been validated experimentally, neither has there been any reported work to determine whether 

there is any way to achieve SDE profiles with NiSi as sharp as those achieved with PtSi [15].  

This would be beneficial, because NiSi is much easier and less expensive to process than PtSi 

(due to the high etch selectivity between NiSi and unreacted Ni). 

In this chapter, experimental results are presented to provide a clear understanding of the 

factors that determine the depth of doped junctions formed by ITS, to facilitate DSS MOSFET 

process optimization.  DSS diodes and MOSFETs are fabricated with ITS and shown to have 

tunable SDE regions by fluorine pre-silicidation ion implant (F-PSII). 
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6.2 DSS Diode Fabrication  

The starting substrates were lightly-doped (~1x10
15

 cm
-3

) n-type and p-type wafers.  100 nm of 

thermal oxide was grown by dry oxidation and then patterned to form 1 cm
2
 square holes using a 

5:1 buffered HF wet etch.  Some samples then underwent a fluorine pre-silicidation ion implant 

(F-PSII) with dose, energy, and tilt angle of 1x10
15

 cm
-2

, 20 keV, and 0 °, respectively.  

Subsequently, an in-situ sputter pre-clean was performed followed by sputter deposition of 30 

nm of Ni.  The wafers were then annealed in an oven at 300 °C for 5 min in N2, to form Ni2Si.  

After the unreacted Ni was selectively removed in a heated H2SO4+H2O2 solution, NiSi was 

formed by rapid thermal annealing (RTA) at 500 °C for 1 minute.  ITS was then performed at 

1x10
15

 cm
-2

 dose and 0 ° tilt, using either As (35 keV), P (20 keV), or BF2 (25 keV) as the 

implant species.  The implant energies were selected based on SRIM simulation [23] to achieve 

similar as-implanted profiles (Fig. 6.1).  Each wafer was then cleaved into four quarter pieces, 

each containing 10-20 die; each die is a 1 cm
2
 diode and the diodes with the lowest reverse bias 

leakage were chosen for capacitance measurements and secondary ion mass spectrometry 

(SIMS) analysis.  These quarter pieces were then placed onto a pocket wafer and either subjected 

to RTA in N2 at 500, 600, or 700 °C for 1 min, or extended RTA annealing at 600 °C for 30 min.   

 

 

 

 

 

 

 

 

 

Fig. 6.1.  SRIM simulation results for ITS into NiSi, with a 10,000 ion count and full damage cascades, at 1x10
15

 

dose for BF2 (25 keV), P (20 keV) and As (35 keV).  The BF2 simulation is actually B at 5.61 keV, since BF2 

implants cannot be simulated with SRIM. 

 

 

6.3 DSS SDE Formation Using ITS 

As mentioned previously, it was reported in [15] that DSS junctions formed by ITS have 

sharper profiles when PtSi is used rather than NiSi.  It is plausible that this is related to the 

difference in thermal stability of PtSi vs. NiSi, the former being more stable at higher 

temperatures [24].  Indeed, it was shown in [25] that Ni atoms are rejected from the silicide and 

diffuse into the Si substrate when NiSi is annealed for extended periods of time at sub-
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agglomeration temperatures.  This process may represent the onset of agglomeration, as NiSi 

grains with high interface energy [26] (either between NiSi grains or between a single NiSi grain 

and the Si) evolve toward a lower energy state through a combination of secondary grain growth 

and atomic Ni rejection from the silicide.  The SIMS data in [14] show that the Ni profiles have 

almost the same abruptness as the dopant profiles, which lends support to the theory that silicide 

thermal instability and correlated point defect distribution in Si affect the dopant profile.  In 

short, a post-ITS anneal can result in some metal atom rejection from the silicide and diffusion 

into the Si, which mediates dopant diffusion and the formation of DSS junctions.  If the metal 

atoms diffuse substitutionally, the local Si bonding energy will be reduced and the activation 

energy for dopant diffusion will drop.  An excess of vacancies may also occur if substitutional 

metal diffusion is faster than the rate of pairing between vacancies and silicon self-interstitials.  

If the metal atoms diffuse interstitially, their relatively large size may generate enough stress 

within the Si lattice to break Si-Si bonds and give rise to vacancies, again enhancing dopant 

diffusion, especially if the metal atoms form clusters, as reported in [25]. 

It would naturally follow that, in order to “tune” the SDE junction depth in DSS structures for 

a given process thermal budget, one must control the thermal stability of the silicide.  This is 

most simplistically achieved by changing the silicide material, as in [15]; however, this provides 

for a very limited range of tunability due to limited material choices.  A variation on this method 

would be silicide alloying.  For example, NiPtSi, with low-to-moderate Pt content, has been a 

popular material choice lately [27]-[29] because it has the process integration advantages of NiSi 

and the thermal stability advantages of PtSi.  In principle, varying the Pt content should result in 

tuning of the DSS junction depth; however, this approach is limited by the fact that NiPtSi is 

comprised of NiSi and PtSi grains [28], [29].  This gives rise to variations larger than those 

which ordinarily result from a distribution of grain orientations within a single silicide, as now 

the grain orientation variations of the two silicides are combined.  Also, for ultra-thin or narrow 

transistor structures such as fully depleted silicon-on-insulator (FD-SOI) MOSFETs or FinFETs, 

which can have body thickness comparable to the average grain size in the silicide, the DSS 

tunability becomes a probability that either a NiSi or PtSi grain will abut the channel region and 

determine the SDE junction depth.  Thus, a method of modulating the thermal stability of a 

single silicide material for tuning DSS junctions with minimal variability is preferable. 

F co-implantation (with dopants) into silicide has been demonstrated to improve the thermal 

stability of NiSi [30]; however, for ITS processing, this process results in a race condition 

between F segregation at the NiSi/Si interface and Ni diffusion from the same interface and 

therefore reduced DSS tunability.  An alternative approach, F-PSII, was reported in [31], [32] to 

exert considerable control over the Ni diffusion profile during thermal treatment, due to NiSi/Si 

interface dangling bond passivation and a concomitant reduction in interface energy.  The same 

study reported similar results with N (N-PSII), due instead to grain boundary passivation, 

although the effect was not as strong as that of F-PSII.  F-PSII was chosen for the present study 

because of its efficacy in controlling Ni diffusion, and also because it does not affect the silicide 

phase, in contrast to N-PSII which tends to promote the formation of NiSi2 at the NiSi/Si 

interface [33]. 

Fig. 6.2 shows SIMS depth profiles for (a) BF2, (b) P, and (c) As implanted samples with a 

600 °C/30 min post-ITS anneal.  (A 30 min anneal was chosen to exacerbate any difference in 

junction depth between the splits with and without F-PSII.)  Since the Ni depth profiles are 

broad, a depth correction factor could not be applied to the NiSi region, and so Fig. 6.2 shows the 

dopant segregated peaks at a shallower depth (~ 25 nm) than they actually are (~ 67 nm).  
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Nevertheless, Fig. 6.2 shows very clearly that the dopant profiles are contained entirely within 

the region of the Ni profiles.  In particular for Figs. 6.2 (a) and (b), as B and P have a higher 

diffusivity than As under the same annealing conditions, F-PSII suppresses the junction profile 

far from the NiSi/Si interface, exactly as predicted.  At the same time, for Figs. 6.2 (a) – (c), F-

PSII enhances dopant diffusion close to the NiSi/Si interface.  This local enhancement is due to 

implant damage from the F-PSII, as F tends to enhance dopant diffusion in sub-amorphous Si 

[34].  Thus, with F-PSII designed so as to minimize F implant damage at the NiSi/Si interface 

(i.e., lower implant energy and/or thicker Ni), and/or a damage-less process such as N co-plasma 

[35] during Ni sputtering, the SDE junctions formed by ITS can be sharpened due to the tighter 

spatial distribution of Ni. 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 6.2.  SIMS depth profiles for (a) BF2, (b) P, and (c) As-implanted samples, with and without F-PSII.  All 

samples were annealed at 600 °C for 30 min. 

 

Two other features are apparent in Fig. 6.2.  The first is that F-PSII reduces the segregated 

dopant concentration at the NiSi/Si interface (Table I below).  This is because both F and the 

segregated dopant atoms compete for substitutional bonding sites at the NiSi/Si interface.  With 

F already segregated at the interface before the dopants are implanted into NiSi, the post-anneal 

interfacial dopant concentration drops.  One would argue that this may impose a trade-off 

between junction abruptness and SBH (and therefore specific contact resistivity ρc, which drops 

as the dopant concentration increases [36], [37]); however, this is not necessarily the case, and is 
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covered in more detail in the next subsection.   

The second feature is the kink seen in each of the dopant profiles, at a depth of ~ 75 nm, for 

the samples without F-PSII (which is less evident in the samples with F-PSII, due to the F 

implant damage, but otherwise would still be expected).  This indicates that there are two 

diffusion regions during the post-ITS anneal.  The first region, close to the NiSi/Si interface, has 

excess vacancies due to atomic Ni diffusion into the substrate and is henceforth referred to as the 

atomic Ni region.  The second region, further from the NiSi/Si interface, has excess vacancies 

due to Ni clustering, as in [25], and is henceforth referred to as the clustered Ni region.  (The 

distance from the NiSi/Si interface at which this clustering takes place is the cluster length Lc.)  

The Ni clusters are much larger in size than atomic Ni and so the excess vacancy concentration 

in this region is much higher than in the atomic Ni region.  Thus, as the segregated dopants 

diffuse away from the NiSi/Si interface, their diffusivity is relatively low (in the atomic Ni 

region) and so the junction profile will be fairly abrupt (e.g., 20.43 nm/dec in Fig. 6.2(a) for the 

B profile without F-PSII, at ~ 50 nm depth).  As the dopants diffuse a distance beyond Lc, their 

diffusivity increases considerably (in the clustered Ni region), resulting in a broadening of the 

dopant profile (e.g., 50.38 nm/dec in Fig. 6.2(a) for the B profile without F-PSII, at ~ 175 nm 

depth).   

An exact value for Lc may be difficult to define, since Ni clusters may exist in various sizes, 

leading to a transition region between the atomic Ni region and the clustered Ni region.  

However, the distinct kink in the dopant profiles suggests that Lc may be reasonably defined as 

the distance from the NiSi/Si interface (i.e., the dopant profile peak) to the kink in the dopant 

profile.  In the example of Fig. 2(a) for BF2 without F-PSII, the B peak is at 25 nm while the kink 

occurs at ~65 nm, meaning Lc ~ 40 nm.    The reason why this effect has not been observed in 

previously published SIMS data on DSS junctions formed by ITS [14], [15] could be that Ni 

clustering increases with time.  In other words, Lc is constant, but the Ni profile spreads out, such 

that the Ni concentration and therefore Ni cluster concentration at Lc increases as the anneal time 

increases.  The post-ITS anneal time in [14] was not reported, but it was only 30 sec in [15]; in 

comparison, the data in Fig. 6.2 are for a 30 min anneal.  Thus, containing the dopant profile 

within Lc or reducing the Ni cluster concentration at Lc (both of which require short anneals) 

should result in a smooth dopant profile.  This may be extended further with F-PSII, which is 

expected to increase Lc due to F gettering of stray Ni atoms [31], [32]. 

  

 

 

 

 

 

 
Fig. 6.3.  Modeled erfc profiles (solid lines) vs. data for (a) As/PtSi (Ref. [7]) and (b) B/NiSi (Ref. [9]), for ITS 

processing.   
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For short anneal times such that Xj,SDE < Lc, the SDE profile should follow erfc (solid-source 

diffusion) behavior, since the dopants are effectively “dragged” into the silicon by the diffusing 

Ni, which itself comes from a semi-infinite source of Ni atoms in the NiSi layer.  This is shown 

in Fig. 6.3, where erfc model curves are plotted against previously published data (the data points 

in Fig. 6.3 were traced by hand).  The experimental data at multiple temperatures permits 

extraction of the activation energy EA and upper diffusivity limit D0 for the presented 

dopant/silicide combinations in Fig. 6.3.  For both cases (i.e., sharp As/PtSi junctions and broad 

B/NiSi junctions), EA is very low (50-70 meV), while D0 shows the expected difference between 

B and As (~20x).   

 

  

 

 

 

 

 

Fig. 6.4.  (a) modeled erfc profiles (solid lines) vs. Ni SIMS for long anneal times and (b) overlay of Ni and As 

SIMS for the same anneals, showing the kink effect in the As profile due to Ni clustering.  For these samples, 16 nm 

of Ni was deposited, as opposed to 30 nm in Fig. 6.2, and the As was implanted at 10 keV, 0 º tilt, and 1x10
15

 cm
-2

 

dose. 

  

 

 

 

 

 

 
Fig. 6.5.  (a) As and (b) Ni SIMS after ITS and anneal for various times.  The sharp As peak at ~15-20 nm is due to 

inadvertent NiSi oxidation during the RTA cool-down phase.  For these samples, 16 nm of Ni was deposited, as 

opposed to 30 nm in Fig. 6.2, and the As was implanted at 10 keV, 0 º tilt, and 1x10
15

 cm
-2

 dose. 

 

It would therefore seem that EA is associated with the process of metal atom rejection from the 

silicide at sub-agglomeration temperatures.  This is because, for long anneal times whereby 

clustered Ni diffusion dominates, EA for Ni diffusion is predictably higher, at 474.5 meV 

(Fig. 6.4(a)).  Regardless of the anneal temperature, the dopant profile follows the Ni profile 

(Fig. 6.4(b)), and Xj,SDE saturates for long enough anneal times.  This saturation in Xj,SDE is shown 
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in Fig. 6.5(a) and is due to Ni clustering which increases EA and retards Ni diffusion 

(Fig. 6.5(b)).  It is noteworthy that the samples prepared for Figs. 6.4 and 6.5 had 16 nm of Ni 

sputter deposited rather than the 30 nm used in Fig. 6.2.  This resulted in a thinner NiSi layer (~ 

36 nm), which readily agglomerated (Fig. 6.6(b)).  What this means is that dopant diffusion into 

the substrate is independent of the morphological state of the silicide layer, whose only function 

in this regard is to act as an initial source of metal atoms. 

Assuming that D0 is not affected by fluorine, the change in EA due to F-PSII can be extracted 

using  
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where Xj and D are respectively the junction depth and dopant diffusivity without F-PSII, and 

Xj,F-PSII and DF-PSII are respectively the junction depth and dopant diffusivity with F-PSII.  From 

the ratio of junction depths in Fig. 6.2 (taken at a dopant concentration of 1x10
17

-1x10
18

 cm
-3

, or 

equivalently from the Ni profiles in Fig. 6.2), EA for B and P diffusion (From Fig. 6.2) in Si 

increase with F-PSII, by 21.5 meV and 23.8 meV, respectively.  The increase in EA (ΔEA) for Ni 

diffusion is smaller for BF2-implanted NiSi (26.2 meV) than for P-implanted NiSi (35.6 meV) 

because of the extra F introduced by the BF2 implant.  For the As-implanted sample in 

Fig. 6.2(c), there is not enough of a change in the dopant profile with F-PSII to measure ΔEA, 

which is anomalous if one considers the results for As-implanted samples in Figs. 6.3-6.5 (the 

cause for this remains unclear, but may be due to thermal isolation via the pocket wafer during 

RTA).  However, ΔEA due to F-PSII for the Ni profiles in Fig. 6.2(c) is found to be 43.7 meV, 

which is considerably higher than ΔEA for the BF2- and P-implanted samples.  A likely 

explanation for this is that As-doped NiSi is less thermally stable than B-doped or P-doped NiSi 

[38]-[40], meaning F-PSII should result in the largest ΔEA for the As-implanted sample. 

These findings support the theory that metal atom rejection from the silicide is the dominant 

factor in determining the doping profiles.  They also suggest that NiSi ITS can be competitive 

with PtSi ITS since, e.g., F-PSII increases EA to ~70.4 meV for BF2/NiSi ITS and short anneals. 

 

6.4 Diode Capacitance-Voltage Analysis 

The minority carrier barrier height B was extracted using the 1/C
2
 vs. V methodology outlined 

in [41].  Since it has now been established that DSS junction formation is a direct function of the 

spatial Ni (and therefore trap) distribution, it would follow that B extraction by C-V cannot be 

performed at any single frequency.  The presence of these traps will increase the minority carrier 

response time, thus reducing the measured capacitance at high frequency.  This results in an 

extracted built-in voltage (Vbi) and therefore B that is artificially high, an example of which is 

shown in Fig. 6.6.  Thus, the measurement frequency must be swept over a wide range to find the 

appropriate frequency at which the minority carrier response time is negligible and the correct B 

value can be extracted.  The resulting B vs. frequency curves are shown in Fig. 6.7. 

 

 

 



 

 95 

 

 

 

 

 

 

 

 

 
Fig. 6.6.  Example plot of 1/C

2
 vs. V for ITS with BF2 and without F-PSII, at 50 kHz and 1.5 kHz measurement 

frequency. 

 

Several interesting features emerge when observing the effect of F-PSII, anneal time, and 

doping polarity on the B vs. frequency curves in Fig. 6.7.  In Fig. 6.7(a), for the curves without 

F-PSII, increasing the anneal time slightly increases the minority carrier B from 0.9 eV at 

2.5 kHz to 0.94 eV at 1.5 kHz.  This suggests that increasing the post-ITS anneal time will result 

in a higher B concentration at the NiSi/Si interface and therefore higher electron B.  This is only 

observed for B and not P or As, and so is likely due to F from the BF2 implant contained within 

the NiSi layer (Fig. 6.2(a)) reducing B diffusivity within the NiSi, thereby increasing the time 

required for the interfacial B concentration to saturate during the post-ITS anneal.  A meaningful 

prediction from this would be that ITS with B
11

 rather than BF2 would not show this effect, thus 

permitting both DSS NMOS and PMOS devices to have the same optimal thermal budget for the 

post-ITS anneal.  (Individual tuning of the NMOS and PMOS SDE regions can be achieved by 

separate F-PSII.) 

What is seen from all of the curves in Fig. 6.7, but in particular in Fig. 6.7(a), is that longer 

anneal times shift the B vs. frequency curve to lower frequencies.  This is indicative of the 

increase in spatial Ni (and therefore trap) distribution shown in Fig. 6.2.  One could infer that the 

more the B vs. frequency curve is shifted to lower frequency, the deeper the SDE junction.  

However, this is not always the case.  Among the curves for 1 min anneal time, the curve with F-

PSII is shifted to a lower frequency than the curve without F-PSII.  This is a consequence of the 

implant damage from F-PSII.  However, for 30 min anneal time, the deepest traps in the Si are 

those formed by Ni diffusion, and so the downward frequency shift is truly indicative of a deeper 

SDE junction.   

The frequency shift is more evident in Fig. 6.7(a) than in Figs. 6.7(b) and (c), because the 

extracted B begins to drop at ~ 10-100 KHz for the p
+
n diodes (whereas it does not begin to 

drop until the frequency is reduced to ~ 1 kHz for the n
+
p diodes).  The reason for this difference 

between the BF2 and As/P samples may be due to deep trap states located closer to the valence 

band, for which minority carriers have a short response time for p
+
n diodes but a long response 

time for n
+
p diodes.  It is possible that these deep traps are associated with vacancies formed by 
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Ni diffusion into the Si.  They may also be the result of the Ni atoms/clusters themselves, which 

give rise to both acceptor-like (Ec – 0.47 eV) and donor-like (EV + 0.18 eV) states in silicon [42].  

This is more likely, considering that vacancies should be quickly filled by dopant atoms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6.7.  Minority carrier B vs. measurement frequency for (a) BF2, (b) P, and (c) As-implanted samples, with and 

without F-PSII.  Post-ITS anneals were performed at 600 °C for 1 min or 30 min.  The data for 30 min are from the 

exact same die as measured for SIMS depth profiles in Fig. 6.2. 

 

A final point to note regarding Fig. 6.7 is that F-PSII does not affect B for the p
+
n diodes but 

notably increases B for the n
+
p diodes (Table I).  This is opposite to expectations for reduced B 

in Figs. 6.7(b) and (c), based on the observed reduction in interfacial dopant concentration with 

F-PSII (Fig. 6.2).  This suggests either that the segregated F atoms reduce the electron B by an 

amount that is greater than the decrease caused by a drop in interfacial dopant concentration, or 

that some other effect is taking place.  In [43], F passivation of NiSi/Si interfaces was found to 

have no significant effect on B, regardless of implant dose, so it is clear that some other effect is 

the cause.  One possibility is that F implant damage reduces the electron B, similar to the effect 

of Ar plasma pre-amorphization on ErSi1.7 contacts [44]; however, a corresponding reduction in 

B is not measured in Fig. 6.7(a) for the p
+
n diodes.  Also, the B shift in [44] is only ~ 20 meV, 

whereas in Figs 6.7(b) and (c) the B shift is ~ 50-100 meV.  A more likely possibility is that the 
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reduced spatial Ni distribution itself, due to F-PSII, contributes to an improvement in the 

efficiency with which n-type dopants can reduce (increase) the electron (hole) B.  This is 

consistent with a reduction in spatial distribution of acceptor-like states which must be screened 

by n-type dopants in order to reduce the electron B. 

In order to estimate the majority carrier B, it is typical to subtract the extracted minority 

carrier B from the bandgap energy EG.  However, for DSS junctions, the interface dopant 

concentration is very high and so using 1.12 eV as EG  for Si is inaccurate, due to bandgap 

narrowing (BGN) at high doping levels.  To this end, BGN is calculated herein using the peak 

doping concentration at the DSS junction and the models in [45] for n-type and p-type Si BGN.  

This is the first time BGN has been included in the analysis of DSS junctions, and the results are 

shown in Table I.  For the samples without F-PSII, the majority carrier B is, at most, 0.105 eV.  

With F-PSII, all extracted values for B are zero or near-zero.  That both the n-type and p-type 

contacts achieve extremely low B with ITS processing indicates that DSS MOSFETs can be 

designed to not have a SB contact so that they essentially are aggressively silicided conventional 

MOSFETs (with ohmic source/drain contacts); as a result, the parasitic resistance in these 

structures will be due entirely to the sheet resistances of the source/drain silicide and SDE 

regions.  The data in Table I also explain why the minority carrier B extracted for the p
+
n diodes 

does not reach ~ 1 eV as it does for the n
+
p diodes.  The answer lies within the larger BGN that 

occurs in p-type Si at the same doping level, due to the different subband nature for p-type vs. n-

type Si [45].  For this specific reason, a direct comparison of the minority carrier B values for 

n
+
p vs. p

+
n DSS diodes is misleading due to the differing degrees of BGN for n-type and p-type 

contacts.   

As Table II shows, the minority carrier B for the n
+
p diodes with F-PSII remains at ~ 1 eV, 

regardless of post-ITS anneal temperature, for a 1 min post-ITS anneal.  (500 °C data could not 

be obtained for P-implanted samples, due to very high leakage.)  For the p
+
n diodes without F-

PSII, the minority carrier B is independent of post-ITS anneal temperature; however, with F-

PSII, it drops with increasing anneal temperature.  This could be due to an increase in F 

activation at and near the NiSi/Si interface, which would reduce the peak B concentration.  This 

discovery reveals another advantage of F-PSII beyond its effect on reducing the spatial Ni 

distribution and hence the SDE junction depth in DSS MOSFETs for a given post-ITS anneal 

thermal budget, in that lower temperatures for the post-ITS anneal can be utilized to reduce the 

SDE junction depth even further, at no cost to contact resistance.  This is very valuable for DSS 

MOSFET process optimization, not only because it can improve MOSFET scalability and 

performance, but also because it can reduce performance variation.  In [46], it was noted that the 

variation in specific contact resistivity ρc due to random dopant fluctuation (RDF) will be very 

small at and near the end of the CMOS technology roadmap, if the dopant concentration at the 

contact interface is sufficiently large.  However, it was also noted in [46] that this may lead to a 

requirement for co-optimization of ρc variation and threshold voltage Vt variation, since these 

have opposite dependence on SDE doping concentration.  By reducing the post-ITS anneal 

temperature to reduce the SDE dopant concentration [14], [15] without any penalty in B, the ρc 

and Vt co-optimization design space is increased, to allow for both reduced performance 

variation and increased nominal device performance. 
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6.5 Diode Current-Voltage Analysis 

The aforementioned benefit of F-PSII (permitting a reduction in post-ITS anneal temperature 

without sacrificing device performance) is contingent upon the DSS diode leakage not increasing 

as the post-ITS anneal temperature is reduced.  An increase in leakage with reduced anneal 

temperature was reported in [15] and generally is correlated with a reduction in minority carrier 

B.  For sufficiently low anneal temperatures (or more accurately, low enough thermal budgets) 

such that Xj,SDE is very small and/or the SDE dopant concentration is very low, tunneling through 

the SDE region will also contribute to diode leakage [17], in a manner very similar to SB 

leakage.  This may explain why the diode leakage was too high for the P-implanted samples 

which underwent only a 500 °C/1min post-ITS anneal, preventing C-V analysis to obtain B 

information.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6.8.  Cumulative distribution of reverse bias diode leakage for (a) BF2, (b) P, and (c) As-implanted samples, 

with or without F-PSII.  All samples were annealed at 500, 600, or 700 °C for 1 min. 

 

Fig. 6.8 shows the cumulative distributions of reverse bias diode leakage for the DSS samples 

annealed at 500, 600, or 700 °C for 1 min, with or without F-PSII.  Leakage current for the p
+
n 
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diodes is higher than for the n
+
p diodes by ~ 1 decade, although it is noteworthy that the diode 

on-state current (not shown) is also higher by ~ 1 decade, so a direct I-V comparison between the 

p
+
n and n

+
p diodes would be misleading.  (This may well be the result of different series 

resistance in the n-type and p-type wafers used to fabricate the diodes.)  Nevertheless, in all 

cases, an increase in anneal temperature reduces the diode leakage, as expected, and is consistent 

with the trend reported in [15].  For the p
+
n samples, there is no clear case to be made for F-PSII 

reducing or increasing diode leakage, perhaps due to competition between F activation and B 

segregation at the NiSi/Si interface.  However, with F-PSII and the same post-ITS thermal 

budget, the diode leakage is reduced for the n
+
p samples by an amount equivalent to annealing 

the sample without F-PSII at a temperature at least 100 °C higher.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.9.  Leakage current at 1 V reverse bias vs. diode ideality factor for (a) BF2, (b) P, and (c) As-implanted 

samples, with or without F-PSII.  All samples were annealed at 500, 600, or 700 °C for 1 min. 

 

The reduction in diode leakage with F-PSII, for the n
+
p diodes, correlates to the increase in 

minority carrier B shown in Table II.  However, it is noteworthy that in some cases, for a given 

process split (e.g., As with F-PSII), the diode leakage drops with increasing annealing 

temperature despite the minority carrier B being constant over this temperature range.  Thus it 

would seem that something other than a change in minority carrier B is the actual cause of 

leakage reduction with increasing post-ITS anneal temperature.  Fig. 6.9 shows scatter plots of 

diode leakage at 1 V reverse bias versus the corresponding diode ideality factor.  In all cases, 



 

 100 

regardless of anneal temperature or whether F-PSII was performed, the diode leakage always 

increases with ideality factor.  The samples with lower anneal temperatures are grouped toward 

higher leakage and higher ideality factor, suggesting that lower anneal temperatures result in an 

increased presence of generation-recombination (G-R) centers in the diode depletion region.  

Previously published ITS  SIMS data show a reduction in Npeak with annealing temperature [14], 

[15].  This leads to a larger depletion region within the SDE, which exposes this depletion region 

to a higher Ni concentration, which increases G-R leakage [25], [31], [32].  Thus the increase in 

leakage with reduced annealing temperature is dominated by this effect as opposed to a reduction 

in minority carrier B. 

Additionally, with F-PSII and the same thermal budget, Xj,SDE is smaller, which results in an 

increasing fraction of the depletion region existing in the lightly doped Si substrate and a smaller 

fraction existing in the SDE region (which correlates to the spatial Ni distribution).  Thus, it can 

be concluded that the effect of F-PSII to reduce Xj,SDE also reduces diode leakage, at least until 

Xj,SDE becomes small enough for tunneling through the SDE region to dominate the diode 

leakage current. 

Based on the presented data, which demonstrate a reduction in Xj,SDE with F-PSII, it stands to 

reason that DSS junctions can be tuned by varying the F-PSII dose for a given silicide, ITS dose 

and energy, and post-ITS anneal time and temperature.  Thus, a worthwhile future study would 

be to compare ITS for NiSi and PtSi and a range of F-PSII doses, to determine whether the lower 

limit for Xj,SDE (and other diode characteristics, such as B, leakage, etc.) for NiSi is indeed 

competitive with that for PtSi.  Such a study would also provide insight into process optimization 

windows for DSS MOSFETs using different silicide materials. 

 

6.6 DSS MOSFET Fabrication 

The starting substrates were lightly doped p-type 6” silicon-on-insulator (SOI) wafers, with a 

200 nm buried oxide (BOX) layer.  The body thickness tbody was thinned to 30 nm by dry 

oxidation at 900 °C.  After mesa active region patterning, a 6.5 nm (2.8 nm) NMOS (PMOS) dry 

gate oxide was grown, followed by 100 nm n
+
 poly-Si0.84Ge0.16 gate LPCVD and then a 20 nm 

low-temperature-oxide (LTO) layer.  The gate electrodes were defined using i-line lithography 

with photoresist trimming in O2 plasma.  After the gate stack was etched, the wafer was 

subjected to dry re-oxidation (to grow ~6.5 nm SiO2) followed by 21 nm Si3N4 LPCVD.  A 

masked F-PSII was then performed with F
+
 at 20 keV, 0° tilt angle, and 1x10

15
 cm

-2
 dose 

(Fig. 6.10(a)).  No post-implant anneal was performed, in order to maximize F segregation 

during the subsequent silicidation process [32].  After etching the Si3N4/SiO2 gate-sidewall 

spacers, a 3 nm sputter pre-clean was performed, followed by 16 nm Ni sputter deposition.  The 

wafer was then annealed at 300 °C/5 min in an oven with N2 ambient.  The unreacted Ni was 

then removed in a heated H2SO4/H2O2 solution and then NiSi was formed by rapid thermal 

annealing (RTA) at 500 °C/1 min (Fig. 6.10(b)).  ITS was then performed with P
+
 (20 keV) or 

BF2 (25 keV) at 0° tilt angle, and 1x10
15

 cm
-2

 dose (Fig. 6.10(c)).  The post-ITS anneal was 

performed by RTA in N2 ambient at 600 °C for varying times to form n
+
 SDE regions 

(Fig. 6.10(d)).  The implant conditions were selected based on SRIM simulations [23], to provide 

for vertically uniform F-PSII, P-ITS, and B-ITS distributions within the thin SOI/silicide layer.  

The gate oxide was grown relatively thick, to amplify the impact of any change in SDE junction 

depth (due to F-PSII) as a change in short channel effects (SCE).  Fig. 6.10(d) shows a schematic 



 

 101 

cross-section of the fabricated device. 

 

 

 

 

 

 

 

 

 

 
Fig. 6.10.  Schematic cross-sections illustrating key steps in the DSS MOSFET fabrication process.  (a) F-PSII is 

performed before (b) gate-sidewall spacers are etched and NiSi is formed, resulting in segregated F at the NiSi/Si 

interface.  Then (c) P-ITS is performed and (d) the wafer is annealed at 600 °C for 1 min to form SDE regions. 

 

 

6.6 DSS MOSFET Electrical Results 

 

 

 

 

 

Fig. 6.11.  Measured (a) IDS vs. VGS characteristics and (b) IDS vs. VDS characteristics for n-channel DSS NMOSFETs 

(LG = 160 nm, W = 10 μm) fabricated with or without F-PSII.  For (b), VGS is varied from -1 V to 2.5 V in 0.5 V 

increments.  The post-ITS anneal for these samples is 600 ºC for 1 min. 

 

Fig. 6.11(a) shows IDS vs. VGS curves for DSS NMOSFETs with gate length LG = 160 nm and 

channel width W = 10 μm.  A reduction in drain-induced barrier lowering (DIBL) with F-PSII is 

clearly seen, from 282 mV/V to 142mV/V at 100 nA/m, in Fig. 6.11(a), and in Fig. 6.12(a) over 

a range of LG values.  This indicates an increase in the effective channel length due to a reduction 

in Xj,SDE with F-PSII, which also accounts for the lower IDS at high VGS.  The IDS vs. VDS curves in 

(b) (a) 

 

F-PSII

Buried 

Oxide

Nitride Spacer

Gate

oxide

(a)

NiSi

Fluorine

(b)

ITS

Fluorine

(c)

SDE

(d)

F-PSII

Buried 

Oxide

Nitride Spacer

Gate

oxide

(a)

NiSi

Fluorine

(b)

F-PSII

Buried 

Oxide

Nitride Spacer

Gate

oxide

(a)

F-PSII

Buried 

Oxide

Nitride Spacer

Gate

oxide

F-PSII

Buried 

Oxide

Nitride Spacer

Gate

oxide

Nitride Spacer

Gate

oxide

(a)

NiSi

Fluorine

NiSi

Fluorine

(b)

ITS

Fluorine

(c)

SDE

(d)

ITS

Fluorine

(c)

ITS

Fluorine

ITS

Fluorine

(c)

SDESDE

(d)



 

 102 

Fig. 6.11(b) show higher total resistance Rtotal in the linear region, which implies higher 

source/drain resistance RSD, for the device with F-PSII.  At VGS = 2.5 V and VDS = 50 mV, Rtotal 

increases from 5.85 k-μm without F-PSII to 9.73 k-μm with F-PSII.  The NiSi sheet 

resistance Rs, although different between the two splits (8.80 ± 5.09 /sq without F-PSII vs. 

11.12 ± 4.34 /sq with F-PSII, corresponding to 0.264 Ω-μm and 0.334 Ω-μm, respectively), 

represents a small fraction (~4x10
-5

) of Rtotal.  The linearity of the IDS vs. VDS curves at low VDS 

suggests no significant increase in electron SBH, and therefore contact resistance, with F-PSII.  

Furthermore, F-PSII does not affect the silicide thickness [31], [32] (also supported by Fig. 6.2, 

where the segregated dopant peak position at ~25 nm does not change with F-PSII), meaning 

there should not be any difference in lateral silicidation between the devices with and without F-

PSII.  This all suggests that Xj,SDE is the dominant factor in modulating Rtotal and, with F-PSII, is 

small enough to be contained largely or entirely under the gate-sidewall spacer, such that the 

SDE is gate-underlapped.  The results herein do not imply that F-PSII would result in large RSD 

in an optimally designed device.  (The gate-sidewall spacer width can be reduced to lower RSD.)  

The purpose of this study is solely to demonstrate that Xj,SDE, hence SCE, can be reduced by F-

PSII, and this is clearly demonstrated in Figs. 6.11 and 6.12.   

 

 

 

 

 

 

 

Fig. 6.12.  Measured (a) DIBL vs. LG  and (b) Imin vs. LG  for n-channel DSS MOSFETs (W = 10 μm) fabricated with 

or without F-PSII.  The post-ITS anneal for these samples is 600 ºC for 1 min. 

 

As the anneal time increases, DIBL increases, even when F-PSII is utilized (Fig. 6.13).  This 

degradation in DIBL is traceable to the reduction in effective channel length Leff as Xj,SDE 

increases with anneal time, as inferred from Fig. 6.5.  Interestingly, for narrow devices (W = 

0.7 μm) at the same LG, DIBL is considerably lower, as shown in Fig. 6.13 for the devices with 

F-PSII.  This is not due to a significance of the corner effect or reverse narrow width effect on 

improving gate control, since the active area aspect ratio remains very small at W = 0.7 μm 

(tbody/W ~ 0.043).  (In other words, the “narrow” width devices by no means resemble a FinFET 

or even a Tri-Gate MOSFET.)  Thus, the smaller degradation in device performance for narrow 

widths and long anneal times is due to larger Leff, perhaps because the growth in Xj,SDE with 

anneal time is smaller for narrow devices.   

This effect of improved DIBL for narrower (but still planar) devices may be traced back to the 

NiSi grain size.  Although the grain size for the samples measured here are unknown, grain sizes 

on the order of 200-300 nm have been reported in the literature for NiSi [31], [32], [47], [48].  

So, to a first order, it is plausible to assume similar NiSi grain sizes for the presented work.  

Thus, for W = 0.7 μm, it is possible that there are only 3-4 NiSi grains interfacing the Si channel 

(b) (a) 
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region, as opposed to the case for W = 10 μm where there are 50+ NiSi grains.  As mentioned 

previously in Section 6.3, in order for the dopants within the NiSi to diffuse into the adjacent Si, 

the NiSi/Si interface energy for a particular grain must be high enough (i.e., low thermal 

stability, such as NiSi grains with (202) or (211) planes parallel to a (100) Si interface [26]) for 

that particular grain to begin rejecting Ni atoms.  As the device width shrinks to a few NiSi 

grains, substantial dopant diffusion into the adjacent Si now becomes a function of the 

probability that any one of these grains has a high enough interface energy to reject Ni atoms (or 

more accurately, the probability that extent of Ni atom rejection is high, since the interface 

energy is always finite), as opposed to wide devices where the larger grain count interfacing the 

Si channel assures that at least one NiSi grain will have a high interface energy.   

 

 

 

 

 

 

 

 

 

Fig. 6.13.  Measured DIBL vs. LG for n-channel DSS MOSFETs with F-PSII, for different device widths and post-

ITS anneal times at 600 ºC. 

 

Furthermore, it is possible that preferential NiSi grain orientation arises for narrow active 

regions, giving rise to lower average NiSi/Si interface energy (e.g., NiSi grains with (013) or 

(020) planes parallel to a (100) Si interface [26]).  This has not yet been proven or disproven, 

though, because x-ray diffraction (XRD), which reveals information about grain orientation [26], 

is a bulk measurement technique and so is not suitable for measuring narrow patterned lines.  Yet 

another possibility is that Lc increases as the NiSi width decreases.  Nonetheless, a detailed 

understanding of the effect of linewidth on NiSi thermal stability is a worthwhile future study 

and may lend more insight to the behavior shown in Fig. 6.13.  This could be investigated by 

electron diffraction measurements scanned over the length of a narrow NiSi line (in order to 

sample multiple grains in-line), or by directly measuring Xj,SDE for narrow vs. wide devices using 

high resolution scanning spreading resistance microscopy [50] (although, extracted dopant 

profiles would need to be calibrated against the effect of interstitial Ni on carrier mobility). 

If the line of reasoning discussed here holds up against future experimentation, it may also 

explain why, in [3], the authors were able to demonstrate 25 nm NiSi DSS FinFETs using ITS 

and a substantial 600 ºC, 30min anneal, while still demonstrating reasonable control over short 

channel effects (SCE), since the fin width was small enough (40 nm) such that only one NiSi 

grain interfaces the Si channel region [49]. 
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Fig. 6.14.  (a) DIBL and (b) SS cumulative distributions.  L/W = 50 nm/0.7 µm (NMOS) or 410 nm/10 µm (PMOS).   

 

 

 

 

 

 

 

Fig. 6.15.  Cumulative distributions of ION at constant IOFF for (a) NMOS (L/W = 50 nm/0.7 µm, 

600 ºC/10min anneal) and (b) PMOS (L/W = 410 nm/10 µm, 600 ºC/1min anneal).  VDS = 1.7 V 

and (VGS – VOFF)/Tox ~ 6 MV/cm (4 V for NMOS, 1.7 V for PMOS).   

 

To assure that the effect of F-PSII is real and not simply a coincidence for the data collected 

thus far (which came from two die on an entire wafer), statistical data was collected for the 

smallest yielding NMOS (600 ºC, 10 min anneal) and PMOS (600 ºC, 1 min anneal) devices.  

DIBL and subthreshold swing (SS) data are shown in Fig. 6.14, while ION at constant IOFF is 

shown in Fig. 6.15.  As Fig. 6.14 shows with statistical significance, short-channel behavior is 

considerably improved with F-PSII, since Xj,SDE is reduced with F-PSII for both long (10 min) 

and short (1 min) post-ITS anneal times.  With F-PSII, ION is higher for NMOS devices, due to 

reduced Xj,SDE and improved short-channel control (Fig. 6.15(a)).  For PMOS devices, 

(Fig. 6.15(b)) the effect of F-PSII on ION depends on the off-state leakage specification (IOFF): it 

is higher for low IOFF but lower for high IOFF.  This is due to the shorter (1 min) post-ITS anneal 

used for the PMOS devices, which resulted in a gate-underlapped structure with higher RSD, and 

is similar to the NMOS 1 min anneal case from Fig. 6.11(a), where ION at IOFF = 100 nA/μm is 

also lower for the F-PSII split (275.8 μA/μm without F-PSII vs. 161.1 μA/μm with F-PSII, at VDS 

= 2 V and (VGS – VOFF) = 4 V).  Again, the gate sidewall spacer can be reduced to offset this 
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effect, since the sidewall spacer thickness used here (~ 27 nm) was likely too large to be optimal 

for the resulting Xj,SDE values after the short post-ITS anneal. 

Based on the presented data, which demonstrate a reduction in Xj,SDE with F-PSII, it stands to 

reason that DSS junctions can be tuned by varying the F-PSII dose and/or implant angle for a 

given silicide, ITS dose and energy, and post-ITS anneal time and temperature.  (However, this 

must be balanced against F-PSII implant damage at the NiSi/Si interface which, if too high for 

heavy doses, will actually increase Xj,SDE.)  Thus, a worthwhile future study would be to compare 

ITS for NiSi and PtSi and a range of F-PSII doses, to determine whether the lower limit for Xj,SDE 

(and other diode characteristics, such as B, leakage, etc.) for NiSi can be truly competitive with 

that for PtSi.  The data presented here looks promising in this regard, and points toward single 

silicide DSS CMOS being the optimal integration scheme for metallic source/drain technology, 

whereby NMOS and PMOS devices can be individually tuned with separate F-PSII processes.  

Additional optimization paths include damage-less pre-silicidation treatment, such as N co-

plasma [35] during Ni sputtering to improve the NiSi thermal stability, as well as pulsed laser 

annealing [51], to minimize the ramp thermal budget for the post-ITS anneal. 

 

6.8 Summary 

A fundamental understanding has been gained of the process by which DSS junctions are 

formed when ITS processing is utilized to form the junctions.  At the most basic level, the 

formation of DSS junctions relies upon the silicide material having finite thermal stability, such 

that the silicide reaches a lower energy state during the post-ITS anneal by rejecting metal atoms.  

These metal atoms diffuse into the Si, giving rise to vacancies which greatly enhance dopant 

diffusion in Si at low temperatures, thus allowing the formation of the DSS junction.  At some 

distance away from the silicide, the metal atoms form clusters and the vacancy concentration in 

the substrate increases considerably beyond this point.  For sufficiently long post-ITS anneal 

times, this results in a kink in the DSS junction profile.  By performing F-PSII, the thermal 

stability of the silicide can be improved, leading to less metal rejection from the silicide and 

therefore sharper DSS junctions.  This also leads to two side effects, the first being a reduction in 

DSS diode leakage for the same post-ITS anneal temperature and the second being an 

improvement in the efficiency with which the majority carrier SBH can be reduced by the 

segregated dopants at the silicide/silicon interface.  This leads to zero or near-zero SBH contacts 

over a wide anneal temperature range.  (In this study, NiSi was used for ITS processing, but the 

physical mechanisms observed in this work should equally apply to other silicide materials.)  As 

a result, F-PSII considerably improves the process design space for forming SDE regions in 

aggressively scaled DSS MOSFETs, as demonstrated by reduced DIBL and SS with F-PSII, for 

the MOSFETs fabricated in this study. 
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Chapter 7 

 

Silicon Germanium Process Technology 
 

 

7.1 Introduction 
 

Si1-xGex has found a number of applications in integrated circuits, due to its attractive electrical 

and physical properties.  For example, polycrystalline Si1-xGex (poly-Si1-xGex) is a favorable 

MOSFET gate material as compared against poly-Si, due to a higher degree of dopant activation 

resulting in reduced gate depletion effects [1], [2].  In addition, it mitigates the issues of gate 

Fermi-level pinning and gate leakage for integration of high-permittivity gate dielectrics [3].  

Poly-Si1-xGex is also a promising structural material for post-CMOS integration of micro-electro-

mechanical devices (MEMS), because it can be formed at relatively low temperatures [4].  In 

consideration of the thermal budget limits for advanced CMOS devices/circuits, the Si1-xGex 

deposition temperature should not exceed 430
o
C to avoid degradation of interconnect (via) 

resistance [5]. 

Poly-Si1-xGex films for gate-electrode and MEMS applications are typically formed by low 

pressure chemical vapor deposition (LPCVD).  Thin epitaxial layers of Si1-xGex can also be 

formed using low-temperature LPCVD, e.g. to provide heterostructure channels for enhanced 

MOSFET performance [6].  For these applications, it is desirable to be able to dope the film in a 

well-controlled manner (with respect to dopant concentration and Ge content in the deposited 

film, and film deposition rate).  Previous works have investigated in-situ doping of Si1-xGex films 

deposited at moderate-to-high temperatures (450C) [7] – [10], with limited data for films 

deposited at low temperatures [9], [10].  This chapter investigates low-temperature (425
o
C) 

deposition of in-situ doped polycrystalline Si1-xGex films by LPCVD, to characterize the film 

deposition rate and dopant incorporation as a function of Si gas source (SiH4 vs. Si2H6), Ge 

content, and dopant gas flow.  Various deposition mechanisms are elucidated to help guide 

LPCVD process optimization, especially for n-type films since phosphorus poisoning is 

significant at low deposition temperatures [11].  Additionally, solid phase epitaxial regrowth 

(SPER) and Ge melt processing are investigated as methods to form crystalline Si1-xGex out of 

LPCVD Ge and Si1-xGex layers.   
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7.2 LPCVD of In-Situ Doped N- and P-Type Si1-xGex at 425 ºC 

Table 7.1.  LPCVD Si deposition recipes 

Recipe Step # Time  

(min) 

Gas Flow Rates (sccm) Partial Pressure (mTorr) 

GeH4 SiH4 Si2H6 PH3 BCl3 Total Dopant Gas GeH4 

NS1 1 60 - - 66 9 - 75 24 - 

2 60 - - 68 7 - 75 18.67 - 

3 60 - - 70 5 - 75 13.33 - 

4 60 - - 72 3 - 75 8 - 

5 60 - - 74 1 - 75 2.67 - 

PS1 1 40 - - 90 - 50 140 1.43 - 

2 40 - - 100 - 40 140 1.14 - 

3 40 - - 110 - 30 140 0.86 - 

4 40 - - 120 - 20 140 0.57 - 

5 40 - - 130 - 10 140 0.29 - 

PS2 1 60 - 90 - - 50 140 1.43 - 

2 60 - 100 - - 40 140 1.14 - 

3 60 - 110 - - 30 140 0.86 - 

4 60 - 120 - - 20 140 0.57 - 

5 60 - 130 - - 10 140 0.29 - 

PS3 1 40 - 155 - - 45 200 0.9 - 

2 40 - 165 - - 35 200 0.7 - 

3 40 - 175 - - 25 200 0.5 - 

4 40 - 185 - - 15 200 0.3 - 

5 40 - 195 - - 5 200 0.1 - 

 

All depositions were performed on bare 150-mm-diameter Si (100) wafer substrates in a Tystar 

horizontal hot-wall LPCVD reactor with caged boats.  Wafers were first cleaned in a 

H2SO4/H2O2 bath at 120 °C, followed by de-ionized water rinsing, before being loaded into the 

reactor tube.  The boats were placed at the rear of the tube; the source gases were injected 

through a gas ring at the front of the tube.  The temperature and pressure for all depositions was 

425C and 400 mTorr.  GeH4 was used as the Ge source gas, and either SiH4 or Si2H6 was used 

as the Si source gas.  BCl3 (1% BCl3 in 99% He) and PH3 (50% PH3 in 50% SiH4) were used as 

the dopant gases for p-type and n-type films, respectively.  Multi-layer deposition recipes were 

used to save time and analysis cost.  For each layer, the total gas flow was kept the same; only 

the partial pressures of the source gases were varied from layer to layer.  The recipes used for Si 

and Si1-xGex deposition are shown in Tables 7.1 and 7.2, respectively.  It is noted that the 

calculated partial pressures are based on the recipe parameters, which may differ from the actual 

partial pressures at and near the wafer boat due to precursor gas depletion from the gas ring to 

the wafers.  In all cases, wafers from the same wafer boat slot (i.e., same position within the 

tube) were used for analysis to minimize any confounding of precursor gas depletion effects with 

the other mechanisms characterized in this study. 
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Table 7.2.  LPCVD Si1-xGex deposition recipes 

Recipe Step # Time  

(min) 

Gas Flow Rates (sccm) Partial Pressure (mTorr) 

GeH4 SiH4 Si2H6 PH3 BCl3 Total Dopant Gas GeH4 

NSG1 1 20 10 87 - 3 - 100 6 40 

2 20 10 84 - 6 - 100 12 40 

3 20 10 80 - 10 - 100 20 40 

NSG2 1 20 10 187 - 3 - 200 3 20 

2 20 10 184 - 6 - 200 6 20 

3 20 10 181 - 9 - 200 9 20 

4 20 15 182 - 3 - 200 3 30 

5 20 15 179 - 6 - 200 6 30 

6 20 15 176 - 9 - 200 9 30 

7 20 20 177 - 3 - 200 3 40 

8 20 20 174 - 6 - 200 6 40 

9 20 20 171 - 9 - 200 9 40 

NSG3 1 30 10 - 187 3 - 200 3 20 

2 30 10 - 184 6 - 200 6 20 

3 30 10 - 181 9 - 200 9 20 

4 30 15 - 182 3 - 200 3 30 

5 30 15 - 179 6 - 200 6 30 

6 30 15 - 176 9 - 200 9 30 

7 30 20 - 177 3 - 200 3 40 

8 30 20 - 174 6 - 200 6 40 

9 30 20 - 171 9 - 200 9 40 

NSG4 1 30 18 - 54 3 - 75 8 96 

2 30 18 - 51 6 - 75 16 96 

3 30 18 - 48 9 - 75 24 96 

4 30 27 - 45 3 - 75 8 144 

5 30 27 - 42 6 - 75 16 144 

6 30 27 - 39 9 - 75 24 144 

7 30 36 - 36 3 - 75 8 192 

8 30 36 - 33 6 - 75 16 192 

9 30 36 - 30 9 - 75 24 192 

PSG1 1 20 10 185 - - 5 200 0.1 20 

2 20 10 180 - - 10 200 0.2 20 

3 20 10 175 - - 15 200 0.3 20 

4 20 15 180 - - 5 200 0.1 30 

5 20 15 175 - - 10 200 0.2 30 

6 20 15 170 - - 15 200 0.3 30 

7 20 20 175 - - 5 200 0.1 40 

8 20 20 170 - - 10 200 0.2 40 

9 20 20 165 - - 15 200 0.3 40 

 

Fig. 7.1 shows P concentration in the deposited film vs. PH3 partial pressure for n-type Si and 

Si1-xGex deposited using Si2H6 as the Si source gas.  For small percentages of Ge (< 10 atomic 

percent) and low PH3 partial pressures, P incorporation differs little between Si1-xGex and Si.  As 

PH3 partial pressure increases, a slight dependence of P concentration on Ge content emerges.  

As the Ge content increases further, P incorporation increases dramatically.  The dependence of 

P incorporation on PH3 partial pressure does not change with Ge content for high PH3 partial 

pressures, which suggests that Ge does not change the P adsorption rate, but instead increases P 

concentration through a combination of promoting P desorption and suppressing P-P dimer 
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formation, to increase the availability of adsorption sites and to increase the amount of 

monatomic P that is more readily incorporated into the film.   

 

 

 

 

 

 

 

 

 

 

Fig. 7.1.  P concentration vs. PH3 partial pressure, for n-type films of various Ge content.  Si2H6 was used as the Si 

source gas.  Recipe NS1 (Table I) corresponds to the data with 0% Ge.  Recipe NSG3 (Table II) corresponds to the 

data with 4.8-8.8% Ge, and recipe NSG4 corresponds to the data with 16.3-28.7% Ge. 
 

 

 

 

 

 

Fig. 7.2.  P concentration and Ge content vs. distance from the substrate, for n-type Si1-xGex multi-layer film stacks 

deposited using (a) SiH4 and (b) Si2H6 as the Si source gas, for various PH3 and GeH4 partial pressures.  In (a), the 

40 mTorr case corresponds to recipe NSG1 (Table II), while the 20 mTorr case corresponds to recipe NSG2.  In (b), 

the 20-40 mTorr case corresponds to recipe NSG3, while the 96-192 mTorr case corresponds to recipe NSG4. 

 

These two effects compete with each other, as discussed in [11].  For high P surface coverage, 

P-P dimerization limits the number of available adsorption sites, which retards film deposition.  

A reduction in P-P dimers results in more available bonding sites around a P adatom, thus 

promoting film deposition.  Ge-induced P desorption reduces the P concentration at the surface, 

but if the rate of P-P dimer suppression exceeds the rate of P desorption, there will be a net gain 

in the amount of P incorporated into the deposited film.  This seems to be the case in Fig. 7.1 for 

moderate concentrations of Ge.  For very low PH3 partial pressures, however, P incorporation is 

(b) (a) 
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actually lower for Si1-xGex than for Si.  This suggests that the effect of Ge-induced P desorption 

dominates over P-P dimer suppression as the PH3 partial pressure is reduced.  This is consistent 

with the notion that fewer P-P dimers are formed when the surface coverage of P is reduced, 

since fewer P adatoms are likely to be adjacent to form a dimer. 

P concentration and Ge concentration depth profiles for film stacks deposited using SiH4 vs. 

Si2H6 as the Si source gas are shown in Fig. 7.2(a) vs. Fig. 7.2(b), respectively.  The PH3 partial 

pressure was varied from layer to layer for each of these film stacks.  The GeH4 partial pressure 

was also varied, for the film stack in Fig. 7.2(b).  The P poisoning effect (suppression of film 

deposition) is manifest in the much thinner stack and poor control of P and Ge content in 

Fig. 7.2(a).  This effect is essentially eliminated if Si2H6 is used as the Si source gas, as can be 

seen from Fig. 7.2(b).  In contrast to previously reported findings for films deposited at higher 

temperatures [7], GeH4 does not dramatically reduce P poisoning at low temperature with SiH4 

as the Si source gas.  This may be due to the difference in the reactive sticking coefficient (RSC), 

which is ~10 higher for deposition using Si2H6 as compared with SiH4 at low temperatures [12].  

(The RSC is the probability that a species will adsorb to the substrate surface.)  Also, the RSC of 

PH3 was found to be greater than 40x that of SiH4 [11], which results in highly preferential 

adsorption of PH3 over SiH4.  Due to the lower RSC associated with SiH4, more adsorption sites 

are available for Ge and P, which increases P surface coverage and therefore P-P dimerization.  

This results in a runaway process of progressively reduced SiH4 adsorption due to P-P 

dimerization, and progressively increased P-P dimerization due to reduced SiH4 adsorption, until 

the deposition ceases altogether.  The much higher RSC associated with Si2H6 reduces P 

coverage, thereby suppressing the P-P dimerization that impedes deposition.  It can be seen from 

Fig. 7.2(b) that, with the appropriate Si source gas, GeH4 does help to mitigate P poisoning, since 

higher GeH4 partial pressure results in a smoother P profile, i.e. improved control of P 

incorporation and film deposition rate.   

 

 

 

 

 

 

 

 

 

 
Fig. 7.3.  B concentration vs. normalized distance from the substrate, for p-type Si film stacks deposited using SiH4 

and Si2H6 as the Si source gases.  The Si2H6 case corresponds to recipe PS1 (Table I), while the SiH4 case 

corresponds to recipe PS2. 
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For p-type films, well-controlled deposition is achieved with SiH4 rather than Si2H6, as can be 

seen from Fig. 7.3, which compares the B concentration vs. normalized distance from the 

substrate for two Si film stacks.  The BCl3 partial pressure was varied from layer to layer for 

each of these film stacks; the deposition recipes used were the same, except for differences in the 

deposition times and the choice of Si source gas.  The B concentration stabilizes more quickly 

upon a change in BCl3 partial pressure, if SiH4 is used as the Si source gas.  B incorporation is 

not as well controlled, and dramatically reduced if Si2H6 is used instead of SiH4.  It should be 

noted that the reduction in B concentration is not attributable to an increased deposition rate for 

Si2H6-source deposition, because the deposition rate of p-type Si using Si2H6 (~1 nm/min) is 

actually lower than that using SiH4 (~1.2-1.5 nm/min).  Again, the difference in RSC between 

Si2H6 and SiH4 can provide an explanation for this.  Considering that there is a two-fold increase 

in the amount of Si provided by Si2H6 as compared with SiH4, as well as the ~10x difference in 

RSC between both gases, for the same gas flow rates, the B:Si ratio for SiH4-source deposition 

should be ~20 higher than for Si2H6-source deposition.  The ratio of B concentrations for the 

film stacks in Fig. 7.3 is ~10 at higher B concentrations, and increases to ~ 27 at lower B 

concentrations, which supports this theory.  The change in this ratio with B concentration 

suggests that the effect of B adatoms on SiH4 adsorption is also significant.  The higher 

deposition rate for SiH4-source deposition is attributable to the higher B incorporation (due to the 

smaller RSC of SiH4), which enhances SiH4 adsorption due to an increase in potential at the 

deposition surface [13], resulting in a 20-50% increase in deposition rate.  As for B concentration 

control and stabilization, Fig. 7.3 suggests that BCl3 adsorbs less easily when adjacent to Si2H6, 

in comparison to SiH4.  This results in a self-feeding effect similar to P poisoning, but opposite 

in nature and less severe, which reduces the B concentration as the deposition proceeds. 

 

 

 

 

 

 

 

 

 

 
Fig. 7.4.  B concentration vs. BCl3 partial pressure for p-type films of various Ge content.  SiH4 was used as the Si 

source gas.  For the 0% Ge, 140 sccm total and 200 sccm total cases, recipes PS2 and PS3 (Table I) were used, 

respectively.  For the data with 21-39% Ge, recipe PSG1 (Table II) was used. 
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Fig. 7.4 shows how B concentration varies with BCl3 partial pressure, for films deposited using 

SiH4 as the Si source gas.  For a given BCl3 partial pressure, increased Ge content results in 

reduced B concentration.  Also, the dependence of B concentration on BCl3 partial pressure is 

weaker for films with higher Ge content.  These results clearly indicate that GeH4 more 

successfully competes for adsorption sites than BCl3 and may in fact promote B desorption from 

the surface.  (The effect of GeH4 on B incorporation cannot be attributed to enhanced deposition 

rate, since the deposition rate was not found to vary significantly with Ge content.)   

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.5.  Ge content in the deposited film vs. GeH4 partial pressure during deposition, for n-type and p-type Si1-

xGex.  SiH4 was used for p-type Si1-xGex and Si2H6 was used for n-type Si1-xGex.  For the p-SiGe data, recipe PSG1 

(Table II) was used.  The n-SiGe data at the lower GeH4 partial pressure corresponds to recipe NSG3 (Table II), 

while the n-SiGe data at the higher GeH4 partial pressure corresponds to recipe NSG4. 

 

From the two curves for pure Si deposition in Fig. 7.4, it can be seen that a reduction in the 

total gas flow rate results in lower B concentration, for a given BCl3 partial pressure.  Although 

not shown here, this same behavior was also observed for Si2H6-source deposition, suggesting 

that Si precursor gas depletion is not the cause.  (The higher RSC of Si2H6 means it should 

deplete faster than SiH4, which, if depletion dominates, would suggest the opposite of what was 

observed.)  Further supporting this case, in [12], it was shown that the RSC has an inverse 

relationship to gas flow, i.e. as the flow rate increases, RSC is reduced.  For a constant pressure, 

increased gas flow results in increased gas velocity, which means that the amount of time a given 

gas molecule has to adsorb to the substrate surface is reduced.  For the same BCl3 partial 

pressure, then, a reduction in the total gas flow increases the amount of Si adsorbing to the 

surface, which reduces the B:Si ratio and therefore B concentration. 

The dependence of Ge content on GeH4 partial pressure for n- and p-type films is shown in 

Fig. 7.5.  For p-type films, increased B concentration results in slightly reduced Ge content due 

to B enhancement of SiH4 adsorption, as mentioned previously.  As noted in [13], B adatoms 

increase the potential at the deposition surface, which has two effects: H more readily desorbs 
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from the surface, and SiH4 molecules have some electrostatic attraction to the surface.  These 

two effects combine to result in a nonlinear effect of B on SiH4 adsorption, which explains the 

tapering off of the B concentration curves in Fig. 7.4.  

 

 

 

 

 

 

 

 

 

 

Fig. 7.6.  Deposition rate vs. Ge content for n-type and p-type films.  SiH4 was used as the Si source gas for the p-

type films; Si2H6 was used as the Si source gas for the n-type films.  The shift between the 75 sccm (recipes NS1, 

Table I and NSG4, Table II) and 200 sccm (recipe NSG3, Table II) total gas flow cases for n-type films arises from 

the RSC dependence on gas flow rate, while the variation in p-type data (recipes PS3, Table I and PSG1, Table II) is 

due to the dependence of deposition rate on BCl3 partial pressure. 

 

For n-type films, in most cases, P concentration has little or no effect on Ge content, as 

Fig. 7.2(b) shows.  Ge incorporation into the film seems to be primarily a function of GeH4 

partial pressure, which is shown in Figs. 7.2(b) and 7.5.  Since P adatoms are n-type, their result 

is a decrease in the potential at the deposition surface, suggesting a reduction in H desorption as 

well as less electrostatic attraction of incoming Si2H6 molecules.  Since the RSC of Si2H6 is 

much higher than that of SiH4, however, the deposition rate of the n-type film should not change 

by much if at all, so long as any reduction in H desorption does not reduce the number of 

available adsorption sites to below what would normally be filled by Si2H6 if there were little or 

no P adatoms at the surface.  This is supported by the constant deposition rate (0.7-0.75 nm/min, 

shown in Fig. 7.6) measured for n-type Si films deposited with various PH3 partial pressures.  

Only in the highest P concentration (6.4x10
20

 cm
-3

) and Ge content (~30%) case presented, as 

Fig. 7.2(b) shows, does P incorporation seem to have a non-negligible effect on Ge content, 

which increases due to reduced Si2H6 adsorption.  Thus, it would seem that the effect of P in 

changing the surface potential does not dominate over the high RSC of Si2H6 unless extremely 

high P concentrations are present in the deposited film.  However, since the same effect can also 

be explained as the onset of P poisoning due to P-P dimerization, which may result in the 

preferential adsorption of GeH4 over Si2H6, it is difficult to conclude with the current data 

whether the slight increase in Ge content for the highest P concentration case is due primarily to 

a reduction in surface potential. 



 

 118 

From Fig. 7.5 it can also be seen that, for similar doping levels, Ge incorporation is much 

lower for n-type films, for a given GeH4 partial pressure.  To counteract this effect, higher GeH4 

partial pressures can be used, either by increasing the GeH4 flow rate and/or reducing the total 

gas flow rate.  The former approach increases the cost of deposition, while the latter approach 

may change the Ge content dependence on GeH4 partial pressure due to a flow rate dependence 

of GeH4 depletion within the tube [14] (i.e. RSC dependence on flow rate).  This depletion effect 

is evident in Fig. 7.5, where higher Ge content in the n-type films was achieved for reduced total 

gas flow rate.  Although higher Ge content can be achieved for n-type films this way, the 

required GeH4 partial pressure is substantial and the sensitivity of Ge content on GeH4 partial 

pressure is reduced at lower total gas flow rates (noting the log scale of the x-axis). 

Since the deposition rate for n-type Si1-xGex films is lower than that for p-type films of the 

same Ge content (Fig. 7.6), the reduction in Ge incorporation in n-type films is due to 

competition between PH3 and GeH4 for adsorption sites. (This is further supported by the smaller 

slope in Fig. 7.5 for n-type films for the same GeH4 partial pressure range).  P concentration has 

little effect on film deposition rate over the measured range of P and Ge concentrations; the 

variation in measured n-type film deposition rate in Fig. 7.6 is due primarily to the limited depth 

resolution of SIMS.  For n-type films, then, the deposition rate depends on the GeH4 partial 

pressure.  This is clearly shown in Fig. 7.6, where the same linear dependence of the n-type 

deposition rate on Ge content is maintained between low (75 sccm) and high (200 sccm) total gas 

flow rates.  That this linear dependence is maintained, and that the deposition rate curve shifts 

downward with a higher total flow rate, shows that the RSC dependence on flow rate dominates 

over the GeH4 depletion dependence on flow rate in determining the deposition rate, and that the 

deposition is therefore not source-limited. (It is noted that preferential sputtering of different 

species during SIMS analysis results in some inaccuracy in film thicknesses determined by SIMS 

analysis alone; however, the trends observed in Fig. 7.6 should remain).  In contrast, for p-type 

films, the deposition rate shows statistically insignificant dependence on Ge content, but 

significant dependence on BCl3 partial pressure, which is why the range of measured deposition 

rates in Fig. 7.6 is much larger for p-type films. 

 

7.3 SPER of LPCVD Si1-xGex Films 

Crystalline Si1-xGex layers are formed by epitaxial growth, which tends to be expensive due to 

the need for ultra-high vacuum (UHV) conditions during the deposition process [8], [16].  A 

possible alternative is to leverage the lower cost of LPCVD to deposit amorphous or 

polycrystalline Si1-xGex on a crystalline substrate, which is then used as a seed layer for solid 

phase epitaxial re-growth (SPER) [6], [17]-[18].   In the presented work, a thin (target thickness 

= 10-15 nm) LPCVD in-situ doped Si1-xGex layer is deposited on bulk (100) Si substrates using 

the process outlined in Section 7.2, followed by LPCVD Si capping layer (target thickness = 

25 nm).  A Si implant (5x10
15

 cm
-2

, 50 keV, 0 º tilt) was then performed to completely 

amorphize the Si1-xGex/Si film stack as well as the substrate-to-Si1-xGex interface.  A subsequent 

furnace anneal in N2 at 550 ºC for 12 hr was then performed to achieve SPER.   

Fig. 7.7(a) shows an example TEM cross-section of a post-annealed Si0.7Ge0.3 sample, while 

Fig. 7.8(a) shows Ge SIMS data for Si0.5Ge0.5 samples after the same anneal condition.  The 

annealed sample has indeed recrystallized, as evidenced by the (111) crystalline defects in the 

Si/Si1-xGex stack.  Higher SPER anneal temperatures reduced the presence post-anneal crystalline 
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defects (Fig. 7.7(b)), but at the cost of significant Ge diffusion (Fig. 7.8(b)).  In fact, even for the 

550 ºC/12 hr anneal, Ge diffusion reduces the peak from 45-55 % (pre-anneal) down to 15-20% 

(post-anneal).  This significant Ge loss from the as-deposited Si1-xGex layer appears to be defect-

assisted, since Ge diffusion in amorphous Si (or poly-Si with small grain boundaries) is several 

orders of magnitude higher than in crystalline Si [19], suggesting that an amorphization implant 

and subsequent SPER anneal for LPCVD Si1-xGex layers is fundamentally unsuitable for 

inexpensive formation of crystalline Si1-xGex layers with moderate-to-high Ge content. 

  

 

 

 

 

 

 

 

Fig. 7.7.  TEM cross-sections of Si/Si1-xGex samples with Si amorphization implant and subsequent SPER furnace 

anneal at (a) 550 ºC/12 hr and (b) 650 ºC/12 hr. 

 

 

 

 

 

 

 

Fig. 7.8.  Ge SIMS data for (a) n- and p-type Si1-xGex annealed at 550 ºC/12 hr and (b) n-type Si0.6Ge0.4 annealed at 

600 ºC/12 hr and p-type Si0.6Ge0.4 annealed at 650 ºC/12 hr. 

 

The crystalline defects shown in Fig. 7.7 likely arise from O contamination within the as-

deposited Si/Si1-xGex layers (Fig. 7.9), which form SiOx precipitates [20] during the SPER 

anneal.  As the SIMS data in Fig. 7.9 shows for a multi-layer film stack, the residual O 

concentration in the undoped and P-doped Si layers is ~2-3x10
19

 cm
-3

 and increases to ~6-

7x10
19

 cm
-3

 for B-doped Si (due to either the increased surface potential in B-doped Si or some 

interaction between B and O).  Most notably, the O concentration spikes during Si1-xGex 

(a) 

Si substrate 

Si0.7Ge0.3 
Si cap 

(111) defects 

(b) 

Ge spreads out 

550 C/12 hr 650 C/12 hr 

Si0.6Ge0.4 

(a) (b) 
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deposition to over 1x10
21

 cm
-3

.  This is due to Ge readily oxidizing before or during Ge 

adsorption at the deposition front.  The source of this high background O is unclear, but at least 

some of it is due to an impure N2 gas line running to the LPCVD chamber.  This is evidenced in 

Fig. 7.10, where a Si1-xGex multi-layer film stack was deposited at multiple temperatures.  The 

temperature was ramped and stabilized with the wafers in the N2-purged LPCVD chamber.  The 

large O spikes in Fig. 7.10 at depths of 50 and 125 nm indicate the presence of O within the N2 

gas line.  If this parasitic O can be eliminated, presumably by replacing the N2 gas line or 

otherwise finding and eliminating the leakage point/s within the line, then low temperature SPER 

of LPCVD Si1-xGex, without crystalline defects, should be possible. 

 

 

 

 

 

 

 

 
Fig. 7.9.  SIMS data for (a) p-type and (b) n-type multi-layer LPCVD Si/Si1-xGex film stacks deposited on SiO2, with 

Ge content varying from 0 % to 50 %. 

 

 

 

 

 

 

 

 

 

Fig. 7.10.  SIMS data for LPCVD p-type Si1-xGex layers deposited at 525 ºC, 475 ºC, and 425 ºC.  The O spikes 

correspond to temperature stabilization steps, during which the LPCVD chamber is flooded with N2.  
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7.4 Ge Melt Processing 

An alternative approach to creating crystalline Si1-xGex layers out of amorphous or 

polycrystalline Si1-xGex layers is liquid phase epitaxy (LPE) of Ge, also known as Ge melt [21]-

[26].  In this process, Ge (or Si1-xGex with high Ge content, to reduce the melting temperature) is 

deposited onto a crystalline Si or Si1-xGex substrate and subsequently heated to or above its 

melting temperature (938 ºC for pure Ge), but below the melting temperature of the substrate.  

As the Ge liquefies, some of the underlying Si dissolves into the melt.  The Si dissolution into 

the melt increases until what is now a liquid Si1-xGex melt can no longer dissolve more Si while 

remaining in a liquid state (Fig. 7.11).  As the melt cools, Si atoms are rejected from the melt at 

the substrate-to-liquid-Ge interface, resulting in solidification of the melt from this interface out 

to the top of the as-deposited Ge layer, with the Si substrate as the seed layer.  Thus, the portion 

of the Si substrate that was dissolved into the melt is replaced with a graded, crystalline Si1-xGex 

layer, on top of which lies crystalline Ge. 

 

 

 

 

 

 

 

 

 

Fig. 7.11.  Liquidus-solidus curves for the Si-Ge system.   

Over the range of 938 ºC to 1200 ºC in Fig. 7.11, second-order polynomial fits can be attained 

for the liquidus and solidus curves.  These are, respectively,  

 
24 )1065.2(444.01.83% TxTGeliquid

      (7.1) 

24 )101.4(1343.11.803% TxTGesolid

      (7.2) 

where T is the temperature in ºC.  Thus, for an example of 1050 ºC, the melt will contain 91 % 

Ge and 9 % Si.  This means that, for every 100 nm of Ge deposited, 9/0.91 = 9.89 nm of Si will 

dissolve into the melt.  If the melt is cooled down in a quasi-steady state fashion (i.e., very low 

ramp rate), then the Ge content of the graded Si1-xGex region will follow the solidus curve.  So, 

for the 1050 ºC example, the Si1-xGex-to-substrate interface (i.e., the bottom of the 9.89 nm 

graded Si1-xGex region) will contain Si1-xGex with a Ge content of 64 %.  As the solidification 
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progresses, the Ge content in the graded Si1-xGex layer increases until there is no remaining Si in 

the solidifying melt, leading to pure, crystalline Ge.  Contrarily, if the melt is cooled down 

rapidly, then there is not sufficient time for the Si in the melt to diffuse to the liquid/solid 

interface and be rejected.  This will lead to the entire melt solidifying as-is, with a uniform Si 

concentration. 

 

 

 

 

 

 

 

 

 

 
Fig. 7.12.  SEM cross-section of as-deposited LPCVD p+ Ge. 

 

 

 

 

 

 

Fig. 7.13.  SEM cross-section of LPCVD p+ Ge after 1000 ºC, 10 s RTA melt in N2. 

 

Fig. 7.12 shows a SEM cross-section of as-deposited LPCVD p+ Ge (425 ºC, 400 mT, 15 sccm 

GeH4, 35 sccm BCL3, 10 min. deposition), which is selectively deposited on a Si substrate 

between oxide trenches and then capped with low temperature oxide (LTO).  The Ge-Si interface 

is smooth and the Ge surface shows relatively little roughness.  Fig. 7.13 shows a SEM cross-

section of the same film after a 1000 ºC, 10 s RTA melt in N2 (and with the LTO capping layer 

removed).  The post-melt sample shows significant amounts of Ge spiking into the substrate, on 

the order of 100 nm, as well as a rough, pitted surface, which correlates to the presence of Ge 

spikes [27].   
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Fig. 7.14.  (a) TEM cross-section of as-deposited LPCVD Ge film (same recipe as the sample from Fig. 7.12) and 

(b) high resolution TEM cross-section of the Ge-Si interface. 

 

The source of this Ge spiking effect is traceable to significant and non-uniform strain at the 

Ge-Si interface for the as-deposited Ge film.  As Fig. 7.14 shows, there is significant and non-

uniform strain at the Ge-Si interface, despite the ~1 nm of amorphous Ge between the 

polycrystalline Ge layer and the Si substrate.  This strain relaxes during the non-steady-state 

RTA ramp-up phase in the form of crystalline defects/stacking faults and gives rise to enhanced 

Ge diffusion along the stacking fault boundaries [19].  Assuming to a first order that the SEM 

contrast cuts off at 70 % Ge in the Si1-xGex layer, the Ge spiking depth can be calculated using 

Equations 7.3 and 7.4, where tmelt is the ramp time to the Ge melting temperature of 938 ºC, R is 

the RTA ramp rate (50 ºC/s), and the initial temperature is 400 ºC or 673 K (all other terms have 

their usual meaning).  Using the 40 nm grain size case from [19], the Ge spiking depth is 

calculated to be 145 nm after the ramp-up phase alone, which agrees well with the extent of Ge 

spiking in Fig. 7.13.   
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There are a few approaches which can lead to reduced Ge spiking during the Ge melt anneal.  

One approach is to use RTA melt only for devices with ultra-thin body regions [25], which are 

more flexible than bulk substrates and can therefore withstand higher strain.  Another approach 

is to use an amorphous Si interlayer between the Si substrate and the LPCVD Ge layer [27].  

This can be achieved by a pre-amorphization implant and/or depositing amorphous Si before the 

Ge deposition step.  The amorphous Si interlayer decouples the strain between the Si substrate 

and the Ge layer, and this decoupling of strain is expected to grow and eventually saturate as the 

(a) 

LTO capping 

layer 

Strained Si 

interface 

p+ poly-Ge 

(b) 

p+ poly-Ge 

~ 1 nm amorphous Ge 

Strained Si 



 

 124 

thickness of the amorphous interlayer increases.  Yet another approach is to perform a furnace 

melt (Fig. 7.15) anneal rather than RTA.  The slow ramp rate of the furnace anneal creates a 

quasi-steady-state condition which results in uniform, solid-state Ge diffusion into the substrate 

before the Ge layer melts.  This Ge diffusion creates a graded Si1-xGex layer, which continues to 

diffuse during the melt anneal.  If the graded Si1-xGex layer is thick enough by the time the cool-

down phase begins, all of the strain-induced crystalline defects will be contained within the 

graded Si1-xGex “buffer” layer.  This should lead to a defect-free post-melt Ge layer, since now 

the critical thickness of the Ge layer is defined by the Ge content at the top of the graded Si1-xGex 

buffer layer.  This is shown in Fig. 7.15, with the only exception being that the top layer is 

Si0.15Ge0.85 (determined from energy-filtered TEM or EFTEM, as in Fig. 7.16) rather than pure 

Ge.  This is because the heater elements in the furnace are shut off for the cool-down phase, 

meaning the initial temperature drop from 1000 ºC is somewhat rapid.  Thus, the resulting Ge 

content in the post-melt sample falls somewhere between the liquidus and solidus curves from 

Fig. 7.11.   

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.15.  TEM cross-section of furnace-annealed Ge-on-Si at 1000 ºC for 1 hr in N2. 

The size of the graded Si1-xGex region in Fig. 7.15 is much larger than what is expected from 

classical Ge melt theory.  The as-deposited Ge thickness was ~400 nm, meaning the thickness of 

the dissolved Si should be ~4 nm at 1000 ºC, which is much smaller than the ~100 nm graded 

Si1-xGex layer.  This supports the notion that significant Ge diffusion took place during the 

furnace ramp-up phase.  Furthermore, the shape of the Ge profile determined from EFTEM 

(Fig. 7.16) does not follow a simple Gaussian or erfc relationship, suggesting that this pre-melt 

Ge diffusion is either stress-enhanced and/or Ge-dependent, being higher for larger Ge 

concentrations.    
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Fig. 7.16.  Model vs. data for the furnace annealed sample in Fig. 7.15. 

 

To model the effect of Ge-dependent Ge diffusion, D0 and EA as a function of Ge content are 

taken from [28] for relaxed Si1-xGex (first order approximation).  Only values for 0-50% Ge are 

reported in [28], but diffusivity D at a given temperature versus Ge content shows a log-linear 

relationship.  This relationship is extrapolated to 100 % Ge to estimate D for higher Ge contents 

and is expressed as Equation (7.5), which permits Ge diffusion modeling in steady-state at 

1000 ºC. 

 

 GexD CGe %*1029.0exp*10234.1 16

1000,

      (7.5) 

This D vs. % Ge relationship is repeated over a range of temperatures to obtain a single, best-

fit relationship for D as a function of Ge content and temperature, which permits modeling of Ge 

diffusion during thermal ramping.  This relationship for incremental Dt product (in units of cm
2
) 

is expressed as 

 

     RtxGeRtxDt incrGe   7001093.1exp*71358.0*%exp*7001069.1 3312.37128

,     

(7.6) 

 

where t is the time in min.  This expression is then integrated over the ramp time to obtain a 

cumulative Dt product for a given Ge content, which is then repeated over a range of Ge contents 

from 0 % to 100 %.  This results in a log-linear relationship for Dt product for a given ramp time 

and rate.  For the example used here, a 5 ºC/min ramp rate is assumed from 700 ºC to 1000 ºC 

(i.e., a 1 hr ramp), resulting in an expression for cumulative Dt product vs. Ge content as 

 

   GexDt ramp %*11097.0exp*103602.4 14      (7.7) 

Ge diffusion is modeled using erfc diffusion, since the Ge diffuses from a semi-infinite source 
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of Ge.  To predict the Ge profile, a user-defined value for Ge content is inserted into 

Equations (7.5) and (7.7).  Then, a erfc profile is modeled and the depth at which the modeled 

profile reaches the user-defined % Ge value is treated as the junction depth for that particular % 

Ge value.  This process is repeated over a range of % Ge values to obtain the final Ge profile.  

The modeled Ge profiles are compared to experimental data in Fig. 7.16.  Although the model 

and data do not match perfectly, the trend is the same, showing a pleateau at higher Ge contents 

which then drops off sharply at low Ge contents.  The model-to-data comparison suggests that 

the Ge diffusivity at higher Ge contents is higher than what the model predicts, perhaps due to 

compressive strain in the direction of diffusion [28].  It is also possible that at least some of the 

difference may be due to Ge enrichment of the graded Si1-xGex layer during the melt process 

[24], because Si dissolution into the melt must take place over a larger depth in consideration of 

the lower Si content in the graded Si1-xGex region relative to a bulk Si substrate.  Since the 

graded Si1-xGex layer has ~70-85% Ge, the “consumed” depth of the substrate region due to Si 

dissolution increases to ~18 nm at 1000 ºC (compared to 4 nm for a pure Si substrate).  

Regardless, it is clear that the graded Si1-xGex buffer layer forms primarily as the result of solid-

state Ge diffusion during the slow furnace ramp-up and soak time, and that this buffer layer 

minimizes post-melt defects in the top Si1-xGex layer. 

 

7.5 Summary 

Low temperature LPCVD of in-situ doped n- and p-type Si1-xGex, as well as crystallization 

schemes for as-deposited Si1-xGex and Ge films, has been investigated in this study.  The Si1-xGex 

deposition rate and dopant incorporation are purely attributable to surface reaction phenomena 

such as adsorption site formation, competition for adsorption sites, and RSC.  For n-type Si1-xGex 

deposition, the deposition rate is determined primarily by the GeH4 partial pressure.  Also, Si2H6 

is the preferred Si source gas, since the higher RSC compared to SiH4 pushes the P poisoning 

concentration out to higher P concentrations.  For p-type Si1-xGex deposition, the deposition rate 

is determined primarily by the BCl3 partial pressure, and SiH4 is the preferred Si source gas as it 

increases the stability of dopant incorporation.  Additionally, dopant incorporation has different 

dependencies for n- and p-type Si1-xGex: it increases with Ge content for n-type films while 

decreasing with increasing Ge content for p-type films.  Amorphization implants followed by 

SPER for these LPCVD Si1-xGex films has been demonstrated, but a trade-off exists Ge diffusion 

within the amorphous film (driving the need for low temperature SPER) and parasitic O within 

the as-deposited film (driving the need for high temperature SPER).  Ge melt is proposed as an 

alternative to SPER, to form crystalline Si1-xGex with high Ge content.  A furnace melt anneal is 

shown to be more effective than RTA, since stress-induced Ge spiking is reduced and the graded 

Si1-xGex buffer layer formed by Ge diffusion during the slow furnace ramp minimizes post-melt 

stress between the top Si1-xGex layer and the Si substrate. 
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Chapter 8 

 

Conclusions 
 

 

8.1 Summary 
 

The requisite scaling in body thickness tbody with gate length LG in thin-body MOSFETs, and 

concomitant increase in source/drain series resistance RSD, motivates the transition from doped 

source/drain MOSFETs to metallic source/drain (MSD) MOSFETs; namely, dopant-segregated 

Schottky (DSS) source/drain MOSFETs.  However, this transition in source/drain architecture is 

only appropriate for certain power/performance specifications.  For low standby power (LSTP) 

design, DSS MOSFETs are not appropriate due to the dual ambipolar leakage mechanisms (SDE 

tunneling and band-to-band tunneling, or BTBT) which impose a small SDE design space that 

shrinks with LG.  A raised source/drain (RSD) structure is instead more appropriate for LSTP, 

because the contact interface is out-of-plane, thus eliminating SDE tunneling.   

For high performance (HP) and low operating power (LOP) design, SDE doping can be very 

high due to the high IOFF (HP design) or low VDD (LOP) specification.  These applications are 

more appropriate for DSS technology, where the leakage floor Imin << IOFF.  Still, second order 

effects such as silicide gating mandate careful sidewall spacer and SDE co-optimization in order 

to extract the most from the DSS architecture.  Despite the fact that DSS thin-body MOSFETs 

have a small contact area at the silicide/silicon interface, the modeling work presented in this 

dissertation shows that contact resistance variation due to random dopant fluctuation (RDF) will 

not be significant, even at the end of the CMOS roadmap.  This lends weight to the notion that 

NiSi will perform well enough as a single silicide material for CMOS (either in DSS form or 

conventional, doped source/drain form) to the end of the roadmap. 

For the first time ever, it has been empirically demonstrated that the SDE junction depth Xj,SDE 

in DSS MOSFETs can be modulated, for the same dopant species, silicide material, implant-to-

silicide (ITS) conditions, and post-ITS anneal conditions, by exerting control over the silicide 

thermal stability.  This was demonstrated with NiSi by performing a fluorine pre-silicidation ion 

implant (F-PSII), which passivates the NiSi/Si interface to reduce the average interface energy 

between the various NiSi grains and the adjacent Si.  The result is a reduction in the amount of 

Ni rejection from the NiSi layer, thus sharpening the Ni diffusion profile into the Si, thus 

reducing the spatial vacancy distribution which accelerates dopant diffusion. 

A new device structure has been proposed, the HTI Tri-Gate MOSFET, as an alternative to 

FinFETs for ultimate MOSFET scalability.  The key feature of this device is that high-k 

dielectrics are used as the trench isolation or trench liner, to amplify gate fringing field coupling 

to the active region sidewalls.  This relaxes the body doping requirements in bulk MOSFETs, 



 

 130 

resulting in a device which can scale as well as a FinFET, without requiring the active width to 

be smaller than LG as in a FinFET.  Bulk LSTP scalability for the HTI Tri-Gate MOSFET has 

been demonstrated through TCAD to be competitive with FinFETs to the end of the CMOS 

roadmap. 

Finally, Si1-xGex process technology was explored and it was demonstrated that low 

temperature Si1-xGex deposition for n- and p-type films is more complex than simply switching 

the dopant carrier gas.  Different Si carrier gases are required for n- and p-type films, due to the 

difference in reactive sticking coefficient (RSC) between the dopant and Si carrier gases and the 

resulting effect on the stability of the deposition process.  Forming crystalline Si1-xGex by pre-

amorphization implant of LPCVD Si1-xGex and subsequent solid phase epitaxial regrowth 

(SPER) was shown to work, although high parasitic O levels in the as-deposited films resulted in 

defective films.  Higher temperature SPER anneals reduce this defectivity, but at the cost of 

significant Ge diffusion which blurs the Si1-xGex/Si interface.  Ge melt processing was also 

explored and was found to be a more promising approach to forming crystalline Si1-xGex from 

LPCVD Ge, provided a slow ramp-up (i.e., furnace anneal) process is used to minimize the Ge 

spiking effect. 

 

8.2 Future Research Prospects 

Further work on the topics presented in this dissertation fall into three topics: Si1-xGex 

technology, DSS technology, and HTI technology.  As regards Si1-xGex technology, further 

experimentation on Ge melt is necessary.  In particular, using Ge melt to form PMOS 

source/drain stressors is an interesting topic.  It may be that, although Ge melt results in high Ge 

concentration in the resulting Si1-xGex layer, a better approach would be Ge diffusion.  In other 

words, performing a pre-amorphization implant into the PMOS source/drain regions, followed 

by Ge diffusion into and subsequent melting of these regions, may result in a higher quality 

source/drain stressor due to a reduced Ge spiking effect during RTA melting.  Thus, the effect of 

an amorphous Si interlayer (in particular, the thickness of this interlayer) between the LPCVD 

polycrystalline Ge and the crystalline Si substrate on Ge spiking will aid in the optimization of 

Ge melt by RTA.  The results of such an experiment could then be applied to PMOSFET 

source/drain stressor design, and it would be very interesting to determine whether this type of 

process can result in equivalent or higher PMOSFET performance than when epitaxial Si1-xGex 

(which is a more expensive process) is used to form the source/drain stressors.  Positive results 

of such an experiment may lead to lower cost high-performance PMOSFETs. 

With regard to DSS technology, future ITS experiments should focus on the effect of F-PSII 

dose on Xj,SDE for different dopant species and silicide materials.  For example, how does 

As/NiSi ITS compare to As/PtSi ITS over a range of F-PSII doses?  Is there a critical F-PSII 

dose beyond which Xj,SDE is the same for As/NiSi and As/PtSi ITS?  Although the experimental 

results in Chapter 6 suggest that such a critical dose may exist, further experimentation is 

necessary to build a database of ITS process conditions and corresponding Xj,SDE and interface 

dopant concentration for a given post-ITS anneal temperature.  Additionally, ITS for B and BF2 

should be compared directly, since the results in Chapter 6 suggest that B segregation at the 

NiSi/Si interface will require shorter anneals for B, since no F from a BF2 implant would exist in 

the NiSi layer to retard B diffusion within the NiSi.  Each of these experiments should be 

performed on bulk samples as well as very narrow samples, to determine whether there is a 
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dependence of Xj,SDE on the width of the active region.  If the active region is one silicide grain 

wide (e.g., FinFET), and if dopant diffusion within the silicide takes place primarily between the 

grain boundaries, then for such a device the dopant diffusion will take place along the active 

sidewalls and may be “fast” or “slow,” depending on whether some other material covers these 

sidewalls to interface the silicide region.  Thus, the optimal post-ITS anneal time and/or 

temperature may change, meaning DSS FinFETs and DSS FDSOI planar MOSFETs may require 

different optimal ITS process conditions, even for the same LG, sidewall spacer length, etc. 

A more fundamental question about DSS technology which deserves attention is the effect of 

strain.  Strain was ignored in this dissertation on purpose, in order to understand DSS vs. doped 

source/drain on a fundamental level.  In a DSS structure, the only strain induced by the 

source/drain regions is that formed by the silicidation process.  It is presently unclear whether the 

reduction in RSD for DSS MOSFETs is enough to result in ION that is competitive with 

aggressively-scaled MOSFETs using Si1-xGex or Si1-yCy source/drain stressors which, by 

definition, cannot be DSS MOSFETs.  Thus, there may be a fundamental trade-off here, between 

RSD and channel strain.  If so, then maybe DSS and Si1-xGex/Si1-yCy stressors can be combined, 

whereby the SDE region in DSS MOSFETs consists of Si1-xGex or Si1-yCy with high Ge or C 

content, such that the benefits of DSS and of source/drain stressors can be realized in a single 

structure.  This is a topic worthy of future modeling and experiment. 

The purpose of the modeling study of HTI technology presented in Chapter 5 was simply to 

open peoples’ minds to new and interesting ways to extend semi-planar MOSFET scalability.  

However, much work remains in this topic.  On the modeling front, the effect of interface states 

at the HTI/active interface on BTBT leakage and gate control must be studied, as well as the 

effect of HTI on coupling strain to the active regions.  Further along the lines of strain, the HTI 

vs. FinFET comparison in Chapter 5 assumes no strain; however, one of these devices will be 

better suited to strain and this may change the relative competitiveness of HTI vs. FinFETs, for 

better or worse.  On the experimental front, there are a number of possible integration schemes 

for HTI and these must be explored to determine which scheme provides the highest 

performance for the least process complexity. 

 

8.3 Conclusions 

It was the goal of this dissertation to determine whether NiSi is suitable for single silicide 

CMOS to the end of the CMOS roadmap and to explore DSS and other MOSFET designs at and, 

in some cases beyond, their perceived scalability limits.  Through modeling and experiment, it 

has been found that the main criticism of NiSi – being a near-midgap silicide with moderate 

electron and hole Schottky barrier heights (SBH), leading to high contact resistance – is not a 

limiting factor to its scalability.  Dopant segregation is more than adequate in reducing the SBH 

to zero or near-zero values and so whatever ends up limiting NiSi scalability, it will not be 

contact resistance.  Nor will it be RDF which, for dopant concentrations consistent with 

source/drain doping levels, results in a small spread in contact resistance even for contact areas at 

the end of the roadmap (20-30 nm
2
).  As far as MOSFET scalability is concerned, LG is a 

misleading metric and instead the source-to-drain contact spacing Ltotal should be the point of 

focus.  To this end, direct source-to-drain tunneling (DSDT) is significant for optimized designs 

at Ltotal ~ 10 nm.  Below 10 nm, DSDT increases but never dominates over thermal leakage, 

meaning conventional short channel effects (SCE) will limit CMOS scaling.  Regardless of the 
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device structure, be it FinFETs, planar FDSOI, semi-planar bulk, with DSS or doped 

source/drain regions, high-k dielectrics are critical to MOSFET scalability, but not necessarily as 

the gate dielectric.  Properly implemented, high-k dielectrics function better as part of a dual 

high-k/low-k sidewall spacer and/or as the trench liner material.  This is because, at these scales, 

the perimeter of the gate electrode is a substantial fraction of the overall device dimension and 

the fringing fields along the gate perimeter can and need to be leveraged to improve gate control 

(and device performance in general) in this regime.  Without developing this high-k spacer and 

HTI technology further, CMOS scaling may very well end sooner than it needs to. 

 


