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Abstract—
Aggressive technology scaling has necessitated the development

of techniques to ensure resilience to device faults, including soft
errors, circuit wearout, variability, and environmental e ffects.
All error resilience techniques employ some form of redundancy,
resulting in added cost such as area or power overhead. Existing
selective hardening techniques have been focused on identifying
the most vulnerable components and then statically hardening
them to produce a resilience to overhead tradeoff. This paper
proposes a new technique that can further reduce this overhead
for error resilience mechanisms that are controllable. Thekey
idea is to generate control predicates that can turn the resilience
mechanismsON and OFF dynamically and at the right time.
These predicates aremined using a 0-1 integer linear optimization
formulation. An experimental evaluation shows that the proposed
approach provides a systematic way to control error-resilience so
as to meet reliability targets under a specified power budget. For
example, for a chip multiprocessor router, our approach achieves
the same amount of soft error resilience with only half of the
power overhead compared with the static hardening approach.

I. I NTRODUCTION

Technology scaling to sub-90nm has caused reliability prob-
lems to become a dominant design challenge. There is a
need to make circuits resilient to a wide range of physical
defects ranging from soft (transient) errors, aging and wearout,
environmental and device parameter variations, and aggressive
deployment to reduce power and increase performance (see,
e.g., [1], [2]). Fortunately, in recent years there have been
several efforts in this direction, including techniques for hard-
ening circuits against soft error [3], [4], [5] and methods for
mitigating the effects of circuit aging [6], [7]. Error detection,
recovery and retry mechanisms have also been studied and
implemented extensively in modern microprocessors such as
in the IBM POWER6 [8], [9].

Every error resilience mechanism employs someredun-
dancy, incurring cost in the form of increased area and power,
and possibly reduced performance. Thus, design today is a
process of achieving a trade-off between performance, power,
area, and reliability. With power becoming an extremely
important design consideration, error resilience circuitry must
be inserted or enabled judiciously.

For some types of faults, such as soft errors, it is possible
to selectively insert or enable error-resilience mechanisms.
Verification techniques such as model checking can then be
used to identify only those components that must be protected
for the circuit to satisfy its specification. As an example, Seshia

et al. [10] recently showed that for an implementation of the
European Space Agency SpaceWire protocol, less than25%
of the latches (flip-flops) needed to be protected against soft
errors using Intel’s built-in soft error resilience (BISER) [5],
reducing the power overhead of employing the error resilient
mechanism by a factor of4.35. Their approach provides a
binary classification of when to use a BISER latch (flip-flop)
versus when to use a standard latch: a latch is protected if
there is a single input sequence and a single cycle at which
the fault occurs that causes the specification to fail. However,
for many designs, such a binary classification might indicate
that most of the latches must be protected, and it also ignores
the fact that faults at certain cycles lead to failures whereas at
other cycles they might fail to propagate.

Simulation-based techniques on the other hand aim to
identify components that are the most vulnerable statistically.
Previous work [11], [12], [13], [14], [15], [16] has shown
that circuit components exhibit vulnerability non-uniformly.
Hence, one can selectively harden the circuit components by
prioritizing the protection on components that have the highest
resilience-gain (e.g. soft error rate (SER) reduction) to cost
ratio. In this paper, we refer to such techniques asstatic
hardening.

Some error-resilience circuitry, such as BISER, can be
turned ON and OFF at runtime, thus providing a dynamic
mechanism for reducing power overhead. Hence, if we can
identify conditions under which the circuit components are
vulnerable, we can turn on the resilience circuitryonly when
it is needed. For example, in a multi-core design, we can save
power by turning off the recovery unit of a core (such as the
one in the IBM POWER6) if we know it is idle or performing
non-critical computation. In general, the difficulty is knowing
when to protect a circuit component.

The present paper addresses this problem. We give a
mathematical framework to synthesize low-cost error-resilient
circuits, where the error-resilience mechanisms are controlled
dynamically. In particular, we synthesize control logic (predi-
cates) that are used to turn error resilience mechanismsON and
OFF online. We show how these conditions can be computed
efficiently using a combination of two steps. The first involves
mining a set of useful predicates from traces obtained in
fault injection experiments. In the second step, a0-1 integer
linear program is solved to find optimal matching of error-
resilience logic (e.g., latches hardened to soft errors) totheir



controlling predicates. Optimality is defined as maximizing
circuit reliability for a given power budget.

We make the following novel contributions in this paper:
• We formally define the resilience control synthesis prob-

lem for digital circuits, and propose an optimization
framework that maximizes circuit resilience for a given
power budget.

• We use predicate mining to generate useful conditions for
control synthesis.

• We prove that if we can control the error-resilience
mechanisms online, our dynamic approach is guaranteed
to provide resilience that is at least as good as that can
be provided by the static selectively hardening technique
for the same overhead.

• An experimental evaluation on a chip multiprocessor
router [17] and a hardware electronic voting machine [18]
shows that this approach provides a systematic way to
control soft error-resilience using BISER [5].

The rest of this paper is organized as follows. We discuss
related work in Section II. Section III gives an overview
of the proposed method. Our formal model is presented in
Section IV. The problem definition and our approach are
described in Section V. Two case studies are presented in
Section VI, and conclusions in Section VII.

II. RELATED WORK

The problem of providing error-resilience either to a circuit
or to an entire system have been studied extensively in the
literature. Resilience is typically measured for a specificfault
model under a specific correctness criterion, such as output
correctness or with respect to a formal specification. Common
fault models are stuck-at and delay, but increasingly transient
faults such as soft errors are becoming a concern due to
aggressive technology scaling.

In the context of soft errors, statistical fault injection [19],
[11], [13], [15], [16] and fault-free simulation (e.g. architec-
tural vulnerability factor estimation [12]) are two common
approaches that evaluate vulnerability of different circuit com-
ponents. Selective hardening of a design for fault tolerance
can then be performed using error prevention or correction
techniques such as gate sizing [20], [21], redundant circuit for
voting [22] or resilient latches [5], [23].

Formal methods have also been used to guide the protec-
tion of circuit components. Seshiaet al. [10] uses a formal
verification-guided approach to identify latches that are inher-
ently resilient and therefore do not have to protected. However,
this does not provide a way to prioritize protection on the
vulnerable latches especially when there is a small power
overhead budget. Similar to [11], [13], [15], [16], Holcombet
al. [24] uses a simulation-based evaluation to probabilistically
estimate the vulnerabilty of each latch with respect to formal
specifications. These vulnerability measures are then usedto
prioritize latch protection using BISER. However, dynamic
control of BISER is not investigated in this work.

Additionally, Miskov-Zivanov and Marculescu [21] pro-
posed the use of Markov chains to model sequential system

behavior and evaluate system level failure rate as the steady-
state probability of output nonequivalence. Selective gate
sizing is then used to optimize for soft error resilience. Inour
empirical studies, we focus on providing resilience against soft
errors occurring at latches. However, our optimization frame-
work works for other faults and their respective fault-tolerant
mechanisms. For a recent survey on resilience techniques, we
point the readers to [25].

Our work differs from the above approaches in a few ways.
One key difference is we providedynamic control to the
resilience mechanisms, where these mechanisms are turnedON
or OFF by their controlling predicates at run time. This allows
us to further optimize a fault-tolerant design while meeting the
power budget constraint. Also, to the best of our knowledge,
our work is the first toautomatically synthesize the logic (by
using predicate mining and solving an optimization problem)
for dynamically controlling these configurable error-resilience
mechanisms.

III. OVERVIEW

Our optimization flow is illustrated in Figure 1.

Fig. 1. Dynamic Control Optimization Flow

Given a fault model, a circuit and its workload, we first
perform fault injection experiments to obtain a set of sim-
ulation traces. From the circuit model, we also mine a set
of predicates that are potentially useful for controlling the
repair mechanisms. The resilience optimization takes in as
input the simulation traces, the set of mined predicates and
the controllable repair, and outputs the allocation of repairs
along with the control logic that is optimal for controllingthem
for maximizing resilience under a given budget constraint.
Instrumentation can then be performed to maximize the circuit
resilience. The control logic is essentially a mapping fromthe
mined predicates to the repairs. It allows us to take advantage
of conditions that can identify critical parts of the computation
and hence protect the corresponding components only when it
is needed.

Figure 2 illustrates this concept. Suppose the circuit is sub-
ject to SEU at the latches, and we are provided with protection
mechanisms that can be used to guard the latches against



Fig. 2. Illustrative Example

SEU. In addition, the mechanism can be turnedON online by
setting a controlling input toTrue andOFF otherwise. For
correctness, we only care about the value of latchO. Bn is the
sign bit of the bit vectorB. To protect the circuit from SEU
(which is a transient error), we have to protectA andO at all
cycles. On the other hand, we do not have to protect the data
bits ofB (Bn−1, . . . , B0) since we only needBn to determine
if B ≥ 0. Whether we need to turnON the protection onC
and Bn depends on the current value ofA. The dashed line
shows the control logic that needs to be inserted to turnON the
configurable protection mechanisms (shown as dashed boxes)
when it is needed. Hence, with the addition of an inverter,
we are able to reduce the dynamic power consumption of the
protection mechanism deployed at these two latches (by50%)
and still achieve protection of all the latches from SEU. In
the following sections, we will show that how this logic can
be automatically synthesized such that the error-resilience of
a circuit is maximized for a given power budget.

IV. FORMAL MODELS

We describe in this section the formal model and terminol-
ogy used in the remainder of the paper.

A. Circuit Model

A sequential circuitCs is formally modeled as a tuple
〈I, O, L, δ,

ρ, θ〉, whereI is the set of input signals,O is the set of output
signals,L is the set of state variables (latches) that induce the
state space2L, δ : 2I × 2L → 2L describes the transition
relation of Cs, ρ is the output function, andθ describes the
initial state of the circuit. For eachl ∈ L, there is a next-
state assignmentnext(l) := fl(I, L), wherefl is a function
determining the next-state value ofl in terms of the current-
state values of all latches inL and the inputs.

We denote the value of latchl at cyclej by lj. Similarly,
the vector of values of latches in setL at cyclej is denoted
by Lj , and the vector of values of inputs is denoted byIj .

B. Fault Model

For concreteness, we focus in this paper on transient bit flips
in L. However, the methodology proposed herein can also be
applied to other faults that have controllable error-resilience
mechanisms.

A single event upset (SEU) is a transient fault that causes
the value of a latch to flip.1 It is parameterized by latchl and
cycle j. In other words, when an SEU occurs in cyclej, the
value of latchl in cycle j + 1, lj+1, is the opposite of what
it is supposed to be. Formally,lj+1 := fl(Ij , Lj).

A fault injection experiment is performed by choosing a
set of latch and cycle pairs{(l, j)} to inject bit flips, and
then simulate the modified circuit with an input sequence. We
assume that we can label the resulting trace withgood or
bad, with respect to a pre-defined correctness criterion. This
typically can be done by checking sequential equivalence of
the faulty circuit with the fault-free circuit, or using end-to-end
monitors to verify correctness.

We also assume that we are provided with a set of input
sequences (workload) which defines all input behavior that
the designer is concerned with. Correctness of the circuit is
defined as one that maintains the correctness criterion (as
discussed above) for these input sequences. These are the input
sequences that we employ in fault injection experiments.

C. Repair Model

We consider fault-tolerance (error-resilience) techniques that
arecontrollable, meaning that they can be turnedON andOFF
dynamically, during circuit operation. Moreover, in this paper,
we focus onlocal repairs, which can be applied to individual
circuit components, such as individual latches. For example,
for an SEU, the built-in soft error resilience (BISER) [5]
technique can be operated in an “economy” mode which
roughly halves the dynamic power consumption of a BISER
latch, bringing the power consumption almost down to that
of a regular non-BISER latch. BISER is based on re-using
the scan portion of latches, and thus the “economy” mode is
enabled by turning off the scan portions by assigning proper
values to the scan clocks.

Thus, consider a controllable, local repairr that negates the
effect of an SEU in a latch. The repairr is parameterized
by the latchl and a Boolean control signalb. This means
that we can setr to ON by setting b = True or OFF by
settingb = False at any cycle. Ifr is ON at cyclej, then a
SEU occurring also at cyclej will not have any effect on the
run of the circuit, i.e.lj+1 := fl(I

j , Lj). Otherwiselj+1 :=
fl(Ij , Lj).

The goal of this paper is to synthesize, for each latchl, the
combinational circuit whose output is the control signalb. We
describe our approach in the following section.

V. RESILIENCE CONTROL SYNTHESIS

A. Notation

We introduce notation to model key aspects of control
predicates and repairs that will be central to our formulation
of the overall optimization problem.

Let the Boolean variablebl,p = 1 if and only if the local
repairr of latch l is controlled by predicatep. In other words,

1In this work, we consider only single bit upsets (SBUs) that are caused
by SEUs.



if bl,p = 1, it means that whenp is evaluated toTrue, r

of latch l is ON at the same cycle, (so that a SEU atl will
not be latched at the next cycle). Otherwiser is OFF. If r is
controlled byTrue, it is thenON all the time.

Each repair comes with an associated cost. We usecl,ON

denote the power consumed by latchl when it is turnedON
andcl,OFF denote the power when it is turnedOFF.

We assume that we are given a set of Boolean formulas,
or predicates P over L. For eachp ∈ P , pτ,j denotes the
valuation of p on trace τ (of length |τ |) at cycle j. We
further assume that eachp ∈ P can be characterized byαp,
which is the percentage times thatp is evaluated toTrue.
Formally, given a set of tracesΠ, αp is given by the following
expression:

αp =
1

|Π|

∑

τ∈Π

(
1

|τ |

∑

1≤j≤|τ |

βp,τ,j)

where βp,τ,j is 1 when pτ,j = True, and 0 otherwise.
Section V-C discusses the generation of the predicate setP in
more detail.

Each predicate has to be synthesized as a combinational
circuit with inputs drawn fromL. Therefore, each control
predicate also has an associated costcp, which is the power
drawn by the circuit that computesp. We include the predicate
True with cost0 in the setP (corresponding to always turning
the repairON).

Finally, we associate aresilience measure with each assign-
ment of a latch repair to a controlling predicate. Formally,the
resilience measurevl,p is a measure of the improvement in
error-resilience if latchl is protected with controlling predicate
p, i.e., if bl,p = 1.

Several resilience measures are possible. In this paper, we
use a specificvl,p metric defined as follows. Suppose we are
given a set of fault injection experiments containinggood
andbad traces, where a trace isbad if the fault results in a
system-level failure, andgood otherwise. We partition these
traces into setsEl for each latchl because only one error at
a single latch is injected at each run according to the SEU
model. In general, a setEl will contain bothgood andbad
traces. For each setEl, we definevl,p to be the fraction of
traces that will be relabeled togood from bad if bl,p = 1.
A bad trace is relabeled togood if p is True at the same
cycle as the injection of SEU at latchl (l is protected from
the SEU by turningr of l ON).

B. Problem Formulation

Informally, our goal is to maximize the total gain in re-
silience subject to a power budget.

More precisely, the problem of resilience control synthesis
using local repairs is defined as follows.

Resilience Control Synthesis Problem:
Given the following inputs:

• a set of labeled fault injection runsΩ;
• a set of predicatesP with associated power costs;
• a set of repairsR with associated power costs, and

• a power overhead budgetΦ,

Generate a mappingM from the set of latchesL to the set of
control predicatesP , such that ifP ∗ ⊆ P is the range of the
mappingM (the subset of chosen predicates), then:

(i) the total power overhead ofP ∗ andR is less thanΦ, and
(ii) the total resilience measure is maximized.

We formulate this optimization problem as a0-1 integer
linear program. Theobjective function is as given below:

maximize
∑

p∈P

∑

l∈L

bl,pvl,p + C
∑

p∈P

∑

l∈L

bl,pαp (1)

where C
∑

p∈P

∑
l∈L bl,pαp is a “regularization” term in

which the constantC controls the relative weight of the
second term in the objective function. The main reason for
including the second term is to synthesize control predicates
that generalize well to traces of the system that have not been
sampled in fault injection experiments. In the absence of this
term, our solution would only be optimal with respect to the
specific fault injection experiments performed in generatingαp

andvl,p values, and there is a possibility of “over-fitting” these
fault injection experiments. The intuition of the regularization
term is that we also want to keep the repairr of latch l

controlled byp in the ON mode as often as possible, so as
to maximize error resilience (within the power budget).

The above objective function is optimized subject to the
following linear constraints:

(A) Total power overhead is less than Φ: 2 3

∑

p∈P

dpcp +
∑

l∈L

∑

p∈P

bl,p(αpcl,ON + (1 − αp)cl,OFF) ≤ Φ

(2)
wheredp is a binary variable denoting whether predicate
p is used to control any latch at all. For predicatep,∑

l∈L bl,p > 0 iff dp = 1. This can be encoded as the
following linear constraints.

∀p ∈ P,
∑

l∈L

bl,p ≤ dp × |L| (3)

∀p ∈ P, dp ≤
∑

l∈L

bl,p (4)

(B) Each local repair is controlled by at most one predicate:
If a local repair is not controlled by a predicate, then it
incurs no cost, i.e. we do not instrument the circuit with
this repair. However, one predicate may control multiple
repairs.

∀l ∈ L,
∑

p∈P

bl,p ≤ 1 (5)

P ∗ is then the set{p ∈ P |b∗l,p = 1}, where {b∗l,p} is
the optimal assignment of{bl,p} to the above optimization

2Logic sharing between predicates and the original circuit is not explored
in this work. A re-synthesis step can be taken after this optimization to further
lower the power overhead

3Similarly , one can add an area overhead constraint. However, this is less
interesting since area is a fixed cost.



problem. Hence,P ∗ together with{b∗l,p} give us the control
logic for SEU resilience using repairsR.

Existing static hardening techniques work by ranking com-
ponents according to their vulnerability estimates and then
prioritizing repair for the more vulnerable ones until the cost
constraint cannot be met. In fact, if the cost of repair is
non-uniform, it is a0-1 knapsack problem, which can be
solved by dynamic programming [26]. The objective function
of the static problem takes the form of (1) with the following
constraints ∑

l∈L

bl,Truecl,ON ≤ Φ (6)

As formalized in the theorem below, our proposed tech-
nique is provably better than a corresponding static hardening
approach.

Theorem 1: For the same power budget, the resilience mea-
sure produced by our optimization framework (1) is at least as
large as that produced by the static hardening approach with
constraint (6).

Proof: The result follows from the fact that the optimal
solution of the static problem is a feasible solution to the
dynamic problem (1) with constraints (2)-(5). Let{b∗l,True}
be the optimal solution of the static problem. In the dy-
namic problem, Since the predicateTrue has corresponding
cp = 0 and αp = 1, constraint (2) can be reduced to∑

l∈L bl,Truecl,ON ≤ Φ, which is clearly satisfied by{b∗l,True}
due to (6). For anyp ∈ P \ {True}, let bl,p = 0. Then
constraint (5) is satisfied. If

∑
l∈L bl,True > 0, let dp = 1 if p

is True and dp = 0 otherwise. Then constraints (3) and (4)
are satisifed. If

∑
l∈L bl,True = 0, let dp = 0 for all p ∈ P .

Then constraints (3) and (4) are also satisfied. Hence,{b∗l,True}
is also a feasible solution to the dynamic problem.

C. Mining Useful Predicates

An important piece of this optimization is the set of pred-
icatesP from which we can synthesize control logic from.
P can be either manually written using designer’s insight or
automatically generated by predicate mining tools.

Many such tools seek to learn specifications dynamically
from an execution trace (or a set of traces). Daikon [27]
is one of the earliest tools that mine single-state invariants
or pre-/post-conditions in programs. In the hardware context,
recent papers [28], [29] have proposed techniques for mining
properties (specifications) from circuit simulation or execution
traces. While the effectiveness of our framework depends
on the quality of the predicates that we use to control the
local repairs, generating good predicates is orthogonal tothe
optimization problem. One consideration when generatingP

is that cp has to be reasonably small since otherwise the
additional cost ofp will exceed the power saving of usingp
to set some repairs toOFF. For example, one can use existing
logic in the circuit as candidates for the setP since their cost
is essential0 if additional wiring is small. In this paper, we
mine predicates that are in the form of a Boolean conjunction
of two literals, where each literal is either the value of a
latch or its negation. Formally,P = {p|p = lit1 ∧ lit2},

where liti = l or liti = ¬l, for l ∈ L. With additional
information of a synthesized circuit such as placement and
routing, one can construct the predicates only from the nearby
signals of a latch so that to minimize wiring. Such a heuristic
will reduce the number of variablesbl,p in the optimization
problem significantly while incurring only a small penalty on
the resilience. We choose to use simple predicates in this paper
because the power consumption of anAND gate is comparable
to that of the local repair which we use in our experiments. The
optimization only makes sense if the additional control logic
consumes relatively a small amount of power as compared
with the resilience logic. In Section VI, we show that even
with these simple predicates we are able to achieve significant
gain in resilience over the static hardening approach.

VI. CASE STUDIES

To evaluate the effectiveness of our approach, we did two
case studies - one on a hardware electronic voting machine
and one on a chip multiprocessor router design. We focus on
providing resilience to these designs against soft errors using
BISER. Simulation results from [5] showed that BISER can
reduce SER of a flip-flop by a factor of more than20 as
compared to an unprotected flip-flop. In both experiments, we
use the following parameters for the optimization problem:

• ∀l ∈ L, cl,ON = 1.2 and cl,OFF = 0.1, normalized to the
power cost of a latch (which is1). This means if the
BISER latch is set toON all the time, it consumes2.2
times of the power of a normal latch. On the other hand,
if the BISER latch is set toOFF all the time, it consumes
1.1 times of the power of a normal latch. These numbers
are based on [5].

• cp = 0.2 if the predicate is a conjunction of two distinct
literals. We assume that the power cost of aAND gate
is approximately20% of that of a latch.cp = 0 if the
predicate is a single literal. For simplicity, we assume that
the value of a latch and its negation are freely available.
We also assume the power cost of additional wiring is0.

• We useC = 0 for the regularization. In a less exhaustive
simulation environment, one can chooseC > 0 to obtain
a good solution that is generalizable to unseen traces as
well.

We compare our dynamic approach with the static hardening
technique described in V-B. We show that for the same
power budget, the dynamic approach always provides better
resilience than the static approach. Moreover, the dynamic
approach reaches reliability goal at a much lower cost than the
static approach. In the result plots,100% power overhead of
providing resilience corresponds to instrumenting every latch
with BISER and each BISER is set toON all the time. By
100% resilience gain, we mean that everybad trace in the set
of fault injection experiments gets re-labelled togood when
the error-resilience mechanisms are applied.

A. Voting Machine

The first case study is voting machine design presented
by Sturton et al [18]. It is a prototype of a direct recording



electronic voting machine. The user can browse forward or
backward through the8 contests by pressing the navigation
buttons on the display. Each contest has 8 candidates and the
user can select up to a predefined number of candidates for
each contest by pressing the selection buttons on the display.
The voting machne records the candidate selection for each
contest. The display shows the current contest state and the
contest number of the active contest.

We consider a realistic model of user interaction, in which
the user can correct an error if it is reflected in the voting
machine’s display when the user reviews the displayed selec-
tions. More specifically, the user browses through different
contests and enters his selection. After entering the selections
once for all the contests, the user can go back and forth
with equal probability across contests to review his selections
on the display. So, if a fault happens over selection state of
a particular contest, the user can notice this if he browses
through that contest again and views the selection state on
the display. Such fault gets corrected by the user. But if a
fault happens for a contest which is never reviewed by the
user, the error cannot be corrected and shows up as an error
trace. Similarly, all faults in navigation related state elements
can be detected by the user since he would notice the fault
on the display. Also, we consider the case of SEU. In our
experiments, we assume that the user reviews at least 10
contests moving back and forth through contests with equal
probability starting with the last contest after the fault happens.

In the fault injection experiment, we run4000 simulations
with fault injected at a particular contest state. These
simulations are injected at random clock cycles during
each simulation. All state elements of a single contest
are protected by a common predicate condition. The
predicate condition isp or p ∧ q where p, q ∈ CN =
{contest num[2], contest num[1], contest num[0]}. The
ILP optimization problem was solved usingfeaspump [30].
It took less than a minute to solve each ILP problem.

In Figure 3, we can see thatDynamic always gives a
larger resilience gain thanStatic. With our optimization
approach, we are able to provide100% resilience at57.3%
power overhead while static approach takes83.8% where
100% overhead corresponds toall latches being protected.
With 46.9% overhead, our optimization approach provides
90% resilience.

B. CMP Router

Our second case study is a simplified version of a chip
multiprocessor router designed in Verilog [17]. For this bench-
mark, our approach achieves significant results – dynamic
hardening offers98% of soft error protection on flip-flops
with only a quarter of the power overhead needed in a
static hardening approach. The router has two input and two
output ports; The router is used to direct incoming packets,
called flits, to the correct output port. The CMP router was
chosen because it is representative of on-chip interconnection
networks with readily available system-level specifications.
The functionality of the router is easy to state: it must correctly
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direct each of its input packets to the output port specified by
the packet header within a specified number or cycles.

This simplified version has a total of166 latches. A balanced
(1-to-1) workload for the two input ports is used to simulate
the router in both the fault injection experiment and the fault-
free case. In the fault injection experiment, for each latch,
we run 300 simulations, each of about1000 cycles, and a
SEU is injected at a random cycle during each simulation. In
the fault-free case, we run a single simulation of about3000
cycles. This trace is used to estimateαp for eachp. We did
not use the faulty traces to esimateαp because the probability
of a SEU is small.

The0-1 integer linear program has964759 binary variables
and11721 linear constraints. We usefeaspump [30] solver
on the NEOS Server [31] to find a good feasible solution
quickly. The time that it takes to find a feasible solution using
feaspump was under a minute for solving each ILP.

In Figure 4,Dynamic is a solution to our optimization
problem. We can see thatDynamic always gives a larger
resilience gain thanStatic, as proved in Section V-B.
For example, at5% overhead,Dynamic achieves63.9%
resilience, which is70% better thanStatic which achieves
37.7%. In addition,Dynamic achieves98% resilience at20%
overhead, which is much lower thanStatic at more than
80% overhead.

VII. C ONCLUSION

We have proposed a novel optimization framework that
synthesizes logic to dynamically control local repairs such
that the error resilience of the target circuit is maximizedfor
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Fig. 4. CMP router: Resilience gain vs. Power overhead. In our experiment,
we fix a power budget on the x-axis and then optimize for resilience gain.

any power overhead budget. The control logic is synthesized
by first mining simple predicates and then optimally mapping
them to the local repairs. Our framework is general. It can be
applied to other controllable local repairs and error models.
In the future, we would like to explore predicate learning
algorithms that can be used in this framework, and the use
of controlling predicates to realize cross-layer resilience.
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