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Abstract

LO Generation and Distribution for 60GHz Phased Array Transceivers

by

Cristian Marcu

Doctor of Philosophy in Electrical Engineering

University of California, Berkeley

Professor Ali M. Niknejad, Chair

Increased memory capacity and processing power in mobile devices has created a need for
radios that can transmit data at multi-Gb/s rates over a short range. However, battery
capacity has not kept pace with these advances so power consumption must be kept to a
minimum to maintain long battery life. Furthermore, consumer devices require low cost com-
ponents due to the strong market pressures continuously driving down Average Selling Prices
(ASP) leading to diminishing margins. This means a fully integrated solution including RF
and baseband components is more attractive than a modular solution.

The allocation of 7GHz of unlicensed bandwidth in the 60GHz band and the increasing
speed of CMOS technology provides an excellent opportunity for low cost, high data rate,
fully integrated radios to fulfill the unique requirements of modern mobile devices. Phased
array transceivers using simple modulation schemes should be used due to their high energy
efficiency. Phased arrays use spatial power combining to help overcome the high path loss at
60GHz and also provide beam-steering capabilities which can help to overcome fading issues
and create a secure means of communication.

Significant progress has been been made recently in the design of mm-wave CMOS building
blocks and transceivers, including some phased array transceivers. However, very little
attention has been paid to systematic optimization and design of the LO generation and
distribution subsystem. In this thesis we use the baseband phase shifting architecture as
a vehicle for optimizing LO generation and distribution in phased array transceivers. We
propose strategies for optimal low power design with a focus on holistic optimization from
architectural choices down to block level design resulting in an optimal and scalable LO
distribution methodology. Finally, we present sample designs of building blocks such as
oscillators and phase locked loops as well as a full LO generation and distribution subsystem
for a 4-element baseband phased-array transceiver in a standard digital 65nm CMOS process.
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Chapter 1

Introduction

Increased memory capacity and processing power in mobile devices has led to demands of
ever increasing data rate communication in order to enable fast synchronization capabilities
for mobile devices as well as media sharing and access. However, battery life is still at a
premium in mobile devices, and power consumption must be kept low despite the increased
data rate. The demands on these systems results in a need for radios that can transmit data
at multi-Gb/s rates over a distance of less than 10m while consuming power on the order of
hundreds of mW or less.

1.1 The 60GHz Band

The 60GHz band offers an attractive opportunity to build radios to meet these requirements.
The FCC has allocated a license free band of approximately 9GHz from 57GHz-66GHz with
similar allocations available around the world. Attenuation due to oxygen in the atmosphere
is on the order of 10-20dB/km in this band (Fig. 1.1), while rain can introduce as much
as 40-50dB/km of additional attenuation [Liebe81, Smith82]. Due to this high loss, the
60GHz band is not useful for long range communication. At medium range, however, the
attenuation provides security and the possibility of frequency reuse since the signal of one
transmitter will not interfere with another placed only a few km away. Medium range uses
in the past have included point-to-point links over distances of 1-2km with highly directional
antennas for applications such as fiber extension or cellular backhaul.

At very short range, on the order of 10s of meters or less, we do not have to contend with
atmospheric absorption. However, common building materials are very lossy. Transmitting
a signal through a wall, for example, can attenuate it by 40-50dB while a reflection results
in 10-20dB of attenuation. This implies that 60GHz links are most efficient in line-of-sight
arrangements and will mostly be limited to operation within the same room or floor due to
power constraints.
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Figure 1.3: Evolution of WLAN data rates.

The large bandwidth allocated around 60GHz means that high data rate communication
can be achieved with very simple modulation schemes (Fig. 1.2). These types of simple
modulation schemes are not very spectrally efficient but are power efficient since they do
not require complicated baseband processing, and the requirements on front-end linearity
and carrier spectral purity are relaxed when compared to Orthogonal Frequency Division
Multiplexing (OFDM) schemes. Binary Phase Shift Keying (BPSK), and Quadrature Phase
Shift Keying (QPSK) are constant envelope modulation schemes. Non-constant envelope
modulation such as Quadrature Amplitude Modulation (QAM) can be used to increase data
rates further but this type of modulation does require moderate linearity in the front-end and
a high purity carrier for low Bit Error Rate (BER) communication. The modulation depth
is thus practically limited to 16-QAM for 60GHz transceivers due to these requirements and
the need for low power consumption.

Fig. 1.3 shows the evolution of data rates for Wireless Local Area Network (WLAN) radios
based on the IEEE 802.11 standard first introduced in [IEE97] for operation in the 2.4GHz
ISM band and later ammended to include the much larger 5GHz ISM band as well as
data rate enhancements in both bands.1 Existing WLAN solutions can provide service
throughout a house with multiple floors at data rates as high as 150Mb/s. The upcoming
802.11ac ammendment will extend the maximum single stream data rate up to 433Mb/s
between transceivers of the type suitable for mobile applications. The 60GHz band is thus
well situated to provide short-range, high data rate communication within a line-of-sight
environment, augmenting the lower data rates but higher range of legacy WLAN solutions.

1http://grouper.ieee.org/groups/802/11/Reports/802.11_Timelines.htm

http://grouper.ieee.org/groups/802/11/Reports/802.11_Timelines.htm
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Figure 1.4: ITRS Roadmap for RF CMOS Technology.

Two competing standards are currently making their way through the IEEE standards-
making bodies to address this opportunity. One is an ammendment to the existing 802.11
standard, dubbed 802.11ad and has a focus on backward compatibility and interoperability
with legacy 802.11 devices. The other standard is 802.15.3c [IEE09] and comes from the
Wireless Personal Area Network (WPAN) community normally associated with low power
and low data rate Wireless Sensor Networks (WSN). Both standards are actually very similar
and market forces will likely drive them closer together and toward interoperability. The
challenge then from the circuit side is to build a compact 60GHz transceiver to meet the
high data rate requirements of these standards with low power consumption and cost since
these are the key drivers in consumer mobile applications.

1.2 CMOS for 60GHz

Traditionally, mm-wave design has been limited to expensive III-V compound technologies
due to their higher speed, and thus higher gain, compared to Silicon technologies. However,
the microprocessor and memory industry has continued to push advances in Silicon, increas-
ing the speed of Complementary Metal Oxide Semiconductor (CMOS) processes year by year
(Fig. 1.4).2 Today, CMOS technologies have more than enough speed for mm-wave design
and the gain available at 60GHz continues to increase. This increase in speed, however, has
to come at the expense of a continued reduction in supply voltage. The dynamic power

2http://www.itrs.net/reports.html

http://www.itrs.net/reports.html
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consumption of a digital gate is given by

Pdyn = αCV 2
ddf (1.1)

where α is the activity factor, C is the total load capacitance, Vdd is the supply voltage,
and f is the clock frequency. Therefore, for digital signal processing, lowering the supply
voltage helps to significantly reduce power consumption. Unfortunately, noise, linearity, and
output power all require higher supply voltages to improve. Therefore, analog design gets
harder with reduced supply voltages. This means we must be more careful when designing in
CMOS and we must make the right architectural choices to enable circuit design at reduced
supply voltages. Holistic optimization from architecture down to individual building blocks
is a necessity.

At the same time, CMOS provides many advantages over other more exotic technologies. The
first of these advantages comes from the low power consumption of digital signal processing
in CMOS. This enables complete integration of mm-wave circuits with low frequency mixed-
signal circuits and digital signal processing all on the same die, eliminating the need for
complex and costly packaging of multiple dies. There is also an inherent operational efficiency
in this integration since all signals are processed on the same die so no high frequency and/or
high dynamic range IO is necessary.

High speed CMOS digital signal processing also allows built-in-self-test (BIST) capabilities
to be integrated on the same die. This reduces test time and test complexity, one of the
largest cost centers in semiconductor manufacturing. BIST allows transceivers to self-test
and self-calibrate helping to quickly screen out faulty parts or debug problems to increase
yield.

Finally, the small wavelength of 60GHz signals also provides advantages for integration of
passive components. At 60GHz, the free-space wavelength is approximately 5mm, while the
on-chip wavelength is approximately 2.4mm. These dimensions are on the order of typical
die sizes for integrated circuits. On one hand this means that distributed effects must be
taken into account, making circuit design more difficult. On the other hand, lumped passive
components such as capacitors and inductors become very small and easy to integrate. At
these frequencies, even antennas can be integrated on-chip thus removing any need to move
mm-wave signals on- and off-chip.

1.3 60GHz Transceivers

The block diagram of a typical direct conversion transceiver is shown in Fig. 1.5. It consists
of a transmitter path, a receiver path, and baseband which generates data to be transmitted
and processes received data. The data generated by the baseband is first converted to
an analog signal by the digital to analog converter (DAC) and upconverted to RF by a
mixer. The upconverted signal is then amplified by the power amplifier (PA) and sent to
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Figure 1.5: Direct conversion transceiver block diagram.

the antenna to be transmitted. On the receive side a low noise amplifier (LNA) amplifies
the received signal from the antenna and a mixer converts the signal down to baseband.
The resulting signal is then digitized by an analog to digital converter (ADC) and processed
by the baseband to extract the information. Both transmit (TX) and receive (RX) paths
require a high frequency Local Oscillator (LO) signal to be delivered to the mixer for up and
down conversion respectively. This carrier signal is noisy and introduces phase variations to
the modulation constellation. For example, Fig. 1.6 shows the effect of carrier phase noise
on a QPSK constellation. If the carrier phase noise is too large, the transmitted data cannot
be recovered without errors. Therefore, one of the main requirements on the LO generation
is low phase noise.

Beside the LO there are other sources of noise which serve to corrupt the received signal.
First, an antenna will receive noise from its environment proportional to the observed band-
width, B.

Nant = kTB (1.2)

The filters in the RX are thus designed to limit the bandwidth to the desired signal bandwidth
to limit this source of noise. Second, all circuits in the receiver chain contribute their own
noise due to the presence of active devices and/or resistive losses. For any circuit, the noise
factor, F , is defined as the ratio of SNR at its input to SNR at its output.

F =
SNRi

SNRo

(1.3)

The noise figure, NF , is simply the noise factor converted to dB.

NF = 10log10F (1.4)

The noise factor is always greater than 1 so the noise figure is always greater than 0dB. For
a cascade of multiple blocks, each with noise factor Fi and gain Gi, the noise figure of the
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cascade is given by3

Ftot = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+
F4 − 1

G1G2G3

+ ... (1.5)

1.3.1 Link Budget Analysis

The maximum communication distance for a transceiver is limited by the amount of power
we can transmit, antenna gains, and noise. For a receiver using an antenna with gain Gr,
the power received from a transmitter at a distance d sending power Pt into an antenna with
gain Gt at frequency f can be found using the Friis free-space path loss equation [Friis46]

Pr = PtGtGr

(
c

4πfd

)2

(1.6)

where c is the speed of light. The path loss is simply the received power normalized to the
transmitted power

Lchan = GtGr

(
c

4πfd

)2

(1.7)

Notice that for a fixed antenna gain the path loss gets worse with increasing frequency. To
get a feeling for how large this loss can be at 60GHz, we can solve (1.7) assuming 0dBi gain

3Original derivation by [Friis44] but can also be found in [Razavi98, pg. 45] or [Gonzalez97, pg. 298].
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Figure 1.7: BER as a function of SNR for different modulation schemes.

antennas at either end of the link, resulting in a loss of 68dB at a distance of only 1m. This
loss assumes a clear line of sight between the transmitter and receiver, so any obstacles or
reflections could increase this number dramatically.

Antennas with high gain are expensive and bulky and therefore not compatible with low
cost mobile applications. Increasing the maximum communications distance thus requires
either increasing the transmitted power or reducing the minimum required received power
by increasing the receiver sensitivity. The maximum power that can be transmitted by a PA
is limited by fundamental process parameters such as supply voltage and passive component
losses so there is a fundamental limit on the ouptut power that can be achieved from a
stand-alone transmitter.

On the receiver side, the minimum required input power is determined from the minimum
required SNR. The SNR for a given BER depends on the particular modulation scheme. Fig.
1.7 shows the BER versus SNR for three different modulation schemes assuming an Additive
White Gaussian Noise (AWGN) channel [Tse05]. A modulation scheme and required BER
are first elected and the minimum required SNR is found. The minimum input power to the
receiver can then be calculated from the signal bandwidth and the receiver noise figure using

Pin ≥ SNR +NF + 10log10 (kTB) (1.8)

Therefore, for a given signal bandwidth and modulation scheme the only way to increase
the sensitivity of a stand-alone receiver is to decrease the noise figure. Since there are
fundamental limits to how low a noise figure can be, there are fundamental limits to a
stand-alone reciever’s sensitivity.
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1.3.2 Phased Arrays

A phased array transceiver (Fig. 1.8) can be used to overcome these fundamental limitations
on transmit power and receive sensitivity. Such a transceiver consists of multiple elements,
each with its own antenna and phase shifter, positioned in an array with spacing on the
order of the wavelength of the carrier frequency. The most common type of array is a
uniform linear array with λ/2 spacing. The antennas can be either directional themselves or
omnidirectional, transmitting in all directions. For a low cost 60GHz phased array, planar
antennas must be used which are roughly omnidirectional but require very little area.

In the TX, each element transmits the same signal shifted in phase by each element’s phase
shifter. The transmitted signals then add in space. The phase settings are used to align the
transmitted signals from each antenna such that they add constructively only in one direction
and cancel each other out in other directions. Most of the energy is thus transmitted in a very
narrow beam whose direction can be changed by adjusting the phase shift in each element.

In a very similar way, in the RX, each element receives the same signal (but uncorrelated
noise). The phase shifters are then used to realign the received signals such that only signals
arriving from a certain direction add up constructively while signals coming from other
directions cancel each other out. The array thus has very high sensitivity in one direction
and very low sensitivity in all other directions.

A phased array thus behaves just like a mechanically steered, highly directional atenna. The
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Figure 1.9: Phased array architectures.

advantage is that simple, low cost antennas can be used, and steering can be accomplished
very quickly and accurately by adjusting the phase of each phase shifter. A phased array is
used either to break the fundamental limitations on transmit power and receive sensitivity of
a stand-alone transceiver or to relax the requirements on the performance of each element for
a given level of overall array performance. In the TX, the equivalent isotropically radiated
power (EIRP) increases with the square of the number of elements, N .

EIRParray = N2 · Ptx,el (1.9)

In the RX, the received signals are added together after being phase shifted appropriately
leading to an N2 improvement in received signal power from the desired direction. However,
each receiver also receives the same level of uncorrelated noise which, when added together,
results in an increase in received noise by a factor of N . The array SNR thus only improves
by a factor of N over the SNR of each individual receiver element.

SNRarray = N · SNRel (1.10)

Thus, if both the TX and RX use arrays with N elements the link budget is improved by a
factor of (N3).

The phase shifting operation can be performed in one of three ways. As shown in Fig. 1.9
the phase shifter can be placed either in the RF path, the LO path, or in the baseband
(also called IF phase shifting).4 Phase shifting in the RF path (Fig. 1.9a) [Natarajan07]
requires wide band and low loss phase shifters. Wide bandwidth is required due to the
wide signal bandwidth being transmitted, and low loss is required to maintain low noise
figure in the RX or high efficiency in the TX. After initial amplification using an LNA, the

4Fig. 1.9 shows an RX array but the same ideas apply for a TX array.
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signals are combined at RF which means the combiner must also be low loss and wideband.
However, only one mixer and LO are needed. Unfortunately, RF phase shifters and power
combiners are bulky and have significant loss which is directly in the sensitive signal path in
this architecture. Furthermore, it is difficult to achieve well controlled high phase resolution
for RF phase shifters.

Phase shifting at baseband (Fig. 1.9b) requires an LNA and mixer in each element and an
identical LO to be fed to each element for downconversion. Phase shifting is performed on
the downconverted signal using IF phase shifters. Luckily, IF phase shifters are very compact
and can have very wide bandwidth and resolution while maintaining low power consumption
as shown in [Marcu09]. After phase shifting, the individual signals must be combined. Since
this combination is done at baseband simple current summation can be used very effectively.
The advantage of this topology is that it allows for very flexible and low power phase shifters
and combiners as well as a very modular architecture. Digital signal processing can also be
utilized to perform more complex signal manipulations to achieve the desired array behavior.
This is not possible with the RF architecture since the signal arriving at the baseband has
already been combined. The disadvantages are that each element is in effect a full transceiver
and a high frequency signal, the LO, must be split and distributed to each. The bandwidth
of the LO path is no longer determined by the signal bandwidth but by the LO tuning range
requirements which could be larger. However, the LO path is largely insensitive to amplitude
variations so linearity and loss are much less of a concern here as opposed to the signal path
(as long as the LO maintains sufficient signal swing).

The final architecture is phase shifting in the LO path (Fig. 1.9c) [Hashemi05, Babakhani06,
Natarajan06]. This architecture also requires each element to have an LNA and mixer.
However, each mixer is fed an appropriately phase shifted LO signal. The mixing action
causes the phase of the LO to get transferred to the downconverted signal. This can be
shown by multiplying the RF signal, a carrier with arbitrary amplitude modulation Vm (t)
and phase modulation θm (t), with the LO signal, a carrier with phase shift φ, as shown in
(1.11). Applying a low pass filter removes the upper side-band at frequency (ωRF + ωLO),
leaving only the desired modulation signal with phase shift φ, as shown in (1.12).

VIF = [Vm (t) cos (ωRF t+ θm (t))] · cos (ωLOt+ φ)

=
1

2
Vm (t) [cos (θm (t) + φ) + cos ((ωRF + ωLO) t+ θm (t) + φ)] (1.11)

VIF

∣∣∣
LPF

=
1

2
Vm (t) cos (θm (t) + φ) (1.12)

In this architecture high frequency phase shifting is required as in the RF architecture and
LO distribution is required as in the IF architecture. The only advantage is that signal com-
bination can be performed simply at baseband as in the IF architecture. Unfortunately, this
topology has the disadvantages of both previous architectures without providing significant
new advantages.

The foregoing analysis is summarized in Table 1.1. While both RF and IF phase shifting
architectures provide similar performance, very little attention has been paid to the latter.
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Phase Shift in RF Phase Shift in IF Phase Shift in LO
LO distribution No Yes Yes

Phase Shift Frequency High Low High
Phase Shift Bandwidth Wide Wide (Scalable) Narrow
Combiner Frequency RF IF IF
Signal Combining Early Late Late

Table 1.1: Phased array architecture comparison

With advances in CMOS technology allowing high speed and low power baseband phase
shifters and signal processing, IF phase shifting is becoming more attractive.

1.4 Related Work

Significant progress has been made in the design of mm-wave circuitry in silicon leading to
higher levels of integration in 60GHz transceivers. For example, Floyd et al. described an
integrated mm-wave front-end implemented in a SiGe process in [Floyd06]. However, being
in a SiGe process makes a fully integrated solution costly since baseband signal processing
should be performed in a separate chip in a modern scaled CMOS process for low power
consumption. Multiple CMOS 60GHz transceivers achieving Gb/s data rates have also been
presented with varying levels of integration, including [Wang07], [Tanomura08], [Pinel08],
[Tomkins09], and [Marcu09]. Unfortunately, most of these solutions (except [Marcu09]) are
either not completely integrated, missing digital signal processing, and in some cases LO
generation and distribution, or give little insight into the design challenges and trade-offs.
As explained in the previous section, however, a phased array transceiver is needed for
efficient communication at high data rates and the works listed above are single-element
transceivers.

More recently there have been an increasing number of demonstrations of 60GHz phased
array transceivers. [Reynolds10] and [Valdes-Garcia10b] presented a 16-element phased array
RX and TX respectively in a 0.12µm SiGe process. While these arrays show excellent
performance, they are targeted for wall-powered applications and consume too much power
for mobile devices. CMOS based phased arrays have also been shown by [Cohen10] and
[Emami11] both utilizing the RF phase shifting architecture. [Emami11] is another array
targeted at wall-powered applications and thus consuming too much power for mobile devices.
[Cohen10], on the other hand, presents a very low power phased array but at the expense of
reduced performance (gain, noise figure, output power).

The RF phase shifting architecture is popular due to its simplicity. Once the signal is
phase shifted and combined at RF, the remaining radio (mixer and IF/baseband processing)
is identical to the standard, single-element, transceiver shown in Fig. 1.5. However, the
baseband phase shifting architecture provides multiple advantages and should be explored
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further. Some work has begun to address the particular design challenges of baseband phased
arrays [Borremans09, Raczkowski10] but no fully integrated solutions have been shown and,
more importantly, there has been no effort to systematically study and optimize the LO
distribution. If left unchecked, a sub-optimal design of this subsystem could cause it to be
one of the largest power consumers even in a single-element transceiver, as we have shown
previously in [Marcu09]. A systematic optimization approach is needed.

1.5 Thesis Outline

This thesis examines the LO generation and distribution challenge for fully integrated, high
data rate, 60GHz phased array transceivers utilizing a baseband phase shifting architecture.
Strategies for optimal low power design are presented with a focus on holistic optimization
from architectural choices down to block level design. Since mm-wave design greatly depends
on the quality and performance of passive components, the details of passive design are
described first in Chapter 2. Next, the design of low power voltage controlled oscillators
(VCO) is explored in Chapter 3. LO generation using a Phase-Locked Loop (PLL) is then
described in Chapter 4. Finally, optimal LO distribution strategies for fully integrated phased
array transceivers are discussed in detail in Chapter 5.

1.5.1 Design Methodology

Throughout this thesis, the focus will be on reducing power consumption and cost. Therefore,
only standard digital CMOS processes are used with no costly analog process options such
as Ultra Thick Metal (UTM) layers or Metal-Insulator-Metal (MIM) capacitors. Due to the
skin effect, currents at mm-wave frequencies are confined to the conductor surface and so, the
additional metal thickness of UTM does not reduce losses significantly. Passive components
can be either lumped or distributed (see Chapter 2) and no preference is assumed. Either
choice will be shown to be valid depending on the particular circumstances of each design.
Nevertheless, all interconnect and passive components are simulated using a full-wave 3D
EM simulator such as Ansoft’s HFSS in order to carefully account for all parasitic loading
and distributed effects. Finally, all transistors use standard design kit models with layout
parasitic extraction for extrinsic parasitic resistances and capacitances.
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Chapter 2

Passive Design

It is often said that the performance of mm-wave circuits comes down to the quality of the
passives rather than the active circuits. At low-GHz frequencies, passive design generally
involves ensuring matching within arrays of components and proper shielding. Passives at
these frequencies are simply lumped components with parasitics. At mm-wave frequencies,
on the other hand, passives are an integral part of the design process at every step due
to distributed effects that arise at such high frequencies. Every trace, every route, every
component, both active and passive, must be carefully placed taking into account the resuting
parasitics and distributed effects in order to ensure accurate, high performance designs. In
this chapter we will describe the design of passive components at 60GHz. We will begin
by describing the characteristics of lumped and distributed resonant tanks. Next, we will
discuss the implementation of individual passive components used to build these tanks as
well as the trade-offs involved in their design. We will focus specifically on the implications
of integrating these components on silicon for high frequency applications.

2.1 Lumped Resonant Tanks

A resonant tank for an oscillator can be implemented either using lumped components such
as inductors and capacitors, or in a distributed fashion, using transmission lines. In this
section we will describe the design using lumped components. There are two types of tanks
which are used with different oscillator topologies. The series RLC tank (Fig. 2.1a), has an
impedance given by

Zser = jωL+
1

jωC
+R (2.1)

where the resistor, R, represents the series losses present in the inductor and capacitor. We
can now define three new terms critical in the following discussion: the resonance frequency,
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ωo, the series quality factor, Qs, and the tank characteristic impedance, Zo.

ωo ,
1√
LC

(2.2)

Qs ,
ωoL

R
(2.3)

Zo ,

√
L

C
(2.4)

Note that Qs can be written in mutliple, equivalent ways if we make use of ωo and Zo.

Qs =
ωoL

R
=

1

ωoCR
=

√
L/C

R
=
Zo
R

(2.5)

Using the newly defined variables, ωo and Zo, (2.1) can be rewritten as (2.6).

Zser = R

[
1 + jQs

(
ω

ωo
− ωo

ω

)]
(2.6)

Immediately we can see that at the resonance frequency, the imaginary part goes to zero and
the impedance is equal to the resistance, R. The impedance is plotted versus frequency, nor-
malized to the resonance frequency, in Fig. 2.1b showing the minimum occurs at resonance
as expected. To completely generalize this equation, we can also use Zo, the characteristic
impedance of the tank. Using (2.2) and (2.4), we can show that Zo = ωoL, so that (2.6),
can be written as (2.7)

Zser = Zo

[
1

Qs

+ j

(
ω

ωo
− ωo

ω

)]
(2.7)

Furthermore, some algebraic manipulation (reproduced in Appendix 2.A) can demonstrate
that the bandwidth is inversely proportional to Qs.

∆ω3dB =
ωo
Qs

(2.8)

The parallel RLC tank, on the other hand, (Fig. 2.1c), has an admittance equal to

Ypar =
1

jωL
+ jωC +

1

R
(2.9)

For the parallel tank, we define the parallel quality factor, Qp, as

Qp ,
ωoC

G
(2.10)

where G = R−1. Similar to Qs, we can also use (2.2) and (2.4) to rewrite Qp in a number of
equivalent ways.

Qp =
ωoC

G
=

R

ωoL
=

R√
L/C

=
R

Zo
(2.11)
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Figure 2.1: Lumped resonant tanks.

Using (2.2) and (2.10), (2.9) can be rewritten as (2.12).

Ypar = G

[
1 + jQp

(
ω

ωo
− ωo

ω

)]
(2.12)

Finally, the impedance is simply the inverse of (2.12)

Zpar =
R

1 + jQp

(
ω
ωo
− ωo

ω

) (2.13)

which can also be written in terms of the tank characteristic impedance given by (2.4).

Zpar =
Zo

1
Qp

+ j
(
ω
ωo
− ωo

ω

) (2.14)
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Figure 2.2: Transmission line with arbitrary load.

Once again, at the resonance frequency, the imaginary part goes to zero and the impedance
is just equal to the resistance, R. However, in this case, this is the maximum impedance
over all frequencies (Fig. 2.1d). Nevertheless, the bandwidth is still inversely proportional
to the quality factor.

∆ω3dB =
ωo
Qp

(2.15)

In modern scaled CMOS processes, quality factors for integrated LC tanks near 60GHz are
generally less than 20, significantly lower for highly tunable tanks due to the higher losses
of variable capacitors.

2.2 Distributed Resonant Tanks

The two types of resonant tanks we have discussed thus far are made up of lumped com-
ponents, however, the same behavior can be emulated with distributed components, namely
transmission lines. A transmission line (Fig. 2.2) can be fully described by two complex
numbers: the characteristic impedance, Zo, and the propagation constant, γ. In general, Zo
can be assumed to be real for all practical purposes even for moderately lossy transmission
lines. The propagation constant, on the other hand, is generally complex and is defined as

γ = α + jβ (2.16)

where α is the loss of the transmission line, given in nepers per meter (1 neper ≈ 8.686dB),
and β is the propagation constant, given in radians per meter, which is a function of frequency
and the phase velocity of the transmission line, νp,1

β =
ω

νp
(2.17)

Furthermore, a signal of frequency ω has a wavelength, λ, given by

λ =
2πνp
ω

(2.18)

1The phase velocity is the velocity of light in a given medium.
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Figure 2.3: RLGC ladder representation of transmisison line.

This allows us to rewrite β directly as a function of the wavelength.

β =
2π

λ
(2.19)

Any transmission line can also be represented by a distributed RLGC ladder network
shown in Fig. 2.3 which is made up of the series inductance and resistance, and shunt
capacitance and conductance, per unit length. The well known Telegrapher’s Equations
[Pozar04, Collin00] can then be used to describe the voltage and current at any point x
along the line.

dV (x)

dx
= − (R (x) + jωL (x)) · I (x) (2.20)

dI (x)

dx
= − (G (x) + jωC (x)) · V (x) (2.21)

The distributed parameters are related to Zo and γ by (2.22) and (2.23) respectively.

Zo =

√
R + jωL

G+ jωC
(2.22)

γ =
√

(R + jωL) (G+ jωC) (2.23)

For a lossless line (R = 0, G = 0) the above relations reduce to

Zo =

√
L

C
(2.24)

γ = jω
√
LC (2.25)

Using (2.17) and (2.25) we can then see that the phase velocity is given by

νp =
1√
LC

(2.26)

The input impedance of a loaded transmission line, like the one shown in Fig. 2.2, depends
both on the load, ZL, as well as its length, `, [Niknejad07, pg. 300].

Zin = Zo
ZL + Zo tanh γ`

Zo + ZL tanh γ`
(2.27)
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Figure 2.4: Ideal transmission line input impedance.

At the extremes, we can either make the load a short circuit (ZL = 0) or an open circuit
(ZL =∞). For a lossless transmission line γ becomes completely imaginary. So, using (2.19),
the input impedance is then given by (2.28) and (2.29) for the two cases respectively (both
shown in Fig. 2.4).2

Zsc,i (`) = jZo tan

(
2π
`

λ

)
(2.28)

Zoc,i (`) =
−jZo

tan
(
2π `

λ

) (2.29)

From Fig. 2.4 we can see that the absolute value of the input impedance of a short circuited
lossless transmission line goes to infinity if the length is equal to λ/4 (or any odd multiple
of λ/4) and goes to zero for all even multiples of λ/4. The absolute value of the input
impedance of an open circuited lossless transmission line, on the other hand, goes to infinity
for lengths equal to even multiples of λ/4, and zero for lengths equal to odd multiples of λ/4.
In order to keep the area and loss low, we will limit our study to only the smallest possible
designs. Conceptually we can see that a shorted line of length λ/4, or an open line of length
λ/2 looks like an ideal parallel LC tank. Similarly, an open line of length λ/4, or a shorted
line of length λ/2 looks like an ideal series LC tank.

Unfortunately, the real world is not ideal and transmission lines do exhibit loss. Just like
real LC tanks, transmission line tanks cannot provide zero or infinite input impedance. For

2The subscript i has been used to represent the ieal, lossless case.
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a realistic, lossy transmission line tank we can define a resonant quality factor, Qr.

Qr ,
β

2α
(2.30)

This definition leads to the same relationship between center frequency and bandwidth as
the quality factor of an LC tank given in (2.15). The derivation can be found in Appendix
2.B. To enable comparisons to lumped tanks we will now derive equations for the input
impedance of a lossy transmission line resonant tank as a function of frequency, ω, and the
resonant quality factor, Qr. We begin with the general equation for the input impedance of
a lossy transmission line given by (2.27) and look at the two special loading cases, open and
short.

Zsc (`) = Zo tanh (γ`) (2.31)

Zoc (`) =
Zo

tanh (γ`)
(2.32)

Let us assume that we are designing for a particular resonance frequency, ωo, which has an
associated wavelength, λo, given by 2.33.

λo =
2πνp
ωo

(2.33)

Next, the resonant quality factor, Qr,o, for our transmission line at the design frequency, ωo,
is given by

Qr,o =
βo
2α

=
ωo

2ανp
(2.34)

Finally, we normalize our transmission length, `, to the design wavelength, λo, calling the
result, `n, which leads to

` = λo`n

=
2πνp`n
ωo

(2.35)

We can now use (2.17) and (2.34) to rewrite γ as

γ = α + jβ

=
ωo

2Qr,oνp
+ j

ω

νp
(2.36)

assuming that the loss is constant accross frequency. This is not strictly correct as will be
described later but for our current purposes it is a reasonable and useful simplification. The
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Figure 2.5: Lossy transmission line input impedance (plotted for Q=10).

tanh (γ`) term in (2.31) and (2.32) can now be rewritten using (2.35) and (2.36).

tanh (γ`) = tanh

[(
ωo

2Qr,oνp
+ j

ω

νp

)
2πνp`n
ωo

]
= tanh

[
2π`n

(
1

2Qr,o

+ j
ω

ωo

)]
(2.37)

Putting this term back into (2.31) and (2.32) yields our final simplified expressions (plotted
in Fig. 2.5).

Zsc (ω) = Zo tanh

[
2π`n

(
1

2Qr,o

+ j
ω

ωo

)]
(2.38)

Zoc (ω) =
Zo

tanh
[
2π`n

(
1

2Qr,o
+ j ω

ωo

)] (2.39)

There is, however, one important distinction between transmission line resonant tanks and
their lumped equivalents. As we can see from (2.38) and (2.39), the tanh term gives rise
to a periodicity in the frequency response. Thus, a transmisison line tank of a given length
will exhibit multiple resonances at frequencies for which the line length is a multiple of λ/4.
In practice this means that a given tank will resonate not just at the designed frequency
but also at its harmonics (Fig. 2.5). However, this is generally not a concern for mm-wave
designs since active devices exhibit very low gain at the higher harmonics. Furthermore,
the loss mechanisms present in transmission lines designed on silicon tend to increase with
frequency. Metal loss increases with the square root of frequency due to the skin effect, while
dielectric loss, due to the loss tangent, increases proportional to frequency. In practice,
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Figure 2.6: Current and voltage standing waves for a quarter-wavelength transmission line.

startup conditions will usually only be met at the fundamental frequency but not at its
harmonics so no parasitic oscillations will occur. Nevertheless, this effect should be known
to the designer and care must be taken to ensure that oscillation can only occur at the
desired frequency by design rather than chance.

2.3 Tapered Transmission Line Resonators

Transmission line resonators exhibit another interesting property, the standing wave. This
effect can be explioted to reduce loss through tapering of the transmission line. We will
use the shorted λ/4 resonator as our example but the analysis can also be applied to other
lengths and load conditions. Since many applications require a differential oscillator design,
let us use a coplanar stripline (described below in Section 2.5.4).

When a shorted length of transmission line is driven by a sinusoidal signal, the signal travels
down the transmission line to the load. Upon reaching the load it is completely reflected back
towards the source due to the impedance mismatch caused by the short. The reflected wave
then travels back toward the source and the total signal along the line is the superposition of
the incident and reflected waves. This superposition forms a standing wave with wavelength
equal to λ [Gonzalez97]. If we were to measure the voltage at any point along the transmisison
line we would observe a sine wave of constant amplitude. At different points along the line,
the amplitude would vary but its phase would not.

A λ/4 line then holds exactly one quarter of the standing wave. To find the resulting current
wave we can decouple the Telegrapher’s equations (2.20) and (2.21) which gives us a second-
order system of differential equations. Assuming low loss conditions (R = G = 0) the result
is the differential equation representation of an arbitrary transmission line in the voltage
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Figure 2.7: A tapered quarter wave transmission line utilizes wide width and large gap
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voltage is high (current is low).

domain [Womack62, Youla64]

d2V (x)

dx2
− 1

L (x)
· dL (x)

dx
· dV (x)

dx
− ω2L (x)C (x)V (x) = 0 (2.40)

I (x) = − 1

jωL (x)
· dV (x)

dx
(2.41)

As we can see from (2.41), the current is 90◦ out of phase with the voltage. The standing
waves along our λ/4 resonator are shown in Fig. 2.6 for a coplanar stripline (CPS).3 At the
shorted end of the line, the voltage is at a minimum and the current at a maximum, so the
losses at this point come mainly from the series resistance of the metal lines. Conversely, at
the driven end, the voltage is at a maximum and the current at a minimum, so the losses
at this point come mainly from the shunt conductance between the differential lines. This
phenomenon can be exploited to lower the losses of the resonator and thus raise the quality
factor. At the shorted end of the line we would like to increase the conductor width to
reduce the series resistance. Since the voltage is low at this point, the shunt conductance
is not very important. Conversely, at the driven end of the line, where the voltage is at a
maximum we would like to reduce the width and spacing of the conductors to reduce the
shunt conductance due to substrate coupling. Since the current is low at this point the
resulting large series resistance of the line is not important. Along the rest of the line, shunt
conductance and series resistance can be traded-off to reduce overall loss. Conceptually, the
resulting taper should have a shape similar to Fig. 2.7.

The preceeding discusison has completely ignored the effects of such a taper on the char-
acteristic impedance of the line at each point and thus the question must be asked: does
the characteristic impedance have to be constant along the taper? The simple answer is
no. The idea of tapering a transmission line has been studied and used extensively in the
microwave community for many years as a way to provide a conjugate match between two
sections of transmission line with different characteristic impedances. As early as the 1930s
many authors had worked out solutions for the behavior of a tapered transmission line with

3The CPS transmission line is described in Section 2.5.4.
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Figure 2.8: The layout of the optimized quarter wave line. The characteristic impedance,
Zo, is non-constant. Slotting is introduced to satisfy design rules.

characteristic impedance profiles that varied in a specified manner (e.g.: linear, exponential,
Gaussian, etc.). However, it is not immediately obvious how these results can be applied to
tapering resonators.

For simplicity let us begin by assuming constant characteristic impedance is maintained ac-
cross the entire taper. Luckily, a CPS line’s dimensions can be adjusted to achieve infinitely
many combinations of series loss versus shunt loss while maintaining a constant character-
istic impedance. In fact, [Andress05] showed that if the characteristic impedance is kept
constant along the taper, the transmission line can be thought of as a piecewise construc-
tion of infinitesimaly small uniform transmission line segments with the same characteristic
impedance, Zo, but different complex propagation constant, β. Using this construction, the
voltage and current profiles along the line can be calculated in the phase domain which is
related to the physical domain defined by the position, z, along the line by

θ (z) =

ˆ z

0

β (z′) dz′ (2.42)

In the phase domain, the voltage and current profiles of a tapered resonator with constant
characteristic impedance are always sinusoidal in shape just as shown in Fig. 2.6 for a uniform
resonator in the physical domain. This closed form solution then allows a straightforward
optimization of the series and shunt losses directly in the phase domain. The result is a
quality factor improvement of ideally 60% over the best untapered resonator.

On the other hand, if the characteristic impedance is allowed to vary, the current and voltage
profiles will no longer be sinusoidal even in the phase domain. Their solution can still be
found analytically if the characteristic impedance profile is well behaved (e.g.: linear [Lu97],
exponential [Womack62]) but for arbitrary lines, only numerical solutions are possible. An
optimization method was developed in [Marcu08b] which optimized the transmission line ta-
per for a 60GHz resonator, without constraints on the characteristic impedance profile, based
on a numerical solver for the voltage and current profiles.4 The resulting taper (Fig. 2.8)
achieved a quality factor of 15, a 70% improvement over the untapered resonator at 60GHz,

4Details of the optimization methodology can be found in [Marcu08a].
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Figure 2.9: The optimum characteristic impedance profile.

and a 10% increase over the maximum achievable for a constant characteristic impedance
taper. The resulting optimum characteristic impedance profile is shown in Fig. 2.9. Exam-
ining the layout and characteristic impedance profile we can immediately recognize that the
optimization maximized the capacitance per unit length (low Zo) at one end, and maximized
the inductance per unit length (high Zo) at the other. In effect, the optimization built the
closest thing it could to an LC tank. In fact, at 60GHz the optimum tapered transmisison
line resonator achieves performance on par with an optimized lumped LC tank [Marcu08a].
Unfortunately, the LC tank also occupies less die area and is thus the better choice for most
designs at 60GHz.

2.4 MEMS Resonators

MEMS resonators rely on mechanical resonances and thus their resonance frequencies are
determined solely by their shape and design dimensions relative to the speed of sound in
the material.5 They are very popular at low-GHz frequencies due to their extremely high
quality factor, however they cannot be easily integrated on-chip. To achieve higher resonance
frequencies, these devices must be made physically smaller so manufacturing tolerances and
capabilities limit the maximum achievable frequency.

The following are the most common MEMS resonators in use today:

• Crystal (XTAL) resonators are crystals of piezoelectric material such as quartz. High
frequency resonaors are cut in the shape of a rectangular plate while low frequency

5In transmission lines energy is carried by electromagnetic fields which travel at the speed of light, while
in MEMS resonators, energy is carried by mechanical vibrations which travel at the speed of sound in the
material.
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Figure 2.10: MEMS resonator model.

resonators are cut in the shape of a tuning fork. Electrodes are attached to couple
energy into the resonator. The resonance frequencies range from a few kHz to 300MHz
with quality factors on the order of 106.

• Film Bulk Acoustic Resonators (FBAR) [Ruby01] utilize a thin slice of piezoelectric
material such as, AlN or ZnO, sandwiched between two electrodes. The resonant fre-
quency is determined by the thickness of the piezoelectric material which is accurately
trimmed during manufacturing. Thus, resonators of different resonant frequencies can-
not be manufactured together. The resonance frequency for FBARs ranges between
100MHz and 10GHz with quality factors on the order of 1000 in a high-volume, indus-
trial production enviroment.

• Disc resonators [Nguyen07] are made of a disc of material surrounded by electrodes.
They can be manufactured using either a piezoelectric material with directly attached
electrodes, or the electrodes can simply couple energy to a freestanding disk electro-
statically. In the latter case, the material of the disc is not piezoelectric. The resonance
occurs in the plane of the disc so the resonance frequency is set by the lateral dimen-
sions rather than the thickness of the disk. Unlike FBARs, this allows the selection of
resonance frequency at design time by individually sizing different resonator discs as
needed. Reported resonance frequencies currently range between 100 MHz and 1.5GHz
with quality factors on the order of 10,000 in a research lab production environment.
With continued scaling, however, these devices should be able to reach frequencies over
10GHz.

A simple model, shown in Fig. 2.10, can be used for MEMS resonators of all kinds. It was
first introduced in [Pro57] and expanded in [Larson00] by adding resistor R0 for a better
fit between model and measurement. Called the Modified Butterworth-Van Dyke (MBVD)
model, it exhibits both a series resonance at ωs and a parallel resonance at ωp.

ωs =
1√
L1C1

(2.43)

ωp =
1√

L1
C1C0

C1+C0

= ωs

√
1 +

C1

C0

(2.44)
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Figure 2.11: MEMS resonator impedance.

Even though ωs < ωp, the two resonant frequencies are actually very close to each other
with the parallel resonance occuring just slightly above the series resonance since C1 � C0.
The magnitude of the resonator impedance is plotted in Fig. 2.11a. Closer inspection of the
impedance near resonance (Fig. 2.11b) shows that the resonator behaves like an inductor for
ωs < ω < ωp, and like a capacitor for frequencies outside this region. Oscillators based on
MEMS resonators utilize this inductive behavior in a series configuration such as a Colpitts
oscillator (see Section 3.3). The resonator can effectively take on any value of inductance to
resonate out any value of capacitance that the oscillator presents and create oscillation at
some frequency between ωs and ωp. On one hand, this means that the oscillation frequency
is very well defined. On the other hand, it also means that the frequency cannot be tuned
significantly even if that is desired.

The frequency-Q product is a commonly used figure of merit which allows a fair comparison
between MEMS resonators at various frequencies. Some commonly reported values for the
fQ product are given in Table 2.1. These numbers then allow us to extrapolate the quality
factors that would be possible if these technologies could be extended to 60GHz, as shown
in the rightmost column. As we can see, these values are significantly higher than what is
achievable with on-chip resonators, however, MEMS resonators have not yet been manufac-
tured anywhere near mm-wave frequencies. Furthermore, integration with silicon processes
is crucial to their adoption at mm-wave frequencies since moving signals on and off the die
incurrs significant loss and will reduce the effective quality factor of an off-chip resonator.
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Resonator
Type Frequency Q fQ Product Extrapolated Q

@ 60GHz
XTAL 16MHz 1,000,000 1.6× 1013 267
FBAR 1.9GHz 2,500 0.475× 1013 79
Disc 1.46GHz 15,248 2.22× 1013 370

Table 2.1: Frequency-Q product of MEMS resonators.

Figure 2.12: Single turn ring inductor.

2.5 Passive Components

In the previous sections we have explored resonant tanks for mm-wave frequencies. In this
section we will go into further detail regarding the design of individual passive components
which can be used either as standalone devices, or as part of the resonant tanks previously
discussed.

2.5.1 Inductors

Inductances required for most 60GHz designs are in the range of 10pH-1nH. It is difficult
to build inductors with values near or above 1nH so inductances for matching purposes or
resonant tanks should be well below this value. Ring inductors (Fig. 2.12) are the easiest
way to build inductors of moderate value (approx. 50-500 pH). For smaller values, a ring
inductor will be difficult to design accurately but a short section of transmission line can be
used instead. The input impedance of an ideal lossless transmission line with a short circuit
load is given by (2.28). If we assume the length of the transmission line is very small (indeed
much smaller than λ/4) we can use the first term of the Taylor series expansion of tan (x)
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Figure 2.13: Wideband lumped element inductor model.

to find a very good approximation for the input impedance.

Zin = jZo tan

(
2π
`

λ

)
= jZo tan

(
ω`

νp

)
≈ j

Zoω`

νp
(2.45)

The impedance looks like an inductor with an effective value of

Leff =
Zo`

νp
(2.46)

The length of the transmission line can be designed very accurately, making it very easy to
design even very small values of inductance.

Fig. 2.13 shows a lumped element model of an inductor based on the models introduced
in [Yue00, Cao03]. It takes into account many loss mechanisms and nonidealities and is
accurate over a very wide range of frequencies. There are two loss mechanisms present in
an inductor: metal losses and substrate losses. The finite resistance of the metal used to
build the inductor introduces a series resistance, RS, and leads to conductive losses within
the metal. Due to skin effect, this resistance is frequency dependent, increasing with the
square root of frequency. This can roughly be modeled with Lse and Rse. The semiconduct-
ing silicon substrate also introduces losses due to induced eddy currents as well as dielectric
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resonance. The finite, non-zero conductance of the substrate leads to induced eddy currents
that experience conductive loss, represented by Rsub. The dielectric loss tangent of the sub-
strate gives rise to dielectric resonance losses which increase in direct proportion to frequency
thus making Rsub frequency dependent. Finally, parasitic capacitance between the inductor
leads, CP , as well as the capacitance of the oxide and substrate, Cox and Csub respectively,
lead to self-resonance of the inductor. That is, the inductor will only behave as an inductor
well below the self-resonance frequency and as a capacitor above the self-resonance. The
effective inductance seen across the leads of the inductor will also be frequency dependent
even in the inductive region. To find an analytic expression for the effective inductance we
can just assume a very simple model of self-resonance where we just have an ideal inductor,
L, in parallel with an ideal capacitor, C. The admittance of this structure is given by

Y =
1

jωL
+ jωC

=
1

jωL

(
1− ω2LC

)
=

1

jωL

(
1− ω2

ω2
sr

)
(2.47)

where ωsr is the self-resonance frequency. The effective inductance is then

Leff =
L

1− (ω/ωsr)
2 (2.48)

As we can see from (2.48), Leff is approximately equal to L for frequencies well below
the self-resonance frequency. However, as we approach the self-resonance frequency, Leff
increases asymptotically approaching infinity at ω = ωsr. Since the exact self-resonance
frequency is hard to predict, the designer must always ensure that the operating frequency is
well below the expected self-resonance frequency otherwise, the effective inductance will be
hard to predict accurately. This is also why shielding of inductors at mm-wave frequencies
is not nearly as popular as it is at lower frequencies, since the presence of a shield, while
reducing substrate effects, decreases the self-resonance frequency, making it very difficult to
build moderate to large inductors. Similarly, capacitance between multiple turns of a spiral
inductor also limits practical designs at mm-wave frequencies to two turns.

The model shown in Fig. 2.13 takes all of the above described effects into account but is
clearly too complex for hand calculation. At a particular design frequency, however, we can
lump all the losses into one resistance, RF , in series with the effective inductance at that
frequency, LF , which takes into account the effects of self-resonance.6 This simplified model
is shown in Fig. 2.14. Clearly, this is an oversimplification of the actual loss mechanisms
described above but is accurate as long as it is only used to model a real inductor over a
narrow frequency range.

6The subscript F has been used to denote that these parameters are a function of frequency.
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LF RF

Figure 2.14: Simplified inductor model valid over a narrow frequency range.

It is now instructive to define an inductive quality factor which will represent its loss and
will be useful in comparing different inductors. The quality factor, in general, is defined as
the ratio of energy stored per cycle to energy dissipated per cycle.

Q , 2π
Ws

Wd

(2.49)

The quality factor of the inductor shown in Fig. 2.14 is then given by (2.50) and is usually
no higher than 20-30 at 60GHz.

QL =
ωLF
RF

(2.50)

2.5.2 Capacitors

Capacitors are generally found in matching networks and resonant tanks but are also used
as AC coupling elements between stages, allowing independent biasing of the outputs and
inputs of cascaded stages, as well as DC decoupling elements to filter out high frequency
noise on DC bias lines. The two most popular capacitor topologies are parallel plate, also
called MIM (metal-insulator-metal) shown in Fig. 2.15a, and fringing, also called MOM
(metal-oxide-metal) shown in Fig. 2.15b. Most CMOS processes offer a special MIM process
option which uses extra metal layers and a dielectric with high permittivity, leading to very
high capacitance density. Without this option, standard metal layers must be used and the
capacitance density is thus very low.

MOM capacitors on the other hand utilize standard process options. They are made up of
many long and narrow fingers, made by strapping multiple metal layers together with vias.
Minimum metal width and spacing is used to maximize capacitive density. MOM capacitors
are found as standard cells in most modern processes, making them very popular. Further-
more, their use of both parallel plate and fringing effects leads to reasonable capacitance
density, while using many narrow fingers somewhat mitigates the skin effect by distributing
current better than a single plate of metal.

Similar to inductors, capacitors suffer from many nonidealities. A lumped element model of
a capacitor, valid over a wideband of frequencies, is shown in Fig. 2.16. Self-resonance due
to lead inductance as well as inductance within the structure of the capacitor itself (such
as from long, narrow fingers),7 is represented by a single inductor, LS. Metal losses, RS,

7Utilizing many fingers in parallel as well as alternating the direction of the fingers between layers (i.e.:
0◦, 90◦, 0◦, etc.) helps to mitigate the latter contribution.
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(a) MIM capacitor.

(b) MOM capacitor.

Figure 2.15: On-chip capacitor structures.

and substrate losses, Rsub, with their associated frequency dependencies are also present
(Rse, Lse). Substrate coupling through Cox and Csub is especially important however. If a
capacitor is used with one terminal grounded, as is the case for a bypass capacitor, Cox and
Csub simply increase the effective capacitance and, in most cases, this is helpful. Adding a
shield to the capacitor, which increases Cox, does not harm us in this case. If, on the other
hand, the capacitor is used in series as a decoupling capacitor, signal is actually lost through
Cox and Csub. In this configuration we would like to reduce the parasitic capacitances as
much as possible. However, noise coupling from the substrate may be a problem in some
designs, making a shield necessary. In that case, the selection of a shield involves a trade-
off between the negative effects of loss versus the negative effects of noise coupling and is
completely design dependent. Finally, some capacitors may suffer from leakage through the
dielectric which introduces a shunt resistance, RP . MIM and MOM capacitors generally do
not have any leakage (RP = ∞), however, transistor gate leakage in deeply scaled CMOS
processes could be high enough to appreciably reduce RP and significantly affect the loss in
varactors (described in Section 2.5.3).

Due to self-resonance, the effective capacitance seen accross the leads of the capacitor will
be frequency dependent. To find an analytic expression for the effective capacitance we can
just assume a very simple model of self-resonance where we just have an ideal capacitor, C,
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Figure 2.16: Wideband lumped element capacitor model.

CF RF

Figure 2.17: Simplified capacitor model valid over a narrow frequency range.

in series with an ideal inductor, L. The impedance of this structure is given by

Z =
1

jωC
+ jωL

=
1

jωC

(
1− ω2LC

)
=

1

jωC

(
1− ω2

ω2
sr

)
(2.51)

where ωsr is the self-resonance frequency. The effective capacitance is then

Ceff =
C

1− (ω/ωsr)
2 (2.52)

The model that takes all of the above effects into account (Fig. 2.16) is clearly too complex for
hand calculation. At a particular design frequency, however, we can lump all the losses into
one resistance, RF , in series with the effective capacitance at that frequency, CF , which takes
into account the effects of self-resonance. This simplified model is shown in Fig. 2.17. Just
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Figure 2.18: Switched capacitor.

as in the inductor case this is an oversimplification of the actual loss mechanisms accurate
only over a narrow frequency range.

We can now define the capacitive quality factor which will represent its loss, just as we did
for the inductor. The quality factor of a capacitor is given by

QC =
1

ωRFCF
(2.53)

Note that whereas the Q of an inductor increases with frequency, for a capacitor it decreases.
This means that for low frequency designs the overall quality factor of a resonant network
will generally be limited by the inductors. At mm-wave frequencies, however, this is not the
case and capacitive quality factors, especially when varactors are used, will limit the overall
network Q. This is not to say that inductor Q is no longer relevant as, in fact, inductive
quality factors do not increase indefinitely. Frequency dependent losses and self-resonance
ultimately create an upper bound on the Q of any given inductor.

2.5.3 Varactors

A varactor is a variable capacitor whose capacitance depends on a control voltage. It is
difficult to change the value of an inductor in fine increments so instead, variable capacitors
are used to change the resonance frequency of a resonant tank. The simplest form of variable
capacitor, shown in Fig. 2.18, is simply a switched capacitor. When the switch is off, the
capacitance seen at the input port is simply the parasitic capacitance of the switch, Csw, in
series with C. Thus, we would like Csw to be very small such that the effective off-capacitance
is also very small. When the switch is on, only the capacitance C is seen in series with the
on resistance of the switch, Ron. We would thus also like for Ron to be very small in order for
Csw to be effectively shorted out and for the quality factor of C to remain high. The switch
is implemented with a MOS transistor, however, so there is an inherent trade-off between
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Figure 2.19: Diode varactor.

Csw and Ron.

Csw = CoxWL (2.54)

Ron =
1

gds,0
=

L

kW (Vgs − VT )
(2.55)

The switch should have minimum channel length but the optimum width must be selected
based on an acceptable trade-off between the capacitance ratio Con/Coff and the quality
factor of the on-capacitance. Unfortunately, C is generally small for practical mm-wave
designs and so the switch must also be kept small to maintain a useful on-off capacitance
ratio. This limits the achievable gds,0 of the switch and thus the quality factor of the switched
capacitor. However, technology scaling does help in this regard so switched capacitors are
becoming much more useful in mm-wave designs.

Another form of variable capacitance is the depletion capacitance of a reverse biased diode,
shown in Fig. 2.19a. Unlike a switched capacitor, this type of varactor is continuously
variable as a function of the analog biasing voltage as described by (2.56) where Cj0 is the
capacitance at zero bias, Vb is the reverse bias voltage, φ is the built-in potential (around
1V for silicon), and n represents the doping profile (assume 1/2 for diodes in a standard
CMOS process).8 Representative curves of capacitance versus tuning voltage are shown in

8In general, the doping profile of the diode junction can be linear (n = 1/3), abrupt (n = 1/2), or
hyperabrupt (n = 1) [Pierret96].
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Fig. 2.19b for three different doping profiles.

Cv =
Cj0(

1 + Vb
φ

)n (2.56)

Finally, a MOS transistor can also be used as a varactor by using the gate as one terminal
and tying together the source, drain and bulk as the second terminal [Andreani00] as shown
in Fig. 2.20a. Depending on the gate-source bias voltage, Vgs, this device can operate in one
of three regions: accumulation, depletion, and inversion. Let us take an NMOS device as an
example. If the gate voltage is brought down below the S-D-B voltage, holes are attracted
from the substrate and accumulate at the oxide-semiconductor interface, eventually forming
a conductive layer for low enough gate voltages. This is called the accumulation region. On
the other hand, if the gate voltage is higher than the S-D-B voltage, holes are pushed away
from the oxide-semiconductor interface, creating a depletion region whose depth increases
with increasing Vgs. For Vgs > VT , the threshold voltage, the device enters the inversion
region where a channel of electrons is formed between the drain and source. The device is
in strong inversion for Vgs � VT . Since the source and drain terminals are tied together
there is no current flowing in the channel, it simply acts as a conductive plate. Thus, the
capacitance both in accumulation and strong inversion is equal to CoxWL. In depletion,
on the other hand, the capacitance reduces as the depletion region depth increases. The
capacitance versus Vgs in all regions of operation is shown in Fig. 2.20b.

The quality factor can be derived by assuming a distributed RC network model for the
gate capacitance and channel resistance [Andreani99] as shown in Fig. (2.21). The series
impedance between the two terminals of the varactor is then given by

ZC =
1

jωCch
+
Rch

12
(2.57)

where the lumped channel capacitance, Cch, and channel resistance, Rch, in strong inversion
are given by

Cch = CoxWL (2.58)

Rch =
1

gds,0
=

1

kW
L

(Vgs − VT )
(2.59)

This model assumes that the metal, gate, and contact resistances are negligible compared to
Rch. Due to the distributed nature of the channel resistance, its effective value is actually
reduced by a factor of 12. The quality factor is then given by

QMOS =
12

ωCchRch

=
12k (Vgs − VT )

ωCoxL2
(2.60)
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(b) Capacitance versus tuning voltage.

Figure 2.20: MOS varactor.

G

S D
Figure 2.21: Distributed channel impedance model for MOS varactor.

As we can see from (2.60) and Fig. 2.20b, choosing the channel length of the device invoves
a trade-off between capacitive tuning range and quality factor.

Under large signal excitation, such as the large swings present in a VCO, the instantaneous
capacitance of the MOS varactor varies over the signal period. The effective capacitance is
then related to the average capacitance over the period [Hegazi03]. For large signal swings,
the effective tuning range of the varactor will be reduced if the varactor enters both the
accumulation and inversion regions of operation within one period. The fundamental problem
here is the fact that the varactor tuning curve is nonmonotonic. The problem would be solved
if the varactor could be prevented from entering either accumulation or inversion.

Accumulation MOS (AMOS) varactors [Castello98, Soorapanth98] utilize a structure very
similar to an NMOS except that it is fabricated in an N-Well instead of the P substrate
as shown in Fig. 2.22b. Compare this structure with the standard NMOS layout shown in
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Fig. 2.22a. (A PMOS manufactured in a P-Well instead of an N-Well can also be used to
form the P-type of this device.) At high frequencies this structure prevents minority carriers
from being injected into the depletion region so that the channel cannot be inverted. High
frequency operation is thus limited to the accumulation and depletion regions only, making
the tuning curve both monotonic as well as nicely behaved with a smooth, shallow slope.
Furthermore, this structure has higher Q due to the higher mobility of electrons compared
to holes.

Inversion mode (IMOS) varactors [Andreani00], on the other hand, only utilize the depletion
and inversion regions by inhibiting accumulation. This is very easily accomplished with the
standard MOS varactors by tying the bulk to the lowest voltage in the circuit, in most cases
GND as shown in Fig. 2.22c. The gate and S-D terminals are biased separately based on
the particular oscillator topology. The varactor tuning curve has a much steeper slope in
the inversion region than the accumulation region making the capacitance very sensitive to
control voltage. However, with large signal swings the average capacitance of the varactor will
be determined by the amount of time the signal spends on one side of the transition versus
the other each period. This is similar to pulse-width modulation and effectively linearizes
the large signal capacitance tuning curve without affecting the maximum and minimum
achievable values.
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Figure 2.22: MOS varactor layout.

2.5.4 Transmission Lines

At lower RF frequencies (e.g.: 1-5GHz), transmission lines are generally not used on-chip
since the required lengths are on the order of the wavelength, and thus are too large. As
the frequencies increase into the mm-wave domain, wavelengths reduce to on the order of a
few mm (as the name mm-wave implies). For example, the on-chip wavelength at 60GHz is
only 2.4mm, a length that is easily realizable. On the other hand, as frequencies increase
interconnect lengths begin to approach an appreciable fraction of the wavelength, no longer
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(a) Microstrip

SUBSTRATE

(b) Coplanar Waveguide

SUBSTRATE

(c) Coplanar Stripline

Figure 2.23: On-chip transmission lines.

acting as simple wires or RC delay lines. In other words, distributed effects begin to manifest
themselves. At these frequencies transmission lines can be used in a matched environment
for a robust interconnect design. This will be further explored in Chapter 5 where we will
look at LO distribution strategies for large phased array transceivers.

The most popular transmission line topologies (shown in Fig. 2.23) are microstrip, coplanar
waveguide (CPW), and coplanar stripline (CPS). The microstrip transmission line, first pre-
sented by [Grieg52] as a planar alternative to the three dimensional transmission structures
of the day9, is made up of a single conductive strip atop a wider ground plane. Microstrip
lines offer the most layout flexibility due to the use of a single conductor which allows for very
compact turns. The ground plane between the signal conductor and substrate also shields
the signal from substrate noise and losses if the metal thickness is much larger than the skin
depth, making the microstrip especially attractive. However, adjacent microstrip conductors
easily couple to each other if they are placed in close proximity. Thus, care must be taken
in routing different signals to prevent unwanted coupling. The characteristic impedance of
microstrip is approximately proportional to the ratio h/w. Since h is determined by our
substrate stackup, we can only control w to achieve a desired characteristic impedance.
However, the height of the top metal layer in deeply scaled CMOS processes is constantly
reducing, making high characteristic impedance difficult to achieve. Furthermore, while the
signal conductor can be placed in the highest, thickest metal layer, the ground plane must
be placed in a lower, thinner metal layer leading to higher losses.

CPW, on the other hand, is a single layer transmission line first proposed by [Wen69] (with
analysis for finite substrates by [Knorr75]), in which both signal and ground conductors
occupy the same layer. This allows CPW lines to utilize only the topmost, thick metal
layer. While this reduces metal losses, it also exposes the signal conductor to the lossy
substrate, possibly increasing substrate loss. However, due to the presence of ground planes
on either side of the signal conductor, coupling between adjacent CPW transmission lines
is minimied [Riaziat86]. The characteristic impedance of CPW is a complicated function
of both w and s. In fact there are an infinite number of solutions for any given value of
characteristic impedance. In order to select the best design we must take into account the

9Coaxial cable, waveguides, and 2-wire line were the standard transmisison structures used in radio in
the 1950s. The microstrip was much easier to manufacture due to its planarity and occupied much less space
allowing for smaller radios.
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Figure 2.24: CPW design space.

loss. Conceptually we can imagine that if the width is made very narrow, metal losses will
increase. We can also imagine that for very small spacing the electric field will be very
closely constrained mostly between the conductors. Since very little electric field penetrates
the substrate, there would be very little loss due to the semiconducting substrate. On the
other hand, if the spacing is made very wide more of the electric field will penetrate the
substrate leading to increased losses.

To quantify the above discussion we now employ a 3D EM simulator to simulate the effects
of w and s on both characteristic impedance and loss. The results of a simulation in which
w and s were both swept over a wide range are plotted in Fig. 2.24. The colored contours
radiating out from the origin are contours of constant characteristic impedance, while the
blue contours give the loss, plotted in dB/mm. As we can see, there are indeed an infinite
number of combinations of dimensions for any particular value of characteristic impedance
and our intuition regarding the effects of width on metal losses and spacing on substrate
losses was correct. The loss contours now give us a way to choose the CPW dimensions that
result in the lowest loss. For example, if we would like a 70Ω line, the lowest achievable
loss is approximately 1.12dB/mm which occurs at s = 9.6µm and w = 6.1µm. Repeating
this procedure for every value of characteristic impedance gives the dashed red line which
traverses the plot in Fig. 2.24 from the top left to the bottom right. This line thus represents
the optimum CPW design for any value of characteristic impedance. Using this result we
can then plot the minimum achievable loss versus Zo in Fig. 2.25.
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Figure 2.25: CPW design space.

The CPW transmission line has one other effect which must be taken into account. A slotline
transmission line, first proposed for use as a transmission line in [Cohn69], is simply a narrow
gap in a conductive plane. In such a structure the electric field lines extend accross the gap
causing a voltage difference between the conductors on either side of the gap. The standard
CPW line can thus also be seen as two coupled slotlines (CSL). In the CPW mode the
electric fields in the two slots have opposite polarities, while in the CSL mode, the electric
fields have the same polarity. Thus, in the CSL mode a voltage difference exists between
the left-most and right-most conductors, what we called the ground planes of the CPW.
When driven in a CPW mode, these two ground planes are tied together at the source
and the coupled slotline mode cannot exist. However, far from the driving point, the two
ground conductors are no longer tightly coupled. Thus, if there is a discontinuity in the
line, such as a turn or a junction, mode-mixing can occur and the CSL mode can arise.
To prevent this from happening, a bridge can be placed in a lower metal layer, close to
the discontinuity, shorting the two ground planes together at the same potential and killing
the unwanted mode near the bridge [Riaziat86]. Unfortunately, the slotline mode is not
eliminated but will actually grow as it moves away from the bridge [Ponchak05]. Thus,
bridges must be placed at regular intervals even along straight sections of transmission line
with no discontinuities. For designs at 60GHz it was found experimentally that placing
bridges every 100µm sufficiently suppressed the unwanted mode. Adding these bridges will
lower the Zo of the CPW mode due to excess capacitance between the signal line and each
bridge. Thus, in designs with many discontinuities, where many bridges are necessary, their
effect on Zo must be taken into account.
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(b) CSL mode.

Figure 2.26: E-fields for the two modes present in the CPW structure.

The previous discussion also leads us to the grounded CPW (G-CPW) structure, which is
a combination of microstrip and CPW. Conceptually, G-CPW is equivalent to adding more
and more bridges along a CPW until the entire length is completely filled in, creating a
continuous ground plane below the conductor as well as continuous walls connecting this
lower ground plane with the the two CPW ground planes. G-CPW thus has the substrate
shielding advantages of microstrip and the adjacent signal shielding of CPW. However, it
has much higher capacitance per unit length than either microstrip or CPW for the same
dimensions due to the increased ground plane area, leading to significantly reduced Zo.

Finally, the CPS transmission line, made up of two coplanar metal strips on a dielectric
substrate, is actually the dual to the CPW line and was thus also first analyzed by [Wen69]
and [Knorr75]. In one mode of operation, it can be driven with a single ended source by
connecting the other conductor to ground. However, unlike the other transmission lines
presented above, the real advantage of CPS is that it can be driven differentially. Since
most oscillator topologies of interest are differential, CPS can be used either to distribute
the differential VCO output, or even in the VCO tank as will be described in Section 2.3. If
no ground plane is present near the CPS line then the even mode has very high impedance
and is also very lossy since the only return path is by capacitive coupling to the substrate.
In practical designs a ground plane is present but is placed far enough away so as to not
significantly decrease even mode rejection, a desirable characteristic in differential, or odd
mode, systems.
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2.A Derivation of Lumped Resonant Tank Bandwidth

In this Appendix we will derive the relationship between resonant tank bandwidth and its
quality factor. We begin with the impedance of a series LC tank given by (2.6) and normalize
to R, the impedance at resonance.10

Zser,n =
Zser
R

= 1 + jQs

(
ω

ωo
− ωo

ω

)
(2.61)

To find the bandwidth we must find the upper and lower frequencies at which the magnitude
of the normalized impedance given by (2.61) increases by 3dB, or in other words when

|Zser,n|2 = 2

1 +Q2
s

(
ω

ωo
− ωo

ω

)2

= 2

Q2
s

(
ω

ωo
− ωo

ω

)2

= 1 (2.62)

Taking the square root of both sides leads to two possible quadratic equations we must solve

Qs

(
ω

ωo
− ωo

ω

)
= ±1 (2.63)

Taking the first case we have

Qs

(
ω

ωo
− ωo

ω

)
= 1

Qs

ωo
ω2 −Qsωo = ω

ω2 − ωo
Qs

ω − ω2
o = 0 (2.64)

which can be solved using the quadratic equation to give two roots of (2.62).

ω1,2 =
ωo

2Qs

± 1

2

√(
ωo
Qs

)2

+ 4ω2
o (2.65)

Similarly, taking the second case, we have

Qs

(
ω

ωo
− ωo

ω

)
= −1

Qs

ωo
ω2 −Qsωo = −ω

ω2 +
ωo
Qs

ω − ω2
o = 0 (2.66)

10We can also perform an identical derivation for a parallel LC tank if we start with its admittance
normalized to G = R−1.
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which can be solved to give the other two roots of (2.62).

ω3,4 = − ωo
2Qs

± 1

2

√(
ωo
Qs

)2

+ 4ω2
o (2.67)

Out of the four roots of (2.62), two are positive and two are negative. To find the 3dB
bandwidth we simply find the difference between the two positive roots, ω1 and ω3.

∆ω3dB = ω1 − ω3

=
ωo

2Qs

−
(
− ωo

2Qs

)
=

ωo
Qs

(2.68)

2.B Derivation of Distributed Resonant Tank Bandwidth

In this Appendix we will derive the relationship between the bandwidth and quality factor
of a uniform transmisison line resonator. We begin with the input impedance of a shorted
quarter-wave transmission line tank (`n = 1/4) given by (2.38).

Zin = Zo tanh

[
2π`n

(
1

2Qr,o

+ j
ω

ωo

)]
= Zo tanh

(
π

4Qr,o

+ j
π

2

ω

ωo

)
(2.69)

First, we expand the tanh(·) term using trigonometric identities

Zin = Zo
tanh

(
π

4Qr,o

)
+ tanh

(
π
2
ω
ωo

)
1 + tanh

(
π
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)
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(
π
2
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)
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(
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)
+ j tan

(
π
2
ω
ωo

)
1 + j tanh
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π
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)
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(
π
2
ω
ωo

) (2.70)

Next, we multiply both the numerator and denominator by −j cot
(
π
2
ω
ωo

)
yielding

Zin = Zo
1− j tanh

(
π

4Qr,o

)
cot
(
π
2
ω
ωo

)
tanh

(
π

4Qr,o

)
− j cot

(
π
2
ω
ωo

) (2.71)
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Assuming Qr,o � 1, we can make the simplification that tanh
(

π
4Qr,o

)
≈ π

4Qr,o

Zin ≈ Zo
1− j π

4Qr,o
cot
(
π
2
ω
ωo

)
π

4Qr,o
− j cot

(
π
2
ω
ωo

) (2.72)

Since we are interested in the frequency region near resonance, we can now introduce a new
variable, δω, which is a small deviation in frequency from ωo.

ω

ωo
= 1 +

δω

ωo
(2.73)

This new variable allows us to rewrite (2.72) and use tan
(
π
2
δω
ωo

)
≈ π

2
δω
ωo

since we are assuming
that δω � ωo

Zin ≈ Zo
1− j π

4Qr,o
cot
(
π
2

+ π
2
δω
ωo

)
π

4Qr,o
− j cot

(
π
2

+ π
2
δω
ωo

)
= Zo

1 + j π
4Qr,o

tan
(
π
2
δω
ωo

)
π

4Qr,o
+ j tan

(
π
2
δω
ωo

)
≈ Zo

1 + j π
4Qr,o

π
2
δω
ωo

π
4Qr,o

+ j π
2
δω
ωo

(2.74)

Finally, remembering that Qr,o � 1 and δω � ωo we can make one further simplification to
Zin

Zin ≈
Zo

π
4Qr,o

+ j π
2
δω
ωo

=
4
π
Qr,oZo

1 + j2Qr,o
δω
ωo

(2.75)

We now see that at resonance, Zin = 4
π
Qr,oZo. To find the 3dB bandwidth we would like to

find δω for which the input impedance drops by 3dB on either side. Or, in other words

|Zin|2(
4
π
Qr,oZo

)2 =
1

2

1

|1 + j2Qr,o
δω
ωo
|2

=
1

2

1 + 4Q2
r,o

(
δω

ωo

)2

= 2

δω =
±ωo
2Qr,o

(2.76)
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Figure 2.27: Series and parallel representations of a complex impedance.

To arrive at the final result, the 3dB bandwidth is the difference between the positive and
negative values of δω. Notice that (2.77) is identical to (2.68).

∆ω3dB = δωp − δωn
=

ωo
Qr,o

(2.77)

2.C Series-to-Parallel Transformation

In this Appendix we will derive a very useful transformation between series and parallel
representations of a complex impedance (Fig. 2.27). This transformation is only valid at one
frequency making it useful only for narrowband approximations. Nevertheless, most systems
of interest are narrowband so this transformation is used extensively in matching network
and resonant tank design. The transformation is performed by setting the impedance of the
series representation equal to that of the parallel representation at one frequency.

Rs + jXs =
jRpXp

Rp + jXp

Rs + jXs =
RpX

2
p

R2
p +X2

p

+ j
R2
pXp

R2
p +X2

p

(2.78)

Equating the real and imaginary parts of the right and left sides of (2.78) leads to

Rs =
RpX

2
p

R2
p +X2

p

(2.79)

Xs =
R2
pXp

R2
p +X2

p

(2.80)

Next, for the two representations to be equivalent, their Q must also be equal.

Qs = Qp = Q (2.81)
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The quality factor can be written in many equivalent ways for the series and parallel networks
at the frequency of interest, ωo.

Qs =
ωoLs
Rs

=
1

ωoCsRs

=
Xs

Rs

(2.82)

Qp =
ωoCp
Gp

=
Rp

ωoLp
=
Rp

Xp

(2.83)

Thus, we can use (2.83) and (2.82) to simplify (2.79) and (2.80).

Rp = Rs

(
1 +Q2

)
(2.84)

Xp = Xs

(
1 +Q−2

)
(2.85)

Finally, for Q� 1, Rp and Xp simplify to

Rp ≈ RsQ
2 (2.86)

Xp ≈ Xs (2.87)
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Chapter 3

Voltage Controlled Oscillator

In this chapter, we will describe the design of voltage controlled oscillators (VCOs) at 60GHz.
We will begin by introducing the concept of oscillators and their important metrics before
delving into implementation challenges through some sample designs. First, we will discuss
the design of a cross-coupled oscillator in Section 3.2, followed by an overview of other os-
cillator topologies of interest in Section 3.3. In these sections we will focus on the general
design methodology, including ensuring startup and achieving tuning range and phase noise
requirements. We will then explore the push-push architecture in Section 3.5. This archi-
tecture allows the use of a lower frequency core, enabling high frequency generation even in
older technologies. Finally, in Section 3.6, we will present the design and measurement of
both a fundamental mode and push-push VCO for 60GHz LO generation in 65nm and 90nm
technologies, respectively.

3.1 A Short Introduction to Oscillators

An oscillator is a regenerative system which utilizes positive feedback to induce instability
and sustain stable oscillation. A general oscillator can be analyzed using one of two methods:
feedback and negative resistance. A generalized feedback system is shown in Fig. 3.1a and
the gain from input to output is given by (3.1).

H (s) =
A (s)

1− A (s) f (s)
(3.1)

In order for this system to allow oscillation, it must provide an output with no input. In
other words, the gain must be infinite. From (3.1), the only way for this to occur is if
the loop gain, A (s) f (s), at a given frequency is equal to 1 with a phase shift of 0◦ (or
a multiple of 360◦). This is called Barkhausen’s criteria [Gonzalez97] and is a necessary
but not sufficient condition for oscillation to actually occur. In fact, for oscillation to start
up, the closed loop transfer function must have a pair of complex conjugate poles in the
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Figure 3.1: Mechanisms of oscillation.

Right-Hand Plane (RHP), leading to an exponentially increasing sinusoidal oscillation. As
the oscillation amplitude grows, the compressive nonlinearities in the active devices reduce
the effective gain, limiting the amplitude. At steady-state, the effective loop gain is exactly
equal to 1, meeting Barkhausen’s criteria. However, these criteria may be met at many
frequencies so, generally, at mm-wave frequencies a resonant tank is used as a filter in the
feedback path to set the frequency of oscillation accurately.

This also leads us to another equivalent way of looking at oscillators. Most topologies,
especially those utilized at mm-wave frequencies, can be separated into two parts: an active
negative resistance generator which, as its name implies, generates a negative resistance at
its terminals, and a passive resonant tank, as shown in Fig. (3.1b). If the negative resistance
generated is larger than the real part of the tank impedance, the system will oscillate at the
resonant frequency of the tank.

3.2 Design of a Cross-Coupled Oscillator

The design of voltage controlled oscilators involves trade-offs between power consumption,
phase noise, tuning range and output power. It is important to understand these trade-offs
in order to optimize a design for a given application. We begin by studying a cross-coupled
differential pair VCO whose schematic is shown in Fig. 3.2. The parallel LC tank provides
a resonant load, setting the frequency of oscillation. The cross-coupled differential pair
presents a negative resistance which cancels out the losses in the tank, represented by Rp,
to allow sustained oscillation [Razavi98, p. 227]. The oscillation frequency is given by (3.2)
where Lp is the tank inductance and Cp is the total tank capacitance made up of fixed and
variable capacitors which will be described later in Section 3.2.2.

ωo =
1√
LpCp

=
1√

LP (Cfixed + Cvar)
(3.2)
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Figure 3.2: Cross-coupled differential pair VCO with tuning.

3.2.1 Startup Conditions

To determine the startup conditions necessary for oscillation, this structure can be analyzed
either using feedback or negative resistance approaches. Using the feedback approach, we
can start by assuming that all of the losses present in the tank are lumped into the resistor
Rp. Furthermore, due to the differential operation we can build a differential mode half
circuit by splitting the tank in half at the center tap and assuming the common source point
is a differential ground. This leads to a load at the drain of each transistor of

Zt,H =

(
jωLp

2

) ∣∣∣∣∣∣ ( 1

jω2Cp

) ∣∣∣∣∣∣ (Rp

2

)
(3.3)

The loop gain is then directly given by (3.4) and must be greater than 1 at the resonance
frequency to allow oscillation to start up.

Al (ωo) =

(
gmZt,H

∣∣∣
ω=ωo

)2

≥ 1 (3.4)

At resonance Zt,H = Rp/2 thus leading to (3.5).(
gmRP

2

)2

≥ 1

gm ≥ 2

Rp

(3.5)

Another way of stating (3.5) is that the small-signal gain, gmRP must be greater than 2.
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Figure 3.3: Cross-coupled differential pair input impedance.

We can also arrive at the same result by using a negative resistance approach. The total
differential tank impedance is given by

Zt = jωLp

∣∣∣∣∣∣ ( 1

jωCp

) ∣∣∣∣∣∣Rp (3.6)

which, at resonance, reduces to Zt = Rp. Next, we find the resistance presented by the
cross-coupled differential pair by applying a test current source, IT as in Fig. 3.3a. This
circuit can then be solved using the small signal model shown in Fig. 3.3b. First, we can
see directly that

VT = Vgs1 − Vgs2 (3.7)

Second, there is only one loop present in the circuit so

IT = gmVgs2 = −gmVgs1 (3.8)

which leads to
Vgs2 = −Vgs1. (3.9)

Substituting (3.9) into (3.7) and using the result along with (3.8) will now allow us to find
the input resistance.

Rin =
VT
IT

=
Vgs1 − (−Vgs1)

−gmVgs1

=
−2

gm
(3.10)
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In order for the oscillator to start up, the negative admittance presented by the cross-coupled
differential pair must be larger than the positive admittance presented by the tank.∣∣∣ 1

Rin

∣∣∣ ≥ 1

Rp

gm
2
≥ 1

Rp

gm ≥ 2

RP

(3.11)

The result in (3.11) agrees with (3.5) showing the validity of both approaches. Finally, since
gm is proportional to the bias current of the device,

gm =

{
2Id
Vov

long − channel
2Id
Vsat

short− channel
(3.12)

the result in (3.11) implies that a higher Rp will lead to reduced power consumption by
allowing the use of a smaller gm. For example, in a differential pair with long channel
devices

gm ≥ 2

Rp

Iss
Vov

≥ 2

Rp

(3.13)

As long as the above criteria for gm are met, any noise present in the system near the
resonance frequency will be amplified and grow exponentially due to the presence of two
complex conjugate poles in the RHP. While the amplitude is small, the active devices behave
like small signal amplifiers. As the amplitude grows, nonlinearities begin to come into effect.
This is true even if the core consists of ideal square law transistors. As an example, let us
examine a cross-coupled pseudo-differential pair like the one shown in Fig. 3.3a. As long
as the output swing remains within one threshold (Vod ≤ VT ) and less than 2Vov, M1 and
M2 remain in saturation and the effective transconductance, Gm, is equal to the small-signal
transconductance, gm. When the output swing exceeds VT , the transistors are pushed into
the triode region and Gm drops with increasing amplitude. For Vod > 2Vov one device will
be completely cutoff for part of the cycle while the current in the other device will continue
to increase. If 2Vov > VT , the devices will never enter the triode region and will go direclty
into cutoff.

In a true differential pair there is a current source setting the total bias current as in Fig.
3.2. In that case, for small input signals (Vod ≤

√
2Vov, VT ) both devices remain in saturation
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Figure 3.4: Large signal Gm.

and Gm is given by

Gm

∣∣∣
Vod≤

√
2Vov ,VT

=
k′

2

W

L

√
4Iss

k′ (W/L)
− V 2

od

=
Iss

2V 2
ov

√
(2Vov)

2 − V 2
od (3.14)

For very large Vod all of the bias current will be steered completely to one side then the other
during the cycle. In this case, Gm is given by

Gm

∣∣∣
Vod�

√
2Vov ,VT

=
Iss
Vod

(3.15)

The transition region again depends on the value of VT relative to Vov. If
√

2Vov ≥ VT , as Vod
increases above VT , the devices will go into the triode region for part of each cycle. When Vod
rises above

√
2Vov one device will be completely cutoff for part of the cycle, forcing the entire

bias current to flow in the other device. For
√

2Vov > VT the devices never enter the triode
region, they go directly into cutoff when Vod >

√
2Vov. The large signal Gm normalized to

the small-signal gm is plotted versus to the oscillation amplitude normalized to VT for both
a pseudo-differential pair core and a standard differential pair core in Fig. 3.4.

Based on the previous discussion we can now see that during startup the cross-coupled core
starts off in the small-signal regime with maximum Gm. The amplitude then grows until Gm

drops to the value where the loop gain is exactly equal to 1. In other words, when the large
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Figure 3.5: Current limited vs. voltage limited operation. (Zo = 50, QT = 10)

signal transconductance, Gm, meets the condition

Gm =
2

Rp

(3.16)

This is a stable point of operation. If the amplitude were to increase beyond this point, Gm

would reduce forcing the amplitude to reduce. On the other hand, if the amplitude were to
reduce below this point, Gm would increase, forcing the amplitude to increase. This nonlinear
behavior acts like inherent negative feedback, stabilizing the amplitude of oscillation. The
ratio gm/Gm is also known as the safety factor, denoted η in this work, and is usually chosen
to be at least 2-3. This ensures that there is sufficient gain in the system to ensure reliable
startup even in the presence of excess loss.

With proper design, the voltage amplitude in steady-state should be high enough to com-
pletely switch the current from one side to the other of the differential pair with each cycle.
At low frequencies this makes the current injected into the tank a square wave that switches
between Iss and −Iss. The resonant tank then filters out and selects only the fundamental
harmonic making the output voltage

Vod,LF = Isw

∣∣∣
ω=ωo

ZT (ωo)

≈ 4

π
IssRp (3.17)

Unfortunately, at high frequencies finite switching time and low device gain make the current
waveform look more like a sinusoid with amplitude Iss rather than a square wave, leading to
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Figure 3.6: Variable capacitor architectures.

a smaller output voltage amplitude.

Vod,HF ≈ IssRp (3.18)

Thus, increasing either the bias current or Rp will lead to higher output amplitude. However,
there is a fundamental limit to the output voltage swing which is imposed by the supply
voltage. Since the drain of each transistor is tied to the supply through an inductor, the drain
voltage can swing above Vdd. Assuming a sinusoidal output voltage, the maximum the drain
of each transistor can reach is 2Vdd. If Iss is increased beyond the point where this voltage
swing is reached on the drain, then the output voltage will no longer increase. This gives rise
to two regions of operation [Hajimiri99]: the current limited domain and the voltage domain.
In the current limited domain the output amplitude is proportional to the bias current and
is not a function of the supply voltage (ignoring the channel-length modulation effects). In
the voltage limited domain the output amplitude is proportional to the supply voltage and
is not a function of the bias current as long as that bias current is high enough to maintain
operation within this domain. A representative plot of output amplitude versus bias current
is plotted in Fig. 3.5 for different values of supply voltage.

3.2.2 Tuning the Tank

The total capacitance in the tank can be separated into fixed and variable components.

Cp = Cfixed + Cvar (3.19)

Cfixed is made up of the parasitic and layout capacitances from the core devices plus any
fixed capacitance added to the tank, CT , such as from a buffer or divider which loads the
VCO output.

Cfixed = CT +

(
Cgs
2

+
Cds
2

+ 2Cgd

)
(3.20)

Cvar, on the other hand, is the variable capacitance which is added to tank for tuning
the resonant frequency. This variable capacitance can be implemented as a varactor (Figs.
3.6a or 3.6b), switched capacitor bank (Fig. 3.6c), or some combination thereof. The two
varactor structures (Figs. 3.6a or 3.6b) can be controlled with either an analog or digital
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control signal. Analog control of Vb allows any value of capacitance between the minimum
and maximum values of varactor capacitance to be achieved, allowing fine control of the
VCO output frequency. Digital control on the other hand, setting Vb only to either Vdd or
ground, provides only the minimum and maximum values of varactor capacitance and is thus
very similar to the switched capacitor circuit in Fig. 3.6c. This allows for coarse tuning of
the VCO frequency in steps determined by the size of the switched capacitance or, in the
case of a switched varactor, the on-off ratio of capacitance. Generally, arrays of switched
capacitor structures are used in conjuction with an analog varactor. The VCO frequency is
first coarsely set with the digitally controlled capacitors and then finely set with the analog
varactor. As we will see in Chapter 4, it is advantageous from a noise standpoint to use a
large bank of switched capacitors along with a smaller analog varactor to cover a large tuning
range, rather than one large analog varactor. Regardless of the actual implementation, Cvar
will have some minimum fixed capacitance, Cv,o, along with its variable component, ∆Cv.

Cvar = Cv,o + ∆Cv (3.21)

For overall tuning range calculations, ∆Cv includes both the analog variable capacitance as
well as any digitally switched capacitance while Cv,o is the capacitance presented to the tank
when all variable and switched capacitors are tuned to their lowest settings. Cv,o is then just
another fixed capacitance which is always present, just like Cfixed.

Cmin = Cfixed + Cv,o

= C
′

fixed (3.22)
Cmax = Cfixed + Cv,o + ∆Cv

= C
′

fixed + ∆Cv (3.23)

The tuning range of the tank can then be defined as

TR =
ωmax
ωmin

=

√
Cmax
Cmin

=

√
C

′
fixed + ∆Cv

C
′
fixed

=

√
1 +

∆Cv
C

′
fixed

. (3.24)

To achieve high tuning range we would therefore like to maximize the ratio ∆Cv/C
′

fixed.
Initially, this may seem trivial to accomplish by adding arbitrary amounts of variable capac-
itance while lowering the tank inductance to maintain the same ωo. However, as seen from
(3.5), we would like to maximize the tank impedance at resonance, Rp, in order to get high
current efficiency. This impedance is a function of the losses of the inductor and capacitors
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as defined by their respective quality factors. Thus, we can now derive an equation for the
resistor, Rp, the aggregate of the losses in the tank, as a function of the component quality
factors as shown in (3.25)

Rp =
1

Gp

= (Gp,C +Gp,L)−1

=

(
ωoCp
QC

+
1

ωoLpQL

)−1

=

√
Lp
Cp

(
1

QC

+
1

QL

)−1

= Zo

(
1

QC

+
1

QL

)−1

(3.25)

where we have used the series to parallel transformation, described in Appendix 2.C, under
the assumption that QL � 1 and QC � 1. Thus, from (3.25) we can define a tank quality
factor, QT , which is equal to the parallel combination of the component quality factors.

QT =

(
1

QL

+
1

QC

)−1

(3.26)

The total parallel resistance at resonance is then given by

Rp = QTZo (3.27)

Notice that this agrees with the input impedance of a parallel tank at resonance given by
(2.14). If the capacitor loss dominates the tank,1 QC � QL and (3.25) simplifies to

Rp ≈ QC

√
Lp
Cp

= QCZo (3.28)

In order to maintain low power consumption we would like to maximize Rp. Clearly, increas-
ing the component quality factors helps, but (3.25) and (3.28) also tell us that for low power
consumption at a given resonant frequency, ωo, we would like to maximize Lp and mini-
mize Cp (in other words maximize Zo). This leads to a trade-off between tuning range and
power consumption since maximizing tuning range requires adding more capacitance while
decreasing Lp to compensate. Furthermore, as the desired resonance frequency increases,
the required capacitance and inductance values reduce and parasitics become a proportion-
ally much larger part of the tank capacitance. At mm-wave frequencies, wide tuning range
designs are thus much more difficult to achieve than at lower, traditional RF frequencies.

1At high frequencies the quality factor of inductors tends to be higher than that for capacitors and much
larger than for varactors.
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Figure 3.7: Oscillator output spectrum.

3.2.3 Phase Noise

An ideal RF oscillator produces an output sinusoid at a fixed frequency with a constant
amplitude.

Vout,i (t) = A cos (ωot+ φ) (3.29)

This ideal oscillator appears as two impulses at ±ωo in the frequency domain. Any real
oscillator, however, will have active and passive devices which introduce noise into the sys-
tem, disturbing the amplitude and phase of the oscillator output. Furthermore, the actual
waveform of the output may be rich in harmonics, and will not necessarily be a sinusoid.2
Thus, a general oscillator output looks like

Vout (t) = A (t) f (ωot+ φ (t)) (3.30)

whereA (t) and φ (t) are functions of time which represent amplitude noise and phase noise
respectively, and f (t) is a periodic function with a period of 2π. Atmm-wave frequencies, the
power that can be generated at higher level harmonics is very limited, so oscillator outputs
can be approximated by a sinusoid instead of the more general function f . Furthermore,
well designed oscillators will have amplitude limiting mechanisms which reduce the effect
of noise on the output amplitude. This can be accomplished either through an explicit
Automatic Gain Control (AGC) loop, or simply through negative feedback inherent in the
device nonlinearity as described in Section 3.2.1. Unfortunately, there is no such mechanism
to control the phase of the oscillator. Variations in phase, φ (t), look like variations in the
instantaneous frequency of the oscillator. This causes spreading in the spectrum of the
oscillator creating “skirts” as shown in Fig. 3.7.

We will now derive the phase noise spectrum due to noise sources present in an oscillator
using the negative resistance model of Fig. 3.1b following a procedure similar to that found
in [Lee00]. Out of all the passive components, only resistors can contribute noise. Ideal
capacitors and inductors do not contribute any noise but their presence does shape the noise

2Ring oscillators, for example, will produce an output closer to a square wave.
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spectrum by the filtering action they create. Active devices in the core do contribute noise
which can be treated just like the noise from the tank resistance. Therefore, in the analysis
to follow we will initially focus only on the noise due to the tank resistance and then expand
to include active noise sources. Thus, the only noise source is white noise from Rp as shown
in Fig. 3.8. To find the equivalent noise voltage density we multiply the noise current density
by the square of the magnitude of the tank impedance.

v2
n

∆f
=

i2n
∆f

∣∣∣ZT ∣∣∣2
= 4kT

1

Rp

∣∣∣ZT ∣∣∣2 (3.31)

Since the active devices generate an impedance exactly equal to−Rp, the effective impedance
of the tank actually looks like an ideal LC tank.

ZT (ω) =
1

jωC + 1
jωL

=
jωL

1−
(
ω
ωo

)2 (3.32)

We are interested in the spectrum at an offset, ∆ω, from the resonance frequency, ωo, so we
can rewrite (3.32) as

ZT (ωo + ∆ω) =
j (ωo + ∆ω)L

1−
(

1 + ∆ω
ωo

)2

=
j (ωo + ∆ω)L

1−
[
1 + 2∆ω

ωo
+
(

∆ω
ωo

)2
]

=
−jωoL

(
1 + ∆ω

ωo

)
∆ω
ωo

(
2 + ∆ω

ωo

) (3.33)

However, since we are only interested in a very small offset relative to the resonance frequency,
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∆ω � ωo and (3.33) can be simplified.

ZT (ωo + ∆ω) ≈ −jωoL
2∆ω
ωo

(3.34)

The definition of the parallel tank quality factor given by (2.11) now allows us to write (3.34)
in terms of QT rather than the tank inductance.

ZT (ωo + ∆ω) = −j ωoRp

2QT∆ω
(3.35)

The equivalent output noise voltage is then given by plugging (3.35) back into (3.31).

v2
n

∆f
= 4kT

1

Rp

(
ωoRp

2QT∆ω

)2

= 4kTRp

(
ωo

2QT∆ω

)2

(3.36)

This noise will cause variations in both phase and amplitude but, as mentioned earlier, any
real oscillator design will damp out or limit amplitude noise so we are only interested in
the phase component. Assuming the output waveform is a sinusoid, the noise power will
be equally split between the phase and amplitude according to the equipartition theorem of
thermodynamics.

v2
n

∆f

∣∣∣
phase

= 2kTRp

(
ωo

2QT∆ω

)2

(3.37)

Finally, we can find the phase noise, L{∆ω}, as the ratio of noise to signal power reported
in dBc/Hz. It can be found by normalizing the rms noise voltage to the rms amplitude
squared of the signal (V 2

o,rms = |Vo|2/2) and taking the log as shown in (3.38). In this form
we can see that reducing Rp or increasing Vo,rms leads to a reduction in phase noise, setting
up a trade-off between power consumption and phase noise.

L{∆ω} = 10 log

[
2kTRp

V 2
o,rms

(
ωo

2QT∆ω

)2
]

(3.38)

To make (3.38) more general we can rewrite it in terms of the signal power, Psig = V 2
o,rms/Rp,

resulting in (3.39).

L{∆ω} = 10 log

[
2kT

Psig

(
ωo

2QT∆ω

)2
]

(3.39)

From (3.39) we can see that phase noise near the carrier has a 1/ (∆ω)2 dependence on
frequency. However, we have ignored other sources of noise in this analysis. In reality active
devices will add excess white noise and also exhibit 1/f noise for very small offsets which in
turn leads to a 1/|∆ω|3 region in the phase noise response. Furthermore, the signal coming
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Figure 3.9: Phase noise: Leeson’s model.

out of the oscillator usually must be buffered by an amplifier or at least routed to another
block. In either case, the thermal noise floor of the amplifier or any lead resistance will
introduce a white noise floor for large enough offsets from the carrier. These effects can be
added with some minor modifications to (3.39), leading to (3.40).

L{∆ω} = 10 log

[
2FkT

Psig

{
1 +

(
ωo

2QT∆ω

)2
}(

1 +
∆ω1/f3

|∆ω|

)]
(3.40)

The factor F accounts for excess noise from active devices and other sources, while ∆ω1/f3

is the boundary between the 1/ (∆ω)2 and 1/|∆ω|3 regions. It should be noted here that
this boundary does not necessarily occur at the 1/f noise corner for the active devices but
can in fact be much lower. L{∆ω} is plotted in Fig. 3.9. This representation of phase noise
is called Leeson’s model, first presented in [Leeson66], and gives us an intuitive framework
for making design decisions. Leeson’s model shows us that in order to reduce phase noise we
must increase the tank Q and the signal power. Both of these points make intuitive sense
since increasing tank Q reduces the bandwidth, filtering out more noise, while increasing
signal power can be seen as simply increasing SNR.

Unfortunately, this model does have some drawbacks. Leeson’s model implies that the noise
flattens out beyond ∆ω = ωo

2QT
. In reality this is not necessarily the correct corner frequency.

Furthermore, ∆ω1/f3 is an empirical fitting parameter which must be determined through
measurements since the above LTI analysis cannot predict frequency translation. Finally, F
can be determined for a given topology assuming the same amount of noise is applied by the



CHAPTER 3. VOLTAGE CONTROLLED OSCILLATOR 63

active devices at all times (e.g.: Colpitts [Huang98], cross-coupled pair [Rael00]). In reality,
the noise is cyclostationary and is not constant throughout the period of oscillation.

A linear time-variant (LTV) approach [Hajimiri98] must be used to take into account the
effect of this cyclostationary noise. In this approach, for each noise source, an impulse of
current is applied at a given time within the oscillation period, affecting both the amplitude
and phase of the output. After enough cycles have passed for the amplitude variation to die
out, the phase shift versus an undisturbed oscillator is recorded. The location of the impulse
is then varied accross the entire oscillation period and its effect on the phase recorded at
each point. This effectively constructs a time variant impulse response called the Impulse
Sensitivity Function (ISF) which is represented by Γ and is periodic since it repeats along
with the oscillator waveform. Another method to find the ISF, also given in [Hajimiri98],
involves direct calculation on the oscillator output waveform, f , as represented in (3.30) with
A (t) = 1 and φ (t) = 0.

Γ (x) =
f ′

(f ′)2 + (f ′′)2 (3.41)

where f ′ and f ′′ are the first and second derivatives of the function f . This allows us to test
a very simple yet instructive case: a sinusoidal output waveform. At mm-wave frequencies
this is reasonably close to the actual output waveform of practical oscillators since high tank
Q and low gain at higher frequencies tend to reject higher order harmonics. In this case

f = cos (x)

f ′ = − sin (x)

f ′′ = − cos (x)

which results in

Γ (x) =
− sin (x)

sin2 (x) + cos2 (x)

Γ (x) = − sin (x)

Γ (ωt) = − sin (ωt) (3.42)

This result, plotted in Fig. 3.10, shows that Γ reaches its peak during the transition region
of the output waveform and is minimum during the peaks. The noise injected by active
devices is thus most destructive during the transition region and has minimal effect near the
peaks. Once we have found the ISF for each noise source in the circuit the phase noise in
the 1/ (∆ω)2 region is calculated by summing together the noise of each source multiplied
by the square of the rms value of its associated ISF, Γn,rms, and normalizing the result to
the square of the maximum charge present in the tank, q2

max = V 2
tankC

2
tank. This last step is

equivalent to dividing by the signal power as we have done previously to arrive at (3.39).
The resulting phase noise as derived in [Hajimiri98] is given by

L{∆ω} = 10 log

[
1

2 (∆ω)2 ·
1

q2
max

·
∑
n

(
i2n

∆f
· Γ2

n,rms

)]
(3.43)
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Figure 3.10: Output waveform and ISF of an ideal sinusoidal oscillator.

This approach allows for direct calculation of the phase noise profile and is a very powerful
tool but is not always applicable to hand calculation due to Γ being a potentially complicated
function. However, under the simplifying assumption of mostly sinusoidal waveforms, Γ (x)
is itself a sinusoid and Γ2

rms = 1/2. The ISF approach then becomes much easier to apply.

One other very important result of this work which should be mentioned involves the ∆ω1/f3

corner frequency. From [Hajimiri98, Lee00] we see that

∆ω1/f3 = ω1/f

(
Γdc

Γrms

)2

(3.44)

where ω1/f is the device 1/f noise corner frequency, Γdc is the mean value of the ISF, and
Γrms is the rms value of the ISF. Since the rms value of a waveform is always greater than
or equal to its average, (3.44) implies that the ∆ω1/f3 corner frequency is always less than
or equal to the device 1/f noise corner frequency and may even be zero for Γdc = 0. This
means that with proper design (e.g.: a waveform with perfectly symmetric rise and fall), the
oscillator may not exhibit a 1/|∆ω|3 region at all.

3.2.4 Design Optimization

The foregoing discussion has provided a framework which will allow us to consider optimiza-
tion of the design parameters. High data rate transceivers require wide signal bandwidths,
usually making the noise contribution from the 1/|∆ω|3 region of the oscillator phase noise
insignificant compared to the 1/ (∆ω)2 region and the flat wideband noise. Reducing the
white noise far from the carrier is accomplished by increasing the size of the oscillator buffer.
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On the other hand, reducing the phase noise in the 1/ (∆ω)2 region can only be accomplished
by optimizing the design of the VCO.

To get started we can use the same procedure that allowed us to arrive at (3.38), one similar
to, but more general than that presented in [Ham01]. In the previous discussion we have
only included noise contributions due to the tank loss. Unfortunately, the active device
noise is an equal or even dominant part of the overall noise. First, we must remember that
in steady-state the average transconductance of the active devices is reduced just to the
point where the loop gain is equal to 1. Thus, regardless of how high gm is to ensure reliable
startup, Gm is only a function of RP . Conceptually, we can then imagine that the noise of
the active devices is a function of Gm rather than the small-signal gm. Using this simplistic
assumption along with (3.16), the noise due to the active devices is then

i2n,MOS = 4kTγGm∆f = 4kTγ
2

RP

∆f (3.45)

In the above equation, γ is equal to 2/3 for long-channel devices and can be assumed to be
2 for short-channel devices. On the other hand, the noise current due to Rp is given by

i2n,Rp
= 4kT

1

RP

∆f (3.46)

The ratio of the two noise sources is then

i2n,MOS

i2n,Rp

= 2γ (3.47)

The overall noise is thus only a function of RP regardless of the small-signal gm of the device
or, for that matter, regardless of the type of device (e.g.: MOS, BJT, Tube).

It may seem here that we have oversimplified the very complex situation of a time varying
system and arrived at an incorrect result. In fact, more sophisticated analyses by [Rael00]
(using mixer noise theory) as well as [Andreani05] and [Mazzanti08] (using the ISF approach)
have shown that the ratio of active device noise to tank noise is indeed 1 : γ in the current
limited regime. We can then use the more general result from [Rael00] for the factor F in
(3.40) assuming that the oscillator waveforms are sinusoidal rather than square and that the
tail noise is negligible by design.

F = 1 + γ
IssRP

Vod
(3.48)

Using these results we can rewrite (3.40) in the 1/ (∆ω)2 region

L{∆ω} = 10 log


(
i2n/∆f

)
F |ZT |2

V 2
od


= 10 log

[
kT

RPV 2
od

(
1 + γ

IssRP

Vod

)
(Lωo)

2
( ωo

∆ω

)2
]

(3.49)
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In the current-limited domain Vod ≈ IssRp for sinusoidal waveforms. Using this information
along with (2.11) allows us to put (3.49) in terms of only a handful of design parameters.

L{∆ω}
∣∣∣
I−lim

= 10 log

[
kT (1 + γ)

RP (IssRp)
2 (Lωo)

2
( ωo

∆ω

)2
]

= 10 log

[
kT (1 + γ)

I2
ssQ

3
TZo

( ωo
∆ω

)2
]

(3.50)

If either Iss or Rp are increased enough such that IssRP = Vdd, the oscillator will enter the
voltage limited domain where Vod ≈ Vdd. Again, (3.49) can be rewritten for the voltage
limited domain using (2.11).

L{∆ω}
∣∣∣
V−lim

= 10 log

[
kT

RPV 2
dd

(
1 + γ

IssRP

Vdd

)
(Lωo)

2
( ωo

∆ω

)2
]

= 10 log

[
kTZo
V 2
ddQT

(
1 + γ

IssQTZo
Vdd

)( ωo
∆ω

)2
]

(3.51)

We can now summarize our results as follows

L{∆ω} ∝


(1+γ)

I2ssQ
3
TZo

(I − limited)

Zo

V 2
ddQT

(
1 + γ IssQTZo

Vdd

)
(V − limited)

(3.52)

where the oscillator will operate in the current-limited domain for IssQTZo < Vdd, and in
the voltage-limited domain for IssQTZo > Vdd. Generally, Vdd and QT are out of our control
but we can use Iss and Zo to optimize for minimum phase noise. Since Iss appears in the
denominator of (3.52) in the current-limited domain but in the numerator in the voltage-
limited domain, the optimum value for Iss for minimum phase noise is that which places the
oscillator at the boundary between the two domains.

Iss,opt =
Vdd
RP

=
Vdd
QTZo

(3.53)

By plugging in the boundary condition given by (3.53) into (3.52) we can find the minimum
value of phase noise.

L{∆ω}
∣∣∣
min
∝ Zo (1 + γ)

V 2
ddQT

(3.54)

Unlike the result in [Ham01], (3.52)-(3.54) are applicable for a general resonant tank regard-
less of whether its loss is dominated by inductive or capacitive components, a crucial factor
for mm-wave designs.

We can now revisit Fig. 3.5 and add the phase noise profile as a function of bias current
(Fig. 3.11). This is a very powerful result. First, it shows that indeed the optimum phase
noise occurs at the boundary between domains of operation. To minimize phase noise for
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Figure 3.11: Phase noise optimization.

a given Zo the bias current should be chosen to put the oscillator at this boundary. To
decrease phase noise further we would need to decrease Zo. However, doing so would also
mean increasing the bias current in order to remain at the boundary. Without an associated
increase in bias current, the phase noise would increase since the oscillator would be in the
current-limited regime where phase noise, given by (3.50), is inversely proportional to Zo.
Once again, we find a trade-off between performance and power consumption. One final
consideration is that, according to (3.28), Zo also determines the startup conditions for the
oscillator. Thus, if Zo is decreased without an associated increase in bias current, the safety
margin for startup will be reduced.

3.3 Other Fundamental Mode Oscillator Topologies

The cross-coupled oscillator is very popular due to its simplicity both in analysis and design.
However, other topologies may provide benefits in certain applications.

3.3.1 Colpitts

The Colpitts oscillator, first presented in [Colpitts27] and shown in Fig. 3.12, utilizes a single
transistor in common-gate configuration. The feedback from drain to source is provided
through a capacitive divider. The inductance, L, is then used to tune out the total tank
capacitance. Since the transistor gain in common-gate configuration is positive and the
feedback does not invert the phase, the loop has overall positive feedback.
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Figure 3.12: Colpitts oscillator schematic.
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Figure 3.13: Capacitive divider as ideal transformer.
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1:n

CeqL RP

Figure 3.14: Colpitts oscillator effective model (biasing omitted).

A capacitive divider acts like an impedance transformer (Fig. 3.13) over a narrow bandwidth
as long as high circuit Q is maintained (i.e.: R2 � 1/ωoC2). We can define the effective
turns ratio, n, for the transformer as a function of the capacitance ratio from the voltage
divider equation.

n ,
V2

V1

=
C1

C1 + C2

=
1

1 + C2/C1

(3.55)

The capacitive divider then transforms the drain voltage down to the source but also trans-
forms the source impedance back up to the drain, loading the output tank. The effective
tank capacitance, Ceq, is given by the series combination of C1 and C2.

Ceq =
C1C2

C1 + C2

(3.56)

For synthesis, (3.55) and (3.56) can be inverted to give equations for C1 and C2.

C1 =
Ceq

1− n
(3.57)

C2 =
Ceq
n

(3.58)

Parasitic capacitances from the transistor must also be taken into account: Cgd appears
in parallel with the total effective tank capacitance, while Cgs appears in parallel with C2

affecting n.

Let us now derive the start-up conditions for this oscillator. The effective model is shown in
Fig. 3.14. The forward gain is the gain from the source of the transistor to its drain

A (ω) = gmZT = gm

(
jωL

∣∣∣∣∣∣RT

∣∣∣∣∣∣ 1

jωCT

)
(3.59)

while the feedback gain is simply the gain across the transformer (including the effect of Cgs)

f = n =
C1

C1 + C2 + Cgs
(3.60)
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Figure 3.15: Colpitts startup constraint.

Due to the transformer, the source impedance loads the output tank so the total tank
resistance is given by

RT = RP

∣∣∣∣∣∣ 1

n2gm
=

RP

1 + gmRPn2
(3.61)

where Rp represents the loss of the inductor and capacitors. On the other hand, the total
tank capacitance (including the effects of Cgs and Cgd) is given by

CT =
C1 (C2 + Cgs)

C1 + C2 + Cgs
+ Cgd (3.62)

The inductance L must then be chosen to resonate out CT at the required frequency of
oscillation. At resonance, the tank impedance is equal to RT and the loop gain, Af , simplifies
to

Af
∣∣∣
ω=ωo

= gmRTn =
gmRPn

1 + gmRPn2
(3.63)

For the oscillator to start up, this loop gain must be greater than 1

gmRPn

1 + gmRPn2
> 1

gmRP

(
n− n2

)
> 1

gm >
1

RP (n− n2)
(3.64)

As before, RP is just the loss of the passive components and is equal to QTZo of the tank.
As we can see from Fig. 3.15, the minimum possible value for gm occurs for n = 0.5 (in
other words C1 = C2)

gm,min =
1

RP (0.5− 0.25)
=

4

RP

(3.65)
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Thus, unlike the cross-coupled differential pair, for a Colpitts oscillator the minimum pos-
sible small-signal intrinsic gain, gmRP , must be greater than 4. Using the long-channel
approximation in (3.12) as an example, the minimum bias current can then be found.

gm ≥ 4

RP

Ib
Vov

≥ 2

RP

(3.66)

Notice that (3.13) and (3.66) are identical in terms of overall required bias current for startup
for a given tank. However, the Colpitts oscillator only provides a single-ended output for
this bias current.

In this topology, the drain current exhibits a pulsed behavior, injecting energy into the tank
only for a short period of time. Sample drain voltage and current waveforms for a typical
Colpitts oscillator (Fig. 3.16) show this Class-C operation (from PA nomenclature [Krauss80,
p. 394], [Lee04b, p. 499]). The active device injects current into the tank in narrow and
tall pulses for only a small fraction of the oscillation period and is off for the remainder.
This current is rich in harmonics but the tank filters out and converts only the fundamental
into voltage. The fundamental harmonic current can be well approximated by Iωo ≈ 2Ib
([Krauss80, p. 396], [Lee04b, p. 501], [Andreani05]). Using (3.61) and (3.64) we can find
the effective tank resistance in steady-state when the loop-gain is equal to 1.

RT,ss =
RP

1 +GmRPn2
=

RP

1 + n/ (1− n)
= RP (1− n) (3.67)

giving an output voltage amplitude at the fundamental of

Vωo = IωoRT,ss = 2IbRP (1− n) (3.68)

Thus, we can see that the source impedance loads the tank through the capacitive trans-
former, reducing the tank impedance at resonance and the output amplitude by a factor of
(1− n).

The selection of n thus affects startup (3.64) and the output amplitude (3.68) but also the
phase noise. The noise injected into the tank due to RP is just

i2n,T

∣∣∣
RP

= i2R = 4kT
1

RP

∆f (3.69)

On the other hand, due to the capacitive transformer, the transistor is effectively degenerated
by an impedance equal to n2RP . Thus, the amount of drain noise that is injected into the
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Figure 3.16: Colpitts oscillator waveforms.

tank is given by

i2n,T

∣∣∣
MOS

= i2d

∣∣∣ 1/Gm

1/Gm + n2RP

∣∣∣2
= 4kTγGm∆f

∣∣∣ 1/Gm

1/Gm + n2RP

∣∣∣2
= 4ktγGm∆f

(
1

1 + n/ (1− n)

)2

= 4kTγGm∆f (1− n)2

= 4kTγ
1

RPn (1− n)
∆f (1− n)2

= i2Rγ
1− n
n

(3.70)

where we have used (3.64) and (3.69)to simplify (3.70). A much more rigorous derivation
based on ISF theory is presented in [Andreani05] and arrives at the identical result. We
can now see that decreasing n leads to an increase in noise contributed by the active device
relative to that from the tank loss while increasing n reduces the output amplitude. There
is an optimum value, nopt, which minimizes phase noise and is a function of only γ, the
transistor noise factor. From (3.40) and (3.68), nopt is the value of n which minimizes
F/ (1− n)2. We will call this factor Ψ.

Ψ =
1 + γ (1− n) /n

(1− n)2 =
1

(1− n)2 +
γ

n (1− n)
(3.71)
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γ nopt

2/3 0.3
1 1/3
2 0.38

Table 3.1: Sample values of nopt for Colpitts oscillator.

To find nopt we take the derivative of (3.71), set it equal to zero, and solve for n.

dΨ

dn
=

γ (2n− 1)

n2 (n− 1)2 −
2

(n− 1)3 = 0

0 = 2 (γ − 1)n2 − 3γn+ γ

nopt =
3γ −

√
9γ2 − 8 (γ − 1)

4 (γ − 1)

nopt =
3−

√
1 + 8/γ

4 (1− 1/γ)

nopt =
2

3 +
√

1 + 8/γ
(3.72)

As an example, Table 3.1 shows nopt for some common values of γ.

One potential advantage of this topology is that the active device only injects current into
the tank during a fraction of the period and is off for the rest of the time due to the Class-C
operation exhibited in Fig. 3.16. The active device is on and providing most of the current
when the tank voltage is at a minimum. During the transitions and the peak in voltage, the
active device is mostly off. In a standard cross-coupled oscillator the current waveforms are
closer to a square wave (or at high frequencies, a sine wave). There is always at least one
device on and injecting current and noise into the tank. More importantly, both devices are
injecting current into the tank during the transition region. From the analysis in Section
3.2.3 it would seem that the Colpitts oscillator injects noise into the tank at the best possible
time and should thus achieve superior phase noise performance. Unfortunately, it is not clear
whether this is true in real designs especially at high frequencies where all waveforms begin
to look sinusoidal.

3.3.2 Common-Drain Colpitts

The Colpitts style of oscillator can provide one significant advantage in low power designs.
We begin by changing the topology slightly to create a common-drain Colpitts oscillator
[Schlesinger45] as shown in Fig. 3.17a.3 In this structure, the transistor acts as a source

3Also called a Cathode/Emitter/Source-Follower oscillator but recognized early on by [Schlesinger45] and
others as another form of a Colpitts oscillator.
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Figure 3.17: Common-Drain Colpitts Oscillator.

follower providing positive gain from gate to source, while the capacitive transformer creates
the feedback path back to the gate closing the positive feedback loop. Unlike the common-
gate topology however, Cgs here appears in parallel with C1. This should be easily mitigated
by adjustment of C1 and C2 without affecting n or Ceq. While the capacitive loading in this
case is slightly different, the overall operation is not.

We can rederive the startup conditions using the negative resistance approach represented
by Fig. 3.1b. We first split up the circuit as shown in Fig. 3.17b, where RP represents
the losses of the tank and Cgs and Cgd have been omitted for clarity. We now apply a test
voltage source at the gate and, using KVL and KCL, we can see that

VT = Vs + Vgs

=
is
sC2

+ Vgs

=
iT + gmVgs

sC2

+ Vgs

=
iT + gmiT/ (sC1)

sC2

+
iT
sC1

= iT

(
gm

s2C1C2

+
1

sC1

+
1

sC2

)
(3.73)

The input impedance, Z2, is then given by the ratio VT/iT , simplified using (3.55)-(3.58).

Z2 (ω) =
−gm

ω2C1C2

+
1

jωC1

+
1

jωC2

=
−gmn (1− n)

ω2C2
eq

+
1

jωCeq
(3.74)

As expected, Z2 has a negative real part and a capacitive part equal to Ceq. We now turn
our attention to the left side of 3.17b which contains the tank inductor as well as all losses
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Figure 3.18: Common-drain Colpitts oscillator provides buffering for free.

associated with tank inductance and capacitance lumped into RP . Assuming high QT we
can perform a parallel to series conversion yielding

Z1 (ω) = jωLs +Rs ≈ jωL+
RP

Q2
T

(3.75)

We can now see that the inductor must be chosen to resonate out Ceq at the resonance
frequency and, for oscillation to occur, the negative resistance provided by the core must be
greater in magnitude than Rs.∣∣∣R{Z2 (ωo)}

∣∣∣ ≥ R{Z1 (ωo)}

gm (n− n2)

ω2
oC

2
eq

≥ RP

Q2
T

gm
(
n− n2

)
Z2
o ≥

RP

Q2
T

gm ≥ RP

Z2
oQ

2
T (n− n2)

gm ≥ 1

RP (n− n2)
(3.76)

We can now return to discussing the advantage of this topology. Since the core device is
in a common-drain configuration we simply connected its drain to the supply. This is not
necessary since the operation of a common-drain amplifier is not affected by impedance at
the drain as long as the device remains in saturation. If we place a resistor, RL, at the drain
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Figure 3.19: Differential Colpitts Oscillators

as proposed by [Dauphinee97] and shown in Fig. 3.18 (ignoring Lo and Co for now) we have
a free buffered output from our oscillator. By taking the output from the drain instead of
the source we isolate the resonant tank from external loading allowing it to be independently
optimized regardless of the load.

To allow for reduced supply voltages, a resonant tank could be used instead of a resistor (Lo
and Co in Fig. 3.18). Also suggested by [Dauphinee97], this would maintain a high impedance
at the frequency of interest while presenting a very low impedance at DC, eliminating the
overhead required due to the bias current running through RL. [Voinigescu00] also proposed
a shunt peaking approach by placing an inductor in series with RL, tuning out some of the
output capacitance to increase the output swing but doing nothing for the DC drop accross
the resistor.
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3.3.3 Differential Versions

In the early days of radio, active elements were expensive so topologies with the fewest num-
ber of them were favored. Thus, early oscillators utilized only a single active element with
positive feedback to generate oscillation.4 However, this comes at the expense of providing
only a single-ended output. Since many applications require differential outputs and tran-
sistors today are cheap, this is no longer an advantage. Luckily differential versions of these
oscillators are easily achievable and perform identically to their single-ended counterparts.
[Rogers00] shows just such an implementation of a differential common-base Colpitts oscilla-
tor. The differential version of the common-collector Colpitts is presented in [Voinigescu00].
Both are integrated in Silicon bipolar processes. Representative schematics for their MOS
counterparts are shown in Fig. 3.19.

In order to ensure that oscillation can only occur in the differential mode, startup conditions
must not be met in the common-mode. In both cases this can be accomplished by leaving
node X, the midpoint of capacitor C2, floating. In differential mode, this node is a virtual
ground so operation is not affected. In common-mode, on the other hand, C2 disappears
making nCM = 1. From 3.64 and 3.76 we can see that this condition would make the gm
required for startup equal to∞. Thus, this simple step ensures no common-mode oscillation
can occur. For high frequency designs this node should be well isolated in layout to maintain
a high impedance (low capacitance) to ground.

3.4 Cross-Over Frequency

In the derivations presented above, the oscillator cores can generate negative resistance at
any frequency, seemingly without bound. Since there is a maximum frequency for which the
active devices can generate power gain, fmax [Razavi94, Manku99], there should be an upper

4At the time, these were vacuum tubes, however, the operation and analysis is really no different with
transistors, whether BJT or MOS.
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frequency limit beyond which the oscillator core can no longer generate the required loop gain
for oscillation. The reason we have not seen this limitation thus far is our simplistic transistor
model. A more realistic transistor model is shown in Fig. 3.20. The most important addition
is the series gate resistance, Rg, which is made up of two components [Shaeffer97]: the gate
routing resistance, Rpoly, and a resistance due the non-quasistatic nature of the channel,
RNQS.

Rg = Rpoly +RNQS (3.77)

For a multi-finger layout, the physical gate resistance is equal to

Rpoly =
R�W

3LN2
F

(3.78)

where R� is the sheet resistance of the gate material,W the total device width, L the channel
length, and NF the number of fingers.5 Thus, Rpoly can be made negligible if the number
of fingers is increased sufficiently or the sheet resistance reduced such as by using a metal
gate. The second component arises at very high frequencies where the distributed nature
of the the channel creates a phase shift in the gate impedance making it look less like a
pure capacitor [vanderZiel70]. At frequencies well below 5fT , a reasonable limit for most
applications of interest, this effect can be modeled as a series gate resistance [Shaeffer97]

RNQS =
1

5gm
(3.79)

Thus, with proper device layout, at high frequencies the total gate resistance can be approx-
imated as

Rg ≈
1

5gm
(3.80)

Due to this Rg as well as finite output conductance, any real active device can only provide
power gain at frequencies below a certain frequency called fmax. This frequency can be
approximated using any of (3.81)-(3.83) [Razavi94, Manku99]

fmax ≈
1

2π

√
g2
mro

4Rg (Cgs + Cgd) [Cgs + (1 + gmro)Cgd]
(3.81)

fmax ≈

√
fT

8πRgCgd
(3.82)

fmax ≈ fT

√
ro

4Rg

= fT

√
5

4
gmro (3.83)

We thus expect the maximum frequency of oscillation to be ultimately limited by fmax.
Nevertheless, different topologies will have different limitations.

5The factor of 3 in the denominator comes from the distributed nature of the gate resistance [Razavi94]
and is valid for single-sided gate contacts. For double sided gate contacts, it should be equal to 12.
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Figure 3.21: Oscillator small signal models including Rg and Cgs.

We will begin our analysis by first introducing only Rg and, at least initially, ignoring Cgd
and ro. The small-signal model for the cross-coupled oscillator is shown in Fig. 3.21a. We
see that Rg and Cgs form a low pass filter now from the drain of one transistor to the gate
of the other. Following the same procedure from Section 3.2.1, the input admittance can
readily be found [Razavi11]

Yin =
jωCgs − gm

2 (1 + jωRgCgs)
(3.84)

The real part of which is equal to

R{Yin} =
RgC

2
gsω

2 − gm
2
(
1 +R2

gC
2
gsω

2
) (3.85)

Beyond a certain frequency, this conductance becomes positive. We will call that frequency
the cross-over frequency, ωc,o.

gm = RgC
2
gsω

2
c,o

ω2
c,o =

5g2
m

C2
gs

ωc,o = ωT
√

5 (3.86)

We will now turn to the common-drain Colpitts oscillator, with the small signal model
shown in Fig. 3.21b. To provide a fair comparison between the two topologies we will use the
differential topology for the Colpitts oscillator and assume the transistors are identically sized
and biased. Furthermore, since we are trying to find the maximum frequency of oscillation
we would like to maintain minimal capacitive loading. We did not add any extra tank
capacitance in the cross-coupled analysis. For the Colpitts analysis we will let C1 = Cgs and
only add an explicit C2 which, from (3.55), will be equal to

C2 = C1

(
1− n
n

)
= Cgs

(
1− n
n

)
(3.87)
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Repeating the analysis from Section 3.3.2, the input impedance is

Zin =
ω2C2

gs

(
1−n
n

)
Rg − gm

ω2C2
gs

(
1−n
n

) +
1

jωCgs (1− n)
(3.88)

The cross-over frequency for the common-drain Colpitts, ωc,Colp, is then

gm = ω2
c,ColpC

2
gs

(
1− n
n

)
Rg

ω2
c,Colp =

5g2
m

C2
gs

(
n

1− n

)

ωc,Colp = ωT

√
5

(
n

1− n

)
ωc,Colp = ωc,o

√
n

1− n
(3.89)

We can now compare the performance for the two topologies.

ωc,Colp > ωc,o√
n

1− n
> 1

n > 1− n
n > 0.5 (3.90)

From this simple result we can see that the cross-over frequency is higher for the common-
drain Colpitts topology than for the cross-coupled topology only for n > 0.5 and can in fact
be much lower for smaller values of n. From our previous results we have seen that n is
usually not set higher than 0.5 so the cross-coupled topology may be a better choice overall.

Including the effects of Cgd and ro can make the required algebra cumbersome and intractable.
Furthermore, at high frequencies these simple models do not accurately reflect the behavior
of the active devices. For these reasons we now turn to simulation in order to account for
all transistor parasitics and nonidealities. As before, the cross-over frequency of the Colpitts
oscillator is normalized to the cross-over frequency of the cross-coupled oscillator to enable
comparison. The results are plotted in Fig. 3.22a for three different channel lengths. For
values of n greater than approximately 0.4, the Colpitts oscillator has a higher ωc than the
cross-coupled oscillator. However, especially for short-channel devices, the difference is not
substantial.

Examining the results from a different perspective gives further insight. At any given fre-
quency below ωc the input negative conductance of the Colpitts core is a function of n. There
is thus an optimum n at each frequency for which the negative conductance is maximized for
a given device size and bias current. We can then normalize this maximum achievable Gin
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Figure 3.23: Frequency multipliers.

to the negative conductance provided by an identically sized and biased cross-coupled differ-
ential core at the same frequency and plot the result in Fig. 3.22b. The Colpitts topology
is more power efficient than the cross-coupled topology at frequencies for which this ratio is
greater than 1. It must be noted that Fig. 3.22b represents prelayout simulations so layout
parasitics may shift the unity crossing frequency of the Gin ratio. Furthermore, this analysis
is only valid for startup constraints. Phase noise and other considerations may ultimately
result in opposing guidelines for topology selection.

3.5 The Push-Push Oscillator

The previous section has shown that all oscillators have an upper frequency limit beyond
which the active devices do not provide sufficient gain for sustained oscillation. Attaining an
output at a frequency beyond ωc is thus not possible with fundamental oscillators. Further-
more, the higher gain available at lower frequencies and the losses of inductors and capacitors
as a function of frequency may make a lower frequency VCO design more desirable in terms
of phase noise or power consumption. Thus, we need a way to generate the desired 60GHz
LO frequency from a lower fundamental frequency.

Frequency multipliers utilize a nonlinear element to produce harmonics of the input frequency
and a filter to select only the desired harmonic while rejecting the fundamental. A general
nonlinearity can be expressed by its Taylor series expansion. Assuming Vin = A cos (ωt), the
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output of this general nonlinearity is then given by

Vout = a0 + a1Vin + a2V
2
in + a3V

3
in + ...

= a0 + a1A cos (ωt) + a2A
2 cos2 (ωt) + a3A

3 cos3 (ωt) + ...

= a0 + a1A cos (ωt) +
a2A

2

2
[1 + cos (2ωt)]

+
a3A

3

4
[cos (3ωt) + 3 cos (ωt)] + ...

=

(
a0 +

a2A
2

2

)
+

(
a1A+

3a3A
3

4

)
cos (ωt)

+
a2A

2

2
cos (2ωt) +

a3A
3

4
cos (3ωt) + ... (3.91)

As we can see, an nth order nonlinearity driven by a sinusoidal signal generates sinusoids up
to the nth harmonic.

A passive example of this (Fig. 3.23a) is the parameteric multiplier which uses the nonlinear
capacitance of a diode (or MOS varactor) [Leenov59] as the nonlinear element. The diode
has an exponential response rich in harmonic content. An input filter is placed at the
fundamental frequency and an output filter at the required harmonic frequency. A simpler
multiplier (Fig. 3.23b) uses the inherent nonlinearity of a BJT or MOS device biased near
threshold and driven by a large fundamental signal [Ferndahl04]. Biasing the MOS device
near threshold places it in weak inversion where it behaves very much like a BJT. Thus, both
devices exhibit an exponential response. This type of multiplier is active, consuming DC
power. Unfortunately, nonlinear multipliers are inefficient at converting the fundamental
frequency to higher harmonics. Furthermore, the conversion gain, the amplitude at the
desired harmonic divided by the amplitude of the input harmonic, is actually a function of
the input amplitude, A. This can be seen by examining (3.91). By inspection, the conversion
gains to the second and third harmonics respectively are

G2 =
a2A

2
(3.92)

G3 =
a3A

2

4
(3.93)

Multipliers must then be driven by as large a signal as possible for high conversion gain.
This means that, generally, a driving amplifier is required both at the input for high con-
version gain and at the output to increase the harmonic power [Emami07], making them
very inefficient. Furthermore, substantial filtering must be provided at the output to ensure
that the fundamental frequency as well as all other harmonics except the desired one are
sufficiently suppressed.

There is however, another nonlinear system which we have overlooked: the oscillator itself.
For example, as we saw from previous sections, while the output voltage is shaped by the
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high-Q tank resulting in a near sinusoidal signal, the driving current is in fact very nonlinear.
In the case of the cross-coupled differential pair the current resembles a square wave which
only contains odd harmonics. The Colpitts oscillator, on the other hand, exhibits a narrow
and sharp pulse of current which contains every harmonic of the fundamental. How can we
use these harmonic currents or other nonlinear behavior in the oscillator?

A push-push oscillator [Bender83] sums the outputs of two oscillators which are operating
out of phase at the fundamental frequency. One way to ensure two oscillators operating
perfectly out of phase is to use a differential oscillator. This idea is shown graphically in
Fig. 3.24. Due to the squaring action of the second order nonlinearity, the second harmonic
signals in both oscillators are actually in phase.6

cos (ωt) + cos (ωt+ π) = cos (ωt)− cos (ωt)

= 0 (3.94)

cos2 (ωt) + cos2 (ωt+ π) =
1

2
[1 + cos (2ωt)] +

1

2
[1 + cos (2ωt+ 2π)]

= 1 + cos (2ωt) (3.95)

Thus, while the fundamental component cancels out, the second harmonic is added in phase
creating an output only at the second harmonic. This idea can be extended to N oscillators
summed at smaller relative phases of 2π/N . The output of such an arrangement sums
the N th harmonic while cancelling out every other lower harmonic. This arrangement is
called “N -push” [Catli10] if the nonlinearity is generated in the oscillator iteslef or “linear
superposition” [Huang08] if the oscillator is followed by a rectifier to generate the higher
harmonics. The close-in phase noise of the N th harmonic output is higher than the phase
noise of the fundamental by 20 logN (e.g.: for push-push the 2nd harmonic phase noise is
6dB higher than the phase noise of the fundamental). Furthermore, the harmonic content of
each individual oscillator or of a rectifier drops quickly with frequency, reducing the available
power at higher harmonics to very small levels. For example, according to [Huang08], the
conversion gain from fundamental to fourth harmonic using the linear superposition method
with rectification is at best -15.4dB (assuming perfect rectification). That same work showed

6In fact, all odd-order harmonics will be out of phase, while all even-order harmonics will be in phase.
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Figure 3.25: Fundamental vs. push-push.

a fourth harmonic linear superposition oscillator designed in 0.13µm CMOS with output
frequency of 67GHz and output power of only -28dBm. These types of oscillators generally
require significant amplification to bring their outputs to useful levels. Another limitation
common to harmonic oscillators is that the output is single-ended.

The push-push, or by extension N -push, oscillator does have some potential advantages over
fundamental mode oscillators. Since the quality factor of the tank will likely be limited by
varactor Q, operation at a lower frequency could lead to higher tank quality factors and, by
extension, improvements in phase noise. Also, moving the VCO design to lower frequencies
enables higher fractional tuning range to be achieved due to the reduced contribution of
parasitics to the overall tank capacitance as discussed in Section 3.2.2. Since the output
frequency is N times the VCO frequency, the fractional tuning range of the output is equal
to the fractional tuning range of the VCO and thus higher than what could be achieved in
a fundamental design.

In a particular application the selection of push-push versus fundamental mode oscillator
rests on the relative importance of phase noise, tuning range, power consumption, design
complexity and output power. A harmonic oscillator removes the high frequency dividers
that would be required with a fundamental mode design (Fig. 3.25a). However, as described
above, the output power of a harmonic oscillator will always be lower than what can be
achieved in a fundamental design, requiring extra buffering at the output for the harmonic
design (Fig. 3.25b). We then turn our attention to the differences in the oscillators. Phase
noise and power consumption advantages of the push-push versus the fundamental mode
design depend on the scaling methodology used to arrive at the lower frequency. We begin
from an optimized fundamental mode design at 60GHz with tank characteristic impedance
Zo,60, tank quality factor QT,60, and core current consumption Ib,60. We will assume that
Ib,60 was chosen such that the design is operating at the intersection between the current
and voltage limited regimes for optimal phase noise performance.

Vod ≈ Ib,60QT,60Zo,60 ≈ Vdd (3.96)

To arrive at the push-push oscillator core operating at 30GHz we must scale the tank induc-
tance and capacitance appropriately. In general, we will then arrive at a new tank design
with characteristic impedance Zo,30, and quality factor QT,30. We will assume that the bias
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current, Ib,30, is adjusted so as to maintain the same signal swing and thus keep the design
operating at the optimal point for phase noise.7

Since the voltage swing on the tank is approximately given by Vod ≈ IbRP , the signal power
can be written as

Psig =
V 2
od

2RP

=
(IbQTZo)

2

2QTZo
=
I2
bQTZo

2
(3.97)

Thus, using (3.39) and (3.97), the phase noise of the fundamental mode oscillator in the
1/ (∆ω)2 region is given by

L{∆ω}fund = 10 log

[
2kT

Psig,60

(
ωo

2QT,60∆ω

)2
]

= 10 log

[
kT

I2
b,60QT,60Zo,.60

(
ωo

QT,60∆ω

)2
]

(3.98)

On the other hand, the phase noise of the push-push oscillator in the same region is given
by

L{∆ω}pp = 10 log

[
2kT

Psig,30

(
ωo/2

2QT,30∆ω

)2
]

+ 20 log 2

= 10 log

[
kT

I2
b,30QT,30Zo,.30

(
ωo/2

QT,30∆ω

)2
]

+ 20 log 2

= 10 log

[
kT

I2
b,30QT,30Zo,.30

(
ωo

QT,30∆ω

)2
]

(3.99)

Let us now define a phase noise metric ∆L

∆L = L{∆ω}pp − L{∆ω}fund

= 10 log

[
I2
b,60Zo,60Q

3
T,60

I2
b,30Zo,30Q3

T,30

]
(3.100)

Using this metric we can determine which oscillator will have better phase noise at the 60GHz
output. If ∆L > 0, the fundamental oscillator phase noise will be lower. On the other hand,
if ∆L < 0, the push-push oscillator phase noise will be lower. We can further simplify this
expression by using the constant tank voltage swing constraint.

Vod,60 = Vod,30

Ib,60QT,60Zo,60 = Ib,30QT,30Zo,30

Ib,60

Ib,30

=
QT,30Zo,30

QT,60Zo,60

(3.101)

7Since the start-up gain of the oscillator is also proportional to IbQTZo, maintaining constant signal swing
by adjusting Ib also maintains constant start-up gain.
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Substituting (3.101) into (3.100) we arrive at our final equation

∆L = 10 log

[
Zo,30QT,60

Zo,60QT,30

]
(3.102)

Thus, the push-push oscillator solution will exhibit superior phase noise performance if

QT,30

QT,60

>
Zo,30

Zo,60

(3.103)

If we define Zn to be the ratio on the right side of (3.103),

Zn =
Zo,30

Zo,60

(3.104)

then the push-push oscillator will be better if

QT,30 > ZnQT,60 (3.105)

This is a general result for any possible scaling of Zo but we can identify three specific cases
of interest:

1. Constant CT scaling. The tank inductor is scaled up by a factor of 4 while the tank
capacitor is kept constant resulting in Zo,30 = 2Zo.60, (Zn = 2).

2. Constant Zo scaling. Both tank inductance and capacitance are scaled up by a factor
of 2 resulting in Zo,30 = Zo,60, (Zn = 1).

3. Constant LT scaling. The tank capacitor is scaled up by a factor of 4 while the tank
inductor is kept constant resulting in Zo,30 = 0.5Zo,60, (Zn = 0.5).

Assuming that the fixed capacitance from the core and buffers remains roughly constant,
the first case results in no change in the tuning range. Under the same assumptions, the
remaining two cases would allow an increase in tuning range since more variable capacitance
can be added. Using (3.103) as well as (3.101) we can summarize the phase noise and power
consumption results for these three cases in Table 3.2. Notice that as Zo,30 reduces relative to
Zo,60, the power consumption for the push-push oscillator increases while the possible tuning
range increases. The case of constant Zo scaling provides a decent trade-off between these
two competing requirements. In this case, if the achievable tank quality factor is higher at
30GHz than at 60GHz, the push-push oscillator will provide better phase-noise with lower
power consumption and increased tuning range.8

8Scaling factors for Zo outside of this range are generally not useful. Using Zo,30 > 2Zo,60 would require a
reduction in CT leading to lower tuning range than what we started with. On the other hand, using Zo,30 <
0.5Zo,60 would mean reducing LT . While allowing larger increases in capacitance, significant increases in the
power consumption required make this case undesireable as well.
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Figure 3.26: Tank quality factor.
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Case Zn Push-push better if: Power Consumption Push-Push
Tuning Range

1 2 QT,30 > 2QT,60 Ib,pp = 1
2
Ib,fund

QT,60

QT,30
-

2 1 QT,30 > QT,60 Ib,pp = Ib,fund
QT,60

QT,30
↑

3 0.5 QT,30 > 0.5QT,60 Ib,pp = 2Ib,fund
QT,60

QT,30
↑↑

Table 3.2: Push-push versus fundamental oscillator selection.
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Figure 3.27: 60GHz push-push oscillator design space.

In general, capacitive quality factors decrease with frequency while inductive quality factors
increase. Due to skin effect and self-resonance, the quality factor of inductors levels off at
high frequencies. Since the tank quality factor is simply the parallel combination of the
component quality factors (3.26), it should be dominated by the inductive quality factor at
low frequencies, increasing with frequency, while at high frequencies it should be dominated
by the capacitive quality factor, decreasing with frequency. There is thus a frequency at which
the tank quality factor is maximum. Fig. 3.26a shows a representative plot of maximum
achievable tank quality factor versus frequency for a standard 90nm CMOS process with no
special RF options when using a single turn inductor. Indeed, we see that there is a peak
near 30GHz. The location of this peak in general, however, will depend on the technology
used as well as the scaling methodology. This implies that, with constant Zo scaling, a
push-push oscillator should be used to generate 60GHz.

Another way to approach this problem is through the tank Zo, the selection of which is
determined by the tuning range, phase noise and power consumption requirements. A larger
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Zo will lead to increased phase noise but decreased power consumption and tuning range.
Let us construct a plot of maximum achievable tank quality factor versus tank Zo at the two
frequencies of interest in the same 90nm process in a more rigorous fashion. Both inductive
and capacitive quality factors are modeled based on measured data. The actual inductance
topology depends on the value of inductance required. For values less than approximately
100pH it was found that a short length of shorted transmission line provides higher quality
factor than a lumped inductor. For values of inductance between approximately 100-400pH
a single turn inductor is optimal. Beyond 400pH, a two turn inductor provides higher quality
factor. The optimum dimensions for peak quality factor for each inductor value is simulated
using a 3D EM field solver such as HFSS. The result (Fig. 3.26b) shows the tank quality
factor versus Zo for the two frequencies of interest. Using this data, for each value of Zo,60

we can find the range of Zn where QT,30 > ZnQT,60. The result is plotted in Fig. 3.27. The
shaded area below the curve represents the design space for which a push-push oscillator will
show better phase noise performance than a fundamental oscillator. Thus, we can see that
for most values of Zo,60, constant Zo scaling (Zn = 1) can be used to allow a good trade-off
between power consumption and tuning range as discussed previously.

3.6 Design Case Studies

Two prototype oscillators were designed utilizing the theory presented above. The intended
application for both prototypes is a direct conversion 60GHz transceiver. Thus, both oscil-
lators must provide a strong 60GHz output to be used as the up- and down-conversion LO
for the transmit and receive mixers respectively as well as provide sufficient tuning range
to cover the 60GHz band over process, voltage, and temperature variations. First we will
discuss the design of a push-push oscillator in 90nm CMOS. This prototype exhibits higher
output power than other published push-push oscillators, however, this level is still not suf-
ficient for low power 60GHz transceivers. Thus, a second prototype was designed in 65nm
CMOS utilizing a fundamental mode topology. Due to the higher gain and smaller capacitive
loading possible in the 65nm process, the fundamental mode oscillator achieves higher output
power and tuning range while providing identical phase noise performance and consuming
similar amounts of DC power.

3.6.1 Push-push Oscillator Prototype

It is well known that if a differential pair is driven by a signal at frequency fo, the common-
source node exhibits a strong response at 2fo. This is because each device acts as a source
follower during one half of the fo cycle causing the common source node to rise and fall two
times for each period of fo, generating a signal at 2fo. The behavior is also seen in cross-
coupled differential pair oscillators making this an example of a simple push-push oscillator
as presented in [Copani10]. However, the signal available at this node is very small, limiting
the power that can be extracted at the second harmonic (in that work only -25dBm).
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Figure 3.28: Push-push oscillator prototype.

The differential common-drain Colpitts oscillator is another great candidate for the push-
push topology. A prototype 60GHz push-push oscillator based on this topology was designed
in a standard digital 90nm CMOS process with no special RF options. The schematic is
shown in Fig. 3.28a and the die photo in Fig. 3.28b. The 30GHz core of the oscillator is
a differential common-drain Colpitts topology with a secondary output tank at the drain
[Dauphinee97] to generate a buffered 30GHz output. The core was sized and biased to
produce strong second harmonic currents. The push-push output can then be taken from any
common-mode point in the circuit. Based on earlier work by [Smith89] and [Kobayashi99],
[Voinigescu00] suggests taking the output from the center of the gate inductor. However,
in order to avoid disturbing the main 30GHz tank, the push-push output is taken from the
output tank instead by using a center tapped capacitor.

This oscillator was implemented as part of the LO generation subsystem of a 60GHz direct
conversion transceiver [Marcu09]. The single-ended push-push output was utilized as the
60GHz LO signal for both the transmitter and receiver, while the differential 30GHz output
was used in the integrated PLL to lock the VCO to a stable external reference. The output
tank of the VCO was thus sized to maximize the 60GHz output power while still providing
sufficient differential signal swing at 30GHz to drive the following divider stages.

To reduce the phase noise of the VCO, chokes are utilized instead of current sources. How-
ever, this means that all three terminals of the MOS transistors in the oscillator core are
connected to inductors, resulting in very large voltage swings above and below the supply
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Figure 3.29: Push-push oscillator measured tuning range.

rails. To limit these swings for reliability, the VCO is operated from a 0.7V supply, draw-
ing 12mA of DC current. IMOS varactors (80µm/90nm) are added in parallel with the
capacitive divider to provide frequency tuning without affecting the feedback factor.

The VCO has a measured tuning range of 59.6-64GHz (7.1%) at the push-push output, as
shown in Fig. 3.29. The tuning range is shifted up in frequency due to overcompensation
of the expected parasitics in the design. The simulated output power at 60GHz is -9dBm,
whereas the measured power at the designed bias point is only -20dBm. Adjusting the bias
leads to a maximum measured output power of -14dBm. Simulations show that the reduction
in measured versus simulated output power can be explained by a significant reduction in
the loaded Q of the resonant tank. However, another likely culprit is incorrect prediction
of the second harmonic generation due to the limited accuracy of the active device models
at these high frequencies. Nevertheless, significant buffering is required at 60GHz to bring
this signal up to the levels required by the mixers in the transceiver (∼ 0dBm). Finally, the
measured phase noise (Fig. 3.30) at 10MHz offset from the 60GHz carrier is -112dBc/Hz.

3.6.2 Fundamental Oscillator Prototype

The low output power available from push-push designs is a significant stumbling block in
direct conversion transceivers since it leads to excess power consumption from buffering.
Furthermore, the ouput power is highly unpredictable leading to designs with large margins,
again increasing power consumption in the overall system. A fundamental mode design, on
the other hand, provides a simple, robust, and proven solution to 60GHz LO generation in
deeply scaled CMOS. Thus, a fundamental mode cross-coupled pair oscillator, embedded in
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Figure 3.30: Push-push oscillator measured phase noise.
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Figure 3.31: Cross-coupled oscillator schematic.
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Figure 3.32: Cross-coupled oscillator die photo. (Area shown: 490µm× 380µm)

an integrated PLL, was chosen as the LO generator for a 60GHz 4-element direct conversion
phased array transceiver in 65nm CMOS presented in [Tabesh11a]. The self-biased cross-
coupled topology was chosen due to its simplicity and robustness, as well as the low supply
voltage available. The core of this prototype is biased with a voltage in this design, nominally
at 1V, for flexibility in testing. This voltage could be set with a programmable resistor in a
final design. Alternatively, there is sufficient headroom available for a current source to be
used instead at the expense of potentially higher phase noise. This selection must be made
depending on the noise and bias stability requirements.

Fig. 3.31 shows the schematic of the oscillator and its buffers. The core consists of two cross-
coupled 12µm/60nm NMOS transistors. The tank inductor is a single-turn 125pH octagonal
inductor. Our previous work has shown that single-turn inductors are nearly optimal for low
loss resonators at 60GHz [Marcu08b]. Tuning is achieved by a combination of an analog
varactor and a 3-bit digitally switched binary varactor bank to achieve high tuning range
while maintaining a low KV CO for reduced noise sensitivity. All varactors are of IMOS type
and are built using a unit cell withW = 2µm and L = 0.18µm. This unit cell forms the LSB
of the varactor bank. Matching is improved by using the same type and size of device for all
varactors and using arrays to achieve the required sizes. To ensure overlap between tuning
bands, the analog varactor is equal to 2LSB of the bank. The channel length of the varactor
devices was chosen larger than the minimum of the process in order to increase the tuning
range without significantly sacrificing tank quality factor. The final design achieves 12.4%
tuning range with approximately 1.9GHz/V KV CO per band. The oscillator has simulated
phase noise of -115dBc/Hz @ 10MHz offset from the 60GHz carrier while consuming only
9mW from a 1V supply.

The output of the cross-coupled oscillator in this case must feed both the divider chain in the
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PLL, as well as the buffers in the LO distribution network. In order to allow independent
biasing, both the divider and the buffers are AC coupled to the core through coupling
capacitors. Only the buffer path is shown in Fig. 3.31, however, another set of coupling
capacitors is present in the design to connect the divider, exactly as is done for the buffers.
Ideally, a very large coupling capacitor should be used to minimize signal loss due to the
capacitive divider formed with the input capacitance of the buffer/divider. However there
are two issues with a large coupling capacitor. First, the buffer must be made fairly large
in order to drive the distribution network with sufficient power. With a large coupling
capacitor, the entire buffer input capacitance would appear accross the tank. Furthermore,
such a large capacitor would have significant bottom plate capacitance, further loading the
tank. However, if a small coupling capacitor is used, the capacitive divider reduces the
effective capacitance seen by the tank to something smaller than both the input capacitance
of the buffer or the coupling capacitor at the expense of a smaller signal reaching the buffer.
Thus, the size of the coupling capacitor is chosen by trading off between tank loading and
signal loss to the buffer.

It must be noted here that the process used in this design offers two flavors of devices with
various threshold levels in order to address needs for either low power or high performance.
Unfortunately, high frequency RF models were only available for the low power devices so
these were used in the core of the oscillator in order to allow accurate simulation of both
startup and phase noise. This does come at the expense of reduced performance so high
performance devices were utilized in the buffers for higher efficiency. The models of the high
performance devices had to be adjusted based on measurements by adding an additional
gate resistance to account for non-quasistatic effects (NQS ).

The buffer size was selected based on a trade-off between maximum achievable output power
and loading of the oscillator tank. A matching network must then be utilized at the output of
the buffer to transform the impedance presented by the distribution network to an optimum
value for peak output power. A 50Ω transmission line distribution network was utilized. The
selection of this impedance and its implications will be addressed in Chapter 5. In this case
a buffer device size of 10µm/60nm with a conjugate output match provides the peak output
power from the overall system. Each buffer consumes 3.6mW from the 1.2V global supply
while providing 0dBm of nominal output power in simulation. The output match can be
accomplished using a single stub topology with 80Ω CPW transmission lines. This allows
for a very compact layout by meandering the transmission lines around the oscillator core’s
inductor as shown in the die photo, Fig. 3.32. The grounded stub provides drain biasing to
Vdd and is grounded through a large AC bypass capacitor. Pads are added at the transition to
the 50Ω transmission line for direct probing of the buffer output. The loading from the pad
is mostly capacitive but must be taken into account when designing the matching network.

The measured VCO tuning range over all 8 tuning bands is 57.9-65.6GHz (Fig. 3.33), equiva-
lent to a tuning range of 12.4%. The frequency shift between measurement and simulation is
only 1.7GHz, a shift of less than 3%, showing the validity of the design approach. The VCO
has a measured free running phase noise of -112dBc/Hz at 10MHz offset from the 60GHz
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Figure 3.33: Cross-coupled oscillator measured tuning range.

carrier, a 3dB increase from simulation. The measured output power from one LO buffer is
-1.8dBm, for a total differential power of +1.2dBm, less than only 2dB lower than predicted
from simulation.

3.6.3 Performance Summary and Comparison

Two commonly used figures of merit for VCOs are FOM and FOMT , the latter of which
includes the tuning range.

FOM = L{∆f} − 20 log

(
fosc
∆f

)
+ 10 log (PDC) (3.106)

FOMT = FOM − 20 log

(
FTR

10

)
(3.107)

In the definitions above fosc is the nominal output frequency, L{∆f} is the phase noise at
an offset ∆f from fosc, PDC is the DC power consumption in mW, and FTR is the frequency
tuning range in %. Tables 3.3 and 3.4 summarize the measured results from the push-push
and fundamental oscillators presented above respectively, and provide comparisons to the
current state of the art at 60GHz. The figures of merit allow designs at different frequencies
to be compared fairly and have been included in the tables.

The push-push oscillator presented here achieves the best FOM and FOMT among 60GHz
multi-push oscillators due to its low power consumption and competitive phase noise and
tuning range. The output power is higher than all previously reported multi-push oscillators
except [Liu04] which consumes 14 times more DC power. However, significant buffering
would still be required for this push-push oscillator to be useful in most applications.

The fundamental oscillator, on the other hand, achieves competitive FOM and FOMT

among 60GHz fundamental oscillators. The output power is by far the highest reported
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Freq. (GHz)
(TR)

Pdc
(mW)

Pout
(dBm)

PN (dBc/Hz)
(@ 1MHz) FOM FOMT

[Liu04] 62-64.5
(4%) 118 -6 -85 -160.3 -152.2

[Cho05] 52-52.5
(1%) 27.3 -16 -97 -177 -156.6

[Copani10] 52-58
(10.9%) 10 -25 -89 -173.8 -174.6

[Chiu10] 64.2-69.4
(7.5%) 27.5 -18 -76.23 -158.6 -156.2

[Catli10]
(triple-push)

63.2-72.4
(13.5%) 18 -28 -95

(@ 10MHz) -159.1 -161.7

This work 59.6-64
(7.1%) 8.4 -14 -112

(@ 10MHz) -178.6 -174.8

Table 3.3: Push-Push oscillator performance summary and comparison

Freq. (GHz)
(TR)

Pdc
(mW)

Pout
(dBm)

PN (dBc/Hz)
(@ 1MHz) FOM FOMT

[Jimenez09] 51.7-61
(16.6%)

15
(buf: 9.6) -9.8 -99.35 -182.6 -187

[Zhang09] 55.4-60.3
(8.5%) 15.6 – -112

(@ 10MHz) -175.3 -173.9

[Decanis11] 56-60.35
(7.5%) 22 – -95 -176.8 -174.3

[LaRocca09] 58.3-63.8
(9.2%)

10.6
(buf: ??) -5 -90.1 -175.6 -174.7

[Borremans08] 59-65.2
(10%)

3.9
(buf: 3.8) -15 -95 -185 -184.9

[Li09] 61.1-66.7
(8.8%)

3.16
(buf: ??) -14 -95 -186.1 -185

[Parvais10] 63-69
(9.1%) 28.6 – -93 -174.8 -174

This work 57.9-65.6
(12.5%)

9
(buf: 7) +1.2 -112

(@ 10MHz) -178.3 -180.2

Table 3.4: Fundamental oscillator performance summary and comparison
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among CMOS oscillators at 60GHz (including taking into account power consumption in the
buffers). The differential output power is greater than 0dBm and is high enough to directly
drive most mixers without requiring additional buffering. From simulation, phase noise was
expected to be approximately 3dB lower than measured. While the current level is still
competitive, future designs should focus on reducing this number further. At the same time,
this design achieves the second highest tuning range reported near its frequency, covering
the entire 60GHz band [IEE09]. However, to achieve sufficient margin over PVT variations,
the tuning range should be increased to approximately 15%. This could be achieved with a
larger varactor bank without significantly degrading power consumption or phase noise due
to overdesign in the current version. Another solution is to use multiple VCOs with narrower
tuning ranges to cover different parts of the band ([Parvais10]). However, this comes at the
expense of excess area and power due to the extra VCOs and selection circuitry.

On first glance, [Jimenez09] seems to achieve the best solution to this problem by the judi-
cious design of a single VCO. However, the KV CO in that work varies between 1.5GHz/V
at the band edges to 5.5GHz/V at mid-band. By comparison, the work presented here has
a maximum KV CO of 1.9GHz/V over the entire band. A higher KV CO means that the os-
cillator is more sensitive to noise on the analog control line and could also cause instability
in a PLL (see Chapter 4). Ideas such as the distributed DiCAD resonator presented in
[LaRocca09] seem to provide the most promising solution to this problem at mm-wave fre-
quencies. This type of resonator has been pushed to even higher tuning ranges in [Murphy10]
while maintaining low phase noise and KV CO below 1GHz/V.
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Chapter 4

Low Power Phase Locked Loop Design

In order for radios to communicate with each other they must both be tuned to the same
frequency. In general, standards and laws also dictate the absolute frequencies at which
radios must operate. Unfortunately, the frequency accuracy of an integrated oscillator, such
as the ones described in the previous chapter, cannot be guaranteed. Process variations cause
the natural frequency between any two oscillators to be different. Furthermore, voltage and
temperature variations will cause drifts in the instantaneous frequency of an oscillator. In
many cases, it is also important for the oscillator to have a known phase but at startup the
phase of any oscillator is completely random. Therefore, there needs to be a way to lock an
oscillator to a known reference both in frequency and in phase. A Phase Locked Loop (PLL)
is a feedback control system which performs just this function.

A general PLL is shown in Fig. 4.1. It consists of a VCO, a divider, a phase detector
(PD), and a low pass loop filter (LPF). For now let us assume that N = 1 for simplicity,
meaning that the LO is fed back unchanged to the PD. The phase detector then compares
the phase of the LO to the phase of the reference and outputs a signal proportional to the
phase difference, φerr. The low pass filter then converts this signal to a voltage, VC , and
filters out any high frequency noise. The output frequency of the VCO is controlled by VC
thus closing the feedback loop. The components and topology should be designed such that

PD
REF LOLPF

Divide by N

Figure 4.1: A general phase locked loop.
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the overall feedback is negative and stable, locking the VCO phase to the reference phase.

Qualitatively we can say that on average the negative feedback loop will cause the VCO
output to track the reference. This includes both the wanted reference signal as well as its
unwanted noise. The low pass loop filter plays an important role here in that it determines the
bandwidth of the feedback loop. Within the loop bandwidth, operation proceeds as described
above. Outside this bandwidth, however, the phase error moves too quickly and VC can no
longer track it out. Thus, outside the loop bandwidth the VCO output is unaffected by the
loop. The overall effect is that the average frequency of the LO and the close-in phase noise
(within the loop bandwidth) will track the reference, while the far-out phase noise (outside
the loop bandwidth) will be equal to the free-running VCO phase noise. The loop filter in
high frequency PLLs is generally passive to reduce noise and power consumption. However,
an active loop filter can provide gain higher than unity and is useful in certain circumstances.
Active loop filters are beyond the scope of this work since our focus is on low power design.

The advantage of this system is that we can lock our inaccurate, noisy, on-chip oscillator to a
known, calibrated, hopefully less noisy, off-chip reference. This ensures that separate systems
can talk to each other and that they operate only at frequencies dictated by standards and
applicable laws. However, to generate a 60GHz LO in our simple example we would need
a high quality, off-chip 60GHz reference. Unfortunately, this is generally not available or is
too big and power hungry to be used in a mobile device.

So far we have ignored the divider in this discussion. By dividing down the LO before
comparing it to the reference, we reduce the required reference frequency. For the loop to
achieve lock to the LO frequency, fLO, must be equal to

fLO = N · fref (4.1)

The operation of the loop does not change but the speed requirements on the phase com-
parison path can be greatly relaxed. Furthermore, the reference frequency can now be much
lower than the LO, allowing us to use small and cheap low frequency sources such as crystal
oscillators which have excellent frequency accuracy and stability (low noise).

The LO signal must be tuned to different channels. In this configuration, for a given reference
frequency, the output frequency of the PLL can only be changed by adjusting the division
ratio, N . Since N can only take on integer values, the output frequency can be adjusted in
steps equal to fref . For narrower steps, the reference frequency can be divided down by M
before being applied to the PLL. In that case the output frequency is given by

fLO =
N

M
fref (4.2)

For even better frequency resolution, a fractional divider must be used which, as the name
suggests, allows for sub-integer division ratios. Fractional-N frequency synthesizers are be-
yond the scope of this work.

In this chapter, we will describe low power PLL design at 60GHz. We will begin with an
overview of PLL dynamics, followed by analysis of noise contributors, and the design of
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Figure 4.2: Phase domain model.

individual building blocks. In particular, we will focus on the design of frequency dividers
which are the largest power consumers in a high frequency PLL, after the VCO. Finally, we
will discuss trade-offs at the system level and present a sample design.

4.1 Phase Locked Loop Dynamics

Since a PLL is a control system whose purpose is to lock the phase (and frequency) of the
VCO to the reference, the easiest way to analyze and design a PLL is using the linearized
phase domain model shown in Fig. 4.2 in which each block has been replaced by its equivalent
transfer function. A PLL and its components are very nonlinear, however, for small phase
error (i.e.: when the loop is locked), a linearized model can be assumed. Furthermore, the
purpose of this model is to allow analysis of noise contributions to the output phase noise.
Since noise is a small signal phenomenon, the linear models can remain accurate.

4.1.1 The Linear Phase Domain Model

In the linearized phase domain the phase detector is modeled using two blocks: an ideal
summer and a gain, KPD, which depends on the particular phase detector topology. The
simplest form of phase detector is a multiplier, which can be implemented as an XOR gate
if the comparison frequency is sufficiently low (< 1GHz). With this type of PD the output,
E, has a duty cycle which is set by the phase difference between REF and the divided clock,
DIV, as shown in Fig. 4.3. The phase difference is also called the phase error, φerr.

φerr = φREF − φDIV (4.3)

The loop filter takes the average of the PD output, E (t), to give 〈E (t)〉. To get the PD
gain, KPD, we simply take the derivative of 〈E (t)〉. For φerr between 0 and π, the gain is

KPD =
1

π
(4.4)
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Figure 4.3: XOR phase detector.

This type of PD can be either single ended as shown or differential, providing E+ (t) and
E− (t). In the differential case, 〈E (t)〉 has the same sawtooth shape but the minima and
maxima are at −1 and +1 respectively instead of 0 and +1 as in the single ended case. The
differential PD gain is thus equal to ±2/π. In the locked condition, a PLL using this type
of PD would lock the divided clock in quadrature with the reference (i.e.: φerr = π/2)1.
Notice that 〈E (t)〉 has even symmetry about the origin. If the phase error grows beyond the
bounds (0, π) the magnitude of KPD does not change, but its sign becomes negative leading
to positive feedback and instability in the loop.

The loop filter is simply modeled by its transfer function, H (s), which is the Laplace trans-
form of its impulse response, h (τ). The output frequency of the VCO is a function of the
control voltage and the VCO gain, KV CO, which has units of [rads/V ]. Since phase is the
integral of frequency, the VCO is modeled by an integrator with gain KV CO/s.

ωLO (t) = KV COVC (t) (4.5)

φLO (t) =

ˆ t

−∞
ωLO (τ) dτ

=

ˆ t

−∞
KV COVC (τ) dτ (4.6)

φLO (s) =
KV CO

s
VC (s) (4.7)

1In most cases coarse tuning of the VCO is used to bring the control voltage during lock near the middle
of its range. This helps to linearize the PLL characteristics. In a Type-I loop either a single-ended or
differential XOR PD can be used and the actual locked phase will depend on the desired VCO control signal
to achieve lock, as well as the gain from the PD output to the VCO, if any. In a Type-II loop a differential
XOR PD must be used and the locked phase will be exactly equal to π/2 since this type of loop can force
the VCO control signal to any desired value while maintaining zero frequency error (see Section 4.1.4).
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Finally, since the divider divides a frequency by a factor of N , it also divides phase by the
same factor.

ωdiv (t) =
ωLO (t)

N
(4.8)

φdiv (t) =

ˆ t

−∞
ωdiv (τ) dτ

=

ˆ t

−∞

ωLO (τ)

N
dτ

=
1

N
φLO (t) (4.9)

φdiv (s) =
1

N
φLO (s) (4.10)

The divider is thus simply modeled in the phase domain as a gain of 1/N .

We can now use standard feedback techniques using linear transfer functions to determine
the loop phase response, stability, etc. The loop gain A (s) is given by

A (s) =
KPDH (s)KV CO

Ns
(4.11)

The closed loop gain from input to output is then

G (s) =
φLO (s)

φREF (s)

=
KPDH (s)KV CO/s

1 + A (s)

=
KPDH (s)KV CON

Ns+KPDH (s)KV CO

(4.12)

At DC the closed loop gain reduces to N ,

G (0) = N (4.13)

This means the PLL multiplies low frequency phase noise from the input by a factor of N ,
the division ratio, to the output. Usually, for analysis, the closed loop gain is normalized by
dividing by N in order to give unity gain at DC.

G (s)

N
=

A (s)

1 + A (s)

=
KPDH (s) KV CO

N

s+KPDH (s) KV CO

N

(4.14)
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Next, the error function can be found using A (s)

E (s) =
φerr (s)

φREF (s)

=
1

1 + A (s)

=
s

s+KPDH (s) KV CO

N

(4.15)

Note that E (s) can also be written as

E (s) =
1

1 + A (s)
= 1− A (s)

1 + A (s)
= 1−G (s) (4.16)

showing that E (s) and G (s) are always complementary. From (4.12) and (4.15) we can see
that the closed loop gain is inherently low pass in nature (assuming the loop filter is low
pass) while the error function, inherently complementary, is high pass in nature. This is
further explored by examining cases with different loop filters.

4.1.2 First Order PLL

The simplest example is that in which the loop filter is completely removed (i.e.: H (s) = 1)
giving

A1 (s) =
KPDKV CO

Ns
(4.17)

G1 (s)

N
=

KPD
KV CO

N

s+KPD
KV CO

N

(4.18)

E1 (s) =
s

s+KPD
KV CO

N

(4.19)

The Bode plot of A1 (s) is shown in Fig. 4.4a, while the closed loop transfer functions are
shown in Fig. 4.4b. This is called a first-order Type-I loop. The loop type is determined
by the number of integrators, in this case 1 (the VCO). The loop order is the highest power
of s in the denominator of the transfer function. Since this is only a first order loop, the
phase margin is 90◦ and the loop is always stable. There are multiple definitions for loop
bandwidth in the literature but for this work we will treat the cross-over frequency of the
loop gain, ωc, as the loop bandwidth (i.e.: the frequency at which A (s) = 1). The loop
bandwidth in this case is simply determined by the gains of the components

ωC =
KPDKV CO

N
(4.20)

From Fig. 4.4b, we can see that within the loop bandwidth the PLL passes any modulation
on the input phase directly to the output unchanged (ignoring the multiplication by N),
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Figure 4.4: First order loop response.
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Figure 4.5: A first-order loop filter.

and suppresses φerr. Outside the loop bandwidth, however, the error is no longer suppressed
but the input is. Thus, any error generated outside the loop bandwidth passes directly
to the output. In general this means any noise generated by the VCO is only suppressed
inside the loop bandwidth, while noise coming from the reference is only suppressed outside
the loop bandwidth (see Section 4.2 for details). This quantitative analysis confirms our
ealier qualitative conclusions regarding the behavior of the loop inside and outside the loop
bandwidth. Unfortunately, KPD is determined by the topology and is fixed, while KV CO is
usually hard to change at will. The only way to change the loop gain would thus be to add
an amplifier with gain AV . The loop bandwidth could then be set using this amplifier.

ωC,new =
AVKPDKV CO

N
(4.21)

Unfortunately, the roll-off of the closed loop transfer functions is limited to 20dB/dec re-
gardless of the amplifier gain.

4.1.3 Second Order PLL

Next we add the loop filter back into the loop. We begin with a simple, first order, RC loop
filter as shown in Fig. 4.5 with the pole at ωp.

H (s) =
1

1 + s/ωp
(4.22)

A2 (s) =
KPDKV CO/N

s (1 + s/ωp)
(4.23)

G2 (s) =
KPDKV COωp/N

s2 + sωp +KPDKV COωp/N
=

ω2
n

s2 + 2ζωns+ ω2
n

(4.24)

E2 (s) =
s (s+ ωp)

s2 + sωp +KPDKV COωp/N
=

s (s+ 2ζωn)

s2 + 2ζωns+ ω2
n

(4.25)
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where G2 (s) and E2 (s) have been put into the standard form for second order systems by
defining

ωn =

√
KPDKV COωp

N
(4.26)

ζ =
1

2

√
ωpN

KPDKV CO

(4.27)

The Bode plot of A2 (s) is shown in Fig. 4.6a, while the closed loop transfer functions are
shown in Fig. 4.6b. Notice that the presence of this second pole2 reduces the phase margin
and will introduce peaking in the closed loop transfer function (and ringing in the settling
response) for ζ < 1.

The rejection of the closed-loop transfer function, G2, is increased by the addition of the
loop filter at ωp as shown in Fig. 4.6b. However, the loop bandwidth still cannot be changed
at will, while maintaining reasonable phase margin, without the addition of an amplifier
(assuming KPD, KV CO, and N are out of our control). Furthermore, the roll-off of the error
function, E2, is still only 20dB/dec and actually exhibits peaking near the loop bandwidth
as the phase margin is reduced.

4.1.4 The Charge Pump and Phase Frequency Detector

We have found a number of problems with the simple first and second order loops. In
addition to the ones we have already discussed, another problem is that this type of loop
cannot maintain zero phase error over the full range of the VCO. This is because there is
linear gain from the phase error to the control voltage, and thus, the output frequency3. As
we saw in Fig. 4.3, the loop will tend to lock at a phase difference of π/2 between REF and
the divided clock, leading to a control voltage near midrail. If a different VCO frequency is
desired, the phase detector must output, and sustain, a different average value than midrail.
This would imply that a phase error (a phase shift away from the π/2 locking point) must
be maintained by the loop proportional to the frequency difference. However, if we add
an integrator to the loop filter, the DC gain can be inifinite. This would allow the control
voltage (and thus the output frequency) to take on any value from 0 to Vdd irrespective of
the average phase detector output. The integrator functionality is easily accomplished by
the use of a charge pump and a capacitor as shown in Fig. 4.7a. The charge pump simply
adds or removes charge from the capacitor, in proportion to the phase error, by pulsing a
constant current with the appropriate polarity. In effect, this decouples the output of the
phase detector from the VCO frequency as can be seen from Fig. 4.7b.

Another problem is that the XOR phase detector cannot always provide frequency acquisi-
tion. A constant frequency difference between the reference and divided clock would cause

2The first is a pole at DC introduced by the VCO which acts like an integrator.
3In fact, due to finite DC gain in the loop filter, the full VCO range may not even be accessible
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(a) Bode plot of A2 (s).
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(b) Closed loop transfer functions.

Figure 4.6: Second order loop response (dotted: ζ = 1/2, PM = 52◦; dashed: ζ = 1/
√

2,
PM = 65◦; solid: ζ = 2, PM = 86◦).
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(a) A charge pump integrator.
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(b) Frequency control with gain block versus integrator.

Figure 4.7: Adding an integrator to the loop filter.
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Figure 4.8: A flip-flop based Phase Frequency Detector (PFD).

the phase error to linearly ramp and grow beyond the bounds (0, π) due to the integral rela-
tionship between frequency and phase. Thus, the phase detector gain would constantly flip
sign going from a stable negative feedback to an unstable positive feedback. If the frequency
error is small, the loop would eventually attain lock, although the settling time would be
very long since the positive and negative excursions of the phase detector output would tend
to cancel each other out. This process is called cycle slipping and for large enough frequency
differences the loop may never attain lock. One solution would be to add a parallel frequency
tracking loop which would only be activated to bring the frequency of the LO close enough
to the desired frequency to avoid cycle slipping. Unfortunately this adds complexity to the
system. A simpler solution is available, and it is called the Phase Frequency Detector (PFD).

A flip-flop based tri-state PFD was first presented by [Brown71] and is shown in Fig. 4.8.
The inputs of both flops are tied high and the outputs are reset low. When an input arrives
it clocks its respective flop changing its output to high. When both outputs have been set
high by the arrival of their respective clocks both flops are then reset to low. In a real PFD
design there must a minimum gate delay, Tmin, before both flops are reset to ensure that even
very short UP and DN pulses (e.g.: when the loop is close to lock) reach full amplitude since
any switch has finite switching time. The effective output is the average of the difference

〈E (t)〉 = 〈UP (t)−DN (t)〉 (4.28)

and the effective gain is always

KPD =
1

2π
(4.29)
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Figure 4.9: Charge pump based PLL.

Notice that the naming of the outputs of the PFD is the same as that of the inputs for the
charge pump integrator. Indeed, a PFD is connected directly to a charge pump to control the
addition or subtraction of current to the integrator cap. The operation of this combination
in the loop is very straight forward to understand. If REF arrives before the divided clock,
the PFD outputs larger UP pulses and only minimum DN pulses for reset. This charges
up the capacitor, increasing the VCO control voltage. In turn, this should cause the VCO
frequency to increase such that the period of the divided clock decreases, forcing it to catch
up to REF. If, on the other hand, the divided clock arrives first, the PFD outputs larger DN
pusles and only minimum UP pulses for reset. This discharges the capacitor and causes the
divided clock period to increase, allowing REF to catch up. In the locked condition both
REF and the divided clock arrive at the same instant causing both UP and DN to be enabled
briefly before being reset. The length of these pulses is set by the gate delay in the reset
path, Tmin, which is critical to ensure proper operation of the PFD and charge pump. Both
UP and DN currents should be matched by design such that no net charge is deposited or
extracted from the loop filter and no change occurs on the control voltage.

Notice from Fig. 4.8 that the phase error characteristic has odd-symmetry about the origin
and thus the gain is always constant at the same value and polarity regardless of phase error.
There is no cycle slipping problem with this type of phase detector since as the phase error
ramps, the output will always have the correct polarity, pushing the loop toward lock. A
loop using a PFD will always regain lock in this way. 4

4.1.5 The Charge Pump PLL

Putting everything together we arrive at the most popular type of analog PLL in use today
at high frequencies, the charge pump based, third order Type-II PLL with a PFD driving
the charge pump. The complete phase domain model is shown in Fig. 4.9. Since the charge

4There is one other limitation we should mention here which must be taken into account. Due to the
sampled nature of the loop, charge pump based PLLs must have a reference frequency that is at least 10
times the loop bandwidth to maintain good stability [Gardner80]. This is a separate consideration from the
stability ensured by sufficient phase margin in the loop transfer function.
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Figure 4.10: Second order loop filter for charge pump PLL.

pump integrator introduces an additional pole at the origin, a zero must be added to the
loop filter to provide sufficient phase margin for stability. The most popular loop filter used
for this type of design is the second order filter shown in Fig. 4.10, also called a lead-lag
filter. Its transfer function is given by

H (s) =
1 + s/ωz

sCsum (1 + s/ωp)
(4.30)

where

Csum = C1 + C2 (4.31)

ωz =
1

RC2

(4.32)

ωp =
C1 + C2

RC1C2

(4.33)

Notice that the pole in lead-lag filter is always located higher than the zero since it is set by
the series combination of the two capacitors.

The charge pump simply converts the UP and DN pulses generated by the PFD to a current
pulse with amplitude of ±ICP which is then fed into the loop filter. At low frequencies the
lead-lag filter looks like a capacitor equal to Csum and, together with the charge pump, forms
the integrator. The loop equations can be derived by inspection of Fig. 4.9.

A3 (s) =
KPDICPH (s)KV CO

Ns
(4.34)

G3 (s)

N
=

KPDICPH (s)KV CO/N

s+KPDICPH (s)KV CO/N
(4.35)

E3 (s) =
s

s+KPDICPH (s)KV CO/N
(4.36)

Notice that the loop gain can now be adjusted using the charge pump current, ICP , allowing
us to set the cross-over frequency of A3, and thus the closed-loop bandwidth, to any desired
value.
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(a) Bode plot of A3 (s).
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(b) Closed loop transfer functions.

Figure 4.11: Third order Type-II loop response (dotted: fp/fz = 4, PM = 37◦; dashed:
fp/fz = 16, PM = 62◦; solid: fp/fz = 64, PM = 76◦).
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Figure 4.12: PLL noise sources.

The Bode plot of A3 (s) is shown in Fig. 4.11a, while the closed loop transfer functions are
shown in Fig. 4.11b all derived using the loop filter defined in (4.30). Both closed loop
transfer functions show a 40dB/dec roll-off.5 For the best phase margin the loop bandwidth
should be set to the geometric mean of the loop filter pole and zero. The actual phase margin
and, thus, the peaking, settling time and overshoot are then set by the ratio of the pole to
the zero as can be seen in Fig. 4.11a. Unfortunately, this type of loop shows peaking in
both closed loop transfer functions, determined by the phase margin of A3. A more detailed
analysis is beyond the scope of this work but can be found in many works on control systems
or PLL design, including [Gardner05, pp. 25, 271].

4.2 Noise in Charge Pump Phase Locked Loops

In this section we will examine the effects of noise in the charge pump PLL using the filter
shown in Fig. 4.10. The two main sources of noise in any well designed PLL are the
phase noise of the reference and VCO. However, all other blocks will add their own noise
contributions as shown in Fig. 4.12. Using the method of superposition we can find the
contribution of each noise source to the output using the transfer functions derived above
and add them up in power to find the total output noise of the PLL.

We start with the reference and VCO phase noise, φn,REF and φn,V CO respectively. These
noise sources are modelled by adding the phase noise spectrum to the output in each case
as shown in Fig. 4.12. To find the contribution of each to the total output phase noise we
first have to determine the transfer function from each to the output. Luckily, these transfer
functions have already been derived. The reference phase noise is at the input of the PLL so

5For additional high frequency rejection in G3, more poles can be added (e.g.: using an RC filter such as
the one shown in Fig. 4.5). However, these poles must be placed much higher than ωp of the lead-lag filter
to ensure that they do not affect the phase margin and loop stability.
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its transfer function to the output is simply the PLL’s closed loop transfer function, G (s).
Thus the output noise contribution from the reference is given by

φn,out

∣∣∣
REF

= φn,REF · |G (s)|2 (4.37)

By inspection we can see that the transfer function from the output of the VCO to the PLL
output is equal to

φout
φV CO

=
1

1 + A (s)
= E (s) (4.38)

identical to the PLL’s error function. The output noise contribution from the VCO is then

φn,out

∣∣∣
V CO

= φn,V CO · |E (s)|2 (4.39)

Thus, if we refer all noise sources in the loop either to the reference or to the VCO output
we only need to compute these two transfer functions, G (s) and E (s).

4.2.1 Noise Contributors

The phase detector and charge pump are lumped together to generate one noise source at
the charge pump output. The charge pump current will be provided by MOS devices which
exhibit both thermal and flicker noise. The total output referred noise current density of a
device in the charge pump at frequency f is given by

i2CP
∆f

= 4kTγgm +
KfICP
CoxL2f

(4.40)

where ICP , gm, and L are the charge pump current, effective transconductance, and channel
length, respectively, of the transistor, while Kf and Cox are process parameters. This noise
current, however, is not present at all times. Recall from the PFD discussion in Section 4.1
that in the locked condition the UP and DN pulses are turned on at the same time for a short
period of time, Tmin, which is much less than Tref .6This performs a sampling action on the
charge pump noise current. Generally, the reference frequency for the PLL is higher than the
1/f noise corner frequency so 1/f noise is oversampled while thermal noise is undersampled.
We can define a duty cycle, Dmin, of the charge pump in the locked condition as

Dmin ,
Tmin
TREF

(4.41)

which is always � 1. The flicker noise is directly scaled by D2
min while the thermal noise is

only scaled by Dmin [Arora05] due to aliasing which causes high frequency thermal noise to
6Since the PFD outputs only digital levels, its amplitude noise is ignored. Its contribution, however, comes

from generating these timed pulses so the timing jitter should be taken into account for a more accurate
noise profile.
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fold down into the PLL bandwidth. The effective output noise current of the charge pump
is thus given by

i2CP,eff
∆f

= F

[
Dmin4kTγgm +D2

min

KfICP
CoxL2f

]
(4.42)

The noise current density is multiplied by a factor F to account for the total number of
devices contributing noise to the output of the charge pump (e.g.: current mirrors). The
loop filter only contains one noisy element, the resistor. We refer the single side band (SSB)
noise from this element to the output of the loop filter.

v2
LF,eff

∆f
= 2kTR

∣∣∣∣∣
1

jωC1

1
jωC1

+ 1
jωC2

+R

∣∣∣∣∣
2

= 2kTR

∣∣∣∣ C2/C1

1 + C2/C1 + jωRC2

∣∣∣∣2
=

2kTR (C2/C1)2

(1 + C2/C1)2 + (f/fz)
2 (4.43)

The divider also adds its own phase noise, φn,DIV . For a known topology this noise may
be calculated but is usually just simulated. The divider phase noise is added to its output
just as was done for the VCO and reference. From Fig. 4.12 it is clear that this noise is
indistiguishable from the phase noise of the reference since these two sources are effectively
added together. As we will see later, this has some important implications for mm-wave
PLL designs. For simplicity we refer the charge pump noise back to the reference and the
loop filter noise forward to the VCO output. The divider noise is already added directly to
the reference so it does not need to be moved. Thus, to find the contribution of each noise
source to the output noise we multiply the noise sources referred to the reference by |G3 (s)|2
from (4.35), and the noise sources referred to the VCO output by |E3 (s)|2 from (4.36).

φn,out

∣∣∣
V CO

= φn,V CO · |E3 (jω)|2 (4.44)

φn,out

∣∣∣
REF

= φn,REF · |G3 (jω)|2 (4.45)

φn,out

∣∣∣
DIV

= φn,DIV · |G3 (jω)|2 (4.46)

φn,out

∣∣∣
CP

=
i2CP,eff

∆f
· |G3 (jω)|2

K2
PDI

2
CP

=

[
4kTγgm +

2πKfICPDmin

CoxL2ω

]
· FDmin

K2
PDI

2
CP

· |G3 (jω)|2 (4.47)

φn,out

∣∣∣
LF

=
v2
LF,eff

∆f
·
∣∣∣∣KV CO

jω

∣∣∣∣2 · |E3 (jω)|2

=
2kTR (C2/C1)2

(1 + C2/C1)2 + (ω/ωz)
2 ·

K2
V CO

ω2
· |E3 (jω)|2 (4.48)
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The total output phase noise is then given by

φn,PLL = φn,out

∣∣∣
REF

+ φn,out

∣∣∣
V CO

+ φn,out

∣∣∣
DIV

+ φn,out

∣∣∣
CP

+ φn,out

∣∣∣
LF

(4.49)

4.2.2 Design Optimization

The selection of loop bandwidth and other parameters is determined by requirements on
phase noise (or jitter) and settling time. A couple of observations can be made directly by
examining (4.44)-(4.48). From (3.12) we know that for a constant current density gm ∝ Id
in a MOS device. Thus, from (4.42) we can see that

i2CP,eff
∆f

∝ ICP (4.50)

Finally, using this result with (4.47) it is apparent that the output phase noise of the PLL
due to the charge pump is inversely proportional to the charge pump current

φn,out

∣∣∣
CP
∝ 1

ICP
(4.51)

To reduce its phase noise contribution we would like to use the maximum charge pump
current possible. However, to maintain the loop dynamics (i.e.: the same loop bandwidth),
Csum must be increased to maintain a constant ratio of ICP to Csum, requiring more die
area. This can be seen by examining (4.30) and (4.34) since KPD, KV CO, and N generally
cannot be changed at will. Thus, area and power consumption are traded-off for phase noise
performance. Furthermore, maintaining the same loop dynamics means the relative location
of ωz and ωp must also be maintained. Thus, C1 and C2 are both scaled at the same rate
(maintaining a constant ratio of C1/C2) while R is scaled in inverse proportion. From (4.48),
the ouput noise due to the loop filter is proportional to R. Increasing ICP reduces the noise
due to the charge pump but requires an increase in C1 and C2 and an equal reduction in R
thus also reducing the phase noise due to the loop filter.

The selection of loop bandwidth involves a trade-off between noise contribution of the refer-
ence versus the VCO7 since the former is rejected outside the loop bandwidth and the latter
inside. (The loop bandwidth is equal to the cross-over frequency of A (s), called ωC .) The
approach to designing the loop dynamics involves the following steps:

1. Select the ratio of ωp to ωz that leads to an acceptable phase margin for stability and
acceptable peaking in the loop transfer function (and settling). Note that lower phase
margin leads to higher peaking.

7assuming these are the dominant noise sources in the loop
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Figure 4.13: Selection of PLL bandwidth based on phase noise.

2. Select the desired loop bandwidth, ωC , based on phase noise and/or settling constraints.
Constraints on phase noise can arise either from a spectral mask based on a standard
or in the form of spectral purity metrics such as the ones presented in Appendix 4.A.

3. Using (4.32) and (4.33) select R, C1, and C2 to set ωz and ωp based on the ratio selected
in step 1 and such that ωC is at their geometric mean.

ωC =
√
ωzωp (4.52)

4. Using (4.30) and (4.34) select ICP to set ωC to the value chosen in step 2.

5. Scale ICP and the filter components (maintaining constant ωC , ωp, and ωz) to reduce
the noise of the charge pump and loop filter until they are no longer dominant.

Generally, designs are constrained to a maximum power consumption and die area allowance.
Thus, step 5 should continue until either the charge pump and loop filter noise contributions
are no longer dominant, or the power consumption or area constraints are violated. In the
case where a design is either power or area limited, the selection of loop bandwidth should
be revisited and the design process (steps 2 through 5) repeated since the assumption that
the reference and VCO phase noise are dominant is no longer true.

Fig. 4.13 shows a representative example of selecting the proper loop bandwidth for minimum
phase noise in a Third order Type-II charge pump PLL. A common rule of thumb is to set
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Figure 4.14: Master-slave flip-flop divide by 2.

ωC approximately at the frequency where the reference and VCO phase noise profiles cross
and Fig. 4.13 shows this to be a good approximation.

4.3 Frequency Dividers

Frequency divider topologies vary depending on the frequency of operation and the required
divide ratio. We will begin by looking at simple circuits that divide by a factor of 2, and
examining the limitations on operating frequency before briefly touching on more complex
prescaler architectures.

4.3.1 Flip-Flop Dividers

The most common frequency divider, and the one on which many other architectures are
based, is the master-slave flip-flop divide by 2 [Razavi98, pg. 290] shown in Fig. 4.14. A
positive latch is transparent when its enable input is high, allowing the output to change
with the input. When its enable input is low the positive latch is opaque and holds its output
constant regardless of changes in the input. Inverting the polarity of the signal fed to the
latch enable creates a negative latch which is transparent when the enable signal is low and
opaque when the enable signal is high.

A master-slave flip-flop is made up of two latches connected in series and enabled by clocks
of opposite polarity, CLK and CLK. The master latch is transparent for half of the clock
cycle, while the slave latch is transparent for the other half. A flip-flop is thus never fully
transparent. The input is sampled by the master latch while the slave latch is holding the
output steady. At the clock edge, the master latch begins holding the input present just
before the clock edge, while the slave latch becomes transparent, presenting that signal to
the output. A flip-flop is an edge triggered device that samples the input only at the clock
edge. In a positive edge triggered flip-flop the master and slave latches are controlled by CLK
and CLK respectively while in a negative edge triggered flip-flop the clocks are swapped.

To make a divider, the inverted output of a flip-flop is fed back to its input. This causes
the output to switch polarity on every rising edge of CLK (for a positive edge triggered
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flip-flop). One period of the output is then equal to two periods of CLK achieving divide by
2 operation. This simple concept can be extended using extra logic circuits to create more
complicated dividers which divide the input clock by any integer, or even half integers (e.g.:
1.5), by simply counting edges of the input clock.

Thus far we have discussed the latch and flip-flop only in general terms without specifying the
underlying circuitry. A latch can be constructed using CMOS as shown in Fig. 4.15a. The
power consumption of a CMOS based flip-flop divider, given by (4.53), is determined solely
by the total capacitance of the circuit, the switching frequency, and the supply voltage.8

Pdc = CtotV
2
dd

fin
2

(4.53)

The maximum frequency of operation is determined by the delay of the latches which make
up the flip-flop since the output of each latch must settle within half a period of the input
clock.

fin ≤
1

2td,latch
(4.54)

Unfortunately, the CMOS flip-flop contains a lot of logic gates and the maximum frequency
over PVT variations is limited to only a few GHz by this gate delay. Scaling CMOS pro-
cesses into the deep submicron region reduces this gate delay and continues to improve the
maximum speed of operation for CMOS based dividers.

An alternative logic family which reduces the total circuit capacitance and gate delay is True-
Single-Phase-Clock (TSPC) logic first presented in [Ji-Ren87] and expanded in [Navarro Soares99].
A flip-flop in this logic family can be made with a minimum of only 9 transistors as shown
in Fig. 4.15b. This is a dynamic logic family which stores values on parasitic capacitors
rather than always driving nodes either to Vdd or GND through switches as in CMOS logic.
Leakage currents discharge these parasitic capacitors over time so they must be refreshed
periodically in order to maintain correct values. This sets a minimum frequency of operation
for this type of logic. However, the reduced parasitics and logic depth significantly increase
the maximum frequency of operation when compared to CMOS. Another advantage of TSPC
logic is its reduced power consumption at a given frequency, also given by (4.53), due to the
significantly reduced parasitics when compared to CMOS. Dividers of this type in a 65nm
LP CMOS process have been shown to work up to 15GHz while consuming only 20µW/GHz
[Deng10]. However, taking into account PVT variations, TSPC based designs are limited
to approximately 10GHz in practice. Nevertheless, similar to CMOS, scaling into the deep
submicron region continues to improve both speed and power consumption for these types
of dividers.

For frequencies beyond 10GHz, Current-Mode Logic (CML) is required. A CML flip-flop is
shown in Fig. 4.15c. This type of logic uses differential pairs to steer a bias current either to

8This ignores leakage current which, in high frequency operation, is a very small component of the total
power consumption.
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the positive or negative output to represent a logic ’1’ or ’0’ respectively. The load resistors
and bias current set the maximum signal swing at the output,

Vsw,max = IbRL (4.55)

which is generally much less than the full rail signal swing of digital logic. The reduced signal
swing helps to speed up signal transition times. Unlike the logic styles presented above, for
a given design the power consumption of CML logic is constant regardless of the frequency
of operation and set by the bias currents of each stage. In order for this divider to operate
properly it must be regenerative. In other words, the gain through the loop formed by the
two latches must be greater than 1, similar to the startup condition of an oscillator.

(gmRL)2 > 1 (4.56)

The maximum frequency of operation of a CML divider is limited by two factors. The load
resistance and the total capacitance present at the output of each stage (explicit and parasitic
capacitance) creates a low pass filter

ω3dB =
1

RL (CL + Cpar)
(4.57)

which eventually reduces the loop gain below the level required to sustain a signal. At
the same time, the limited bias current can only charge and discharge a capacitor at a
limited rate, called the slew rate, also limiting the maximum frequency of operation for a
given minimum output voltage swing, Vsw,min. In a slew rate limited design, the output
is approximately a triangular wave as the load capacitors are charged and discharged by a
constant current equal to Ib.

fin ≤
Ib

(CL + Cpar)Vsw,min
(4.58)

The load resistance and bias current must thus be designed such that neither the low pass
filter nor the slew rate limit the desired frequency of operation.

To maintain a constant signal swing, the bias current and load resistance can be scaled in
opposite directions. Higher bias currents can be used to increase the slew rate for a given
load capacitance. Since the resistance must be scaled down, the low pass filter pole will also
move up in frequency. However, increasing bias currents means increasing device sizes and
thus parasitic capacitance. Eventually, the parasitic capacitance dominates the total load
capacitance and further increases in bias current will not improve the slew rate. At this
point, further scaling will change the total capacitance and load resistance in proportion to
each other and in opposite directions so the low pass filter pole will also remain unchanged.
This condition thus sets the upper limit on the maximum frequency of operation for a
CML flip-flop divider which, depending on the exact design, will either be limited by the
slew rate, the low pass filter pole, or both. Scaling also helps in CML logic by reducing
the parasitic capacitance relative to the driving strength of a transistor. The maximum
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frequency of operation of a standard CML flip-flop divider over PVT variations is limited
to approximately 30GHz. Further improvements in speed can be achieved at the expense of
die area by using inductive peaking techniques or altogether changing the load resistance to
a load inductance which tunes out the capacitive parasitics. This latter option makes the
divider a narrowband circuit and thus creates a minimum frequency of operation at which
the loop gain drops below 1.

In order to speed up the maximum frequency of operation of a CML flip-flop even further
we must reduce the delay around the loop. This can be accomplished by replacing the slave
latch with a buffer as shown by [Kim05]. This creates a pusled latch whose operation at high
frequencies is the same as that of a flip-flop. When the master latch becomes transparent,
the signal must travel through the master latch and return to its input only after it has
become opaque. The slave latch is thus unnecesary if a buffer can provide enough delay to
return the signal back to the input of the master latch after it has become opaque. Since a
buffer will have less parasitic capacitance than a latch, the delay around the loop is reduced
and the maximum frequency of operation is increased. If the frequency of operation is too
low, however, the signal will be fed back to the input of the master latch while it is still
transparent, creating a race-through condition. In this situation the pulsed-latch no longer
operates as a flip-flop and the divider ceases to work. The minimum frequency of operation
is thus set by the race-through delay. Another advantage of this topology at high frequencies
is that the input clock must only drive one latch rather than two, reducing the loading on
the input clock.

A sample schematic of a CML pulsed-latch divider in 90nm CMOS is shown in Fig. 4.16
[Marcu09]. Two buffer stages are used to increase the loop gain for proper operation at high
frequencies. A buffer with common-mode feedback is included outside the loop to provide
gain and level shifting in order to drive the succeeding division stage with a large enough
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signal at the correct common-mode level. The load resistors in this design were implemented
using triode region PMOS transistors, at the expense of increased capacitive loading, to allow
tuning of the divider performance over PVT variations to ensure divider lock. Despite the
increased capacitive loading, the divider was designed to achieve lock for input frequencies
up to 35GHz over all PVT variations without any inductive peaking or tuning, saving die
area. The output buffer reduces the loading of this divider stage and also provides gain
and common-mode level shifting down to the level required by the next divider stage. The
common-mode output of the buffer, CM , is sensed by a large resistor and set to the desired
value by a common-mode feedback loop using a low-power and low-speed OTA (not shown)
which controls the PMOS load bias voltage, CMFB. This divider, including output buffer,
consumes a total of 8mA from a 1.2V supply.

4.3.2 Injection Locked Dividers

If a signal is injected into a free running oscillator with sufficient strength at a frequency
near the oscillator’s free-running frequency, the oscillator frequency and phase will lock to
that of the injected signal. This effect is called injection locking. [Adler46] first derived the
conditions necessary in order for locking to occur as

Sinj
Sosc

> 2Q

∣∣∣∣∆ωoωo

∣∣∣∣ (4.59)

where Sinj and Sosc are the injected and oscillator signals respectively, Q is the oscillator’s
tank quality factor, ωo is the oscillator’s free running frequency, and ∆ωo is the offset fre-
quency between the injected signal and ωo. The locking range is defined as the largest ∆ωo
which will still allow the oscillator to lock to the injected signal and is a function of the
injected signal’s strength as given by (4.59). We have used Sx to signify a general signal
here which can be either a voltage or a current depending on the particular implementation.
From (4.59) we can then see that for a given normalized injection signal strength, a higher
Q leads to reduced locking range.

Within the locking range, the locked oscillator will track the injected signal’s frequency and
phase variations. Thus, the phase noise of the injection locked oscillator is equal to the phase
noise of the injected signal at offset frequencies within the locking range and reverts to the
free running oscillator’s phase noise outside this range. This can be used to great advantage
if the injected signal has lower phase noise than the free running oscillator. In other words,
the power consumption of an injection locked oscillator can be reduced at the expense of its
free running phase noise since the phase noise will be determined by the injected signal.

In Chapter 3 we discussed push-push oscillators in which a signal at 2ωo is extracted from
an oscillator operating at ωo. In fact, this process can be reversed using the pricinple of
injection locking to form a divider. Injection locked frequency dividers are injection locked
oscillators where the injection signal is at a harmonic frequency. One way to accomplish
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injection locking is to inject the harmonic signal at a node in the circuit which is itself
generating that harmonic. For example, a signal at 2ωo can be injected into the common
source node of a cross-coupled differential pair oscillator operating at ωo as shown in Fig.
4.17a [Rategh99]. The major disadvantage of this topology is that the tail biasing transistor
could be large and thus present a significant capacitive load to the driving oscillator. This
can be remedied by using two parallel transistors if necessary, one providing the bias current,
the other the injection current.

Another option for injection locking comes from the fact that the differential signal across
the tank goes to zero twice each period. To perform injection locking at ωo we can place a
switch across the tank as shown in Fig. 4.17b driven by a signal at 2ωo. A complementary
PMOS/NMOS pair can also be used, driven by differential signals at 2ωo. The direct injection
topology generally achieves higher locking range at the expense of extra loading on the divider
tank due to the injection transistors.

Injection locked dividers can be made to operate up to any frequency that an oscillator
can be designed. However, their locking range is generally limited to less than 5% without
tuning. This aspect will be addressed further in Section 4.4.

4.3.3 Regenerative Dividers

The last fundamental type of divider we will cover is the regenerative divider first proposed
by [Miller39] and thus sometimes refered to simply as the “Miller” divider (Fig. 4.18). This
type of divider is based on a mixer whose output is fed back to one of its inputs. Ignoring
the 1/N block for now (i.e.: let N = 1), the mixer output is equal to

fmix = fin ± fout (4.60)

A low pass (or band-pass) filter is added in the loop to select only the lower sideband for
feedback.

fout = fin − fout

fout =
fin
2

(4.61)
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Thus, the only possible solution for the loop is if the feedback frequency is exactly equal to
one half of the input frequency. If the upper sideband is selected by the filter, the loop has no
solution. In general, we can also add a divider in the feedback loop such that ffb = fout/N .
In that case, the filter must be a band-pass filter and select either the upper or lower sideband
of the mixer output. The output frequency is then given by

fout = fin ±
fout
N

fout

(
1± 1

N

)
= fin

fout =
N

N ± 1
fin (4.62)

where the denominator of the fraction is equal to N+1 if the filter selects the lower sideband
and N − 1 if the filter selects the upper sideband. Notice that selecting the upper sideband
leads to fout > fin, a regenerative multiplier instead of a divider. Also, as N increases,
the upper and lower sidebands (f+

mix and f−mix) converge to the same frequency, making it
harder for the filter to select one while rejecting the other. With insufficient rejection of
the unwanted sideband, the output either becomes distorted and may be unusable, or the
divider/multiplier simply does not lock to the input.

The Rategh-type of injection locked divider (Fig. 4.17a) can also be seen as a Miller divider.
The differential pair and input transistor form an active mixer with the RF port at the gm
transistor gate and the LO port at the differential pair gates. The drain current will then
have frequency components at both ωin/2 and 3ωin/2 and the output tank selects only the
lower harmonic, converting it to a voltage which is then fed back to the LO port of the mixer.
However, we can also provide the input to the differential pair transistors and feed back the
output to the gm transistor to create a pure regenerative divider. In this configuration the
divider will not self-oscillate without an input present, unlike the cross-coupled topology,
which, according to [Lee04a], should lead to reduced phase noise. Furthermore, [Lee04a]
also shows that the locking range of the Miller divider can be made larger than a purely
injection locked divider with equal power consumption.

Miller dividers, however, require large signal swings at the input to achieve good conversion
gain from the mixer. Also, the mixer devices are made large for the same reason. Thus,
a Miller divider presents a larger load to the preceding stage and also requires larger input
signals for proper operation when compared with injection locked dividers. Despite the fact
that the two topologies are very similar, the injection locked divider is used in practice more
often due to these limitations of the Miller divider.

4.3.4 Prescalers

So far we have only discussed dividers with a fixed division ratio. However, in order to tune
the output frequency of the PLL for different channels, the total division ratio of the divider
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chain must be variable. Cascaded multi-modulus dividers are used to generate prescalers
with any integer division ratio. A 2/3 prescaler based on a flip-flop divide by two circuit is
shown in Fig. 4.19. The mode control signal, MC, controls the division ratio. When MC is
set low, the circuit divides by 3. When MC is set high, the feedback path from the second
flip-flop is disabled and the circuit divides by 2. This principle can be extended using more
flip-flops and logic to create any 2n/ (2n + 1) prescaler but the input clock must drive all the
flip-flops leading to high clock load.

To build a prescaler with programmable division ratio we can use one of two topologies.
The first is called the Program/Swallow Counter [Razavi98, pg. 270], shown in Fig. 4.20,
which uses a multi-modulus N/ (N + 1) divider and two counters. The prescaler operates
as follows. The program counter (P) can be programmed to any value while the swallow
counter (S) is programmable from 0 to P. Both counters are programmed with an initial
value and count down to zero as they are both clocked by the output of the multi-modulus
divider which is initially dividing by N + 1. When the S counter reaches zero, it changes the
modulus of the multi-modulus divider to N . The P counter continues to count down until
it reaches zero as well. At this point the P counter provides the output signal and resets all
three blocks to begin the next cycle. This means the output signal is sent after S (N + 1)
input cycles plus (P − S)N input cycles for a total division ratio, Ntot of

Ntot = S (N + 1) + (P − S)N

= SN + S + PN − SN
= S + PN (4.63)
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If a small value of N is used, the counters must operate at very high speed making the
design complicated and power hungry. On the other hand, if a large value of N is used,
the multi-modulus divider itself will be power hungry and provide a large load to the input
since many flip-flops would all be clocked by the input. Furthermore, the accumulated jitter
in a long counter must be removed by retiming its output using a flip-flop clocked by, for
example, Fin. A lower frequency may need to be used for practical purposes at the expense
of reduced jitter performance on the final output.

A modular prescaler topology introduced by [Vaucher00b] alleviates both of these problems.
This topology, shown in Fig. 4.21a, uses modular divide by 2/3 stages with local connections
between adjacent stages only. Since there are no global connections, this topology is much
easier to design and layout even for high frequency operation. Each divide by 2/3 stage
has three inputs (Fi, Pi and Mi) and two outputs (Fo and Mo). Fi and Fo are the main
clock inputs and outputs of the cell, respectively. Mi and Mo are the pulsed mod signal
inputs and outputs, respectively. The Pi input is the divide modulus setting. One possible
implementations of the divide by 2/3 stage is shown in Fig. 4.21b. The upper half of the cell
is simply a programmable divide by 2/3 block whose control signal is provided by the lower
half, also called the End-Of-Cycle logic. The cell normally operates in the divide by 2 mode,
flipping its output, Fo, for every other edge of Fi. When the mod signal, Mi, arrives, if Pi
is asserted high, the cell swallows the next pulse of the input without changing its output,
performing a division by 3. If instead Pi is low, the cell continues dividing by 2. In either
case it then asserts its own Mo high for one period of its input clock, Fi. The last cell in
the chain has its mod input, Mi, permanently asserted high. For a chain of n cells with the
input clock having a period Tin, the final output clock has a period equal to

Tout = TinP0 + 2TinP1 + 22TinP2 + ...+ 2n−2TinPn−2 + 2n−1TinPn−1 + 2nTin

=
(
P0 + 2P1 + 22P2 + ...+ 2n−2Pn−2 + 2n−1Pn−1 + 2n

)
Tin (4.64)

The programmable divide ratio can thus be set to any integer from 2n (for all Pi = 0) to
2n+1−1 (for all Pi = 1). To extend the maximum possible division ratio, a counter driven by
the final clock output can be used to provide the mod signal of the final stage [Vaucher00a].

The timing diagram for a 4 stage Vaucher prescaler using the unit cell from Fig. 4.21b is
shown in Fig. 4.21c. All Pi are initially set low leading to the lowest divide ratio (shortest
Tout). Then, all Pi are set high leading to the higest divide ratio (longest Tout). The operation
in either case proceeds as follows. As the mod signal progresses backwards down the chain,
the individual values of Pi are locked in. After mod0 is set, each individual block whose P
signal was high swallows the next input pulse it receives before resuming normal operation
as a divide by 2. Each individual block whose P signal was low simply operates as a divide
by 2. When F4, the final stage output, has changed state twice, the cycle is complete and
the next cycle begins. Notice that the control signals, Pi, must be ready before the first mod
signal goes high. The easiest way to ensure this is to lock in all Pi using the falling edge
mod1.

Another advantage of this architecture is the built-in retiming of the final divided clock.
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From Fig. 4.21a we can see that mod1, the final output of the prescaler, is generated directly
by F1, the output clock of the first stage. The only way to improve on this would be to use
mod0 which is generated directly by Fin, giving the best possible jitter performance. This
pulse has a width equal to one period of Fin so, in practice, the pulse width of mod0 (or even
mod1 for that matter) may be too small for the phase detector to operate correctly. Instead,
one of the wider mod pulses may be used at the expense of reduced jitter performance.

4.4 Sample Design

A low power 60GHz PLL was designed as part of a 4-element, baseband phase shifting,
phased array transceiver in 65nm CMOS [Tabesh11a]. The transceiver was designed to
utilize as much of the unlicensed 60GHz band as possible to transmit data at high rates over
a distance of a few meters. The PLL provides the LO signal for both the TX and RX. It
is a fully integrated charge pump based PLL that was optimized for minimum integrated
output phase noise. The core of this 3rd order type-II integer-N PLL (Fig. 4.22) consists
of a fundamental mode VCO, Fig. 3.31, (presented in Section 3.6.2) with directly coupled
buffers to drive the LO distribution chain. The VCO was chosen to be a fundamental mode
design since it provides significantly higher output power than a push-push or higher order
harmonic multiplier [Wu09], easing the gain requirements in the distribution chain. Since
the LO must be distributed to many elements, splitting losses will reduce the LO power,
and using a high output power VCO significantly reduces the overall power consumption in
a phased array transceiver. This can only be achieved by the design of a low power 60GHz
VCO and 60GHz divider. As demonstrated next, the overall power consumption of this PLL
is lower than the power consumed by a harmonic design.

The use of a fundamental mode oscillator requires a low power 60GHz divider, making an
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Figure 4.23: Schematic of injection locked divider.

injection locked design desirable [Rategh99]. Since the phase noise is set by the injected
signal, coverage of 3 VCO bands can be ensured by adding a parallel resistor RL to de-Q
the tank (Fig. 4.23) without affecting the output phase noise. The total locking range is
extended to cover the rest of the VCO’s tuning range by using a 2-bit switched varactor bank
(which could be tied to the MSBs of the VCO control bits), also maintaining 50% overlap
between divider bands. Thanks to Lingkai Kong for the injection locked divider design used
in this PLL and shown in Fig. 4.23. A dummy load is included to provide a fully balanced
environment for the VCO.

The rest of the divider chain includes two current-mode-logic (CML) master-slave dividers
and a TSPC flip-flop divider followed by a 16 to 63 programmable divider based on the
modular Vaucher design [Vaucher98]. The total divide ratio can thus be set from 256 to
1008 in steps of 16. The injection locked divider consumes 3.6mW from the 1.2V global
supply while the rest of the dividers consume 5mW.

The differential VCO outputs each drive a single-ended distribution network for the RX and
TX portions of the phased array, respectively, through independent single-ended LO buffers.
To maintain high impedance in the VCO tank for low power consumption, both the first
divider and the LO buffers are capacitively coupled to the VCO core. The buffers – whose
outputs are matched to the distribution network impedance with transmission lines (for
compactness) – also provide gain and isolation from the distribution network. Each buffer
consumes 3.6mW from the 1.2V global supply.



CHAPTER 4. LOW POWER PHASE LOCKED LOOP DESIGN 133

UP

DN

ICP

Iout

C1

C2

C3

M4

M2

M1

M3

M8

M6

M5

M7

M10

M9

Figure 4.24: Simplified charge pump schematic.

The phase comparison path consists of a flip-flop based PFD [Brown71] followed by a charge
pump and an on-chip 2nd order loop filter. The charge pump is based on the design presented
in [Temporiti04]. The charge pump consists of two current sources (M1 and M2) which are
switched on by the UP and DN signals from the PFD. One of the current sources (in this
case the NMOS) is biased using a current mirror (M9 −M10). The other is biased using a
replica bias path (M5−M8) and a feedback OTA. The negative input of the OTA is directly
connected to the charge pump output, forcing the drain of M5 (M6) to be the same as the
drain of M1 (M2) through negative feedback to the PMOS current source gate. In order to
achieve rail-to-rail input common mode range and high DC gain for the OTA a dual-input
pair folded-cascode topology is utilized.

Capacitors C1 and C2 are bypass capacitors for the gate bias voltages while C3 is used to
stabilize the feedback path. With the OTA feedback configured as shown however, there is
also a positive feedback path through the charge pump output which must be taken into
account to ensure overall stability. In this design, the large loop filter at the output of the
charge pump sufficiently reduces the gain of the positive feedback loop allowing the negative
feedback to dominate. For a more robust design, the negative terminal of the OTA should
be connected to a voltage that is derived from the charge pump output but low pass filtered
to reduce the effect of the positive feedback path as much possible. Such a design is easily
achievable by connecting the negative input of the OTA to the midpoint of the RC leg of
the loop filter. This voltage is exactly a low pass filtered version of the charge pump output.

The selection of charge pump current and loop filter components was optimized to minimize
integrated output phase noise for the PLL as described in Section 4.2. The loop filter
values are fixed as shown in Fig. 4.22. The nominal charge pump current is 1mA but is
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programmable from 250µA to 2mA to allow tuning of the loop bandwidth.

The PLL output was directly probed on-chip to allow measurement and characterization.
The measured VCO tuning range over all 8 tuning bands is 57.9-65.6GHz (Fig. 4.25),
equivalent to a tuning range of 12.4%. The VCO has a measured free running phase noise of
-112dBc/Hz at 10MHz offset. The measured output power from one LO buffer is -1.8dBm,
for a total differential power of +1.2dBm. The divider locking range can be roughly measured
by varying the VCO frequency until the divider loses lock.

The lower part of Fig. 4.25 also shows the locking range of each of the 4 divider bands. The
lower side of divider band 0 and the upper sides divider bands 2 and 3 extend beyond the
range of the VCO and cannot be measured. However, it is apparent that the divider can
lock over a much wider range than the VCO can tune and that each VCO band is completely
contained within at least one divider band. This ensures that the divider chain can never lose
lock while the PLL is trying to achieve lock as long as the correct divider band is selected.

The locked PLL spectrum (Fig. 4.26) and phase noise (Fig. 4.27) were measured using
an external downconversion mixer to bring the LO in range of an Agilent E4440A Spec-
trum Analyzer. Since the measured response for both the TX and RX of the phased array
transceiver this PLL was a part of is centered around 61GHz [Tabesh11a], the PLL reference
for these tests was 119MHz with the programmable divider set to 32 in order to output
an LO at 61GHz. For compliance to the IEEE 802.15.3c 60GHz single carrier standard
PHY [IEE09], 135MHz would be used for the reference to allow tuning of the four standard
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Figure 4.26: Spectrum of locked PLL at 61GHz downconverted with external mixer to
allow measurement with Agilent E4440A Spectrum Analyzer. Reference spurs are less than
–40dBc.

channels (58.32GHz, 60.48GHz, 62.64GHz, 64.80GHz) and setting the programmable divider
appropriately (27, 28, 29, 30); all well within the capabilities of this system.

Measurements of the locked PLL show reference spurs to be lower than -40dBc (Fig. 4.26)
while the best measured PLL phase noise (Fig. 4.27) is -82dBc/Hz in-band and -107dBc/Hz
at 10MHz offset which was achieved for the lowest charge pump current setting. Due to
incorrect sizing of the final divider stage and the buffer at the output of the divider chain,
the divider chain output noise is dominated by these two stages and is much higher than
expected. Since divider noise is indistinguishable from reference noise, this effect appears as
excess reference noise in measurements of the PLL output noise. Thus, the lowest charge
pump current, leading to the lowest loop bandwidth, shows the best phase noise performance
since it reduces the effect of reference and divider noise. In simulation with an appropriately
sized divider and buffer (which would only have consumed an additional 1mW of power),
the in-band PLL output noise is approximately 12dB lower. Fig. 4.28 shows the effect of
such a fix.

As manufactured, the divider noise dominates the PLL phase noise out to very large offsets
and leads to a total integrated phase noise (from 100Hz to 100MHz) of -12.13dB. With
the resized divider and buffer, system simulations show the integrated phase noise drops
to -22.49dB. This level is sufficient for low BER communication but should be improved in
future work to provide more margin for the system as a whole. Simulation shows the noise of
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Figure 4.27: Measured phase noise at 61GHz for two loop bandwidth settings, measured
using Agilent E4440A Spectrum Analyzer

the first, injection locked, stage of the divider chain to be sufficiently low even in the current
design, 20dB below the total for the entire divider chain (as manufactured, without resizing).
Thus, further improvements in divider noise would require a redesign of the programmable
divider as well as the final stages of the fixed divider to decrease their noise contributions.

The entire PLL, including LO buffers, consumes only 29mW while achieving high tuning
range and similar noise performance to previously reported low-power PLLs (Table 4.1).
The power consumption is the lowest reported to date among PLLs designed for the 60GHz
band, while providing the highest output power and maintaining competitive phase noise
performance and low spur levels. An excellent design with very wide tuning range is pre-
sented by [Murphy10] which achieves very wide tuning range without sacrificing phase noise
performance. However, the power consumption is almost 2.5 times that of the design pre-
sented here. Thus, the overall results show the design presented here to be a very competitive
solution for 60GHz phased array transceivers.

It should be noted that this PLL was designed using a very good frequency reference. If a
lower cost reference must be used, the reference noise will increase. Due to the large division
ratio inherent in mm-wave PLLs, the output referred reference noise could be much higher
than the noise due to the VCO. In that case, the loop bandwidth should be set as low as
possible to take advantage of the low VCO phase noise (see Section 4.2.2). This is unlike
low frequency PLLs where the output referred reference noise is almost always much better
than the on-chip VCO.
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(b) With corrected divider and buffer sizing.

Figure 4.28: Comparison between measured PLL phase noise and system simulation (includ-
ing individual contributors).
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[Murphy10] [Wu09] [Zhang09] This Work
Technology CMOS 65nm CMOS 0.18µm CMOS 65nm CMOS 65nm

Frequency (GHz) 42.1-53 53-58 55.4-60.3 57.9-65.6
(Tuning Range) (22.9%) (9%) (8.5%) (12.5%)
DC Power (mW) 72 35.7 46 29

Reference Spur (dBc) - -40 -35 -42
Output Power (dBm) - -37.85 -7 +1.2
PLL Phase Noise -81 (in-band) -85.2 (in-band) -65 (in-band) -82 (in-band)

(dBc/Hz) -84.5 @ 1MHz* -90.9 @ 10MHz -87 @ 1MHz -107 @ 10MHz
VCO FOM (dBc/Hz) -179 -157.5 -175.3 -178.3
VCO FOMT (dBc/Hz) -186.2 -156.6 -173.9 -180.2
* from phase noise plot of PLL locked to 51.84GHz

Table 4.1: PLL performance summary and comparison

4.A Spectral Purity Metrics

In order to quantify the quality of a signal with a complicated phase noise profile different
metrics can be used depending on the requirements of the particular application. In some
cases a spectral mask limits the phase noise at each offset frequency. To reduce the phase
noise spectrum to a single number representing the purity of the carrier we compute its rms
value. √

2

ˆ ωhi

ωlo

10L{∆ω}/10df

This involves integrating the single-sideband phase noise spectrum between the offset fre-
quencies ωlo and ωhi.9 These upper and lower limits are set by the requirements of the
particular application. ωhi is usually set to the PLL reference frequency. ωlo is set by the
data packets length or, in the case of systems utilizing carrier recovery, the bandwidth of the
carrier recovery loop. Using this integral we can then compute the following metrics:

IPN = 20 · log10

[√
2

ˆ ωhi

ωlo

10L{∆ω}/10df

]
(4.65)

δj,rms =
1

ωo

√
2

ˆ ωhi

ωlo

10L{∆ω}/10df (4.66)

θn,rms =
180◦

π

√
2

ˆ ωhi

ωlo

10L{∆ω}/10df (4.67)

9Since the phase noise spectrum is symmetric about the carrier, we simply multiply the integral of the
single-sideband phase noise by 2 to get the integrated double-sideband phase noise.
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The integrated phase noise in dB, labeledIPN , is equivalent to the signal to noise ratio (in
dB) of the noisy carrier and is useful when the carrier is used as a downconversion LO. In
the case of a phase modulated signal, the received SNR due to LO phase noise only is equal
to the IPN of the LO. δj,rms is the rms jitter in seconds and represents the uncertainty in
the time between zero-crossings (i.e.: the instantaneous period of the carrier). This metric
is more readily applicable when the carrier is used to sample a signal as it represents the
uncertainty in the sampling interval. Finally, θn,rms is the rms phase error of the carrier in
degrees and is simply the rms jitter converted into the phase domain.
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Chapter 5

LO Distribution

A phased array transceiver utilizing baseband or LO phase shifting requires the LO signal
generated by a PLL (as described in Chapter 4) to be distributed to each individual element
of the array. As the number of elements in the phased array increases, the power consumption
of the LO distribution can quickly get out of control if not carefully managed. Aside from
optimizing individual components for energy efficiency, appropriate architectural choices
must be made to allow scalability to large numbers of elements while maintaining low per-
element power consumption. In this chapter, we will describe the different ways we can
distribute the LO to multiple elements of a phased array transceiver. We will discuss both
architectural design choices as well as the optimization of individual building blocks leading
to a sample design of an LO distribution subsystem for an 8 element baseband phased array
transceiver. This transceiver uses quadrature direct conversion and was designed with high
RF bandwidth in order to take advantage of as much of the 60GHz band as possible to send
data at high data rates with simple modulation schemes (e.g.: QPSK, 16-QAM).

5.1 Mixer LO Requirements

To understand the requirements on the LO distribution we must begin at the mixer. The
LO signal must be distributed to all mixers in the receive and transmit paths. Regardless of
whether the mixer is active or passive, there is a minimum LO amplitude required for good
conversion gain. As an example, two mixers were designed in a 65nm process, one passive
and the other active. The mixers were sized to produce the same conversion gain at peak
LO amplitude1. The conversion gain was then plotted versus LO amplitude in Fig. 5.1.
We can see that the active mixer conversion gain is relatively insensitive to LO amplitude
above a minimum threshold. The passive mixer conversion gain, on the other hand, drops
off quickly as the LO amplitude is reduced from its peak value. In either case, a minimum

1Both mixers were simulated with the same peak LO amplitude.
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Figure 5.1: Comparison of mixer gain vesus LO amplitude.

LO amplitude threshold is selected to give good conversion gain. Next, we must consider the
input impedance of the mixer LO port which must be driven with this minimum amplitude.

The size of the mixer switches is determined by considerations such as linearity, output
power, gain, and noise. The topology of the mixer also affects the total load impedance
seen at the LO port. For example, a single gate mixer only has one switch, while a double-
balanced Gilbert quad has four switches which must be driven in pairs with a differential
signal. The single-balanced and double-balanced topologies are the most common since no
signal summing is required before the mixer. At low frequencies, the input impedance of
the mixer LO port is simply a capacitance which scales with the mixer switch size. Mixer
switches can be very large leading to a large capacitive load for the LO path. At high
frequencies, however, the gate resistance of the switches also introduces a real part to the
input impedance, making it look like a capacitor with finite Q.2 Without any loss of generality
we can thus model the input admittance of the mixer LO port at any frequency as a shunt RC
network (Fig. 5.3). As the switch size is increased the capacitance increases and the shunt
resistance decreases. Due to the large voltage swing required, a buffer is always necessary to
drive this impedance with sufficient power to achieve the required LO swing.3 The required
LO amplitude along with the input impedance of the mixer LO port determines how much

2Due to Cgd, the load impedance of the mixer also affects the input impedance and should be taken into
account.

3A good buffer also has low reverse gain and thus provides isolation between elements reducing possible
coupling through the LO path.
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Figure 5.3: Mixer input admittance.
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Figure 5.4: LO buffer topologies.

power must be delivered to each mixer with larger mixer switches resulting in higher power.

The simplest type of buffer is a CMOS inverter (Fig. 5.4a). Since most mixers require a
differential LO signal, an ideal balun has been added to convert the single-ended output of
the CMOS buffer to a differential signal. For now we will assume this balun is ideal but in the
final design this balun will become an integral component. This type of buffer can provide
the mixer LO port with a square wave LO signal with rail-to-rail swing. The dynamic LO
power dissipated in charging and discharging the mixer input capacitance is equal to

PLO,CMOS = CmixV
2
ddfLO (5.1)

There is no way to reduce this power without either reducing the LO swing or the mixer
capacitance. Furthermore, we have assumed that the input impedance is dominated by the
capacitor. At high frequencies, the resistance becomes a large part of the input impedance
and also consumes LO power. Finally, CMOS buffers have a limited bandwidth beyond
which they can no longer operate. At higher frequencies, a CML buffer with resistor load is
used, trading off bandwidth for power consumption. Nevertheless, the power dissipated in
simply driving the load with a square wave does not reduce.

At high frequencies we can instead utilize a resonant network both to increase the useful
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frequency range of the LO buffer, as well as to reduce the LO power required. A tuned
buffer can be created by using a common-source amplifier with an inductive load (Fig. 5.4b).
Again, we have used an ideal balun to convert the single-ended output to a differential signal.
Reflected through the balun, the inductor appears in shunt with the mixer input and allows
us to tune out the mixer capacitance at the LO frequency. Since this is a tuned amplifier,
the higher harmonics are rejected by the output tank and the resulting output is a sinusoidal
signal. Another advantage of this type of amplifier is that the output can swing above Vdd
leading to a maximum possible peak-to-peak LO swing of 2Vdd, much higher than what is
possible with either a CMOS buffer or a resistor loaded amplifier.

Assuming a high-Q inductor, the loaded Q of the resonant tank is approximately equal to
the quality factor of the mixer input capacitance

Qmix = ωLOCmixRmix (5.2)

At resonance then, the buffer’s load impedance is purely resistive and equal to Rmix. The
power dissipated by the mixer input resistance driven by a sinusoidal LO signal with ampli-
tude VLO is equal to

PLO,tuned =
V 2
LO

2Rmix

=
V 2
LOωLOCmix

2Qmix

=
π

Qmix

CmixV
2
LOfLO (5.3)

To allow a fair comparison, the peak-to-peak output of the tuned amplifier should be equal
to the peak-to-peak LO swing provided by the CMOS buffer (i.e.: VLO = Vdd/2). For the
same output swing, the tuned amplifier needs to provide LO power equal to

PLO,tuned

∣∣∣
VLO=Vdd/2

=
π

Qmix

Cmix

(
Vdd
2

)2

fLO =
π

4Qmix

CmixV
2
ddfLO (5.4)

Thus, the required LO power is reduced approximately by the quality factor of the tank.
It is therefore always beneficial to use a tuned buffer instead of directly driving the mixer
input capacitance. The only way to reduce power further is to reduce the mixer switch size,
the LO frequency, or the LO amplitude. Unfortunately, these factors are usually out of our
control and we must focus on delivering the required power as efficiently as possible.

5.2 LO Generation Strategy

There are multiple strategies that can be used to create a local LO signal which provide trade-
offs between design complexity, power consumption, and performance. The main goal of our
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Figure 5.5: LO generation strategies.
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distribution strategy, however, is reducing power consumption without affecting transceiver
performance.

First, we must decide on the LO generation strategy. There is a spectrum of possibilities in
this regard. On one end of this spectrum one central PLL is used to generate the LO signal
which is then split and distributed among all the elements (Fig. 5.5a). The distributed signal
in this case is the LO at mm-wave frequencies. The opposite of this strategy is to utilize
a local PLL at each element (Fig. 5.5b). The only distribution required between elements
then is a low frequency reference to which each PLL is locked. This distribution is trivial as
the reference frequency is on the order of 10s to 100s of MHz. However, placing a PLL at
each element requires very large area and power consumption as each element is essentially
a standalone transceiver.

A central PLL is not without its challenges either. If there are only a small number of
elements, they can be placed very close and distributing the LO from a central PLL is trivial
despite the high signal frequency. If there are many elements, however, the LO must be split
many times and distributed over very large distances that can approach the wavelength. We
will address this issue later. As the signal is split and distributed, the power arriving at each
local mixer reduces. Therefore, gain is required in the LO path to bring up the power to the
level required by the mixers.

Between these two options there is also a hybrid possibility which we will call the distributed
PLL. This option involves placing a local oscillator at each element and utilizing a central
PLL to lock all the oscillators to the stable reference frequency. The remaining question in
this case is the mechanism used to lock the local oscillators. Distributing a common VCO
control signal seems like an attractive option since it is a low frequency signal, nominally at
DC when the loop is locked. However, it is also a high impedance node and is extremely
sensitive to coupling from other signals which would modulate the VCO. In a modern inte-
grated transceiver there are many aggressors, including digital circuits and baseband signals
which could very easily couple to these distributed VCO control lines. For this reason, the
VCO control line must be kept as short as possible and well shielded to avoid any external
coupling and maintain a pure LO signal. Furthermore, even if we could buffer this line well
enough, mismatch between the different VCOs would lead to phase and frequency differences
between the elements. Thus, using a single control line for multiple, widely separated, VCOs
is not a robust solution.

Instead, local oscillators can be injection locked to a high purity central oscillator itself
embedded in a PLL (Fig. 5.5b). The central oscillator can be optimized for low phase noise
and consume more power since this will be ammortized over the number of elements. Each
local injection locked oscillator (ILO), on the other hand, can be optimized for low power
consumption since its phase noise will track the phase noise of the injection locking signal
from the central high purity VCO. The behavior of such a system is similar to the injection
locked divider described in Section 4.3.2. The injection signal distributed to each ILO can
potentially be very small but from (4.59) we can see that the injection locking range is
directly proportional to the injection signal strength. Since the 60GHz band requires more
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Figure 5.6: LO buffer schematic.

than 10% tuning range either the ILO tank quality factor must be made very low leading to
high power consumption in the local oscillator itself, or the injection signal must be made
very large leading to large power consumption in the distribution network. Another potential
problem with this topology arises in a direct conversion transmitter. For high output power
levels (+10dBm or higher), the modulated output signal could couple to and cause pulling
in the ILO (it is after all designed to injeciton lock to an external signal). With a central
oscillator, the coupling from each PA can be minimized to eliminate the pulling problem.

Of the three options discussed, a local PLL at each element would provide good performance
and high flexibility in scaling an array up to many elements, at the cost of the highest power
consumption and area usage. A central PLL, on the other hand, can be allowed to consume
more power in order to achieve low phase noise since its power and area consumption is
ammortized over the array. A central PLL was thus chosen for this design.

The only remaining choice is then between a central or distributed PLL. In both cases, a
strong signal must be distributed at the LO frequency to each element. Due to the trade-offs
discussed above, the injection signal for an ILO cannot be very small. Therefore, the power
consumption of the LO distribution will not be vastly different between the two choices.4
The choice then must be made on the performance of the local blocks.
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5.3 Mixer LO Buffer Design Methodology

The design of the LO buffer begins with the mixer. The load impedance is determined based
on the mixer topology and switch size. The LO amplitude is chosen based on the mixer
requirements. The amplifier design should then focus on providing the required LO swing at
the mixer with minimum power consumption. Therefore, a tuned buffer should be employed.
Furthermore, the required LO signal is usually differential but it is much easier to split and
distribute a single-ended signal. A balun should be included in the design of the buffer to
convert the single-ended signal to differential. A single amplifier can then be used to drive
the input of the balun directly.

The simplified schematic of the buffer described above is shown in Fig. 5.6. The balun in this
design actually performs multiple functions. First, it converts the single-ended signal coming
out of the buffer to a differential signal as required by the mixer. Second, its inductance tunes
out both the mixer capacitance as well as the parasitic capacitance of the buffer. Third, it can
perform an impedance transformation of the mixer load to bring the required voltage swing
within the range the buffer can provide. Finally, it provides DC isolation and convenient
biasing points. The grounded primary is used to provide the drain supply to the cascode
buffer, while the center tap of the secondary is used to bias the mixer switches. In both
cases, a bypass cap to ground is added in order to provide a low AC impedance. A matching
network is added to the input of the buffer to provide a conjugate power match down to
the distribution impedance. For simplicity we will use a single-stage L-match consisting of a
shunt inductor at the transistor gate and a series capacitor. This type of matching network
also conveniently provides DC isolation and a convenient bias point for the buffer input
through the inductor. In general, we are not limited to this type of matching network but it
provides a reasonable estimate of the loss one can expect from matching.

To maximize the efficiency of the buffer we must operate it close to its compression point,
meaning we must use the maximum possible voltage swing. At mm-wave frequencies a
cascode amplifier is preferred over a common-source topology since it provides higher gain
and isolation (which leads to increased stability). This does, however, come at the expense
of reduced maximum drain voltage swing and thus, lower efficiency.

The design procedure will proceed as follows. Scalable models for both the amplifier and
transformer will first be introduced. Two design methods will then be described using these
simplified scalable models. The first method is purely equation based and thus very fast but
does not necessarily result in a globally optimum design. The second method involves holistic
optimization of the buffer design including trade-offs between amplifier and transformer
performance. While more time consuming, this method results in a globally optimum design.

4It is also possible to centrally generate and distribute a lower frequency signal which is then locally
multiplied up to the LO frequency using either frequency multipliers or subharmonic ILOs. However, as
discussed in previous chapters, these blocks are very inefficient at converting a lower frequency up to a
higher frequency and would require additional local buffering, offsetting any power savings accrued from
distributing a lower frequency signal.
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Figure 5.7: Width-scalable transistor model.

The results of these two methods is then compared over a wide range of mixer sizes. Finally,
an alternative buffer topology using an injection locked oscillator is presented for comparison
to the standard topology.

5.3.1 Scalable Amplifier Model

In order to facilitate the initial design process we will use simplified scalable models for
both the amplifier and the transformer. The cascode buffer can be represented using the
small signal model shown in Fig. 5.7. We will assume that both the common source and
cascode devices are the same size allowing a shared-junction layout to reduce the parasitic
capacitance at the common node. To maximize the buffer gain, we will maintain the current
density which results in the maximum fT by holding Vgs constant and scaling the device
width as needed for the required bias current/transconductance. We will call this current
density Idw with units of [A/m]. The bias current, Ib, of a buffer having width W is then
given by

Ib = IdwW (5.5)

As a result, all model parameters in Fig. 5.7 are derived at this current density and given
as a function of the device width, W (i.e.: gm = W · gmw, Cin = W ·Ciw, Rin = 1

W ·giw , etc.).

Note that both the input and output impedance of the amplifier are modeled as shunt net-
works which allows them to be easily absorbed into the input and output matching networks
respectively. The output network consists of the output resistance and drain capacitance
of the buffer and is commonly represented as a shunt network. The input network, on the
other hand, consists of the gate resistance and gate to source capacitance of the common
source device and is usually modeled as shown in Fig. 3.20. The shunt model in Fig. 5.7
is simply the result of a series-to-parallel transformation of this network. Beside the intrin-
sic device, however, we must also include the effects of layout parasitics. The final model
parameters must thus be fit to the device performance after layout parasitic extraction in
order to accurately represent its behavior.5

5Since we are using a cascode buffer, the reverse isolation is high so we can remove the input to out-
put coupling capacitance from our model to greatly reduce computational complexity without significantly
affecting the model performance.
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Figure 5.8: Transformer models.

5.3.2 Scalable Transformer Model

Next, we require a model of the transformer. A transformer is simply a pair of coupled
inductors, Lp and Ls, called the primary and secondary respectively. Each inductor has
finite quality factor which is modeled as a series resistance for each inductor.

Rp =
ωLp
Qp

(5.6)

Rs =
ωLs
Qs

(5.7)

The coupling generates a mutual inductance M which is a function of the coupling factor k
and the inductance values.

M = k
√
LpLs (5.8)
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The effective turns ratio n of the transformer is given by

n =

√
Ls
Lp
≈ I1

I2

≈ V2

V1

(5.9)

In an ideal transformer, the ratios of the primary to secondary voltage and current are equal
to the turns ratio, n. However, in a real transformer loss and finite coupling factor make
the turns ratio only an approximation of the voltage and current ratios. The transformer
behavior is fully described by its 2-port Z-parameters which relate the port voltages to the
port currents. [

V1

V2

]
=

[
Rp + jωLp jωM
jωM Rs + jωLs

] [
I1

I2

]
(5.10)

This model, however, does not lend itself well to analysis so an equivalent model, valid at
one frequency, is generally used. The equivalent T-model, shown in Fig. 5.8b [Aoki02], is
based around an ideal 1 : n transformer with additional components to model losses and
finite coupling. The finite coupling factor splits the total inductance into the magnetizing
inductance kLp and leakage inductances (k − 1)Lp and (k − 1)Ls. The magnetizing induc-
tance is the fraction of the inductance that actually performs the transformer function. The
remainder is uncoupled inductance and appears as series lead inductance both on the pri-
mary and secondary. At low coupling factors the leakage inductance will significantly affect
the behavior of the transformer. On-chip coupling factors are generally small, usually less
than 0.9, since the oxide and silicon substrate act much like an air core.6 Finally, as before,
the losses of both primary and secondary inductors are modeled by series resistors Rp and
Rs given by (5.6) and (5.7) respectively.
The turns ratio of the transformer is chosen based on the ratio of the desired LO swing
to the voltage swing that the buffer can provide. From the signal path standpoint, the
transformer performs two functions: an impedance transformation to reduce the voltage
swing required from the buffer, and single-ended to differential conversion. Instead of using a
1 : n transformer to perform both of these functions a standard lumped component matching
network could perform the required impedance transformation followed by a 1 : 1 transformer
for single-ended to differential conversion. The advantage of using the 1 : n transformer
is that its efficiency does not depend on the impedance transformation ratio, while the
efficiency of a standard lumped component matching network decreases as the impedance
transformation ratio increases [Aoki02]. This is the key reason for selecting a transformer
based design.

5.3.3 Equation Based Buffer Design

We will now present the equation based design methodology for the buffer including sizing
of the transformer and amplifier, as well as the input matching network. We begin with the

6Ferrite cores are used to increase coupling in low frequency transformers. At high frequencies, however,
these cores self-resonate and are no longer useful.
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Figure 5.9: Model of transformer with effective mixer load.

selection of the transformer turns ratio. For peak power gain, a common source device should
be biased at the current density that results in peak fT . Similarly, in a cascode amplifier, the
bottom (common-source) transistor should be biased near its peak fT current density, while
the top (common-gate) transistor gate should be biased at Vdd.7 The amplifier will only
maintain high gain if both transistors remain in saturation. The output voltage swing of the
cascode is thus limited to approximately one threshold voltage, VT . Beyond this level, the
top transistor is pushed into triode and the gain drops quickly. For the common-source, the
output voltage can swing all the way down to VOV , the overdrive voltage of the device, before
it gets pushed into triode. The required transformer turns ratio can then be approximated
using

n ≈ VLO
Vo,max

(5.11)

where VLO is the desired differential LO amplitude and Vo,max is the maximum buffer output
voltage amplitude.

Next, we must select the transformer size. This problem is similar to the design of transformer
coupled power amplifiers so we can use the procedure presented in [Aoki02] to find the
transformer size that minimizes its loss when driving the mixer LO port impedance. The
simplified model for this optimization problem is shown in Fig. 5.9, where the load impedance
RL and CL are found by performing a parallel-to-series transformation on the mixer input
impedance as shown in (5.12) and (5.13) respectively.

RL =
Rmix

1 +Q2
mix

=
Rmix

1 + (ωLORmixCmix)
2 (5.12)

CL = Cmix
(
1 +Q−2

mix

)
=

1 + (ωLORmixCmix)
2

ω2
LOR

2
mixCmix

(5.13)

7A high swing cascode bias would increase the linear range of the output by reducing the cascode gate
voltage but, due to severe channel length modulation in deeply scaled CMOS, the reduced drain bias voltage
on the common source transistor would cause a significant drop in the linear gain and require more input
power for the buffer.
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Next, we can write the transformer efficiency as the ratio of the power delivered to the load
to the total power delivered to the transformer.

η =
Pload
Ptotal

=

∣∣∣I2

∣∣∣2RL

n2∣∣∣I1

∣∣∣2Rp +
∣∣∣I2

∣∣∣2 (Rs

n2 + RL

n2

) (5.14)

To simplify this equation we must solve for I1 as a function of I2. There is a current divider
between the magnetizing inductance and the ideal transformer which can give us this ratio.

∣∣∣I2

∣∣∣2 =
∣∣∣I1

∣∣∣2 ∣∣∣∣∣ jωkLp

jωkLp + Zs

n2

∣∣∣∣∣
2

(5.15)

where Zs is the impedance present on the secondary of the ideal transformer

Zs = Rs + jω (1− k)Ls +
1

jωCL
+RL (5.16)

Using (5.15) and (5.16) we arrive at

∣∣∣I1

∣∣∣2 =
∣∣∣I2

∣∣∣2
(
Rs

n2 + RL

n2

)2
+
(
ωLs

n2 − 1
ωn2CL

)2

(ωkLp)
2 (5.17)

Plugging (5.17) and (5.6)-(5.9) into (5.14) and simplifying yields

η =
RL[

(Rs+RL)2+(ωLs−1/ωCL)2

(ωkLp)2

]
Rp

n2 +Rs +RL

=
RL

(ωLs/Qs+RL)2+(ωLs−1/ωCL)2

ωLsk2Qp
+ ωLs

Qs
+RL

(5.18)

From (5.18) we can see that for a given turns ratio, there is an optimum Ls which gives the
peak efficiency. To find this optimum inductance value we take the derivative with respect
to Ls, set the result equal to zero, and solve.

Ls,opt =
1

ω2CL

√
1 + (ωRLCL)2

1 + 1/Q2
s + k2Qp/Qs

=
α

ω2CL
(5.19)

α =

√
1 + 1/Q2

mix

1 + 1/Q2
s + k2Qp/Qs

(5.20)



CHAPTER 5. LO DISTRIBUTION 154

where RL and CL are the series transformed impedances of the mixer given by (5.12) and
(5.13) respectively and Qmix is the quality factor of the mixer input imepedance.8 The
maximum efficiency is then given by plugging (5.19) back into (5.18).

ηmax =

[
1

k2QmixQpα

(
1 + α

Qmix

Qs

)2

+
(α− 1)2Qmix

k2Qpα
+ α

Qmix

Qs

+ 1

]−1

(5.21)

Once the optimum transformer size has been selected, the buffer size must be chosen. Using
the model in Fig. 5.9 and (5.16) we first calculate the load impedance seen by the buffer,
Yin,x,

Yin,x = Rp + jω (1− k)Lp +
jωkLp · Zs

n2

jωkLp + Zs

n2

(5.22)

and the actual voltage gain of the transformer, Avx.

Avx =
RL + 1

jωCL

RL + 1
jωCL

+Rs + jω (1− k)Ls
· n ·

(jωkLp)
∣∣∣∣∣∣ (Zx

n2

)
(jωkLp)

∣∣∣∣∣∣ (Zx

n2

)
+Rp + jω (1− k)Lp

(5.23)

The drain voltage swing that the buffer must provide is then

Vo =
VLO
Avx

(5.24)

Based on the selection of transformer turns ratio, we know that Vo is approximately the
maximum voltage swing the buffer can support and we will assume that the buffer is driven
just into compression to achieve this output voltage. As in a typical Class-A design, the buffer
bias current must then be chosen based on the output voltage swing and load impedance

Ib =
∣∣∣Vo (Yin,x + Yo,buf )

∣∣∣ (5.25)

where Yo,buf is the output admittance of the buffer. We can then use (5.5) and the buffer
model parameters from Fig. 5.7 to solve for the required buffer width.

(IbwWbuf )
2 = |Vo (Yin,x +Wbuf (gow + jωCow))|2

(IdwWbuf )
2

|Vo|2
= |R {Yin,x}+ jI {Yin,x}+Wbuf (gow + jωCow)|2 (5.26)

Expanding the right side of (5.26) and gathering terms leads to a second order polynomial
which can be solved using the quadratic equation.

W 2
buf

[
g2
ow + ω2C2

ow −
I2
dw

|Vo|2

]
+ 2Wbuf [gowR{Yin,x}+ ωCowI {Yin,x}] + |Yin,x|2 = 0 (5.27)

8Alternatively, the primary inductance can be found by dividing the result from (5.19) by n2.
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Figure 5.10: Matched buffer driven by source with impedance Zo.

The final step in the buffer design is the input matching network which performs a conju-
gate match to the distribution network impedance, Zo, for maximum power transfer. The
selection of Zo (addressed in Section 5.4) is actually under our control since all distribution
is performed on-chip. The gate of the buffer could also be driven directly by a transmission
line without a matching network. However, it is much more efficient to perform a conjugate
match in order to maximize the power transfer from the distribution network to the buffer.

Once the buffer design is complete, the required input power can be found by first calculating
the power required at the mixer and then subtracting the transducer power gain, GT , of the
buffer (including matching network losses). The real power required at the mixer is simply
given by the the required LO voltage swing and the mixer input resistance

Pmix =

∣∣∣VLO∣∣∣2
2Rmix

(5.28)

The transducer power gain of the buffer driven by a source with impedance Zo (Fig. 5.10)
is given by

GT,buf =
PL
Pavs

=
∣∣∣Av∣∣∣2 4Zo

Rmix

(5.29)

where Av is the voltage gain from the source to the mixer (VLO/VS). The input power
required for the buffer is then

Pin =
Pmix
GT,buf

(5.30)

5.3.3.1 Design Procedure Summary

1. Given a mixer, determine the required VLO, its input impedance (Rmix and Cmix), and
the resulting power that must be delivered for the required LO swing, Pmix.

2. Select an amplifier topology (eg.: common-source or cascode) and find its model pa-
rameters (Vo,max, gmw, gow, Cow, etc.).

3. Choose a balun topology (lateral/vertical, shape, etc.) and find the required turns
ratio using (5.11).
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4. Determine k, n, Qp, and Qs for the chosen balun type.

5. Using (5.19), find the optimum transformer size, Ls.

6. Using (5.27), find the optimum amplifier size, Wbuf .

7. Given a distribution impedance, Zo, design an input matching network for the buffer
and calculate the total buffer power gain, GT,buf , using (5.29).

8. Determine the power that must be delivered to the buffer by the distribution network
by subtracting GT,buf from Pmix.

5.3.3.2 Limitations of Equation Based Design Method

This simple analysis does not include the buffer output capacitance, or excess layout para-
sitics such as long leads, in the selection of the transformer size. Furthermore, this analysis
ignores the fact that the transformer parameters n, k, Qp and Qs are all functions of the
transformer size (i.e.: Lp and Ls). To show this effect, a 1 : 2 transformer with variable
size was simulated using HFSS and the model parameters were extracted and plotted in Fig.
5.11. The size of the transformer will have to be adjusted to account for these factors but
the above equations provide a good starting point for a first pass design.

One way to refine this first pass design into a more optimal design is to repeat the whole pro-
cedure in an iterative fashion. Begin by making a reasonable assumption of the transformer
model parameters and selecting an optimum transformer size. Next, simulate that trans-
former and extract the actual model parameters. Using these new parameters, reoptimize
the transformer size. Repeat this procedure until the optimum transformer size converges
to a constant value from one step to the next. This method, however, may not arrive at a
global optimum design, but rather a local optimum.

5.3.4 Optimization Based Buffer Design

A more rigorous, and time consuming, method can help us find the global optimum. First
we must simulate a wide range of sizes for the transformer type of interest in order to extract
the model parameters as a function of the transformer size. For example, Fig. 5.11 shows
the model parameters versus Lp for a 1:2 lateral transformer. Doing so will allow us to
exhaustively try all combinations of transformer and amplifier sizes to find the optimum for
a given mixer size and required LO swing. The design procedure is as follows:

1. Given a mixer, determine the required VLO, its input impedance (Rmix and Cmix), and
the resulting power that must be delivered for the required LO swing, Pmix.

2. Select an amplifier topology (eg.: common-source or cascode) and find its model pa-
rameters (Vo,max, gmw, gow, Cow, etc.).
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3. Choose a balun topology (lateral/vertical, shape, etc.) and find the required turns
ratio using (5.11).

4. Using an EM simulator extract the transformer model parameters as a function of size,
(i.e.: n (Ls), k (Ls), Qs (Ls), and Qp (Ls)) using (5.6)-(5.10).

5. Calculate the loaded transformer voltage gain, Avx, and input impedance, Yinx, as a
function of size using (5.23) and (5.22), respectively.

6. For each transformer size use the result from the previous step to determine the am-
plifier size needed to achieve the required LO swing using (5.27).

7. The previous step results in a range of design choices [Ls,Wbuf ] which all give the
required LO swing but have varying amounts of power consumption equal to WbufIdw.
Select the value of Ls that results in the minimum amplifier size, Wbuf , and therefore
minimum buffer power consumption. This choice also has the highest power gain,
reducing the required input power from the distribution network.

8. Given a distribution impedance, Zo, design an input matching network for the buffer
and calculate the total buffer power gain, GT,buf , using (5.29).

9. Determine the power that must be delivered to the buffer by the distribution network
by subtracting GT,buf from Pmix.

While resulting in a globally optimal design, this procedure involves significant investment
in EM simulation up front which could be very time consuming.

5.3.5 Comparision Between Buffer Design Methods

Using the equations and methodology described above we will now design the optimum LO
buffer for any arbitrary mixer size in a standard digital 1-poly, 7-metal, 65nm CMOS process
with a 1.2V supply. We first need to extract the input impedance of the mixer using the
shunt model shown in Fig. 5.3. For this purpose a single balanced mixer was designed with
20µm switching transistors. The differential input impedance, including extracted layout
parasitics, was found from simulation to be Rmix = 1.4kΩ in parallel with Cmix = 23fF .
Assuming the impedance will scale linearly with switch size, the input impedance of an
arbitrary mixer with switch size Wmix can be estimated as

Rmix =
28kΩ · µm
Wmix

(5.31)

Cmix = Wmix (1.15fF/µm) (5.32)

Qmix = ωLORmixCmix =
fLO

4.94GHz
(5.33)
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At 60GHz then Qmix ≈ 12. From simulation, the LO swing required for this mixer to have
high conversion gain is 700mV differential amplitude. To be safe, we will design for an
additional 1dB of LO swing: 780mV. The real input power required to drive the mixer to
the designated LO swing can be calculated using

Pmix =

∣∣∣VLO∣∣∣2
2Rmix

=

∣∣∣VLO∣∣∣2Wmix

56kΩ · µm
(5.34)

To drive this mixer we select a cascode buffer for its high gain, good isolation, and its
stability. For our 65nm process the threshold voltage of an NMOS transistor is on the order
of 350-400mV so we must use a 1:2 balun to reduce the required output swing of the buffer
within this range.

The balun can be either a lateral design with both primary and secondary placed in the top
metal layer, or a vertical design with the primary and secondary stacked on top of each other
in the top two metal layers. While an aluminum capping layer (AP) is available, there is
no Ultra-Thick Metal (UTM) layer. The top two copper metal layers are thicker than the
bottom five and provide the highest quality factor. The AP layer has a similar thickness but
higher manufacturing variation so it is generally only used together with the top metal layer,
to reduce the overall sheet resistance, or for cross-overs. Since we are using a 1:2 balun cross-
overs and/or cross-unders are necessary. A lateral design allows cross-unders to be placed
in the lower of the two thick metal layers to take advantage of the lower sheet resistance.
A vertical design, on the other hand, must either place cross-unders in a thinner metal or
cross-overs in the AP layer. Furthermore, the lower of the two metal layers presents a larger
capacitance to substrate, reducing the self-resonance frequency and the quality factor. In
either case, the vertical design will have lower Q but will result in higher coupling coefficient
than the lateral design. For this design we choose a lateral balun to maximize the quality
factor.

The sizes of the transformer and the buffer are chosen using the two methods described in
Sections 5.3.3 and 5.3.4: equation and optimization. The equation based method described
in Section 5.3.3 requires a reasonable estimate of transformer parameters. This method also
assumes that the model parameters are not a function of transformer size. The estimated
model parameters for our 1:2 balun for this method are:

k = 0.7

n = 1.6

Qp = 12

Qs = 12

First, these parameters are used in (5.19) to find the optimal Ls for each mixer size. Next,
the optimal buffer size for each mixer is selected using (5.27). The optimum bias point for
maximum power gain of this buffer is Vg ≈ 0.7V for the common source device and Vg = Vdd
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for the cascode device. The scalable buffer model parameters (Fig. 5.7) at this bias point
are extracted from simulation, including layout parasitics:

gmw = 1.3mS/µm

gow = 50µS/µm

giw = 160µS/µm

Ciw = 1.8fF/µm

Cow = 1.25fF/µm

Idw = 310µA/µm

The second method is the optimization based method described in Section 5.3.4 which in-
volves first simulating and extracting the transfomer model parameters over a wide range
of sizes. For our chosen balun structure the extracted model parameters are plotted in Fig.
5.11. For each mixer size, the optimum design point [Ls,Wbuf ] is found which results in the
lowest buffer power consumption.

The final step is the input matching network design which is the same for both methods.
For this step we assume the input is matched to a 50Ω system impedance using a lumped
L-match. Models of quality factor versus size for the individual components are extracted
from measurements and EM simulation and used to give a reasonable estimate of the losses
for the input matching network. The transducer gain of the entire buffer, including the
matching network, is then calculated using (5.29) and used along with (5.34) to provide the
minimum required input power. This is the minimum power that must be delivered to the
buffer in order for the correct LO swing to be provided to the mixer.

The results of both methods over a wide range of mixer switch sizes are plotted together
for comparison in Fig. 5.12. The optimization based method provides the optimum design
point but, as we can see from Fig. 5.12, using the simple equation based method with a
reasonable estimate for the transformer model leads to a near optimal design over a very
wide range of mixer sizes with a significant reduction in effort.

5.3.6 Injection Locked Oscillator As an LO Buffer

Instead of a buffer we could potentially use a small local oscillator, injection locked to a
central reference, to directly drive the mixer. In this case, the oscillator itself should be
designed to drive the mixer directly since any extra buffering would clearly make the power
consumption higher than a standalone buffer. We can start by designing a simple cross-
coupled oscillator. For reliability we have to bias the mixer core to a lower voltage to
reduce the risk of oxide breakdown. We can easily reduce the core supply to 0.6V while still
maintaining sufficient output swing to drive the mixer in its high gain region. As before,
the mixer input impedance consists of a differential capacitance, Cmix, and a differential
resistance, Rmix. The ILO core will also load the tank with parasitic capacitance and the
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Figure 5.12: Optimum design of Mixer LO buffer versus mixer switch size.
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device output resistance. As before, we will assume a very simple width-scalable model of a
transistor as shown in Fig. 5.7. For a core size of Wosc, the total tank capacitance will be
given by

CT = Cmix +Wosc
Ciw + Cow

2
(5.35)

An inductor must then be chosen to resonate out this tank capacitance at 60GHz

LT =
1

ω2
oCT

=
1

ω2
o [Cmix + (Ciw + Cow)Wosc/2]

(5.36)

The core device input and output resistance will load the tank and the inductor will also
have a finite quality factor, QL, which will generate a shunt resistance, Rp, in parallel with
the tank

Rp = ωoLTQL =
QL

ωo [Cmix + (Ciw + Cow)Wosc/2]
(5.37)

leading to a total tank resistance equal to

RT = Rmix

∣∣∣∣∣∣Rp

∣∣∣∣∣∣ 2

gowWosc

∣∣∣∣∣∣ 2

giwWosc

(5.38)

Finally, the core size must be chosen large enough such that the loop gain is greater than 1.
For safety, the loop gain, Al, is chosen much greater than 1 to ensure the oscillator starts up
even with modeling errors or process variations.

Al =

(
gmwWosc

RT

2

)2

(5.39)

Putting everything together we can solve the above series of equations to give the minimum
required core device size

Wosc =
2
√
Al

(
1

Rmix
+ ωoCmix

QL

)
gmw −

√
Al

[
gow + giw + ωo(Cow+Ciw)

QL

] (5.40)

Since there are two devices in the core, the total required bias current of the ILO is

Ib,ILO = 2WoscIdw (5.41)

The total bias current required for an ILO is plotted versus mixer size in Fig. 5.13 for three
different values of loop gain, Al. The power required from an optimized buffer from the
previous section is plotted as well for comparison.

In order to injection lock this oscillator to the central PLL, extra devices would be required
to inject the locking signal into the tank. Furthermore, from (4.59) we know that in order
to to ensure robust injection locking over a wide band either the tank Q must be lowered
or the injection signal strength must be increased. Another option is to tune the ILO to
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Figure 5.13: Current required for an ILO as a function of mixer switch size and loop gain
(optimized buffer result added for comparison).

roughly track the central PLL frequency thus reducing the required injection lock range.
The tank Q can be lowered artificially by adding a shunt resistance while tuning requires
switched capacitors or varactors to be added to the tank. In fact, both techniques can be
used as shown in the injection locked divider in Fig. 4.23. While (5.40) gives us the minimum
required core sizing for a given loop gain, it does not take into account additional loading
from the techniques described above and so (5.41) serves as an absolute minimum current
consumption for the ILO.

From Fig. 5.13 we can see that for any reasonable safety factor the ILO consumes at least as
much power as an optimized buffer. Again, this is a lower bound on ILO power consumption
so the ILO would consume more power than an optimized buffer in a realistic scenario
with a decent safety factor. The power consumption of the LO distribution subsystem is
dominated by the power consumption of the block driving the mixer since it must be present
at each element. This block should be an optimized buffer rather than an ILO since the ILO
consumes more power and provides no benefits.

5.4 LO Distribution Strategy

The LO signal generated by the central PLL must now be distributed to each element in
the array. We are designing the LO subsystem to support a quadrature direct conversion
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Figure 5.14: 90◦ Hybrids

transceiver with baseband phase shifting.9 Each element has a quadrature upconversion
mixer for the transmitter (TX) and a quadrature downconversion mixer for the receiver
(RX). If the TX and RX of each element share an antenna the LO signal can be shared. If
different antenna arrays are used for transmitting and receiving, the RX and TX will likely
not be collocated and a separate LO signal must be provided to each. Therefore, for an
N -element array we must deliver 2N 60GHz LO signals with quadrature phases (i.e.: I+,
I−, Q+, Q−). However, distributing and splitting a multi-phase signal requires large area
and complicated routing and splitters.

To reduce the area, complexity, and power consumption of the distribution we should not
distribute all four phases. Instead of generating the four phases centrally, we can generate
them locally at each element. As we have already seen from the previous section, the
conversion from single-ended to differential can easily be included in the design of the mixer
LO buffer by using a balun transformer as part of its output matching network. Therefore,
we only need two phases at each element, I and Q. Generating quadrature phases can be
accomplished with a 90◦ hybrid made of either distributed [Marcu09] or lumped [Chin09]
components. Both topologies, shown in Figures 5.14a and 5.14b respectively, offer similar
performance in terms of loss from input to output and I/Q phase and amplitude imbalance,
however, the lumped version occupies significantly smaller area making it a more attractive
solution. Using these techniques means that only one phase must be provided to each
element, simplifying splitting and distribution requirements.

Distribution of signals at low frequencies is straightforward since the interconnect can be
9The same techniques could be used for an LO phase shifting architecture with the addition of phase

shifters. However, since LO phase shifting provides no real advantages, we will focus only on the baseband
phase shifting architecture.
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modeled as a capacitance. Longer interconnect lengths simply result in more capacitance.
The scaling is predictable and well defined. As the frequency increases, the series resistance
of the wires can also become important. Nevertheless, this scaling is also predictable and well
defined. However, at mm-wave frequencies, the length of the interconnect can be a significant
fraction of the signal wavelength and so distributed effects must be taken into account. At
60GHz, the on-chip wavelength is approximately 2.4mm which is on the order of the die
size itself. This also means that transmission line lengths in the LO distribution network
will be a significant fraction of the signal wavelength. Without a matched environment, the
input impedance of the distribution network depends both on the load impedance as well
as the physical layout of the entire distribution network. As the length of an unmatched
transmission line is increased, its input impedance changes from capacitive to inductive and
back. Therefore, an impedance matched environment is necessary in order to allow a priori
prediction of the input impedance and enable the design of the driving amplifier. Without
this, the entire radio would first have to be designed and the layout completed before the
requirements on the LO generation could be determined, significantly increasing design time
and complexity for the system as a whole. Also, an unmatched transmission line distribution
gives rise to standing waves resulting in position dependent LO amplitude. Once again, this
would mean that the layout would have to be predetermined and tap-off points selected a
priori to ensure sufficient LO amplitude for each element, reducing design flexibility.

Furthermore, a signal distributed using a single wire does not have a well defined return path
and therefore the high frequency performance cannot be predicted. A well defined return
path is needed in order to allow modeling and prediction of losses and impedance levels. For
this reason, transmission lines must be used for all signal routing at mm-wave frequencies.
Another advantage of transmission line routing is a reduction in coupling between the signal
being routed and adjacent structures. Due to the low loss and high isolation, a CPW
structure is adopted.

For wire bonded chips, the elements of the phased array must be placed along the edges of
the die. For flip-chip assemblies, the elements can be evenly distributed throughout the die.
In either case, the LO signal must be distributed to each element with the same phase and
amplitude, otherwise, a phase calibration mechanism must be used at each element. A tree
structure (Fig. 5.15) can be used to equalize the distribution lengths and ensure that each
element receives an identical LO signal, removing the need for phase calibration.

The distribution network is made up of transmission lines with characteristic impedance Zo.
In order to maintain a matched environment each signal split must be performed using a
matched splitter. A 2-way Wilkinson splitter [Wilkinson60, Pozar04], shown in Fig. 5.16,
splits power evenly between its two output ports (3dB ideal insertion loss) and also matching
at all three ports and isolation between the outputs. This isolation is important in a phased
array since any leakage between elements will limit the null depth of the array.

The spacing between elements is determined by the allowable pad spacing, as well as the
physical size of the TX and RX circuits. Therefore, the only variable under our control
is the system characteristic impedance. As we know from Chapter 2, the Zo of on-chip
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transmission lines is limited to a relatively narrow range without incurring significant loss.
Since the 2-way Wilkinson power divider requires transmission lines with impedance equal
to
√

2Zo, the system impedance must be chosen carefully to reduce distribution losses.

For this optimization problem we will assume a linear array of N evenly spaced elements
with pitch equal to del and a tree distribution network. To simplify the problem we will
limit the number of elements to powers of 2 leading to log2N signal splits in each path plus
distribution routing between splitters. Assuming the distribution dimensions are limited by
the element spacing rather than the power splitters, the total routing length from the source
to each element is equal to

lr = del
N − 1

2
(5.42)

The loss of the distribution transmission lines is then equal to

Lr = lrαo (5.43)

where αo is the loss of a transmission line with characteristic impedance Zo in dB/m. The
loss of the Wilkinson splitter can be easily estimated since the length of the

√
2Zo arms must

be equal to λ/4

lW =
λW
4

=
π

2βW
(5.44)

where βW is the propagation constant of a
√

2Zo transmisison line in rad/m. The loss is then
equal to 3dB (ideal splitting loss) plus the insertion loss due to the loss of the transmission
lines making up the structure.

LW = 3dB + lWαW = 3dB +
παW
2βW

(5.45)

where αW is the loss of a
√

2Zo transmission line in dB/m. The total distribution loss is the
sum of routing loss and log2N times the loss of a Wilkinson splitter.

Ltot = Lr + LW log2N = αodel
N − 1

2
+

(
3dB +

παW
2βW

)
log2N (5.46)

Using the results from Chapter 2 (Fig. 2.25), we can then estimate the distribution losses
as a function of N and del to find the optimum distribution Zo. As an example, the loss as a
function of Zo for a 16 element array with 250µm pitch is plotted in Fig. 5.17. The optimal
Zo is equal to 55Ω. Below this value the Zo distribution transmission line loss increases.
Above this value, the

√
2Zo Wilkinson transmission line loss increases. However, there may

be other considerations in selecting the system impedance. For example, if we want to be
able to interface easily with external test equipment for debugging or characterization we
should select a 50Ω system impedance. Luckily, from Fig. 5.17 we can see that this choice
would only incur minimal additional loss.

This method is easily scalable to arrays with many more elements. However, as the loss of the
distribution network increases, the required input power can become too high to be provided
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Figure 5.17: Loss of LO distribution network for a sample 16 element linear array with
250µm pitch.
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Figure 5.19: 4-element 60GHz phased array transceiver die photo.

with high efficiency. Therefore, additional buffering should be added as needed. In order
to maintain low power consumption for the array, however, this buffering should be placed
as close to the root of the distribution tree as possible. Another option is to replace one or
more passive splitting stages with active splitters. A simplified schematic of such a splitter
[Valdes-Garcia10a] is shown in Fig. 5.18. The common source transistor converts the input
signal to a current which is then split equally into two cascode transistors. Each cascode
transistor then has its own matching network to provide a match down to the distribution
impedance. Also note, that these techniques could be used for RF signal distribution in an
RF phased array.

5.5 Design Case Study

The above techniques were used to design an LO distribution network for a 4-element direct
conversion phased array transceiver in a standard digital 65nm CMOS process [Tabesh11b].
The die photo of the transceiver is shown in Fig. 5.19. The LO is generated by the integer-
N PLL presented in Section 4.4 which is placed in the center of the chip. The four RX
elements are placed along the left edge with a pitch of 250µm, while the four TX elements
are positioned along the right edge with the same pitch. This placement allows each of
the two single-ended LO signals generated by the PLL to drive the TX elements and RX
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Figure 5.20: Phased array transceiver LO block diagram.

elements respectively using separate but identical distribution networks. The main goal of
the LO distribution network design was minimizing overall power consumption.

A constant impedance LO distribution network using transmission lines and matched power
splitters allowed arbitrary routing of the LO signal. However, to maintain phase and am-
plitude matching between elements, a fully balanced tree structure was utilized making all
paths equal (Fig. 5.20). In-phase splitting is performed by Wilkinson dividers in two stages
to deliver the single-ended LO to each of the 4 elements on either side. This is followed by
local transformer-based hybrids which generate the quadrature LO for each element. The
Wilkinson dividers (Fig. 5.21) utilize meandered 71Ω CPW transmission lines to reduce the
area required as much as possible (Wilkinson area: 0.01λ2). The simulated insertion loss of
this splitter is only 0.7dB. The hybrid on the other hand is a lumped transformer-based de-
sign which requires very little area by comparison (hybrid area: 0.002λ2) while still achieving
only 0.7dB of insertion loss in simulation. Thanks to Maryam Tabesh for this hybrid design.

The detailed schematics of the entire LO path are shown in Fig. 5.22. At each mixer, a
local buffer is designed to provide the required LO drive strength for high conversion gain.
Each RX mixer is a single-balanced design with 20µm switches, while each TX mixer is a
double-balanced design with 10µm switches. The input impedance of the mixers is thus
roughly equal and both require approximately 700mV of differential LO amplitude for high
conversion gain. The local LO buffer design proceeds as described in Section 5.3. Due to the
large LO swing required at the mixers, a 1:2 transformer is used at the output of each LO
buffer. This transformer also performs single-ended to differential conversion and provides
impedance matching. Using the results in Fig. 5.12, the transformer secondary is set to
approximately 300pH and the buffer size is chosen to be 10µm, providing some margin of
safety to ensure sufficient LO swing over process variations. Each buffer consumes 3mW from
a 1.2V supply. By comparison, the total phased array power consumption is 34mW/element
in either RX or TX mode, including LO generation and distribution.
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Figure 5.21: Compact 2-way Wilkinson power divider layout.

The center tap of the transformer is used to bias the mixer gates. The conversion from
single-ended to differential, however, also creates a common-mode signal if there is a finite
impedance on the center tap. A large bypass capacitor is usually placed at the center tap
to provide a very small impedance to ground. However, the center tap has some inductance
so instead of making this bypass capacitor as large as possible we size it to resonate out
the center tap inductance at the LO frequency. This creates a series resonant network,
minimizing the impedance to ground, and removing the common mode signal. The result is
an efficient conversion from single-ended to differential and a very well balanced differential
LO signal. A large resistor is used at the positive node of the capacitor to bias the mixer LO
port through the center tap. Since there is nominally no gate current, this resistor can be
made very large so as to not affect the low impedance created by the series resonant network.

Using the technique described in Section 5.4, the optimum distribution impedance is found to
be approximately 55Ω. An impedance of 50Ω is selected since it provides nearly the same loss
while allowing a better match to external testing equipment for debug and characterization.
The input of each mixer LO buffer is matched to 50Ω using a single-stub transmission
line matching network. To save area, 81Ω transmission lines are used. This is the highest
impedance transmission line which still provides very low loss (Fig. 2.25). The minimum
input power required for the buffer to provide the desired LO swing is -13dBm. The loss of
the distribution network is approximately 12.5dB resulting in a required input power from the
PLL of -0.5dBm. Since the PLL showed 0dBm of single-ended output power in simulation, no
further buffering was deemed necessary. Despite the fact that measurements showed -1.8dBm
of single-ended output power, the design included sufficient margin for proper operation. As
discussed previously, for larger arrays or larger mixers, further buffering or active splitters
would be required to increase the power delivered to each element.
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Chapter 6

Conclusion

Advances in technology and storage have led to increasing demands on wireless devices to
achieve both high data rate communication and long battery life. The high bandwidth avail-
able in the unlicensed 60GHz band provides an excellent opportunity to meet these needs.
Phased array transceivers can be used to break the fundamental bounds on performance of
standard transceivers while also providing a simple means of beam steering. With advances
in CMOS technology allowing high speed and low power baseband phase shifters and signal
processing, IF phase shifting is becoming a more attractive phased array solution but very
little attention has been paid to this architecture in the literature.

In this work we have identified the LO generation and distribution as one of the key bottle-
necks of IF phased array design since the LO must be provided to every element in the array.
Without an optimized design this subsystem could become the largest power consumer of
the entire transceiver. In order to optimize the LO subsystem, we began by analyzing the
trade-offs involved in LO generation. We presented methods of designing low power oscilla-
tors and also selecting between a fundamental or harmonic oscillator design based on tuning
range and phase noise requirements. A push-push oscillator design in a 90nm CMOS process
was presented which achieves the best FOM/FOMT and the most efficient output power
generation at the push-push port compared to previously reported multi-push oscillators. In
order to complete the LO generation subsystem we then presented methods of optimizing
PLL designs for low power consumption. This work resulted in a PLL design in a 65nm
CMOS process which achieves record low power consumption while meeting phase noise and
tuning range requirements for 60GHz radios.

Finally, we proposed LO distribution optimization methods for IF phased array transceivers.
In order to provide the required LO swing for good conversion gain each mixer must have
an LO buffer. This block was thus identified as the largest source of power consumption in
the LO generation and distribution subsystem. Two methods were proposed for optimizing
this block to minimize power consumption while providing the required LO swing to the
mixer. While the comprehensive optimization method results in a globally optimal design,
the simpler equation based method gives a nearly optimal design with significantly less effort.
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