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Abstract

Structured Estimation In High-Dimensions
by
Sahand N. Negahban

Doctor of Philosophy in Engineering-Electrical Engineering & Computer Sciences
and the Designated Emphasis
in
Communication, Computation, and Statistics

University of California, Berkeley

Professor Martin J. Wainwright, Chair

High-dimensional statistical inference deals with models in which the number of parameters
p is comparable to or larger than the sample size n. Since it is usually impossible to obtain
consistent procedures unless p/n — 0, a line of recent work has studied models with various
types of low-dimensional structure, including sparse vectors, sparse and structured matrices,
low-rank matrices, and combinations thereof. Such structure arises in problems found in
compressed sensing, sparse graphical model estimation, and matrix completion. In such set-
tings, a general approach to estimation is to solve a regularized optimization problem, which
combines a loss function measuring how well the model fits the data with some regularization
function that encourages the assumed structure. We will present a unified framework for
establishing consistency and convergence rates for such regularized M-estimators under high-
dimensional scaling. We will then show how this framework can be utilized to re-derive a few
existing results and also to obtain a number of new results on consistency and convergence
rates, in both /y-error and related norms.

An equally important consideration is the computational efficiency in performing infer-
ence in the high-dimensional setting. This high-dimensional structure precludes the usual
global assumptions—namely, strong convexity and smoothness conditions—that underlie
much of classical optimization analysis. We will discuss ties between the statistical inference
problem itself and efficient computational methods for performing the estimation. In partic-
ular, we will show that the same underlying statistical structure can be exploited to prove
global geometric convergence of the gradient descent procedure up to statistical accuracy.
This analysis reveals interesting connections between statistical precision and computational
efficiency in high-dimensional estimation.
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Chapter 1

Introduction

“The goals of science and society, which statisticians share, are to draw useful information
from data using everything that we know.” [18] In this dissertation we will aim to understand
how we may exploit the “low-dimensional” underlying structure of a high-dimensional esti-
mation problem in order to obtain similar statistical and computational performance as the
low-dimensional version. We will begin by first reviewing some ideas in statistical inference
followed by a more concrete discussion of high-dimensional statistical estimation. After this
discussion we will introduce some of the computational complexities involved in perform-
ing high-dimensional inference and consider how we might overcome these computational
challenges.

1.1 Statistical Inference

One of the fundamental problems in statistics is that of statistical estimation, i.e. we wish to
recover or extract information given a set of unorganized observations as efficiently as possi-
ble. In this thesis we will be addressing efficiency with respect to the number of observations
required as well as the computational costs. Our goal will be to develop computationally
tractable methods to efficiently exploit the structure underlying our data in order to extract
the information. Statistical inference problems arise in a wide variety of settings includ-
ing: astronomy [128], econometrics, epidemiology (for example John Snow’s famous work),
statistical signal processing [41, 45|, medical image processing [85, 144], gene expression ar-
rays [123], hand-written digits (Post-office data), social-network analysis (disease spread),
and neuroscience [37]. For example, a common problem in statistical signal processing is
for a receiver to estimate a transmitted signal corrupted by a noisy wireless channel. In the
trivial case the signal is known by both the transmitter and receiver. In a more interest-
ing setting the transmitter might send a signal from a set of possible signals. The receiver
must then decode the transmission based on the noisy observations. Alternatively, in movie
recommendations, we might be interested in learning the average sentiment for a movie by
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analyzing the average rating. This piece of data is not immediately accessible without asking
every person to rate the movie—a costly and time consuming task. Instead, we simply con-
sider the sample of the population that has watched and rated the movie already in order to
obtain an accurate estimate of the average score. The average movie rating can be useful to
recommend a movie, however the single score does not account for variations in movie goer
preferences. Hence, making accurate predictions for movie preferences can become more
challenging. Instead, authors have shown that making use of all movies that a user has
rated can greatly increase the recommendation accuracy [126]. That is, we wish to recover
estimates for all possible pairs of movie and user ratings based on only a small fraction of
rated films. More abstractly, we can consider the setting that we have n observations and we
wish to estimate d parameters. The above stated example elicits a setting where we simply
wish to understand a given population, and hence, we wish to extract pieces of information
that describe the group. In general, such pieces of information can then be utilized for policy
making, health-care decisions, or advertising.

A common challenge in the aforementioned instances of estimation is that the data can be
non-uniform and exhibit randomness. That is, there is a level of noise or uncertainty in our
observations. For example our estimate of the average rating can vary based on the sample of
the population that we select; the same hand-written digits can appear differently; or signal
measurements can be corrupted by thermal noise in the silicon sensors. Other challenges
also exist when our desired parameters are not directly observable, for example learning
if two individuals are friends based on their interactions on a social network, inferring an
efficient representation of an image, or understanding what economic and political indicators
are related to changes in stock prices.

In order to better assess and analyze these problems, we frequently rely on mathematical
models that help us understand the objects in question. These models allow us to isolate
the crucial components of a problem so that we can formulate a better understanding of the
challenges involved. We refer the reader to the existing literature on methods of modeling
in various statistical and engineering contexts [18, 136].

We may now present a more precise mathematical formulation for discussing the sta-
tistical estimation problem. In general we will suppose that we observe n observations
Zt ={Z;}1-, € Z". When we make statements regarding the probabilistic behavior of our
methods, we will assume that the samples are drawn from a distribution P over the data
space Z". Furthermore, we assume that P can be well approximated by another distribution
that lies in a family of probability measures P denoted as the model [18]. Each distribution
P € P will be indexed by a set of parameters 6 € €, that isP € P := {Py | 0 € Q}. In
order to help distinguish parameters, we will equip the space €2 with a metric e : Q x 2 — R
to compare two parameters and define the loss function £ : Q) x Z" — R that will measure
how well our choice of parameter fits the data. We will take 6* € argming., £(#) to be any
minimizer of the population risk £(6) : = Ezy[£(6; Z1')]. We wish to infer the parameter *
from the observations Z7'. Our estimate of §* will be denoted = é\(Z{L) and is a function of
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Z7.

We will frequently wish to understand how the random object e(@\, 0*) behaves. For
example, in classical asymptotic statistics one problem setting of interest is the case that €
is a fixed set of d parameters, that is Q C R?, and we want to understand if e(, 0*) converges
to zero in probability, expectation, or almost surely as the number of observations n goes
to oco. A more delicate analysis can further tell us the rate at which the above quantities
converge to zero. In fact, under suitable regularity conditions, we can frequently show that
the above quantities will converge with the rate 1/4/n when the data are independently and
identically distributed according to some product distribution Py.. We will refer to the rate of
convergence of our estimate to the true set of parameters as the statistical performance of our
method. The book by van der Vaart [141] presents a more thorough discussion of classical
asymptotic statistics and its vast applications to analyzing the performance of statistical
estimators.

One question that we may wish to ask is: how useful is a theory that treats d as fixed
whereas the number of observations n is taken to co? Put another way, will the asymptotic
behavior be applicable to a specific problem with a fixed d and n when d > n? In the classical
setting, this theory can be quite elucidating as we frequently have more observations than
parameters, for example estimating the average movie rating of a population. However, in
the modern statistical setting, we are pressed to carefully assess the validity of the above
questions. With the advancements of modern data acquisition techniques we are faced with
a plethora of data sources (the Internet), advanced scientific equipment that can produce
massive amounts of data daily (LHC), and a requirement to analyze larger more complex
problems with far fewer example as in gene expression array studies [81]. One of the most
poignant instances of these challenges surfaces in the problem of collaborative filtering or
matrix completion [124].

Consider the collaborative filtering problem of estimating how d; users will rate dy movies.
Clearly, we will have d = d; x dy parameters to estimate and can take € = R%*% to be the
set of d; x dy matrices. The classical statistical setting would require that we observe n > d
observations in order to make an accurate prediction of the ratings. In essence, we would
require every user to watch and record a rating for every possible movie, which would be
very impractical. In general, there is no way to overcome this. Intuitively, if we only observe
a subset of the entries, then there are an infinite number of matrices that can fit the same
data observations.

This hurdle is not unique to just the collaborative filtering problem. It also arises in linear
regression, graphical model selection, and system identification. The underlying difficulty
is owing to the fact that without sufficient observations, our loss function cannot generally
distinguish between the various parameters, and is hence “flat” in some areas. A theme that
will appear throughout this thesis is overcoming the “flatness” problem. However, unless we
make further structural assumptions this problem is hopeless. This observation leads us to
structured high-dimensional statistical estimation.
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1.2 Structured high-dimensional statistical estimation

We will refer to high-dimensional estimation as instances of statistical estimation in which
the ambient dimension of the data is comparable to (or possibly larger than) the sample size.
From another perspective, we may also consider non-parametric inference problems as high-
dimensional in nature. Such problems also suffer from the “curse of dimensionality” since
even estimating a univariate function can be challenging without additional assumptions on
the function class. Hence, a line of research has focused on exploiting certain sparsity and
smoothness assumptions on the functions in order to efficiently estimate them [110]. We
refer the interested reader to the work by Yu [151], which discusses some of the complexities
and challenges with non-parametric regression. The primary focus of this paper will be on
parametric models, and hence the complexity of our model classes will be related to the
ambient dimensionality of the parameter space as well as the lower-dimensional underlying
structure. This focus is not necessarily a weaker assumption: we may consider approximating
a univariate function as the sum of polynomials up to an arbitrary order. Doing so allows
us to approximate the non-parametric problem as a parametric one. The parameters in this
case will be the coefficients in the polynomial expansion.

Problems with a high-dimensional character arise in a variety of applications in science
and engineering, including analysis of gene array data, medical imaging, remote sensing,
and astronomical data analysis. In settings where the number of parameters may be large
relative to the sample size, the utility of classical (fixed dimension) results is questionable,
and accordingly, a line of on-going statistical research seeks to obtain results that hold under
high-dimensional scaling, meaning that both the problem size and sample size (as well as
other problem parameters) may tend to infinity simultaneously. It is usually impossible
to obtain consistent procedures in such settings without imposing some sort of additional
constraints. Accordingly, there are now various lines of work on high-dimensional inference
based on imposing different types of structural constraints. A substantial body of past
work has focused on models with sparsity constraints, including the problem of sparse linear
regression [131, 39, 44, 94, 20], banded or sparse covariance matrices [19, 16, 69|, sparse
inverse covariance matrices [153, 53, 120, 111}, sparse eigenstructure [67, 4, 106], and sparse
regression matrices [104, 83, 152, 63]. A theme common to much of this work is the use of
(1-penalty as a surrogate function to enforce the sparsity constraint.

High-dimensional statistics is concerned with models in which the ambient dimension of
the problem d may be of the same order as—or substantially larger than—the sample size
n. Hence, we must consider new methods to model such problem instances. Classical work
considers asymptotic analysis of such problems as n — oo and d — oo. Our focus in this
thesis will be on establishing error bounds with respect to some error metric that will hold
with high probability for a finite number of observations n and demonstrate the dependency
on d as well as other structural parameters.

As alluded to above, the roots of high-dimensional statistics are quite old, dating back to
work on random matrix theory and high-dimensional testing problems (e.g, [55, 91, 105, 147]).
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However, the past decade has witnessed a tremendous surge of research activity as the
classical asymptotic assumptions prove no longer valid. Rapid development of data collection
technology is a major driving force: it allows for more observations to be collected (larger
n), and also for more variables to be measured (larger d).

In the regime d > n, it is well known that consistent estimators cannot be obtained
unless additional constraints are imposed on the model. Accordingly, there are now several
lines of work within high-dimensional statistics, all of which are based on imposing some
type of low-dimensional constraint on the model space, and then studying the behavior of
different estimators. Examples include linear regression with sparsity constraints, estima-
tion of structured covariance or inverse covariance matrices, graphical model selection, sparse
principal component analysis, low-rank matrix estimation, matrix decomposition problems,
and estimation of sparse additive non-parametric models. The classical technique of regular-
ization has proven fruitful in all of these contexts. Many well-known estimators are based on
solving a convex optimization problem formed by the sum of a loss function (c.f. Section 1.1)
with a weighted regularizer; we refer to any such method as a reqularized M -estimator. The
purpose of the regularizer is to encourage are estimates to satisfy our structural assump-
tions by penalizing deviations away from our assumptions. For instance, in application to
linear models, the Lasso or basis pursuit approach [131, 39] is based on a combination of
the least-squares loss with ¢;-regularization, and so involves solving a quadratic program.
Similar approaches have been applied to generalized linear models, resulting in more gen-
eral (non-quadratic) convex programs with ¢;-constraints. Several types of regularization
have been used for estimating matrices, including standard /¢;-regularization, a wide range
of sparse group-structured regularizers, as well as regularization based on the nuclear norm
(sum of singular values).

Returning to the collaborative filtering example we see that any number of matrices could
potentially fit our observations. The problem with such a model is that it necessarily treats
all movies and users as completely unique. However, such an assumption is overly complex
and does not model reality: various users (and movies) share similar characteristics, hence
potentially reducing the number of effective parameters. Taking this point to the extreme,
suppose that all movies and users are identical. In this case, rather than taking €2 to be the
set of all matrices, we take it to be the set of all matrices M such that M;; = c for some
real number ¢ € R. Hence, we have effectively reduced the number of parameters from d; ds
to one.

We have just presented an example where we have imposed an implicit structural con-
straint on our parameter set, thus reducing the effective size of the parameter space. In
the chapters to follow we will observe various structural constraints that still admit effective
modeling of our data. As will shall see in the sequel, enforcing such constraints can come at
a cost; if the constraints do not model our data well, then we will be forced to pay a penalty
in the statistical performance of our estimator.

Returning to the general model at hand, there are a large number of theoretical re-
sults in place for various types of regularized M-estimators that apply to various structural
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constraints. Sparse linear regression has perhaps been the most active area, and multi-
ple bodies of work can be differentiated by the error metric under consideration. They
include work on exact recovery for noiseless observations (e.g., [46, 44, 31]), prediction er-
ror consistency (e.g., [56, 25, 138, 139, 155]), consistency of the parameter estimates in
(5 or some other norm (e.g., [25, 26, 139, 155, 95, 20, 32|), as well as variable selection
consistency (e.g., [94, 145, 156]). The information-theoretic limits of sparse linear regres-
sion are also well-understood, and ¢;-based methods are known to be optimal for ¢,-ball
sparsity [109], and near-optimal for model selection [146]. For generalized linear models
(GLMs), estimators based on ¢;-regularized maximum likelihood have also been studied,
including results on risk consistency [140], consistency in ¢y or ¢;-norm [10, 68, 92], and
model selection consistency [113, 24]. Sparsity has also proven useful in application to
different types of matrix estimation problems, among them banded and sparse covariance
matrices (e.g., [19, 28, 69]). Another line of work has studied the problem of estimating
Gaussian Markov random fields, or equivalently inverse covariance matrices with sparsity
constraints. Here there are a range of results, including convergence rates in Frobenius,
operator and other matrix norms [120, 114, 75, 158], as well as results on model selection
consistency [114, 75, 94]. Motivated by applications in which sparsity arises in a struc-
tured manner, other researchers have proposed different types of block-structured regularizers
(e.g., [135, 149, 137, 157, 152, 8, 11, 64]), among them the group Lasso based on ¢; /{5 regu-
larization. High-dimensional consistency results have been obtained for exact recovery based
on noiseless observations [129, 11], convergence rates in ¢y-norm (e.g., [96, 63, 83, 11]) as well
as model selection consistency (e.g., [104, 97, 96]). Problems of low-rank matrix estimation
also arise in numerous applications. Techniques based on nuclear norm regularization have
been studied for different statistical models, including compressed sensing [117, 79], matrix
completion [33, 71, 115, 99], multitask regression [154, 98, 119, 27, 9], and system identifica-
tion [51, 98, 82]. Finally, although we primarily focus on high-dimensional parametric models
in this thesis, regularization methods have also proven effective for a class of high-dimensional
non-parametric models that have a sparse additive decomposition (e.g., [112, 93, 72, 73]),
and shown to achieve minimax-optimal rates [110]. With this, the primary focus of the
first half of the thesis will be in exploring the structural assumptions that arise in statis-
tics and understanding how we may exploit them in order to obtain error-bounds that are
applicable in the high-dimensional setting. However, it is not immediately clear that such
high-dimensional problems lend themselves to computationally efficient solutions. In the
second half of the thesis we will focus on methods for performing computationally efficient
inference and explore the difficulties and solutions that arise.

1.3 Computational Considerations

Understanding the statistical behavior of a method is important in understanding its appli-
cability to a problem domain. However, without acknowledging the computational aspects
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of a problem, our solutions may prove unusable in practice. The regularized M-estimation
techniques noted above are based on optimizing convex objectives. In principle, solutions can
be found up to e-accuracy in polynomial time by using interior point methods and other stan-
dard semi-definite program solvers [21, 15]. However, with the advent of high-dimensional
problems, it has become increasingly clear that standard off-the-shelf or Newton-based ap-
proaches to convex optimization can be prohibitively expensive for the very large-scale prob-
lems that arise from high-dimensional data sets. Consequently, there has been a resurgence
in research activity aimed at developing efficient first-order optimization based methods for
large scale statistics and machine learning applications, e.g. projected gradient descent and
mirror descent.

Several authors (e.g., [14, 66, 13]) have used variants of Nesterov’s accelerated gradient
method [102] to obtain algorithms for high-dimensional statistical problems with a sublinear
rate of convergence. Note that an optimization algorithm, generating a sequence of iterates
{0"}2,, is said to exhibit sublinear convergence to an optimum @ if the optimization error
16" — §|| decays at the rate 1/t*, for some exponent £ > 0 and norm || - ||. Although this
type of convergence is quite slow, it is the best possible with gradient descent-type methods
for convex programs under only Lipschitz conditions [101].

It is known that much faster global rates—in particular, a linear or geometric rate—can
be achieved if global regularity conditions like strong convexity and smoothness are im-
posed [101]. An optimization algorithm is said to exhibit linear or geometric convergence if
the optimization error || — §\| decays at a rate ', for some contraction coefficient x € (0, 1).
Note that such convergence is exponentially faster than sub-linear convergence. For cer-
tain classes of problems involving polyhedral constraints and global smoothness, Tseng and
Luo [84] have established geometric convergence. However, a challenging aspect of statisti-
cal estimation in high dimensions is that the underlying optimization problems can never be
strongly convex in a global sense when d > n (since the d x d Hessian matrix is rank-deficient),
and global smoothness conditions cannot hold when d/n — +o0o0. Some more recent work
has exploited structure specific to the optimization problems that arise in statistical settings.
For the special case of sparse linear regression with random isotropic designs (also referred to
as compressed sensing), some authors have established fast convergence rates in a local sense,
meaning guarantees that apply once the iterates are close enough to the optimum [22, 58].
The intuition underlying these results is that once an algorithm identifies the support set
of the optimal solution, the problem is then effectively reduced to a lower-dimensional sub-
space, and thus fast convergence can be guaranteed in a local sense. Also in the setting of
compressed sensing, Tropp and Gilbert [134] studied finite convergence of greedy algorithms
based on thresholding techniques, and showed linear convergence up to a certain tolerance.
For the same class of problems, Garg and Khandekar [54] showed that a thresholded gradient
algorithm converges rapidly up to some tolerance. In both of these results, the convergence
tolerance is of the order of the noise variance, and hence substantially larger than the true
statistical precision of the problem.
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In the second half of the thesis, we will focus on the convergence rate of two simple
gradient-based algorithms for solving the convex programs that arise when using regularized
M-estimators. Our goal will be to exploit the statistical structure that we used to obtain
good statistical behavior in order to obtain good computational behavior. For a constrained
problem with a differentiable objective function, the projected gradient method generates a
sequence of iterates {0'}:°, by taking a step in the negative gradient direction, and then pro-
jecting the result onto the constraint set. The composite gradient method of Nesterov [102]
is well-suited to solving regularized problems formed by the sum of a differentiable and (po-
tentially) non-differentiable component. The main contribution of this paper is to establish
a form of global geometric convergence for these algorithms that holds for a broad class
of high-dimensional statistical problems. In order to provide intuition for this guarantee,
Figure 1.1 shows the performance of projected gradient descent for a Lasso problem (/;-
constrained least-squares). In panel (a), we have plotted the logarithm of the optimization
error, measured in terms of the Euclidean norm ||6* — 9] || between the current iterate #* and
an optimal solution 5, versus the iteration number ¢. The plot includes three different curves,
corresponding to sparse regression problems in dimension d € {5000, 10000,20000}, and a
fixed sample size n = 2500. Note that all curves are linear (on this logarithmic scale), reveal-
ing the geometric convergence predicted by our theory. Such convergence is not predicted by
classical optimization theory, since the objective function cannot be strongly convex when-
ever n < d. Moreover, the convergence is geometric even at early iterations, and takes place
to a precision far less than the noise level (v? = 0.25 in this example). We also note that
the design matrix does not satisfy the restricted isometry property, as assumed in some past
work.

The results in panel (a) exhibit an interesting property: the convergence rate is dimension-
dependent, meaning that for a fixed sample size, projected gradient descent converges more
slowly for a large problem than a smaller problem—compare the squares for d = 20000 to the
diamonds for d = 5000. This phenomenon reflects the natural intuition that larger problems
are, in some sense, “harder” than smaller problems. A notable aspect of our theory is that in
addition to guaranteeing geometric convergence, it makes a quantitative prediction regarding
the extent to which a larger problem is harder than a smaller one. In particular, our conver-
gence rates suggest that if the sample size n is re-scaled in a certain way according to the
dimension d and also other model parameters such as sparsity, then convergence rates should
be roughly similar. Panel (b) provides a confirmation of this prediction: when the sample
size is rescaled according to our theory (in particular, see Corollary 6.2 in Section 6.3.2),
then all three curves lie essentially on top of another.

Although high-dimensional optimization problems are typically neither strongly convex
nor smooth, this paper shows that it is fruitful to consider suitably restricted notions of
strong convexity and smoothness. The notion of restricted strong convexity (RSC) is is re-
lated to but slightly different than that introduced in Chapter 3 for establishing statistical
consistency. As we discuss in the sequel, bounding the optimization error introduces new
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Figure 1.1. Convergence rates of projected gradient descent in application to Lasso
programs ({i-constrained least-squares). FEach panel shows the log optimization error
log ||6" — 6| versus the iteration number ¢. Panel (a) shows three curves, corresponding
to dimensions d € {5000, 10000, 20000}, sparsity k& = [v/d], and all with the same sample
size n = 2500. All cases show geometric convergence, but the rate for larger problems be-
comes progressively slower. (b) For an appropriately rescaled sample size (o = ﬁgd)’ all
three convergence rates should be roughly the same, as predicted by the theory.

challenges not present when analyzing the statistical error. We also introduce a related no-
tion of restricted smoothness (RSM), not needed for proving statistical rates but essential
in the setting of optimization. Our analysis consists of two parts. We first show that for
optimization problems underlying many regularized M-estimators, appropriately modified
notions of restricted strong convexity (RSC) and smoothness (RSM) are sufficient to guar-
antee global linear convergence of projected gradient descent. Our second contribution is to
prove that for the iterates generated by our first-order method, these RSC/RSM assump-
tions do indeed hold with high probability for a broad class of statistical models, among
them sparse linear models, models with group sparsity constraints, and various classes of
matrix estimation problems, including matrix completion and matrix decomposition.

An interesting aspect of our results is that the global geometric convergence is not guar-
anteed to an arbitrary numerical precision, but only to an accuracy related to statistical pre-
cision of the problem. For a given error norm ||- ||, given by the Euclidean or Frobenius norm
for most examples in this paper, the statistical precision is given by the mean-squared error
E[||0 — 6*]|?] between the true parameter §* and the estimate @ obtained by solving the opti-
mization problem, where the expectation is taken over randomness in the statistical model.
Note that this is very natural from the statistical perspective, since it is the true parameter
0* itself (as opposed to the solution 6 of the M-estimator) that is of primary interest, and our
analysis allows us to approach it as close as is statistically possible. Our analysis shows that
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we can geometrically converge to a parameter 6 such that ||§ — 6*|| = ||6 — 6*|| + o(||0 — 6*]),
which is the best we can hope for statistically, ignoring lower order terms. Overall, our
results reveal an interesting connection between the statistical and computational properties
of M-estimators—that is, the properties of the underlying statistical model that make it
favorable for estimation also render it more amenable to optimization procedures.

1.3.1 Organization of the thesis

The remainder of this dissertation is organized as follows. We will begin with an overview of
the general background and present the notation used throughout this thesis in Chapter 2.
We will then go into a discussion of general regularized M-estimators in Chapter 3 and
demonstrate how we may exploit the regularizer to enforce our desired structural assump-
tions. We will then establish a few key properties that allow us to evaluate the statistical
performance of a given estimator. Next, in Chapters 4 and 5 we will use the ideas from
Chapter 3 to show how we may perform efficient low-rank matrix estimation for a variety
of observation models: including those arising in system identification, matrix completion,
and multi-task learning. Finally, in Chapter 6 we will discuss first-order gradient methods
for solving the convex problems presented in Chapter 3.



11

Chapter 2

Background

This chapter highlights the mathematical concepts that we will employ throughout the
text. These will include concepts in matrix analysis, probability theory, empirical process
theory, and convex analysis. A number of theorems throughout this thesis make crucial use
of the properties of convex functions and sets. Hence, the discussion presented in Section 2.2
is paramount to the development of the ideas in this thesis. Empirical process theory plays a
second fundamental role in allowing us to make concrete probabilistic statements regarding
the performance of our methods, and these statements will be presented in Section 2.3.
Finally, underlying much of our presentation will be basic concepts in matrix analysis. We
will begin by establishing a few theorems and setting down our notation for the remainder
of our development.

2.1 Matrix analysis

This section presents some standard and fundamental notation from which we may build the
rest of the thesis. We will denote a real d-dimensional vector as 8 = (31, o, ..., 4) € R?
where f3; is the i"" component of the vector. With a slight abuse of notation, we will take
e; € R? to be the standard basis vector where (e;); = 1 and (e;); = 0 for all i # j. Given
two vectors 3,( € R? we define the inner product between the two vectors as

d
(B, ¢) == Zﬁz‘@'- (2.1)
i=1
Furthermore, for any ¢ € [1, 00| we define the ¢, norm || - ||, as

(S 180)" g<oc

max(|gi])  g=oc0.

1Bllq : = (2.2)
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We note that in the special case of ¢ = 2 we have that the ||3]|3 = (8, 3). For a parameter
q € [0,1] and a radius R, > 0, we may also define the ¢, “ball”

d
By(R,) :={B€R" | Y 15" < R,}.
j=1

We note that when ¢ € [0, 1) the above sets are not convex in contrast to the ¢, balls defined
as {6 | I8ll; < Ry} when ¢ € [1,00]. For ¢ = 0 the {y-norm counts the total number of
non-zero entries. Hence, any vector 3 € By(Ry) is supported on a set of cardinality at most
Ry and we will denote the support of a vector 8 as supp(). We will denote a vector as
“sparse” when ||f|lo < d. For ¢ € (0,1], membership in the set B,(R,) enforces a decay
rate on the ordered coefficients, thereby modelling approximate sparsity. The parameter ¢
will play a crucial role in our statistical error rates as the difficulty of the inference problem
increases as the set of parameters become “less sparse.”

Given the basic structure of vectors, we may now introduce matrices, which will serve as
another useful parametric representation for a number of our models introduced in Chapters 4
and 5. We denote the set of real-valued d; x dy-dimensional matrices as R%*%  Given a
matrix © € R4*% we will denote the j** column vector as ©,. Furthermore, we let the entry
in the i row and j™ column be denoted ©; ;. Such a parameter space can be thought of as a
R%%_dimensional vector space that is equipped with additional structure. In order to make
that analogy concrete, we let the vectorized version of the matrix © to be vec(©) € R4z,
More precisely, we take

(vec(0))i 1= Ou(i) (i)

where b(i) = [(i —1)/d;|* + 1 and a(i) = i — (b(i) — 1)d;. With this basic structure in hand,
we may now discuss particular operations that we can take on matrices.

The transpose of a matrix is the dy X d;-dimensional matrix ©7 such that (07),;; = ©,,.
We will call a matrix symmetric when ©7 = ©. A matrix U will be referred to as orthogonal
or orthonormal when UU” = I, where I is the identity matrix. Given a matrix © € R%x%
we recall that it admits its singular value decomposition [60] as

0=UsvT, (2.3)

where U € R#*% and V € R%*% are both orthogonal and S € R%*% is diagonal. The
entries S;; are called the singular values of the matrix © and by definition are positive.
We will frequently denote them as ¢;(©) = S;;. The column vectors U; and V; are the
respective left and right singular vectors corresponding to the " singular value. If we let
m = min(dy,dy) and r = rank(©) < m then the matrix © has at most r non-zero singular
values while the remaining m — r singular values are zero. We call a matrix low-rank

!The operator |x] is the largest integer less than or equal to .
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when r < min(dy, dy). Furthermore, we will assume that the singular values are sorted in
decreasing order so that

01(0) >02(0) > - >0,(0) >0=0,11(0) = = 0,(0).

Given the singular value decomposition we may define the nuclear or trace norm as

[Olsc := > :(6). (2.4

The nuclear norm will appear in Chapters 4 and 5 as the primary regularizer used to en-
courage our parameter estimates to be low-rank. We also introduce the operator norm of a
matrix as

IOl : = max (¢:(6)) (25)

and the Frobenius norm as

IOl := (Z o (e)"2. (2.6)

These norms have a natural analog with the £,-norms introduced in equation (2.2)-they can
be viewed as ¢, norms taken on the vector of singular values. Such norms are referred to as
Schatten-p norms and the Frobenius norm is the analog of the /5 norm while the operator
norm is the analog of the /., norm and the analog of the nuclear norm is the ¢; norm. More
generally, we may define the Schatten-p norm as

el - = (Z al(©))"".

Analogous to the ¢, “balls” that we defined for ¢ € [0, 1], we may also define
My(R,) := {0 € R"** | " 5,(0)7 < R, }. (2.7)
j=1

As with the ball By(R,) defined for vectors, My(R,) denotes the set of all matrices with
rank at most I,. In general, the above quantity will allow us to discuss approximate low-
rankedness as it will impose a decay rate on the singular values of the matrix © € M.

Now, consider two matrices X,Y € R%*9 Recalling that the trace of a square matrix
M € RU*4 s trace(M) = S.%, M;; we define the inner product between the matrices X
and Y as

(X, YY) : = trace(XY7T). (2.8)
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The above inner product is known as the trace inner product and forms the natural analog
to the inner product defined above for vectors. A simple exercise shows that trace(XY7?) =
(vec(X), vec(Y)) and the Euclidean norm induced by the trace inner product is equal to
the Frobenius norm. This fact can be easily verified by noting that the singular value
decomposition of the matrix X = USV7T so that

trace(X X7T) = trace(USVIVSTUT)
= trace(USSTUT),

where the second inequality follows from the fact that V7'V = I. Finally, an elementary
inequality yields that

trace(USSTUT) = trace(SSTUTU)
= trace(SST)

= Za§<X).

Therefore, (X, X)) = || X||%, which establishes our desired result.

Given a norm || - ||, we may define the dual norm || - ||, as
ol := sup u, v). (2.9)
flull<1

We assume that for matrices, the above inner product is taken as the trace inner product
defined in equation (2.8). For any fixed p € [1, 00|, the dual to the ¢, norm is the ¢,; norm,
where p’ is the Holder conjugate to p and satisfies % + z% = 1. For example the dual norm to
the /5 norm is again the /5 norm. The dual norm to the ¢; norm is the /., norm. Additionally,
the dual norm to the Schatten-p norm is the Schatten-p’ norm. For example, the dual norm
to the Frobenius norm is again the Frobenius norm, while the dual norm to the nuclear norm
is the operator norm. Finally, by equation (2.9) we have that

(u, v) < lull ||v]].. (2.10)
As a specific instance the above statement we have Holder’s inequality, which states that
(u, v) < lullp Jo]ly

for p € [1,00] and its Holder conjugate p’. When p = 2 and p’ = 2, the above inequality is
known as the Cauchy-Schwarz inequality.
Finally, for v € R? and 1 < p < ¢ < oo we have the following chain of inequalities,

1

g vl < lvlle < vlly. (2.11)
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The above inequalities are tight. The inequality on the left achieves equality if we take v
to be the all ones vector and the inequality on the right achieves equality when we take
v = ¢;. However, the above inequalities are not tight when we consider restricted examples
of vectors. For example, if v € R? is k-sparse, i.e. v has k non-zero entries, then

lolly < VE |[o]]2- (2.12)

Indeed, for k-sparse vectors we may replace d in the above inequalities with k. We also note
that analogous bounds hold for the Schatten-p norms. We will make use of such inequalities
in establishing our error bounds in order to compare two norms.

The first inequality in equation (2.11) follows by an immediate application of Jensen’s
inequality [48]. In order to establish the second inequality we first assume that without loss
of generality that |[v]|, =1 and v; > 0. Therefore,

d
loll, = ) of =1
i=1

so that
()i =1.
i=1

Now, by the assumption that |[v||, = 1 and v; > 0, we immediately have that 0 < v; < 1.
Thus, v < v? since ¢ > p and vF < v; whenever 0 < v; < 1 and x > 1. Hence,

N

=1 A

d
P
(U

—

Now the function z — z'/? is monotonic so that

d d

(Do < Qe

i=1 =1

thus establishing that ||v||, > 1.

Given these fundamental ideas we recall that our inference techniques will be based on
solving regularized M-estimators. We will be restricting our attention to the setting that
such estimators are convex. Hence, in the next section we will present some of the necessary
background in convex analysis that will allow us to analyze the statistical and computational
properties of our M-estimators.
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2.2 Convex Analysis

Throughout our later developments we will take our estimators to be convex. That is, we
will obtain our estimate of #* by solving

0 € argmin L(0),
0

for some loss function £. Convex functions have been used throughout the statistics and
machine learning [12]. Convex functions have a number of favorable properties. For instance,
a convex function has a single global optima and there has been a vast amount of literature
committed to developing efficient algorithms for solving convex optimization problems [101,
15, 21]. Additionally, in Chapter 6 we discuss favorable computationally properties of large-
scale convex optimization procedures used for solving M-estimators. To that end, this section
will focus on the background in convex analysis that will be applied in later developments.

2.2.1 Convex Regularized M-estimators

The inference algorithms that we discuss throughout this thesis are based on optimizing over
a loss function £(0) plus a regularizer R(f) in order to obtain an estimate 6 of 8*. That is,
we will focus on methods such that

f € argmin £(6) + R(6)
0

and that the loss function and regularizers are both convez. A function f : Q +— R is convex
if for any v, w €  and for any « € [0, 1]

flav+ (1= ajw) <af(v)+ (1 -a)f(w).

For example, given X € R™*¢ with rows z; € R? and y € R”, the function

£(9) = (s, ) = w)°

= | X8 -y}

is a convex function and the function £(/3) is our first example of a loss function. Namely,
given observations of the form (z;,v;) € R? x R, we wish to find a 8 € R? such that (z;, 3)
is a good approximate of y;. Hence, for each observation (z;,y;) we penalize the choice of
[ by squaring the error. Thus, our M-estimator in this setting will be based on minimizing
the squared error over § € (2. Our goal will be to understand the statistical properties of an
optimal solution? € as well as the computational complexity in obtaining such an estimate.

2We say an optimal solution rather than the optimal solution as we do not assume there is a unique
solution. Instead, our theory will establish desirable statistical properties for all possible solutions to the
inference problem.
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In subsequent developments we will analyze regularized M-estimators L(5) + R(3) for a
suitably chosen regularizer R that will encourage the estimate to satisfy specified structural
assumptions, such as sparsity. We will continue to see more examples of convex M-estimators
Chapter 3. In the later chapters, we will make use of an equivalent definition of convexity
in the setting that f is differentiable at a point w so that the gradient V f(w) exists, then a
function f is convex if and only if

f) = flw) = (Vf(w), v—w) =0,

for all v,w € Q [118, 21]. As a consequence of the above inequality we see that if V f(w) = 0,
then f(w) < f(v) for all v, thus establishing that w is a global optimum of f. In general, if
f is convex but not differentiable at a point w, we may still find a set of vectors g such that

f(0) = f(w) + (g, v —w).

Such vectors g are called the subradients of f, and we denote the set of all subgradients at
a point w as df(w). If f is differentiable at the point w, then the set Jf(w) contains the
single point V f(w) [118].

Proposition 2.1 (Theorem 3.1.15 [101]). Suppose that we solve the convez program min,cga f(v).
Then a point w* € R? is an optimal solution to the convex program if and only if 0 € O f (w*).

We now introduce the definition of strong-convexity, which will be a crucial idea through-
out much of the chapters.

Definition 2.1 (Strong convexity). A function f is strongly convex with parameter p > 0
over the set Q if

F©) = f(w) — (Vf(w), v—w) > g o —w|?  for all v,w € Q. (2.13)

Strong-convexity immediately implies standard convexity and imposed a lower-curvature
condition on the function f. Furthermore, we may use strong-convexity in order to establish
error bounds on our parameters. Suppose that we have a loss-function £(f) that we wish to
use in order to estimate some parameter 6*. If we let 6 € argmingcga £() (where we assume
that R, then by strong convexity we know that

LO) = LO7) = (VLE), 5 07) = 50— 0|3

Furthermore, since 6 is an optimal solution of the optimization we know that E(é\) —L(0") <
0, so that

101 < =(VL(0). 507, (2.14)
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Furthermore, by the Holder’s inequality,
—(VL(O"), 0 =07) <[[VLO )| |0 — 07|,

where p € [1,00] and p’ is its H—older conjugate. Now, for p € [1,2] we have by equa-
tion (2.11)

16— 0]l < a0 = 67

Therefore, combining the last two equations with equation (2.14)

191 < = P2
Hence, we may establish error bounds by analyzing the behavior of ||[VL(6*)|,,. This form
of analysis will be generalized in order to help establish error bounds in the high-dimensional
setting since, as alluded to, strong-convexity does not hold for a number of statistical problem
in the high-dimensional setting. Returning to the example presented with £(5) = [| X3 —y||3
then strong convexity requires that

15 = ylls — X8 = yll; = (XT(XB' — ), 8- 8) = |1X(8 - Bl
> 18- 8.

Hence, if n < d the matrix X will have a non-trivial nullspace, so there exists a v such that
Xv = 0. Therefore, we may find a § and ' such that X (5 — 8’) = 0, which implies that
strong convexity cannot hold. In the sequel we will see that we may employ regularized
M-estimators in order to guarantee that the error 6 — 6* will not be in the kernel of X.

Next, we define smoothness, which serves to provide upper-curvature control on a func-
tion.

Definition 2.2 (Smoothness). A function f is smooth with parameter v > 0 over the set
Q if
F() = f(w) — (Vf(w), v—w) < % lo—w|2  for all v,w € Q. (2.15)

Smoothness will come to play an important role in Chapter 6. However, we will see in the
sequel that an altered version of smoothness must be applied in the high-dimensional setting.

The loss functions and regularized M-estimators that we introduce throughout will be
examples of convex functions. We have introduced a few of the topics that will prove useful
throughout our later discussions and our overview of convex analysis has been necessarily
brief. We refer the reader to the existing literature [118] for a more thorough discussion.
Another key idea that we must discuss is that our available data is necessarily random.
Hence, we only have empirical quantities available to us, such as the empirical loss, while in
the ideal setting we would like access to the population versions of these empirical quantities.
Concentration inequalities provide us with a way to concretely discuss the relationships
between empirical quantities and their population counterparts.
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2.3 Concentration Inequalities

Suppose that we are given some function f of a random variable X'; we wish to understand the
deviations of f(X) around its expected value Ef(X). More concretely, we aim to categorize
the behavior of

P(f(X) —Ef(X)] = 1)

for all t > 0. For example, if f(z) = x and X is a normal random variable with mean p and
variance o2 so that X ~ N(u,0?), then

2

P(X 1 > ) < 2exp(—5 ) (2.16)

o2
We may establish the above bound by recalling Chernoft’s inequality

P(X —p>1) < inf Eexp(AX — p)) exp(=At).
>

Furthermore, a simple calculation yields that Eexp(A(X — p)) = exp((0?A?)/2), so that

242
P(X — o> ) < inf exp(T-) exp(-At),
>
Setting \ = 0% minimizes the above bound yielding
t2
PX —pu>t) < ——). 2.17
(X > 1) < exp(—57) (217)
A similar calculation shows that
t2

PX —p<—t) < eXP(—@

),

which then implies the inequality (2.16) by an application of the union bound?.

The above derivation simply used the fact that Eexp(A(X —p)) < exp((62A?)/2). Hence,
we may generalize the above derivation to any random variable that satisfies the latter
inequality. Thus, we have the following definition

Definition 2.3. A random variable X with mean p is sub-Gaussian with parameter o2 if
Eexp(A(X — p)) < exp((07)?)/2)

for all A € R.

SRecall that the union bound states that for a finite set of events {A;}7_, we have that P(|J!_, 4;) <
nmax; P(A;).
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Therefore, any sub-Gaussian random variable with parameter o2 satisfies inequality (2.16).
Given the above definition we may now present the next proposition which states that the
sum of independent sub-Gaussian random variables is still sub-Gaussian.

Proposition 2.2. Consider a collection of n independent sub-Gaussian random-variables
{X;}, each with sub-Gaussian parameter o? and mean p;. Then for all t >0

P[D?@—m)ﬁ] < exp(— ).

n 32
i1 2210

The proof of the above result follows from the fact that

Blexp( 3 (X, )] = [ Blesp(A(X, — )]
< 'I_IeXp(AQU,-2 /2)

= exp(\? Z 0?/2).
i=1

The first inequality follows by independence and the second inequality follows from the defi-
nition of sub-Gaussianity. Thus, the sum Y | (X; — ;) is mean zero with sub-Gaussian pa-
rameter y ., o7. Therefore establishing our desired result after appealing to equation (2.17).

The next proposition is classical [78, 87] and yields sharp concentration of a Lipschitz

function of Gaussian random variables around its mean.

Proposition 2.3. Let X € R" have i.i.d. N(0,1) entries, and let and f : R — R be
Lipschitz with constant L (i.e., |f(z) — f(y)| < L||lx — y||2 Y,y € R"™). Then for all t > 0,

we have )

B(S(X) = Bf(X)] > 1) < 2exp (~ 55).

We now present another classical result [77] on the concentration of functions with bounded
differences. This proposition will allow us to establish that a function of a set of random
variables f(Xi, Xs,...,X,) concentrates around its mean when

f( X1, Xo, oo, Xy, X)) — f(X, X, Y X)) < ae (2.19)

That is, the function can change by at most ¢; when we vary the ¥" coordinate in the
function. The above condition is called the bounded differences property.

(2.18)

Proposition 2.4. Suppose the collection of random variables {X;}! , are independent and
that the function f satisfies equation (2.19) with parameters (ci,...,c,). Then

t2
P F(X1, Xy, Xn) — EF(X1, Xo, .., X0)| > 1) < 2exp ( _ m)
Zi:lci
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Chapter 3

Regularized M-estimators

3.1 Introduction

There has been a tremendous amount of work in analyzing various types of regularized M-
estimators, with the choice of loss function, regularizer and statistical assumptions changing
according to the model. This methodological similarity suggests an intriguing possibility: is
there a common set of theoretical principles that underlies analysis of all these estimators?
If so, it could be possible to gain a unified understanding of a large collection of techniques
for high-dimensional estimation, and afford some insight into the literature.

The main contribution of this chapter is to provide an affirmative answer to this question.
In particular, we isolate and highlight two key properties of a regularized M-estimator—
namely, a decomposability property for the regularizer, and a notion of restricted strong
convexity that depends on the interaction between the regularizer and the loss function.
For loss functions and regularizers satisfying these two conditions, we prove a general result
(Theorem 3.1) about consistency and convergence rates for the associated estimators. This
result provides a family of bounds indexed by subspaces, and each bound consists of the
sum of approximation error and estimation error. This general result, when specialized to
different statistical models, yields in a direct manner a large number of corollaries, some of
them known and others novel. This framework can be applied to prove several results on low-
rank matrix estimation using the nuclear norm, that we discuss in more detail in Chapter 4,
as well as minimax-optimal rates for noisy matrix completion, discussed in Chapter 5, and
noisy matrix decomposition [2]. Finally, en route to establishing these corollaries, we also
prove some new technical results that are of independent interest, including guarantees of
restricted strong convexity for group-structured regularization (Proposition 3.1). These ideas
will then be later exploited in Chapter 6 in order to obtain computational gains.

The remainder of this chapter is organized as follows. We begin in Section 3.2 by formu-
lating the class of regularized M-estimators that we consider, and then defining the notions
of decomposability and restricted strong convexity. Section 3.3 is devoted to the statement
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of our main result (Theorem 3.1), and discussion of its consequences. Subsequent sections
are devoted to corollaries of this main result for different statistical models, including sparse
linear regression (Section 3.4) and estimators based on group-structured regularizers (Sec-
tion 3.5).

3.2 Problem formulation and some key properties

In this section, we begin with a precise formulation of the problem, and then develop some
key properties of the regularizer and loss function.

3.2.1 A family of M-estimators

Let Z}' :={Z, ..., Z,} denote n observations with marginal distribution P. Recall that we
are interested in estimating some parameter 6 of the distribution P. Let £:Q x Z" — R
be a convex and differentiable loss function that, for a given set of observations Z7', assigns

a cost £(0; Z1') to any parameter § € R%. Take 6* € arg min L(0) be any minimizer of the
0eR

population risk £(0) : = Ezn[L£(6; Z}")]. In order to estimate this quantity based on the data
Z7', we solve the convex optimization problem

-~

0y, € argmin{L(0;Z]) + \R(0)}, (3.1)

0cRd

n

where A, > 0 is a user-defined regularization penalty, and R : {2 — R, is a norm. Note that
this set-up allows for the possibility of mis-specified models as well.

Our goal is to provide general techniques for deriving bounds on the difference between
any solution 6, to the convex program (3.1) and the unknown vector 6*. In this chapter, we
derive bounds on the quantity Hé\,\n —0*||, where the error norm || || is induced by some inner
product (-, ) on R% Most often, this error norm will either be the Euclidean f;-norm on
vectors, or the analogous Frobenius norm for matrices, but our theory also applies to certain
types of weighted norms. In addition, we provide bounds on the quantity R(#,, — 6*),
which measures the error in the regularizer norm. In the classical setting, the ambient
dimension d stays fixed while the number of observations n tends to infinity. Under these
conditions, there are standard techniques for proving consistency and asymptotic normality
for the error 6, —60*. In contrast, the analysis presented throughout this thesis is all within a
high-dimensional framework, in which the tuple (n,d), as well as other problem parameters,
such as vector sparsity or matrix rank etc., are all allowed to tend to infinity. In contrast
to asymptotic statements, our goal is to obtain explicit finite sample error bounds that hold
with high probability.
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3.2.2 Decomposability of R

The first ingredient in our analysis is a property of the regularizer known as decomposability,
defined in terms of a pair of subspaces M C M of R% The role of the model subspace M
is to capture the constraints specified by the model; for instance, it might be the subspace
of vectors with a particular support (see Example 3.1), or a subspace of low-rank matrices
(see Example 3.3). The orthogonal complement of the space M, namely the set

/WL::{UGRd | (u,v) =0 forallue M} (3.2)

is referred to as the perturbation subspace, representing deviations away from the model
subspace M. In the ideal case, we have M- = M=, but our definition allows for the
possibility that M is strictly larger than M, so that M s strictly smaller than M*. This
generality is needed for treating the case of low-rank matrices and nuclear norm, as discussed
in Example 3.3 to follow.

Definition 3.1. Given a pair of subspaces M C M, a norm-based regularizer R is decom-
posable with respect to (M, ./\_/ll) if

R(O+7) =R(0) +R(7) forallf € M andy e M . (3.3)

In order to build some intuition, let us consider the ideal case M = M for the time being, so
that the decomposition (3.3) holds for all pairs (0, ) € M x M. For any given pair (6,7) of
this form, the vector 64~ can be interpreted as perturbation of the model vector 6 away from
the subspace M, and it is desirable that the regularizer penalize such deviations as much as
possible. By the triangle inequality for a norm, we always have R(6 + ) < R(6) + R(7), so
that the decomposability condition (3.3) holds if and only if the triangle inequality is tight

for all pairs (0,v) € (M, /WL). It is exactly in this setting that the regularizer penalizes
deviations away from the model subspace M as much as possible.

In general, it is not difficult to find subspace pairs that satisfy the decomposability
property. As a trivial example, any regularizer is decomposable with respect to M = R?
and its orthogonal complement M+ = {0}. As will be clear in our main theorem, it is of
more interest to find subspace pairs in which the model subspace M is “small”, so that
the orthogonal complement M= is “large”. To formalize this intuition, let us define the
projection operator

IT i= i — 4
m(u) = arg min flu — v, (34)

with the projection I 1 defined in an analogous manner. To simplify notation, we frequently
use the shorthand wuy = g (u) and wy = Iy (u).

Of interest to us are the action of these projection operators on the unknown parameter
6* € R% In the most desirable setting, the model subspace M can be chosen such that
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0 ~ 07, or equivalently, such that 0},, = 0. If this can be achieved with the model
subspace M remaining relatively small, then our main theorem guarantees that it is possible
to estimate 0* at a relatively fast rate. The following examples illustrate suitable choices of
the spaces M and M in three concrete settings, beginning with the case of sparse vectors.

Example 3.1. Sparse vectors and {1-norm reqularization. Suppose the error norm || - || is
the usual />-norm, and that the model class of interest is the set of k-sparse vectors in d
dimensions. For any particular subset S C {1,2,...,d} with cardinality k, we define the
model subspace

M(S):={0eR? | 0,=0 forallj¢ S} (3.5)

Here our notation reflects the fact that M depends explicitly on the chosen subset S. By
construction, we have Iy s)(0*) = 0* for any vector §* that is supported on S.

In this case, we may define M(S) = M(S), and note that the orthogonal complement
with respect to the Euclidean inner product is given by

ME(S) = M*(5) = {yeR!| 4 =0 forallje S} (3.6)

This set corresponds to the perturbation subspace, capturing deviations away from the set
of vectors with support S. We claim that for any subset S, the ¢;-norm R(0) = ||0]
is decomposable with respect to the pair (M(S), M*(S)). Indeed, by construction of the
subspaces, any § € M(S) can be written in the partitioned form 6 = (g, 0g¢), where 05 € R*
and 0g. € R%% is a vector of zeros. Similarly, any vector v € M=(S) has the partitioned
representation (Og,vsc). Putting together the pieces, we obtain

16+l = 1105, 0) + (0,75¢)llx = [|0]lx + [[7[]1,

showing that the /;-norm is decomposable as claimed. &

As a follow-up to the previous example, it is also worth noting that the same argument
shows that for a strictly positive weight vector w, the Eeighted li-norm ||0]|., 1= Z;l:l w;6;]
is also decomposable with respect to the pair (M(S), M(S)). For another natural extension,
we now turn to the case of sparsity models with more structure.

Example 3.2. Group-structured norms. In many applications, sparsity arises in a more
structured fashion, with groups of coefficients likely to be zero (or non-zero) simultaneously.
In order to model this behavior, suppose that the index set {1,2,...,d} can be partitioned
into a set of Ng disjoint groups, say G = {G1,Gs,...,Gn,}. With this set-up, for a given
vector @ = (ay,...,an,) € [1,00]N9, the associated (1, d)-group norm takes the form

Ng
10lg.a == > l10c, Il (3.7)
t=1
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For instance, with the choice @ = (2,2, ...,2), we obtain the group ¢; /¢s-norm, corresponding
to the regularizer that underlies the group Lasso [152]. On the other hand, the choice
a = (00,...,00), corresponding to a form of block ¢; /(. regularization, has also been

studied in past work [137, 97, 157]. Note that for @ = (1,1,...,1), we obtain the standard
(1 penalty. Interestingly, our analysis shows that setting @ € [2,00]™¢ can often lead to
superior statistical performance.

We now show that the norm || - ||g.a is again decomposable with respect to appropriately
defined subspaces. Indeed, given any subset Sg C {1,..., Ng} of group indices, say with
cardinality kg = |Sg|, we can define the subspace

M(Sg):={0€R? | Og, =0 forallt¢Sg}, (3.8)
as well as its orthogonal complement with respect to the usual Euclidean inner product
M*(Sg) = M (Sg):= {0 €R? | 6, =0 forallte Sg}. (3.9)

With these definitions, for any pair of vectors 8 € M(Sg) and ~ € Ml(Sg), we have

16 + Yoz = D 0c, + Ocllae + > 10, + V6.l = 0llg.a + [Vllg.a: (3.10)
teSg t¢Sg
thus verifying the decomposability condition. &

In the preceding example, we exploited the fact that the groups were non-overlapping
in order to establish the decomposability property. Therefore, some modifications would be
required in order to choose the subspaces appropriately for overlapping group regularizers
proposed in past work [64, 65].

Example 3.3. Low-rank matrices and nuclear norm. Now suppose that each parameter
O € R%*% i5 3 matrix; this corresponds to an instance of our general set-up with d = d;ds,
as long as we identify the space R“*% with R%9 in the usual way. We equip this space
with the inner product (O, T')) : = trace(OI'"), a choice which yields (as the induced norm)
the Frobenius norm

[©llF:= V{6, 0) =

(3.11)

In many settings, it is natural to consider estimating matrices that are low-rank; examples
include principal component analysis, spectral clustering, collaborative filtering, and matrix
completion. With certain exceptions, it is computationally expensive to enforce a rank-
constraint in a direct manner, so that a variety of researchers have studied the nuclear
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norm, also known as the trace norm, as a surrogate for a rank constraint. More precisely,
the nuclear norm is given by

min{dy,d>}

O =Y 0(0), (3.12)

J=1

where {0;(O)} are the singular values of the matrix ©.

The nuclear norm is decomposable with respect to appropriately chosen subspaces. Let
us consider the class of matrices © € R%*% that have rank r < min{dy, dy}. For any given
matrix ©, we let row(0) C R% and col(©) C R% denote its row space and column space
respectively. Let U and V be a given pair of r-dimensional subspaces U C R% and V C R%:
these subspaces will represent left and right singular vectors of the target matrix ©* to be
estimated. For a given pair (U, V'), we can define the subspaces M (U, V') and /WL(U, V) of
R¥1%42 given by

MU, V) :={0 e R"*® | row(©) CV, col(®) CU}, and (3.13a)
MU, V) := {0 e R | row(©) C V', col(©) C U*). (3.13b)

So as to simplify notation, we omit the indices (U, V) when they are clear from context.
Unlike the preceding examples, in this case the set M is not! equal to M.

Finally, we claim that the nuclear norm is decomposable with respect to the pair (M, /Wl)
By construction, any pair of matrices © € M and I' € M have orthogonal row and col-
umn spaces, which implies the required decomposability condition—mnamely [|© + I'[|pue =
IOllnuc + IT [lnue. Please see Appendix B.1 for a more detailed discussion of the decompos-
ability of the nuclear norm. &

A line of recent work (e.g., [38, 148, 35, 2, 62, 90]) has studied matrix problems involving
the sum of a low-rank matrix with a sparse matrix, along with the regularizer formed by
a weighted sum of the nuclear norm and the elementwise ¢;-norm. By a combination of
Examples 3.1 and Example 3.3, this regularizer also satisfies the decomposability property
with respect to appropriately defined subspaces.

3.2.3 A key consequence of decomposability

Thus far, we have specified a class (3.1) of M-estimators based on regularization, defined
the notion of decomposability for the regularizer and worked through several illustrative
examples. We now turn to the statistical consequences of decomposability—more specifically,

"However, as is required by our theory, we do have the inclusion M C M. Indeed, given any © € M and
e ./WL, we have ©TT = 0 by definition, which implies that (O, T')) = trace(©TT) = 0. Since ' € M was

arbitrary, we have shown that © is orthogonal to the space ./\71J', meaning that it must belong to M.
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its implications for the error vector A A, = é\An — 0%, where 0 € RY is any solution of the
regularized M-estimation procedure (3.1). For a given inner product (-, -), the dual norm of
R is given by

(u, v)

R*(v) := sup = sup (u, v). (3.14)
werd\ o} R(u) R(u)<1

This notion is best understood by working through some examples.

Dual of /;-norm: For the ¢;-norm R(u) = ||u||; previously discussed in Example 3.1, let
us compute its dual norm with respect to the Euclidean inner product on R?. For any vector
v € R?, we have

sup (u, v) < sup Z|uk|]vk| < sup Z\uk\ max lvk] = [|v]|oo-
flull1<1 luli<1 3 l[ull <1 =1,....d

We claim that this upper bound actually holds with equality. In particular, letting j be any
index for which |v;| achieves the maximum |[v||oc = maxz_1,_q|vg|, suppose that we form
a vector 4 € R? with #; = sign(v;), and @, = 0 for all k # j. With this choice, we have
@]l < 1, and hence supy,,<i{(u, v) > S G = |[v]leo, showing that the dual of the
¢{-norm is the ¢.-norm.

Dual of group norm: Now recall the group norm from Example 3.2, specified in terms
of a vector @ € [2,00]™9. A similar calculation shows that its dual norm, again with respect
to the Euclidean norm on R, is given by

|v)lgar = max  ||[v]|a

where L + L =1 are dual exponents. (3.15)
t—l,...,Ng ot R

As special cases of this general duality relation, the block (1,2) norm that underlies the usual
group Lasso leads to a block (0o, 2) norm as the dual, whereas the the block (1,00) norm
leads to a block (0o, 1) norm as the dual.

Dual of nuclear norm: For the nuclear norm, the dual is defined with respect to the
trace inner product on the space of matrices. For any matrix N € R%*% it can be shown
that

RY(N) = sup (M, N) = [N = max - 0;(N),

‘"MHlnucgl j:17~'~’min{dlyd2}

corresponding to the f.-norm applied to the vector o(N) of singular values. In the special
case of diagonal matrices, this fact reduces to the dual relationship between the vector ¢,
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and /., norms.

The dual norm plays a key role in our general theory, in particular by specifying a suitable
choice of the regularization weight \,. We summarize in the following:

Lemma 3.1. Suppose that L is a conver and differentiable function, and consider any op-
timal solution 0 to the optimization problem (3.1) with a strictly positive regularization pa-
rameter satisfying

Ao > 2R (VL0 Z1)). (3.16)

Then for any pair (./\/l,./\_/lL) over which R is decomposable, the error A= 5)\” — 0% belongs
to the set

C(M, M56%) := {A € R? | R(Agr) < 3R(Ag) + 4R(65,1) ). (3.17)

We prove this result in Appendix A.1.1. It has the following important consequence: for
any decomposable regularizer and an appropriate choice (3.16) of regularization parameter,
we are guaranteed that the error vector A belongs to a very specific set, depending on the
unknown vector #*. As illustrated in Figure 3.1, the geometry of the set C depends on the
relation between 6#* and the model subspace M. When 6* € M, then we are guaranteed
that R(¢,.) = 0. In this case, the constraint (3.17) reduces to R(A 1) < 3R(Axy), so
that C is a cone, as illustrated in panel (a). In the more general case when 6* ¢ M so that
R(0,.) # 0, the set C is not a cone, but rather a star-shaped set (panel (b)). As will be
clarified in the sequel, the case 6* ¢ M requires a more delicate treatment.

3.2.4 Restricted strong convexity

We now turn to an important requirement of the loss function, and its interaction with the
statistical model. Recall that A = 0, — 6% is the difference between an optimal solution 6,
and the true parameter, and consider the loss difference? E(@,\n) — L(0%). In the classical
setting, under fairly mild conditions, one expects that that the loss difference should converge
to zero as the sample size n increases. It is important to note, however, that such convergence
on its own is not sufficient to guarantee that 5,\n and #* are close, or equivalently that A
is small. Rather, the closeness depends on the curvature of the loss function, as illustrated
in Figure 3.2. In a desirable setting (panel (a)), the loss function is sharply curved around
its optimum «/9\,\7” so that having a small loss difference |£(0*) — E(é\,\n)| translates to a small
error A = @n — 0*. Panel (b) illustrates a less desirable setting, in which the loss function
is relatively flat, so that the loss difference can be small while the error A is relatively large.

2To simplify notation, we frequently write £(6) as shorthand for £(; Z7') when the underlying data Z7
is clear from context.
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R(AMm)

R(Apes)

(b)

Figure 3.1. Illustration of the set C(M, M~; 6*) in the special case A = (A1, Az, A3) € R?
and regularizer R(A) = ||A||1, relevant for sparse vectors (Example 3.1). This picture shows
the case S = {3}, so that the model subspace is M(S) = {A € R? | A; = Ay = 0}, and its
orthogonal complement is given by M=*(S) = {A € R? | A3 =0}. (a) In the special case
when 07 = 05 = 0, so that 0" € M, the set C(M, M=*;60%) is a cone. (b) When 6* does
not belong to M, the set C(M, M=;6*) is enlarged in the co-ordinates (A1, Ag) that span
M. Tt is no longer a cone, but is still a star-shaped set.

The standard way to ensure that a function is “not too flat” is via the notion of strong
convexity. Since L is differentiable by assumption, we may perform a first-order Taylor series
expansion at 6%, and in some direction A; the error in this Taylor series is given by

SL(AO%) 1= L(0°+A) — L(07) — (VL©O), A). (3.18)

One way in which to enforce that £ is strongly convex is to require the existence of some
positive constant x > 0 such that §L(A,0*) > k||A]|? for all A € R? in a neighborhood of
0*. When the loss function is twice differentiable, strong convexity amounts to lower bound
on the eigenvalues of the Hessian V2£(6), holding uniformly for all § in a neighborhood of
0*.

Under classical “fixed d, large n” scaling, the loss function will be strongly convex under
mild conditions. For instance, suppose that population risk £ is strongly convex, or equiv-
alently, that the Hessian V2L (#) is strictly positive definite in a neighborhood of §*. As a
concrete example, when the loss function £ is defined based on negative log likelihood of a
statistical model, then the Hessian V2L(f) corresponds to the Fisher information matrix,
a quantity which arises naturally in asymptotic statistics. If the dimension d is fixed while
the sample size n goes to infinity, standard arguments can be used to show that (under mild
regularity conditions) the random Hessian V2£(6) converges to V2L (#) uniformly for all 6 in
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ac

Figure 3.2. Role of curvature in distinguishing parameters. (a) Loss function has high
curvature around A. A small excess loss dL = |£(§,\n) — L(0%)| guarantees that the param-
eter error A = gAn — 0* is also small. (b) A less desirable setting, in which the loss function
has relatively low curvature around the optimum.

an open neighborhood of 6*. In contrast, whenever the pair (n, d) both increase in such a way
that d > n, the situation is drastically different: the Hessian matrix V2£(6) is often singular.
As a concrete example, consider linear regression based on samples Z; = (y;, z;) € R x RY,
fori =1,2,...,n. Using the least-squares loss L(0) = %Hy—X@H%, the d x d Hessian matrix
ViL(0) = %X T X has rank at most n, meaning that the loss cannot be strongly convex when
d > n. Consequently, it impossible to guarantee global strong convexity, so that we need to
restrict the set of directions A in which we require a curvature condition.

Ultimately, the only direction of interest is given by the error vector A= 9,\ —6*. Recall
that Lemma 3.1 guarantees that, for suitable choices of the regularization parameter \,,
this error vector must belong to the set C(M, M 0*), as previously defined (3.17). Conse-
quently, it suffices to ensure that the function is strongly convex over this set, as formalized
in the following:

Definition 3.2. The loss function satisfies a restricted strong convexity (RSC) condition
with curvature k, > 0 and tolerance function 7, if

SL(A,0%) > ke |A2 — 72(6%)  for all A € C(M, M 6%). (3.19)

In the simplest of cases—in particular, when 0* € M-—there are many statistical models for
which this RSC condition holds with tolerance 7,(0*) = 0. In the more general setting, it
can hold only with a non-zero tolerance term, as illustrated in Figure 3.3(b). As our proofs
will clarify, we in fact require only the lower bound (3.19) to hold for the intersection of C
with a local ball {||A| < R} of some radius centered at zero. As will be clarified later, this
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(b)

Figure 3.3. (a) Illustration of a generic loss function in the high-dimensional d > n setting:
it is curved in certain directions, but completely flat in others. (b) When 6* ¢ M, the set

(C(/\/l,/\_/lL; 0*) contains a ball centered at the origin, which necessitates a tolerance term
7£(0*) > 0 in the definition of restricted strong convexity.

restriction is not necessary for the least-squares loss, but is essential for more general loss
functions, such as those that arise in generalized linear models.

We will see in the sequel that for many loss functions, it is possible to prove that with
high probability the first-order Taylor series error satisfies a lower bound of the form

SL(A0%) > Ky ||A|* — ko g(n, d)R*(A) for all |A]| <1, (3.20)

where k1, ko are positive constants, and g(n, d) is a function of the sample size n and ambient
dimension d, decreasing in the sample size. For instance, in the case of ¢;-regularization, for
covariates with suitably controlled tails, this type of bound holds for the least squares loss
with the function g(n,d) = %; see equation (3.31) to follow. For generalized linear models
and the ¢;-norm, a similar type of bound is given in equation (3.43). We also provide a
bound of this form for the least-squares loss group-structured norms in equation (3.46), with
a different choice of the function g depending on the group structure.

A bound of the form (3.20) implies a form of restricted strong convexity as long as R(A)
is not “too large” relative to ||A||. In order to formalize this notion, we define a quantity

that relates the error norm and the regularizer:

Definition 3.3 (Subspace compatibility constant). For any subspace M of R?, the subspace
compatibility constant with respect to the pair (R, || -||) is given by

U(M):= sup Riu)

—_—, (3.21)
ue M\{0} [ |
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This quantity reflects the degree of compatibility between the regularizer and the error norm
over the subspace M. In alternative terms, it is the Lipschitz constant of the regularizer
with respect to the error norm, restricted to the subspace M. As a simple example, if
M is a k-dimensional co-ordinate subspace, with regularizer R(u) = ||u||; and error norm

l|w|| = ||u||2, then we have ¥(M) = VE.

This compatibility constant appears explicitly in the bounds of our main theorem, and
also arises in establishing restricted strong convexity. Let us now illustrate how it can be
used to show that the condition (3.20) implies a form of restricted strong convexity. To
be concrete, let us suppose that 8* belongs to a subspace M; in this case, membership of
A in the set C(M,/\_/IL;H*) implies that R(Ax) < 3R(Ayy). Consequently, by triangle
inequality and the definition (3.21), we have

R(A) S R(As) + R(Ax) < AR(Ax) < 4T(M)[A].
Therefore, whenever a bound of the form (3.20) holds and 6* € M, we are guaranteed that

SL(A,0%) > {k1 — 16k U (M)g(n,d)}||A|*  forall Al < 1.

restricted strong convexity condition will hold with x, = % and 7,(6*) = 0. We make use

Consequently, as long as the sample size is large enough that 16k, W2(M)g(n,d) < %, the
¥ e
2
of arguments of this flavor throughout this thesis.

3.3 Bounds for general M-estimators

We are now ready to state a general result that provides bounds and hence convergence
rates for the error ||0y, — 6*||, where 0, is any optimal solution of the convex program (3.1).
Although it may appear somewhat abstract at first sight, this result has a number of con-
crete and useful consequences for specific models. In particular, we recover as an immediate
corollary the best known results about estimation in sparse linear models with general de-
signs [20, 95], as well as a number of new results, including minimax-optimal rates for esti-
mation under £, -sparsity constraints and estimation of block-structured sparse matrices. We
also apply these theorems to establishing results for sparse generalized linear models [100],
matrix decomposition problems [2], and sparse non-parametric regression models [110]. Re-
sults for the estimation of low-rank matrices are presented in more detail in Chapters 4 and 5.

Let us recall our running assumptions on the structure of the convex program (3.1).

(G1) The regularizer R is a norm, and is decomposable with respect to the subspace pair

(M,Ml), where M C M.
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(G2) The loss function £ is convex and differentiable, and satisfies restricted strong con-
vexity with curvature x, and tolerance 7.

The reader should also recall the definition (3.21) of the subspace compatibility constant.
With this notation, we can now state the main result of this chapter:

Theorem 3.1 (Bounds for general models). Under conditions (G1) and (G2), consider the
problem (3.1) based on a strictly positive regularization constant A, > 2R*(VL(0*)). Then

any optimal solution [9\,\n to the convex program (3.1) satisfies the bound

165, = 0711 < 95 WA(M) + E{273(9 )+ 4RO )}, (3.22)
L

Remarks: Let us consider in more detail some different features of this result.

(a) It should be noted that Theorem 3.1 is actually a deterministic statement about the set
of optimizers of the convex program (3.1) for a fixed choice of A,. Although the program
is convex, it need not be strictly convex, so that the global optimum might be attained at
more than one point ,,. The stated bound holds for any of these optima. Probabilistic
analysis is required when Theorem 3.1 is applied to particular statistical models, and we
need to verify that the regularizer satisfies the condition

A = 2R (VL(07)), (3.23)

and that the loss satisfies the RSC condition. A challenge here is that since #* is un-
known, it is usually impossible to compute the right-hand side of the condition (3.23).
Instead, when we derive consequences of Theorem 3.1 for different statistical models, we
use concentration inequalities in order to provide bounds that hold with high probability
over the data.

(b) Second, note that Theorem 3.1 actually provides a family of bounds, one for each

pair (M, ./\_/IL) of subspaces for which the regularizer is decomposable. Ignoring the term
involving 7, for the moment, for any given pair, the error bound is the sum of two
terms, corresponding to estimation error &, and approximation error &,p,, given by
(respectively)

P LA An
Eor 1= 92U (M), and Epp 1= 4R(05,0). (3.24)
Kr Re

As the dimension of the subspace M increases (so that the dimension of M+ decreases),
the approximation error tends to zero. But since M C M, the estimation error is
increasing at the same time. Thus, in the usual way, optimal rates are obtained by
choosing M and M so as to balance these two contributions to the error. We illustrate
such choices for various specific models to follow.
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(c) As will be clarified in the sequel, many high-dimensional statistical models have an
unidentifiable component, and the tolerance term 7, reflects the degree of this non-
identifiability.

A large body of past work on sparse linear regression has focused on the case of exactly
sparse regression models for which the unknown regression vector #* is k-sparse. For this
special case, recall from Example 3.1 in Section 3.2.2 that we can define an k-dimensional
subspace M that contains 6*. Consequently, the associated set C(M, M=L;6*) is a cone (see
Figure 3.1(a)), and it is thus possible to establish that restricted strong convexity (RSC)
holds with tolerance parameter 7,(6*) = 0. This same reasoning applies to other statistical
models, among them group-sparse regression, in which a small subset of groups are active, as
well as low-rank matrix estimation. The following corollary provides a simply stated bound
that covers all of these models:

Corollary 3.1. Suppose that, in addition to the conditions of Theorem 3.1, the unknown 6
belongs to M and the RSC condition holds over C(M, M, 0%) with 7.(0*) = 0. Then any

optimal solution 5)\” to the convex program (3.1) satisfies the bounds

N —

16y, — 6% < 9Z°2U2(M),  and (3.25a)
Re

R(0y, —6) < 12 2-”@2(/\7). (3.25b)
L

Focusing first on the bound (3.25a), it consists of three terms, each of which has a natural
interpretation. First, it is inversely proportional to the RSC constant k., so that higher
curvature guarantees lower error, as is to be expected. The error bound grows proportionally
with the subspace compatibility constant \Il(./W), which measures the compatibility between
the regularizer R and error norm || - || over the subspace M (see Definition 3.3). This
term increases with the size of subspace M, which contains the model subspace M. Third,
the bound also scales linearly with the regularization parameter \,, which must be strictly
positive and satisfy the lower bound (3.23). The bound (3.25b) on the error measured in the
regularizer norm is similar, except that it scales quadratically with the subspace compatibility
constant. As the proof clarifies, this additional dependence arises since the regularizer over
the subspace M is larger than the norm ||-|| by a factor of at most W(M) (see Definition 3.3).

Obtaining concrete rates using Corollary 3.1 requires some work in order to verify the con-
ditions of Theorem 3.1, and to provide control on the three quantities in the bounds (3.25a)
and (3.25b), as illustrated in the examples to follow.

3.4 Convergence rates for sparse regression

As an illustration, we begin with one of the simplest statistical models, namely the standard
linear model. It is based on n observations Z; = (4, ;) € R% x R of covariate-response pairs.
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Let y € R™ denote a vector of the responses, and let X € R"*? be the design matrix, where
x; € R? is the i row. This pair is linked via the linear model

y = X0 +w, (3.26)

where §* € R? is the unknown regression vector, and w € R" is a noise vector. To begin,
we focus on this simple linear set-up, and describe extensions to generalized models in
Section 3.4.4.

Given the data set Z7' = (y, X) € R® x R™4 our goal is to obtain a “good” estimate
0 of the regression vector 6*, assessed either in terms of its ¢s-error ||§ — 6*||5 or its ¢;-error
H@— 0*||1. It is worth noting that whenever d > n, the standard linear model (3.26) is
unidentifiable in a certain sense, since the rectangular matrix X € R™ ¢ has a nullspace
of dimension at least d — n. Consequently, in order to obtain an identifiable model—or at
the very least, to bound the degree of non-identifiability—it is essential to impose additional
constraints on the regression vector 8*. One natural constraint is some type of sparsity in the
regression vector; for instance, one might assume that 8* has at most k& non-zero coefficients,
as discussed at more length in Section 3.4.2. More generally, one might assume that although
0* is not exactly sparse, it can be well-approximated by a sparse vector, in which case one
might say that 6* is “weakly sparse”, “sparsifiable” or “compressible”. Section 3.4.3 is
devoted to a more detailed discussion of this weakly sparse case.

A natural M-estimator for this problem is the Lasso [39, 131], obtained by solving the
{1-penalized quadratic program

~ . 1
O, € arg min { = [ly — X6|I5 + Aall6] }, (3.27)

for some choice A, > 0 of regularization parameter. Note that this Lasso estimator is a
particular case of the general M-estimator (3.1), based on the loss function and regularization
pair £(0; Z7) = 5-|ly — X 0|3 and R(9) = Z;l:l 16,1 = ||0]1. We now show how Theorem 3.1

can be specialized to obtain bounds on the error é\,\n — 0 for the Lasso estimate.

3.4.1 Restricted eigenvalues for sparse linear regression

For the least-squares loss function that underlies the Lasso, the first-order Taylor series
expansion from Definition 3.2 is exact, so that

SL(A,0%) = (A, lXTXA> = l||XA||§.
n n

Thus, in this special case, the Taylor series error is independent of 6%, a fact which allows for
substantial theoretical simplification. More precisely, in order to establish restricted strong
convexity, it suffices to establish a lower bound on || X Al|3/n that holds uniformly for an
appropriately restricted subset of d-dimensional vectors A.
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As previously discussed in Example 3.1, for any subset S C {1,2,...,d}, the {;-norm is
decomposable with respect to the subspace M(S) = {# € R? | fsc = 0} and its orthogonal
complement. When the unknown regression vector §* € R? is exactly sparse, it is natural to
choose S equal to the support set of 8*. By appropriately specializing the definition (3.17)
of C, we are led to consider the cone

C(S):={AeR? | |As

1 < 3[|As]li} (3.28)

See Figure 3.1(a) for an illustration of this set in three dimensions. With this choice, re-
stricted strong convexity with respect to the f/5-norm is equivalent to requiring that the
design matrix X satisfy the condition

X0|3
w > ki |03 for all # € C(9). (3.29)

This lower bound is a type of restricted eigenvalue (RE) condition, and has been studied in
past work on basis pursuit and the Lasso (e.g., [20, 95, 109, 139]). One could also require
that a related condition hold with respect to the ¢;-norm—viz.

1X012 _ , |02
>
T

for all # € C(95). (3.30)

This type of ¢1-based RE condition is less restrictive than the corresponding fs-version (3.29).
We refer the reader to the paper by van de Geer and Biithlmann [139] for an extensive
discussion of different types of restricted eigenvalue or compatibility conditions.

It is natural to ask whether there are many matrices that satisfy these types of RE
conditions. If X has i.i.d. entries following a sub-Gaussian distribution (including Gaussian
and Bernoulli variables as special cases), then known results in random matrix theory imply
that the restricted isometry property [32] holds with high probability, which in turn implies
that the RE condition holds [20, 139]. Since statistical applications involve design matrices
with substantial dependency, it is natural to ask whether an RE condition also holds for
more general random designs. This question was addressed by Raskutti et al. [109, 108],
who showed that if the design matrix X € R"*¢ is formed by independently sampling each
row X; ~ N(0,%), referred to as the ¥-Gaussian ensemble, then there are strictly positive
constants (k1, k), depending only on the positive definite matrix ¥, such that

2
X613 log d
n

—= [0} forall 6 € R (3.31)

110113 — k2

with probability greater than 1 — ¢; exp(—con). The bound (3.31) has an important con-

sequence: it guarantees that the RE property (3.29) holds® with x, = > 0 as long as

3To see this fact, note that for any 6 € C(S), we have |01 < 4/|0s]i < 4Vk|0s|2. Given the lower

bound (3.31), for any # € C(S), we have the lower bound % > {k — 4&2\/%} 102 > %5102,
where final inequality follows as long as n > 64(k2/k1)? klogd.
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n > 64(ky/k1) klogd. Therefore, not only do there exist matrices satisfying the RE prop-
erty (3.29), but any matrix sampled from a ¥-Gaussian ensemble will satisfy it with high
probability. Related analysis by Rudelson and Zhou [121] extends these types of guarantees
to the case of sub-Gaussian designs, also allowing for substantial dependencies among the
covariates. We refer the reader to a more detailed discussion in Appendix D.4, which presents
a discussion for general Gaussian observation operators with an arbitrary regularizer R.

3.4.2 Lasso estimates with exact sparsity

We now show how Corollary 3.1 can be used to derive convergence rates for the error of the
Lasso estimate when the unknown regression vector 6* is k-sparse. In order to state these
results, we require some additional notation. Using X; € R™ to denote the j” column of X,
we say that X is column-normalized if

X512
N

Here we have set the upper bound to one in order to simplify notation. This particular
choice entails no loss of generality, since we can always rescale the linear model appropriately
(including the observation noise variance) so that it holds.

In addition, we assume that the noise vector w € R" is zero-mean and has sub-Gaussian
tails, meaning that there is a constant ¢ > 0 such that for any fixed [|v|s = 1,

<1 forall j =1,2,...,d. (3.32)

52
P[|(v, w)| > t] < 2exp(— ﬁ) for all § > 0. (3.33)
o
For instance, this condition holds when the noise vector w has ii.d. N(0,1) entries, or
consists of independent bounded random variables. Under these conditions, we recover as a
corollary of Theorem 3.1 the following result:

Corollary 3.2. Consider an k-sparse instance of the linear regression model (3.26) such that
X satisfies the RE condition (3.29), and the column normalization condition (3.32). Given

logd
n 7’

at least 1 — ¢y exp(—canA2), any optimal solution @n satisfies the bounds

the Lasso program (3.27) with regularization parameter \, = 4o then with probability

~ 64 0% klogd ~ 240 log d
10x, = 0°[13 < — 8C and [0y, — 07| < =T k)25 (3.34)
Ky n Kr n

Although error bounds of this form are known from past work (e.g., [20, 32, 95]), our proof
illuminates the underlying structure that leads to the different terms in the bound—in par-
ticular, see equations (3.25a) and (3.25b) in the statement of Corollary 3.1.
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Proof. We first note that the RE condition (3.30) implies that RSC holds with respect to the
subspace M(S). As discussed in Example 3.1, the ¢;-norm is decomposable with respect to
M(S) and its orthogonal complement, so that we may set M (S) = M(S). Since any vector
0 € M(S) has at most k non-zero entries, the subspace compatibility constant is given by

V(M(S) = sup ot = V.
fe M(S)\{0}

The final step is to compute an appropriate choice of the regularization parameter. The

gradient of the quadratic loss evaluated at 6* is given by VL(0; (y, X)) = %XTw, whereas

the dual norm of the ¢;-norm is the /,.-norm. Consequently, we need to specify a choice of
An > 0 such that

An > 2RA(VL(0)) = 2||%XTw||OO

with high probability. Using the column normalization (3.32) and sub-Gaussian (3.33) condi-
tions, for each j = 1, ..., d, we have the tail bound IP’[|(Xj, w)/n| > t} < 2exp (—%) Con-
sequently, by union bound, we conclude that P[|| X7 w/n||« > t] < 2exp (— % +logd). Set-
ting 2 = @, we see that the choice of A, given in the statement is valid with probability
at least 1 — ¢y exp(—con)?). Consequently, the claims (3.34) follow from the bounds (3.25a)

and (3.25b) in Corollary 3.1. O

3.4.3 Lasso estimates with weakly sparse models

We now consider regression models for which 6* is not exactly sparse, but rather can be
approximated well by a sparse vector. One way in which to formalize this notion is by
considering the ¢, “ball” of radius R, given by

d
B,(R,) := {0 € R? | Z 16;|” < R,}, where ¢ € [0, 1] is fixed.
i=1

In the special case ¢ = 0, this set corresponds to an exact sparsity constraint—that is,
0* € By(Rp) if and only if * has at most Ry non-zero entries. More generally, for ¢ € (0, 1],
the set B,(R,) enforces a certain decay rate on the ordered absolute values of 6*.

In the case of weakly sparse vectors, the constraint set C takes the form

CM, M;0") ={A R | |Age 1} (3.35)

1 <3| Ag|ly + 4|05

In contrast to the case of exact sparsity, the set C is no longer a cone, but rather contains a
ball centered at the origin— compare panels (a) and (b) of Figure 3.1. As a consequence, it
is never possible to ensure that || X#||y/y/n is uniformly bounded from below for all vectors
0 in the set (3.35), and so a strictly positive tolerance term 7,(6*) > 0 is required. The
random matrix result (3.31), stated in the previous section, allows us to establish a form of
RSC that is appropriate for the setting of £,-ball sparsity. We summarize our conclusions in
the following;:



CHAPTER 3. REGULARIZED M-ESTIMATORS 39

Corollary 3.3. Suppose that X satisfies the RE condition (3.31) as well as the column
normalization condition (3.32), the noise w is sub-Gaussian (3.33), and 0* belongs to B,(R,)

14
for a radius R, such that \/R, (%) 2 < 1. Then if we solve the Lasso with reqularization

4o log d

parameter X\, = 52, there are universal positive constants (co,c1,co) such that any

optimal solution 5)\” satisfies

- o2 logd\ "%
105, — 0°(13 < co R, (—2 =k ) (3.36)

K] n

with probability at least 1 — ¢y exp(—canA?).

Remarks: Note that this corollary is a strict generalization of Corollary 3.2, to which it
reduces when ¢ = 0. More generally, the parameter ¢ € [0, 1] controls the relative “sparsi-
fiability” of #*, with larger values corresponding to lesser sparsity. Naturally then, the rate
slows down as ¢ increases from 0 towards 1. In fact, Raskutti et al. [109] show that the
rates (3.36) are minimax-optimal over the /,-balls—implying that not only are the conse-
quences of Theorem 3.1 sharp for the Lasso, but more generally, no algorithm can achieve
faster rates.

Proof. Since the loss function L is quadratic, the proof of Corollary 3.2 shows that the stated

choice \, =44/% logd is valid with probability at least 1 — cexp(—c'nA?). Let us now show

that the RSC condltlon holds. We do so via condition (3.31) applied to equation (3.35). For
a threshold p > 0 to be chosen, define the thresholded subset

Spi={je{1,2,....d} | |0}] > pu}. (3.37)

Now recall the subspaces M(S,,) and M*(S,) previously defined in equations (3.5) and (3.6)
of Example 3.1, where we set S = §,. The following lemma, proved in Appendix A.2,
provides sufficient conditions for restricted strong convexity with respect to these subspace
pairs:

Lemma 3.2. Suppose that the conditions of Corollary 3.3 hold, and n > 9ks|S,|logd. Then
with the choice p = 2=, the RSC condition holds over C(M(S,,), M*(S,.),0%) with rz = k1 /4

and T} = 8/{21°§d||«955||2.

log d
o |

Consequently, we may apply Theorem 3.1 with k; = /4 and 72(6*) = 8k ? to

conclude that

~ A2 4\, logd
[0, = 0°[Ff < 1445 15, {16 |0 |2

+ /|65, 1}, (3.38)
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where we have used the fact that ¥?(S,) = |S,|, as noted in the proof of Corollary 3.2.
It remains to upper bound the cardinality of S, in terms of the threshold p and ¢,-ball
radius I,. Note that we have

d
Ry > 160517 = > (6519 > | S,l, (3.39)
j=1

JESL

whence |S,| <y~ R, for any p > 0. Next we upper bound the approximation error ||0§ﬁ 1,

using the fact that 6* € B,(R,). Letting S;; denote the complementary set S,\{1,2,...,d},
we have

165,

=S = S e < Ryt (3.40)

JESE JESE

Setting 11 = A, /K1 and then substituting the bounds (3.39) and (3.40) into the bound (3.38)
yields

(logd)/n
)\n/lfl '

_4q
2

~ A2 g A2 2
* 12
163, = 67115 <160(=5) " * Ry +64r2{ () * Ry}
1 1
For any fixed noise variance, our choice of regularization parameter ensures that the ratio

% is of order one, so that the claim follows. O

3.4.4 Extensions to generalized linear models

In this section, we briefly outline extensions of the preceding results to the family of gener-
alized linear models (GLM). Suppose that conditioned on a vector x € R? of covariates, a
response variable y € ) has the distribution

0%, x) — (6%, x))
c(o)

Here the quantity c¢(o) is a fixed and known scale parameter, and the function ® : R — R
is the link function, also known. The family (3.41) includes many well-known classes of re-
gression models as special cases, including ordinary linear regression (obtained with ) = R,
(t) = t?/2 and c¢(0) = 0?), and logistic regression (obtained with Y = {0,1}, ¢(o) =1 and
O(t) = log(1 + exp(t))).

Po(y | x) o< exp {y< }. (3.41)

Given samples Z; = (z;,1;) € R? x Y, the goal is to estimate the unknown vector
0* € R?. Under a sparsity assumption on 6*, a natural estimator is based on minimizing the
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(negative) log likelihood, combined with an ¢;-regularization term. This combination leads
to the convex program

Eargé‘;ﬁ@{ Z{ (0, ;) + ({0, )} +Aa0]]1 }- (3.42)
£:7) ’

In order to extend the error bounds from the previous section, a key ingredient is to establish
that this GLM-based loss function satisfies a form of restricted strong convexity. Along these
lines, Negahban et al. [100] proved the following result: suppose that the covariate vectors
x; are zero-mean with covariance matrix > = 0, and are drawn i.i.d. from a distribution
with sub-Gaussian tails (see equation (3.33)). Then there are constants k1, ko such that the
first-order Taylor series error for the GLM-based loss (3.42) satisfies the lower bound

log d

SL(A,0%) > k1| A3 — Ko A3 for all [|A|lx < 1. (3.43)
As discussed following Definition 3.2, this type of lower bound implies that £ satisfies a form
of RSC, as long as the sample size scales as n = Q(klogd), where k is the target sparsity.
Consequently, this lower bound (3.43) allows us to recover analogous bounds on the error
105, — 0%]|2 of the GLM-based estimator (3.42).

3.5 Convergence rates for group-structured norms

The preceding two sections addressed M-estimators based on /;-regularization, the sim-
plest type of decomposable regularizer. We now turn to some extensions of our results to
more complex regularizers that are also decomposable. Various researchers have proposed
extensions of the Lasso based on regularizers that have more structure than the ¢; norm
(e.g., [137, 152, 157, 92, 11]). Such regularizers allow one to impose different types of block-
sparsity constraints, in which groups of parameters are assumed to be active (or inactive)
simultaneously. These norms arise in the context of multivariate regression, where the goal
is to predict a multivariate output in R on the basis of a set of d covariates. Here it is ap-
propriate to assume that groups of covariates are useful for predicting the different elements
of the m~dimensional output vector. We refer the reader to the papers [137, 152, 157, 92, 11]
for further discussion of and motivation for the use of block-structured norms.

Given a collection G = {G1,...,Gn,} of groups, recall from Example 3.2 in Section 3.2.2

the definition of the group norm || - ||gz. In full generality, this group norm is based on
a weight vector @ = (a,...,ang,) € [2,00]"9, one for each group. For simplicity, here we
consider the case when oy = o for all t =1,2,..., Ng, and we use || - |g.o to denote the

associated group norm. As a natural extension of the Lasso, we consider the block Lasso
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estimator
- 1
0 E . - —X@ 2 )\n 9 ol 344
arg min {~{ly — X0[3 + Aaf|0)lg.0} (3.44)

where A, > 0 is a user-defined regularization parameter. Different choices of the parameter
« yield different estimators, and in this section, we consider the range a € [2, 00]. This range
covers the two most commonly applied choices, a = 2, often referred to as the group Lasso,
as well as the choice a = 400.

3.5.1 Restricted strong convexity for group sparsity

As a parallel to our analysis of ordinary sparse regression, our first step is to provide a
condition sufficient to guarantee restricted strong convexity for the group-sparse setting.
More specifically, we state the natural extension of condition (3.31) to the block-sparse
setting, and prove that it holds with high probability for the class of »-Gaussian random
designs. Recall from Theorem 3.1 that the dual norm of the regularizer plays a central
role. As discussed previously, for the block-(1, a)-regularizer, the associated dual norm is a
block-(00, @*) norm, where (o, ) are conjugate exponents satisfying + + - = 1.

Letting € ~ N (0, I4xq) be a standard normal vector, we consider the following condition.
Suppose that there are strictly positive constants (k1, o) such that, for all A € R¢, we have

| XA3 5 2/ 4 5 le, llox
> _ *k p— tlla
—— 2 rllAllz = r2pg(a”) [Allia  where pg(a”) :=E mex, SR (3.45)

To understand this condition, first consider the special case of Ng = d groups, each of size
one, so that the group-sparse norm reduces to the ordinary ¢;-norm, and its dual is the

ls-norm. Using a = 2 for concreteness, we have pg(2) = El|le|l]/v/n < \/%, using

standard bounds on Gaussian maxima. Therefore, condition (3.45) reduces to the earlier
condition (3.31) in this special case.

Let us consider a more general setting, say with a = 2 and Ng groups each of size m, so

leg, ll2

vl

that d = Ngm. For this choice of groups and norm, we have pg(2) = E[ max where

t=1,...,Ng
each sub-vector wg, is a standard Gaussian vector with m elements. Since El||eg,[|2] < v/m,

tail bounds for x*-variates yield pg(2) < /% + 4/ 3108Ng 50 that the condition (3.45) is
equivalent to

XA|? [m  [3log Ng1?
| - I3 > || A2 — HZ{ % + 3@%] HAHé,Z for all A € R% (3.46)

Thus far, we have seen the form that condition (3.45) takes for different choices of the
groups and parameter «. It is natural to ask whether there are any matrices that satisfy the
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condition (3.45). As shown in the following result, the answer is affirmative—more strongly,
almost every matrix satisfied from the ¥-Gaussian ensemble will satisfy this condition with
high probability. (Here we recall that for a non-degenerate covariance matrix, a random
design matrix X € R™*? is drawn from the ¥-Gaussian ensemble if each row x; ~ N(0,Y),
iid. fori=1,2,...,n.)

Proposition 3.1. For a design matriz X € R from the L-ensemble, there are con-
stants (K1, k2) depending only ¥ such that condition (3.45) holds with probability greater
than 1 — ¢y exp(—can).

We provide the proof of this result in Appendix A.3.1. This condition can be used to show
that appropriate forms of RSC hold, for both the cases of exactly group-sparse and weakly
sparse vectors. As with ¢;-regularization, these RSC conditions are milder than analogous
group-based RIP conditions (e.g., [63, 129, 11]), which require that all sub-matrices up to a
certain size are close to isometries.

3.5.2 Convergence rates

Apart from RSC, we impose one additional condition on the design matrix. For a given
group G of size m, let us view the matrix X € R™"™ as an operator from ¢ — (3, and
define the associated operator norm || X¢|la—2 : = max || Xg 0]|2. We then require that

10]la=1

I X llas2
NG

Note that this is a natural generalization of the column normalization condition (3.32), to
which it reduces when we have Ng = d groups, each of size one. As before, we may assume
without loss of generality, rescaling X and the noise as necessary, that condition (3.47) holds

with constant one. Finally, we define the maximum group size m = , max, |G¢|. With this
=1, ING

<1 forallt =1,2,..., Ng. (3.47)

notation, we have the following novel result:

Corollary 3.4. Suppose that the noise w is sub-Gaussian (3.33), and the design matriz X
satisfies condition (3.45) and the block normalization condition (3.47). If we solve the group
Lasso with

(3.48)

1-1/a loo N,
x122a{”l 2 g}7

NZD n

then with probability at least 1 — 2/Ng?, for any group subset Sg C {1,2,..., Ng} with
cardinality |Sg| = kg, any optimal solution 0, satisfies

o * 2 4/\121
10x, — 0715 < —5" kg + Z 166, lla (3.49)
L t¢Sg
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Remarks: Since the result applies to any a € [2,00], we can observe how the choices of
different group-sparse norms affect the convergence rates. So as to simplify this discussion,
let us assume that the groups are all of equal size m, so that d = mNg is the ambient
dimension of the problem.

Case o = 2: The case o = 2 corresponds to the block (1, 2) norm, and the resulting estimator
is frequently referred to as the group Lasso. For this case, we can set the regularization
parameter as \, = 20{\/? + 4/ %} If we assume moreover that 6* is exactly group-

sparse, say supported on a group subset Sg C {1,2,..., Ng} of cardinality kg, then the
bound (3.49) takes the form

= kgm i /{Zg lOgNg.

~

16 — 6%|I3 (3.50)

n
Similar bounds were derived in independent work by Lounici et al. [83] and Huang and
Zhang [63] for this special case of exact block sparsity. The analysis here shows how the
different terms arise, in particular via the noise magnitude measured in the dual norm of the
block regularizer.

In the more general setting of weak block sparsity, Corollary 3.4 yields a number of novel
results. For instance, for a given set of groups G, we can consider the block sparse analog of
the £,-“ball”—mamely the set

Ng
B 6.2)i={0 € R | 3 el < R, .
t=1
In this case, if we optimize the choice of S in the bound (3.49) so as to trade off the estimation
and approximation errors, then we obtain

~Y Y

~ m  log Ng\' 2
6= 3 (2 R

n n
which is a novel result. This result is a generalization of our earlier Corollary 3.3, to which
it reduces when we have Ng = d groups each of size m = 1.

Case o = +oo: Now consider the case of ¢;/{, regularization, as suggested in past
work [137]. In this case, Corollary 3.4 implies that [|§ — 6%||2 = kTmQ + %. Similar
to the case a = 2, this bound consists of an estimation term, and a search term. The estima-
tion term knﬂz is larger by a factor of m, which corresponds to amount by which an ¢ -ball

in m dimensions is larger than the corresponding f»-ball.

We provide the proof of Corollary 3.4 in Appendix A.3.2. It is based on verifying the
conditions of Theorem 3.1: more precisely, we use Proposition 3.1 in order to establish RSC,
and we provide a lemma that shows that the regularization choice (3.48) is valid in the
context of Theorem 3.1.
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3.6 Discussion

In this chapter, we have presented a unified framework for deriving error bounds and con-
vergence rates for a class of regularized M-estimators. The theory is high-dimensional and
non-asymptotic in nature, meaning that it yields explicit bounds that hold with high prob-
ability for finite sample sizes, and reveals the dependence on dimension and other structural
parameters of the model. Two properties of the M-estimator play a central role in our
framework. We isolated the notion of a regularizer being decomposable with respect to a
pair of subspaces, and showed how it constrains the error vector—meaning the difference
between any solution and the nominal parameter—to lie within a very specific set. This
fact is significant, because it allows for a fruitful notion of restricted strong convexity to be
developed for the loss function. Since the usual form of strong convexity cannot hold under
high-dimensional scaling, this interaction between the decomposable regularizer and the loss
function is essential.

Our main result (Theorem 3.1) provides a deterministic bound on the error for a broad
class of regularized M-estimators. By specializing this result to different statistical models,
we derived various explicit convergence rates for different estimators, including some known
results and a range of novel results. We derived convergence rates for sparse linear models,
both under exact and approximate sparsity assumptions, and these results have been shown
to be minimax optimal [109]. In the case of sparse group regularization, we established a
novel upper bound of the oracle type, with a separation between the approximation and
estimation error terms. This framework has also been applied to obtain minimax-optimal
rates for noisy matrix decomposition, which involves using a combination of the nuclear norm
and elementwise /;-norm. Finally, in a result that we report elsewhere, we have also applied
these results to deriving convergence rates on generalized linear models. Doing so requires
leveraging that restricted strong convexity can also be shown to hold for these models, as
stated in the bound (3.43).

There are a variety of interesting open questions associated with our work. In this chapter,
for simplicity of exposition, we have specified the regularization parameter in terms of the
dual norm R* of the regularizer. In many cases, this choice leads to optimal convergence
rates, including linear regression over {,-balls (Corollary 3.3) for sufficiently small radii, and
various instances of low-rank matrix regression. In other cases, some refinements of our
convergence rates are possible; for instance, in the special case of linear sparsity regression
(i.e., an exactly sparse vector, with a constant fraction of non-zero elements), our rates can
be sharpened by a more careful analysis of the noise term, which allows for a slightly smaller
choice of the regularization parameter. Similarly, there are other non-parametric settings
in which a more delicate choice of the regularization parameter is required [73, 110]. Last,
we suspect that there are many other statistical models, not discussed in this chapter, for
which this framework can yield useful results. Some examples include different types of
hierarchical regularizers and/or overlapping group regularizers [64, 65], as well as methods
using combinations of decomposable regularizers, such as the fused Lasso [132].
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Chapter 4

Low-rank matrix estimation

4.1 Introduction

In this chapter, we focus on the problem of high-dimensional inference in the setting of
matrix estimation. As mentioned in the previous chapter, there is already a substantial
body of work on the problem of sparse matrix recovery. In contrast, our interest in this
chapter is the problem of estimating a matrix ©* € R%*92 that is either ezactly low rank,
meaning that it has at most » < min{d;, ds} non-zero singular values, or more generally
is near low-rank, meaning that it can be well-approximated by a matrix of low rank. As
we discuss at more length in the sequel, such exact or approximate low-rank conditions are
appropriate for many applications, including multivariate or multi-task forms of regression,
system identification for autoregressive processes, collaborative filtering, and matrix recovery
from random projections. Analogous to the use of an ¢;-regularizer for enforcing sparsity,
we consider the use of the nuclear norm (also known as the trace norm) for enforcing a rank
constraint in the matrix setting. By definition, the nuclear norm is the sum of the singular
values of a matrix, and so encourages sparsity in the vector of singular values, or equivalently
for the matrix to be low-rank. The problem of low-rank matrix approximation and the use
of nuclear norm regularization have been studied by various researchers. In her Ph.D. thesis,
Fazel [51] discusses the use of nuclear norm as a heuristic for restricting the rank of a matrix,
showing that in practice it is often able to yield low-rank solutions. Other researchers have
provided theoretical guarantees on the performance of nuclear norm and related methods for
low-rank matrix approximation. Srebro et al. [127] proposed nuclear norm regularization for
the collaborative filtering problem, and established risk consistency under certain settings.
Recht et al. [117] provided sufficient conditions for exact recovery using the nuclear norm
heuristic when observing random projections of a low-rank matrix, a set-up analogous to
the compressed sensing model in sparse linear regression [44, 31]. Other researchers have
studied a version of matrix completion in which a subset of entries are revealed, and the
goal is to obtain perfect reconstruction either via the nuclear norm heuristic [33] or by other
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SVD-based methods [71]. We will elaborate on these added complexities in Chapter 5.
For general observation models, Bach [9] has provided results on the consistency of nuclear
norm minimization in noisy settings, but applicable to the classical “fixed p” setting. In
addition, Yuan et al. [154] provide non-asymptotic bounds on the operator norm error of
the estimate in the multi-task setting, provided that the design matrices are orthogonal.
Under the assumption of RIP, Lee and Bresler [79] prove stability properties of least-squares
under nuclear norm constraint when a form of restricted isometry property is imposed on
the sampling operator. Liu and Vandenberghe [82] develop an efficient interior-point method
for solving nuclear-norm constrained problems, and illustrate its usefulness for problems of
system identification, an application also considered in this chapter. Finally, in related work,
Rohde and Tsybakov [119] and Candes and Plan [30] have studied certain aspects of nuclear
norm minimization under high-dimensional scaling. We discuss connections to this work at
more length in Section 4.3.2 following the statement of our main results.

The goal of this chapter is to analyze the nuclear norm relaxation for a general class
of noisy observation models, and obtain non-asymptotic error bounds on the Frobenius
norm that hold under high-dimensional scaling, and are applicable to both exactly and
approximately low-rank matrices. We begin by presenting a generic observation model,
and illustrating how it can be specialized to the several cases of interest, including low-
rank multivariate regression, estimation of autoregressive processes, and random projection
(compressed sensing) observations. In particular, this model is specified in terms of an
operator X, which may be deterministic or random depending on the setting, that maps any
matrix ©* € R4*% to a vector of N noisy observations. We then present a single main
theorem (Theorem 4.1) followed by two corollaries that cover the cases of exact low-rank
constraints (Corollary 4.1) and near low-rank constraints (Corollary 4.2) respectively. These
results demonstrate that high-dimensional error rates are controlled by two key quantities.
First, the (random) observation operator X is required to satisfy restricted strong convexity
(RSC), introduced in Chapter 3, which ensures that the loss function has sufficient curvature
to guarantee consistent recovery of the unknown matrix ©*. As we show via various examples,
this RSC condition is weaker than the RIP property, which requires that the sampling
operator behave very much like an isometry on low-rank matrices. Second, our theory
provides insight into the choice of reqularization parameter that weights the nuclear norm,
showing that an appropriate choice is to set it proportional to the spectral norm of a random
matrix defined by the adjoint of the observation operator X, and the observation noise in
the problem.

This initial set of results, though appealing in terms of their simple statements and
generality, are somewhat abstractly formulated. Our next contribution is to show that by
specializing our main result (Theorem 4.1) to three classes of models, we can obtain some
concrete results based on readily interpretable conditions. In particular, Corollary 4.3 deals
with the case of low-rank multivariate regression, relevant for applications in multitask learn-
ing. We show that the random operator X satisfies the RSC property for a broad class of
observation models, and we use random matrix theory to provide an appropriate choice of



CHAPTER 4. LOW-RANK MATRIX ESTIMATION 48

the regularization parameter. Our next result, Corollary 4.4, deals with the case of estimat-
ing the matrix of parameters specifying a vector autoregressive (VAR) process [6, 86]. The
usefulness of the nuclear norm in this context has been demonstrated by Liu and Vanden-
berghe [82]. Here we also establish that a suitable RSC property holds with high probability
for the random operator X, and also specify a suitable choice of the regularization parameter.
We note that the technical details here are considerably more subtle than the case of low-
rank multivariate regression, due to dependencies introduced by the autoregressive sampling
scheme. Accordingly, in addition to terms that involve the size, the matrix dimensions and
rank, our bounds also depend on the mixing rate of the VAR process. Finally, we turn to
the compressed sensing observation model for low-rank matrix recovery, as introduced by
Recht and colleagues [117, 116]. In this setting, we again establish that the RSC property
holds with high probability, specify a suitable choice of the regularization parameter, and
thereby obtain a Frobenius error bound for noisy observations (Corollary 4.5). A technical
result that we prove en route—namely, Proposition 4.1—is of possible independent interest,
since it provides a bound on the constrained norm of a random Gaussian operator. In par-
ticular, this proposition allows us to obtain a sharp result (Corollary 4.6) for the problem of
recovering a low-rank matrix from perfectly observed random Gaussian projections with a
general dependency structure.

The remainder of this chapter is organized as follows. Section 4.2 is devoted to back-
ground material, and the set-up of the problem. We present a generic observation model
for low-rank matrices, and then illustrate how it captures various cases of interest. We then
define the convex program based on nuclear norm regularization that we analyze in this
chapter. In Section 4.3, we state our main theoretical results and discuss their consequences
for different model classes. Section 4.4 is devoted to the proofs of our results; in each case,
we break down the key steps in a series of lemmas, with more technical details deferred to
the appendices. In Section 4.5, we present the results of various simulations that illustrate
excellent agreement between the theoretical bounds and empirical behavior.

Notation: For the convenience of the reader, we collect standard pieces of notation here.
For a pair of matrices © and " with commensurate dimensions, we let (O, T')) = trace(©”T)
denote the trace inner product on matrix space. For a matrix © € R¥“*% we define m =
min{dy, ds}, and denote its (ordered) singular values by 01(0) > 02(0) > ... > 0,,(0) > 0.
We also use the notation 0y,.x(0) = 01(0) and 0,in(O) = 0,,(O) to refer to the maximal and

minimal singular values respectively. We use the notation || - || for various types of matrix
norms based on these singular values, including the nuclear norm ||©|lne = -7~ 0;(0), the
spectral or operator norm ||©] s = 01(0), and the Frobenius norm ||O||r = \/trace(0T0) =
\/ 2 i1 03(©). We refer the reader to Horn and Johnson [60, 61] for more background on

these matrix norms and their properties.
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4.2 Background and problem set-up

We begin with some background on problems and applications in which rank constraints
arise, before describing a generic observation model. We then introduce the concrete convex
program based on nuclear norm regularization that we study in this chapter.

4.2.1 Models with rank constraints

Imposing a rank 7 constraint on a matrix ©* € R%*% ig equivalent to requiring the rows
(or columns) of ©* lie in some r-dimensional subspace of R?% (or R% respectively). Such
types of rank constraints (or approximate forms thereof) arise in a variety of applications, as
we discuss here. In some sense, rank constraints are a generalization of sparsity constraints;
rather than assuming that the data is sparse in a known basis, a rank constraint implicitly
imposes sparsity but without assuming the basis.

We first consider the problem of multivariate regression, also referred to as multi-task
learning in statistical machine learning. The goal of multivariate regression is to estimate a
prediction function that maps covariates Z; € R™ to multi-dimensional output vectors Y; €
R . More specifically, let us consider the linear model, specified by a matrix ©* € R4z
of the form

Y, =0"Z,+W,, fora=1,...,n, (4.1)

where {W,}"_, is an i.i.d. sequence of d;-dimensional zero-mean noise vectors. Given a
collection of observations {Z,,Y,}"_, of covariate-output pairs, our goal is to estimate the
unknown matrix ©*. This type of model has been used in many applications, including
analysis of fMRI image data [59], analysis of EEG data decoding [5], neural response mod-
eling [23] and analysis of financial data. This model and closely related ones also arise in
the problem of collaborative filtering [127], in which the goal is to predict users’ preferences
for items (such as movies or music) based on their and other users’ ratings of related items.
The papers [1, 7] discuss additional instances of low-rank decompositions. In all of these
settings, the low-rank condition translates into the existence of a smaller set of “features”
that are actually controlling the prediction.

As a second (not unrelated) example, we now consider the problem of system identifica-
tion in vector autoregressive processes (see the book [86] for detailed background). A wvector
autoregressive (VAR) process in m-dimensions is a stochastic process {Z;}7°, specified by
an initialization Z; € R™, followed by the recursion

Zt+1 = @*Zt + Wt, for t = 1, 2, 3, cee (42)

In this recursion, the sequence {W,;}$2, consists of i.i.d. samples of innovations noise. We
assume that each vector W, € R™ is zero-mean with covariance matrix C' > 0, so that the
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process {Z;}7°, is zero-mean, and has a covariance matrix ¥ given by the solution of the
discrete-time Ricatti equation

Y =003+ C. (4.3)

The goal of system identification in a VAR process is to estimate the unknown matrix
©* € R™ ™ on the basis of a sequence of samples {Z;} ;. In many application domains,
it is natural to expect that the system is controlled primarily by a low-dimensional subset
of variables. For instance, models of financial data might have an ambient dimension m of
thousands (including stocks, bonds, and other financial instruments), but the behavior of
the market might be governed by a much smaller set of macro-variables (combinations of
these financial instruments). Similar statements apply to other types of time series data,
including neural data [23, 52|, subspace tracking models in signal processing, and motion
models models in computer vision. While the form of system identification formulated here
assumes direct observation of the state variables { Z;}7,, it is also possible to tackle the more
general problem when only noisy versions are observed (e.g., see Liu and Vandenberghe [82]).
An interesting feature of the system identification problem is that the matrix ©*, in addition
to having low rank, might also be required to satisfy some type of structural constraint (e.g.,
having a Hankel-type structure), and the estimator that we consider here allows for this
possibility.

A third example that we consider in this chapter is a compressed sensing observation
model, in which one observes random projections of the unknown matrix ©*. This observa-
tion model has been studied extensively in the context of estimating sparse vectors [44, 31],
and Recht and colleagues [117] suggested and studied its extension to low-rank matrices. In
their set-up, one observes trace inner products of the form (X;, ©*)) = trace(X]©*), where
X; € R¥1*% s 3 random matrix (for instance, filled with standard normal N (0, 1) entries), so
that ((X;, ©*)) is a standard random projection. In the sequel, we consider this model with a
more general family of random projections involving matrices with dependent entries. Like
compressed sensing for sparse vectors, applications of this model include computationally
efficient updating in large databases (where the matrix ©* measures the difference between
the data base at two different time instants), and matrix denoising.

4.2.2 A generic observation model

We now introduce a generic observation model that will allow us to deal with these differ-
ent observation models in an unified manner. For pairs of matrices A, B € R%“*%  recall
the Frobenius or trace inner product (A, B)) := trace(BA”). We then consider a linear
observation model of the form

Y; = <<XZ, @*»—f—EZ, for ¢ = 172,...,N, (44)
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which is specified by the sequence of observation matrices {X;}¥, and observation noise
{e;}X,. This observation model can be written in a more compact manner using operator-
theoretic notation. In particular, let us define the observation vector

F=ln ... w]"€RY,

with a similar definition for £ € R in terms of {&;}¥,. We then use the observation matrices
{X;}Y, to define an operator X : R®*% — RV via [X(0)], = (X;, ©)). With this notation,
the observation model (4.4) can be re-written as

j=2X(0") +¢ (4.5)

Let us illustrate the form of the observation model (4.5) for some of the applications that
we considered earlier.

Example 4.1 (Multivariate regression). Recall the observation model (4.1) for multivari-
ate regression. In this case, we make n observations of vector pairs (Y, Z,) € R4 x R,
Accounting for the d;-dimensional nature of the output, after the model is scalarized, we
receive a total of N = dyn observations. Let us introduce the quantity b =1,...,d; to index
the different elements of the output, so that we can write

Yo = (eyZh, ©°) + Wy, for b=1,2,...,d;. (4.6)
By re-indexing this collection of N = nd; observations via the mapping
(a,b) —»i=a+ (b—1)d,

we recognize multivariate regression as an instance of the observation model (4.4) with
observation matrix X; = e, Z! and scalar observation y; = Y.

Example 4.2 (Vector autoregressive processes). Recall that a vector autoregressive (VAR)
process is defined by the recursion (4.2), and suppose that we observe an n-sequence {Z;}7;

produced by this recursion. Since each Z; = [Zﬂ Ztm}T is m-variate, the scalarized
sample size is N = nm. Letting b= 1,2,...,m index the dimension, we have
Z(t+1)b == <<€bZtT, @*» + Wtb- (47)

In this case, we re-index the collection of N = nm observations via the mapping
(t,b) = i=1t+(b—1)m.

After doing so, we see that the autoregressive problem can be written in the form (4.4) with
Yi = Zu+1)p and observation matrix X; = ey ZL.
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Example 4.3 (Compressed sensing). As mentioned earlier, this is a natural extension of the
compressed sensing observation model for sparse vectors to the case of low-rank matrices [117,
116]. In a typical form of compressed sensing, the observation matrix X; € R%*% has i.i.d.
standard normal N (0, 1) entries, so that one makes observations of the form

v = (Xs, ©) +¢e, fori=1,2... N. (4.8)

By construction, these observations are an instance of the model (4.4). In the sequel, we
study a more general observation model, in which the entries of X; are allowed to have
general Gaussian dependencies. For this problem, the more compact form (4.5) involves a
random Gaussian operator mapping R%*% to RY and we study some of its properties in
the sequel.

4.2.3 Regression with nuclear norm regularization

We now consider an estimator that is naturally suited to the problems described in the
previous section. Recall that the nuclear or trace norm of a matrix © € R4*% is given by
1€llwue = 3272, 05(©), corresponding to the sum of its singular values. Given a collection
of observations (y;, X;) € R x R4*42 for i =1,..., N from the observation model (4.4), we
consider estimating the unknown ©* € €2 by solving the following optimization problem

N 1 )
6 € arg in { 3017~ X(©)[ + AwlOlue } (19)

where ) is a convex subset of R%*9 and Ay > 0 is a regularization parameter. When
Q) = R¥*% the optimization problem (4.9) can be viewed as the analog of the Lasso es-
timator [131], tailored to low-rank matrices as opposed to sparse vectors. We include the
possibility of a more general convex set ) since they arise naturally in certain applica-
tions (e.g., Hankel-type constraints in system identification [82]). When {2 is a polytope
(with Q@ = R%*% as a special case), then the optimization problem (4.9) can be solved
in time polynomial in the sample size N and the matrix dimensions d; and dy. Indeed,
the optimization problem (4.9) is an instance of a semidefinite program [142], a class of
convex optimization problems that can be solved efficiently by various polynomial-time al-
gorithms [21]. For instance, Liu and Vandenberghe [82] develop an efficient interior point
method for solving constrained versions of nuclear norm programs. Moreover, as we discuss
in Section 4.5, there are a variety of first-order methods for solving the semidefinite pro-
gram (SDP) defining our M-estimator [102, 66]. These first-order methods are well-suited
to the high-dimensional problems arising in statistical settings, and we make use of one in
performing our simulations.

Like in any typical M-estimator for statistical inference, the regularization parameter
An is specified by the statistician. As part of the theoretical results in the next section, we
provide suitable choices of this parameter so that the estimate © is close in Frobenius norm
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to the unknown matrix ©*. The setting of the regularizer depends on the knowledge of the
noise variance. While in general one might need to estimate this parameter through cross
validation [50, 17], we assume knowledge of the noise variance in order to most succinctly
demonstrate the empirical behavior of our results through the experiments.

4.3 Main results and some consequences

In this section, we state our main results and discuss some of their consequences. Sec-
tion 4.3.1 is devoted to results that apply to generic instances of low-rank problems, whereas
Section 4.3.3 is devoted to the consequences of these results for more specific problem classes,
including low-rank multivariate regression, estimation of vector autoregressive processes, and
recovery of low-rank matrices from random projections.

4.3.1 Results for general model classes

We begin recalling the definition of restricted strong convexity (RSC) presented in equa-
tion (3.19). Recall that RSC is the key technical condition that allows us to control the error
© — ©* between an optimal solution © and the unknown matrix ©*. Restricted strong con-
vexity amounts to guaranteeing that the quadratic loss function in the convex program (4.9)
is strictly convex over a restricted set of directions. Letting C C R%*% denote the restricted
set of directions, we say that the operator X satisfies RSC over the set C if there exists some
k(%) > 0 such that

1
o XA = w(X) JAE  forall AeC. (4.10)

We note that analogous conditions have been used to establish error bounds in the context
of sparse linear regression [20, 40], in which case the set C corresponded to certain subsets
of sparse vectors. These types of conditions are weaker than restricted isometry properties,
since they involve only lower bounds on the operator X, and the constant x(X) can be
arbitrarily small.

Of course, the definition (4.10) hinges on the choice of the restricted set C. In order
to specify some appropriate sets for the case of (near) low-rank matrices, we require some
additional notation. Any matrix ©* € R%*% has a singular value decomposition of the form
©* = UDVT, where U € R4*% and V € R%*% are orthonormal matrices. For each integer
re{l,2,...,m}, welet U" € R"*" and V" € R%*" be the sub-matrices of singular vectors
associated with the top r singular values of ©*. We recall the following two subspaces of
R41742 from equation (3.13)

MU, V") :={A e R"*® | row(A) C V" and col(A) C U}, and (4.11a)

L

MU V) i={A e R"*® | row(A) L V" and col(A) L U}, (4.11b)



CHAPTER 4. LOW-RANK MATRIX ESTIMATION 54

where row(A) € R and col(A) C R% denote the row space and column space, respectively,
of the matrix A. When (U", V") are clear from the context, we adopt the shorthand notation
M and M.

We can now define the subsets of interest. Let 11 Ve denote the projection operator onto

the subspace ./\_/lL, and define A” = H/\T(A) and A’ = A — A”. For a positive integer

r < m = min{d;,ds} and a tolerance parameter § > 0, consider the following subset of
matrices

Clrid) i={ 8 € RS | 180 2 5, 18 le < 3Tme +4 D 007}, (412
j=r+1
Note that this set corresponds to matrices A for which the quantity [|A”||,u is relatively
small compared to A — A” and the remaining m — r singular values of ©*.
The next ingredient is the choice of the regularization parameter Ay used in solving the
SDP (4.9). Our theory specifies a choice for this quantity in terms of the adjoint of the
operator X—namely, the operator X* : RV — R%*92 defined by

X8 =) aXe (4.13)

With this notation, we come to the first result of the chapter. The statement is a special-
ization of Theorem 3.1 to the low-rank matrix inference setting. The result is deterministic,
which specifies two conditions—mnamely, an RSC condition and a choice of the regularizer—
that suffice to guarantee that any solution of the convex program (4.9) falls within a certain
radius.

Theorem 4.1. Suppose ©* € Q) and that the operator X satisfies restricted strong convexity
with parameter kK(X) > 0 over the set C(r;0), and that the regularization parameter Ay is
chosen such that Ay > 2||X*(£)||2/N. Then any solution © to the semidefinite program (4.9)
satisfies

|||é —Or < max{(S 32Ay VT {16 AN Z;'n=r+1 Uj(@*)] 1/2}.

K(X) K(X)

Apart from the tolerance parameter §, the two main terms in the bound (4.14) have
a natural interpretation. The first term (involving /r) corresponds to estimation error,
capturing the difficulty of estimating a rank r matrix. The second is an approximation error
that describes the gap between the true matrix ©* and the best rank r approximation.
Understanding the magnitude of the tolerance parameter § is a bit more subtle, and it
depends on the geometry of the set C(r;d), and more specifically, the inequality

(4.14)

IA e < BIA fwe + 4 Y 05(07). (4.15)

j=r+1



CHAPTER 4. LOW-RANK MATRIX ESTIMATION 55

In the simplest case, when ©* is at most rank 7, then we have 37" ., 0;(©*) = 0, so the
constraint (4.15) defines a cone. This cone completely excludes certain directions, and thus
it is possible that the operator X, while failing RSC in a global sense, can satisfy it over the
cone. Therefore, there is no need for a non-zero tolerance parameter ¢ in the exact low-rank
case. In contrast, when ©* is only approximately low-rank, then the constraint (4.15) no
longer defines a cone; rather, it includes an open ball around the origin. Thus, if X fails
RSC in a global sense, then it will also fail it under the constraint (4.15). The purpose of
the additional constraint ||A|r > ¢ is to eliminate the open ball centered at the origin, so

that it is possible that X satisfies RSC over C(r,0).

Let us now illustrate the consequences of Theorem 4.1 when the true matrix ©* has
exactly rank r, in which case the approximation error term is zero. For the technical reasons
mentioned above, it suffices to set 6 = 0 in the case of exact rank constraints, and we thus
obtain the following result:

Corollary 4.1 (Exact low-rank recovery). Suppose that ©* € Q has rank r, and X satisfies
RSC with respect to C(r;0). Then as long as Ax > 2||X*(€)||2/N, any optimal solution © to
the SDP (4.9) satisfies the bound

~ 321 Ay

O—-0r < ——. 4.16

66 < 2V (4.16)

Like Theorem 4.1, Corollary 4.1 is a deterministic statement on the SDP error. It takes a
much simpler form since when ©* is exactly low rank, then neither tolerance parameter o
nor the approximation term are required.

As a more delicate example, suppose instead that ©* is nearly low-rank, an assumption
that we can formalize by requiring that its singular value sequence {o;(0*)}, decays quickly
enough. In particular, for a parameter ¢ € [0, 1] and a positive radius R,, we define the set

By(R,) := {6 € R1*% | Z 0:(©)]7 < R, }, (4.17)

where m = min{d;,d>}. Note that when ¢ = 0, the set By(Ry) corresponds to the set of
matrices with rank at most Rj.

Corollary 4.2 (Near low-rank recovery). Suppose that ©* € B,(R,) N, the reqularization
parameter is lower bounded as Ay > 2||X*(€)|2/N, and the operator X satisfies RSC with
parameter k(X) € (0,1] over the set C(R,AN";0). Then any solution © to the SDP (4.9)
satisfies

I8 — ©*||r < max {5, 32 \/E(%) H/Q}. (4.18)
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Note that the error bound (4.18) reduces to the exact low rank case (4.16) when ¢ = 0,
and § = 0. The quantity A\'R, acts as the “effective rank” in this setting; as clarified by
our proof in Section 4.4.2. This particular choice is designed to provide an optimal trade-off
between the approximation and estimation error terms in Theorem 4.1. Since Ay is chosen
to decay to zero as the sample size N increases, this effective rank will increase, reflecting the
fact that as we obtain more samples, we can afford to estimate more of the smaller singular
values of the matrix ©*.

4.3.2 Comparison to related work

Past work by Lee and Bresler [79] provides stability results on minimizing the nuclear norm
with a quadratic constraint, or equivalently, performing least-squares with nuclear norm
constraints. Their results are based on the restricted isometry property (RIP), which is
more restrictive than than the RSC condition given here; see Example 4.4 and Example 4.5
for concrete examples of operators X that satisty RSC but fail RIP. In our notation, their
stability results guarantee that the error ||© — ©*||r is bounded by a quantity proportional
t:=|ly — X(0)|]2/V/N. Given the observation model (4.5) with a noise vector & in which
each entry is i.i.d., zero mean with variance 2, note that we have ¢ ~ v with high probability.
Thus, although such a result guarantees stability, it does not guarantee consistency, since
for any fixed noise variance v? > 0, the error bound does not tend to zero as the sample
size N increases. In contrast, our bounds all depend on the noise and sample size via the
regularization parameter, whose optimal choice is Ay = 2||X*(£)[|2/N. As will be clarified
in Corollaries 4.3 through 4.5 to follow, for noise £ with variance v and various choices

di+ds
N

of X, this regularization parameter satisfies the scaling \y, =< v . Thus, our results

guarantee consistency of the estimator, meaning that the error tends to zero as the sample
size increases.

As previously noted, some concurrent work [30, 119] has also provided results on esti-
mation of high-dimensional matrices in the noisy and statistical setting. Rohde and Tsy-
bakov [119] derive results for estimating low-rank matrices based on a quadratic loss term
regularized by the Schatten-g norm for 0 < ¢ < 1. Note that the the nuclear norm (¢ = 1)
is a convex program, whereas the values ¢ € (0,1) provide analogs on concave regularized
least squares [50] in the linear regression setting. They provide results on both multivariate
regression and matrix completion; most closely related to our work are the results on mul-
tivariate regression, which we discuss at more length following Corollary 4.3 below. On the
other hand, Candes and Plan [30] present error rates in the Frobenius norm for estimating
approximately low-rank matrices under the compressed sensing model, and we discuss below
the connection to our Corollary 4.5 for this particular observation model. A major difference
between our work and this body of work lies in the assumptions imposed on the observation
operator X. All of the papers [79, 30, 119] impose the restricted isometry property (RIP),
which requires that all restricted singular values of X very close to 1 (so that it is a near-
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isometry). In contrast, we require only the restricted strong convexity (RSC) condition,
which imposes only an arbitrarily small but positive lower bound on the operator. It is
straightforward to construct operators X that satisfy RSC while failing RIP, as we discuss
in Examples 4.4 and Example 4.5 to follow.

4.3.3 Results for specific model classes

As stated, Corollaries 4.1 and 4.2 are fairly abstract in nature. More importantly, it is not
immediately clear how the key underlying assumption—namely, the RSC condition—can be
verified, since it is specified via subspaces that depend on ©*, which is itself the unknown
quantity that we are trying to estimate. Nonetheless, we now show how, when specialized to
more concrete models, these results yield concrete and readily interpretable results. As will
be clear in the proofs of these results, each corollary requires overcoming two main technical
obstacles: establishing that the appropriate form of the RSC property holds in a uniform
sense (so that a priori knowledge of ©* is not required), and specifying an appropriate choice
of the regularization parameter A\y. Each of these two steps is non-trivial, requiring some
random matrix theory, but the end results are simply stated upper bounds that hold with
high probability.

We begin with the case of rank-constrained multivariate regression. As discussed earlier
in Example 4.1, recall that we observe pairs (Y;, Z;) € R% x R% linked by the linear model
Y; = ©*Z; + W;, where W; ~ N(0,214,+q4,) is observation noise. Here we treat the case of
random design regression, meaning that the covariates Z; are modeled as random. In par-
ticular, in the following result, we assume that Z; ~ N(0,X), i.i.d. for some ds-dimensional
covariance matrix 3 > 0. Recalling that op.(X) and omyin(X) denote the maximum and
minimum eigenvalues respectively, we have:

Corollary 4.3 (Low-rank multivariate regression). Consider the random design multivariate
regression model where ©* € B, (R,) N 2. There are universal constants {c;,i =1,2,3} such

that if we solve the SDP (4.9) with regularization parameter Ay = 1071/ Omax(X) \/@,

we have

Ur2nin (Z) n

with probability greater than 1 — ¢y exp(—cs(dy + d2)).

N 120 (3 1—q/2 di +d 1—q/2
|W—@W%sﬁ(ilil) m(i—i) (4.19)

Remarks: Corollary 4.3 takes a particularly simple form when ¥ = I, «q4,: then there

exists a constant ¢} such that [|© — ©7|% < 21 R, (dﬁTdQ)l_‘Z/Q. When ©* is exactly low
rank—that is, ¢ = 0, and ©* has rank r = Ry—this simplifies even further to

~ . vir(dy+d
16 - o < ¢ I D),
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The scaling in this error bound is easily interpretable: naturally, the squared error is
proportional to the noise variance v?, and the quantity r(d; + dy) counts the number of
degrees of freedom of a dy X dy matrix with rank r. Note that if we did not impose any
constraints on ©*, then since a d; X dy matriXAhas a total of dydy free parameters, we would
expect at best! to obtain rates of the order ||© — ©*||% = Q(@). Note that when ©* is
low rank—in particular, when r < min{d;, ds}—then the nuclear norm estimator achieves
substantially faster rates.?

It is worth comparing this corollary to a result on multivariate regression due to Rohde
and Tsybakov [119]. Their result applies to exactly low-rank matrices (say with rank r), but
provides bounds on general Schatten norms (including the Frobenius norm). In this case, it
provides a comparable rate when we make the setting ¢ = 0 and Ry = r in the bound (4.19),
namely showing that we require roughly n & r (d; +ds) samples, corresponding to the number
of degrees of freedom. A significant difference lies in the conditions imposed on the design
matrices: whereas their result is derived under RIP conditions on the design matrices, we
require only the milder RSC condition. The following example illustrates the distinction for
this model.

Example 4.4 (Failure of RIP for multivariate regression). Under the random design model
for multivariate regression, we have

£ vEe, |2
_EJEO A
FO=" 1ok . (4.20)

where ©; is the j™ row of ©. In order for RIP to hold, it is necessary that quantity F(©) is
extremely close to 1—certainly less than two—for all low-rank matrices. We now show that
this cannot hold unless ¥ has a small condition number. Let v € R% and v' € R% denote
the minimum and maximum eigenvectors of 3. By setting © = e;v”, we obtain a rank one
matrix for which F(©) = o3, (X2), and similarly, setting ©' = e;(v) yields another rank
one matrix for which F(0') = 0m.x(X). The preceding discussion applies to the average
E[||X(©)|3]/n, but since the individual matrices matrices X; are i.i.d. and Gaussian, we
have

II%(S)IIQ _ %Z«Xi’ ON? <2F(0) = 20m(D)

ITo clarify our use of sample size, we can either view the multivariate regression model as consisting of n
samples with a constant SNR, or as N samples with SNR of order 1/d;. We adopt the former interpretation
here.

2We also note that as stated, the result requires that (d; + do) tend to infinity in order for the claim
to hold with high probability. Although such high-dimensional scaling is the primary focus of this chapter,
we note that for application to the classical setting of fixed (dq,ds), the same statement (with different
constants) holds with d; + da replaced by logn.
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with high probability, using y*-tail bounds. Similarly, [|X(©")||2/n > (1/2)0ma(X) with high

probability. Thus, we have exhibited a pair of rank one matrices with ||O]|r = [|©'||r = 1
for which

1X@)I5 10max(2)'

IZO)F ~ 4 omin(X)

Consequently, unless 0yax(2)/omin(X) < 64, it is not possible for RIP to hold with
constant 6 < 1/2. In contrast, as our results show, the RSC will hold w.h.p. whenever
omin(2) > 0, and the error is allowed to scale with the ratio oyax(2)/0min(2).

Next we turn to the case of estimating the system matrix ©* of an autoregressive (AR)
model, as discussed in Example 4.2.

Corollary 4.4 (Autoregressive models). Suppose that we are given n samples {Z;}, from
a m-dimensional autoregressive process (4.2) that is stationary, based on a system matrix
that is stable (||©*|]2 < v < 1), and approximately low-rank (©* € B,(R,) N§2). Then there
are universal constants {c;,i = 1,2,3} such that z'f we solve the SDP (4.9) with regqularization

parameter \y = 200(|1”2ﬂ2 \/ o, then any solution &) satisfies

2 1—q/2 1—q/2
a — O*I2 < Umax(2> E q
B-elp <o [l | g, () (121)

with probability greater than 1 — ¢y exp(—csm).

Remarks: Like Corollary 4.3, the result as stated requires that the matrix dimension m
tends to infinity, but the same bounds hold with m replaced by logn, yielding results suit-
able for classical (fixed dimension) scaling. Second, the factor (m/n)!~%2, like the analogous
term® in Corollary 4.3, shows that faster rates are obtained if ©* can be well-approximated
by a low rank matrix, namely for choices of the parameter ¢ € [0, 1] that are closer to zero.
Indeed, in the limit ¢ = 0, we again reduce to the case of an exact rank constraint r = R,
and the corresponding squared error scales as rm/n. In contrast to the case of multivariate
regression, the error bound (4.21) also depends on the upper bound ||©*|]s = v < 1 on the
operator norm of the system matrix ©*. Such dependence is to be expected since the quan-
tity 7 controls the (in)stability and mixing rate of the autoregressive process. As clarified
in the proof, the dependence of the sampling in the AR model also presents some technical
challenges not present in the setting of multivariate regression.

Finally, we turn to the analysis of the compressed sensing model for matrix recovery,
as initially described in Example 4.3. Although standard compressed sensing is based on

3The term in Corollary 4.3 has a factor d; + ds, since the matrix in that case could be non-square in
general.
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observation matrices X; with i.i.d. elements, here we consider a more general model that
allows for dependence between the entries of X;. First defining the quantity M = d; ds, we
use vec(X;) € RM to denote the vectorized form of the d; x dy matrix X;. Given a symmetric
positive definite matrix ¥ € RM™*M we say that the observation matrix X; is sampled from
the Y-ensemble if vec(X;) ~ N(0,%). Finally, we define the quantity

Coat () 1= sup var(u? Xv), (4.22)

[ull2=1,[v][2=1

where the random matrix X € R%*% is sampled from the ¥-ensemble. In the special case
Y. = I, corresponding to the usual compressed sensing model, we have (,,..(]) = 1.

The following result applies to any observation model in which the noise vector £ € RY
satisfies the bound ||€], < 2v+/N for some constant v. This assumption that holds for
any bounded noise, and also holds with high probability for any random noise vector with

sub-Gaussian entries with parameter v. (The simplest example is that of Gaussian noise
N(0,v?).)

Corollary 4.5 (Compressed sensing with dependent sampling). Suppose that the matri-
ces {X; Y, are drawn i.i.d. from the X-Gaussian ensemble, and that the unknown matriz
©* € B,(R,) N for some q € (0,1]. Then there are universal constants c; such that for a

sample size N > ¢1(,0(%) Réfq/Q (dy + ds), any solution © to the SDP (4.9) with regular-

ization parameter Ay = ¢y C,W(Z)V\/% satisfies the bound

N o (]/ v 1) Cmat(( (dl _|_ d2) %
16 - &l < cufy (B ) (1.23)
with probability greater than 1 — cgexp(—cy(dy + ds)). In the special case ¢ = 0 and ©* of

rank v, we have

Cmat(E)VQ r (dl + d2)
O-r2nin(2) N ‘

16— [} < ¢ (4.24)

The central challenge in proving this result is in proving an appropriate form of the RSC
property. The following result on the random operator X may be of independent interest
here:

Proposition 4.1. Consider the random operator X : R*92 — RN formed by sampling from
the Y-ensemble. Then it satisfies

H%\(/N)_||2>CH\/fvec( M2 = e27/Cone(D) (\/dl \/d2)|||@mmm for all © € Rt

(4.25)
with probability at least 1 — 2 exp(—N/32).
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The proof of this result, provided in Appendix B.5, makes use of the Gordon-Slepian inequal-
ities for Gaussian processes, and concentration of measure. As we show in Section 4.4.5, it
implies the form of the RSC property needed to establish Corollary 4.5.

In concurrent work, Candes and Plan [30] derived a result similar to Corollary 4.5 for the
compressed sensing observation model. Their result applies to matrices with i.i.d. elements
with sub-Gaussian tail behavior. While the analysis given here is specific to Gaussian random
matrices, it allows for general dependence among the entries. Their result applies only under
certain restrictions on the sample size relative to matrix dimension and rank, whereas our
result holds more generally without these extra conditions. Moreover, their proof relies on
an application of RIP, which is in general more restrictive than the RSC condition used in
our analysis. The following example provides a concrete illustration of a matrix family where
the restricted isometry constants are unbounded as the rank r grows, but RSC still holds.

Example 4.5 (RSC holds when RIP violated). Here we consider a family of random oper-
ators X for which RSC holds with high probability, while RIP fails. Consider generating an
i.i.d. collection of design matrices X; € R™*™ each of the form

X,L' = ZiIme + th fOI' Z = 1, 2, e 7N, (426)

where z; ~ N(0,1) and G; € R™™ is a standard Gaussian random matrix, independent of
z;. Note that we have vec(X;) ~ N(0,Y), where the m? x m? covariance matrix has the form

Y = vec(Lnxm) vee(Lmwm )" 4 T2 xms- (4.27)
Let us compute the quantity (,...(X) = supjy|,=1 var(u’ Xv). By the independence of z and
G in the model (4.26), we have e
Conat (2) < var(z) sup ulv + sup var(u' Gv) < 2.
ueSih—1 yegda—1 ueSh—1 yegda—1

Letting X be the associated random operator, we observe that for any © € R™*™, the
independence of z; and G; implies that

[EICIE
E{TQ = [V vec()|5 = trace(©)* + ||O]7 > (O]}
Consequently, Proposition 4.1 implies that
X(© 1 m
H(% > Z|||@H|F — 48,/ N 19 e for all © € R™*™, (4.28)

with high probability. As mentioned previously, we show in Section 4.4.5 how this type of
lower bound implies the RSC condition needed for our results.
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On the other hand, the random operator can never satisfy RIP (with the rank r increas-
ing), as the following calculation shows. In this context, RIP requires that bounds of the
form

lIX©)5 :
€[l—46,1+/] for all © with rank at most r,
Nlel:

where § € (0,1) is a constant independent of . Note that the bound (4.28) implies that a
lower bound of this form holds as long as N = Q(rm). Moreover, this lower bound cannot be
substantially sharpened, since the trace term plays no role for matrices with zero diagonals.

We now show that no such upper bound can ever hold. For a rank 1 < r < m, consider
the m x m matrix of the form

T:-= ]TXT/\/F 07”><(m7r)
O(mfr)xr O(mfr)x(mfr)

By construction, we have ||[I'||r = 1 and trace(T") = y/r. Consequently, we have

A

N | = trace(D)* + |7 = r+1.

g 120

The independence of the matrices X; implies tha ESWIEEN sharply concentrated around this

expected value, so that we conclude that

[ESUI P!

Mt 22t

with high probability, showing that RIP cannot hold with upper and lower bounds of the
same order.

Finally, we note that Proposition 4.1 also implies an interesting property of the null
space of the operator X, one which can be used to establish a corollary about recovery of
low-rank matrices when the observations are noiseless. In particular, suppose that we are
given the noiseless observations y; = (X;, ©*)) for : = 1,..., N, and that we try to recover
the unknown matrix ©* by solving the SDP

min  [|Ofpe such that (X;, ©) =y, foralli=1,...,N. (4.29)
OcR%1 Xd2

This recovery procedure was studied by Recht and colleagues [117, 116] in the special case
that X; is formed of i.i.d. N(0, 1) entries. Proposition 4.1 allows us to obtain a sharp result
on recovery using this method for Gaussian matrices with general dependencies.
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Corollary 4.6 (Exact recovery with dependent sampling). Suppose that the matrices { X;}X,
are drawn i.i.d. from the ¥-Gaussian ensemble, and that ©* € Q has rank r. Given
N > coCu(X)r(dy + dg) noiseless samples, then with probability at least 1 — 2 exp(—N/32),
the SDP (4.29) recovers the matriz ©* exactly.

This result removes some extra logarithmic factors that were included in initial work [117]
and provides the appropriate analog to compressed sensing results for sparse vectors [44, 31].
Note that (like in most of our results) we have made little effort to obtain good constants in
this result: the important property is that the sample size N scales linearly in both r and
dy + dy. We refer the reader to Recht et al. [116], who study the standard Gaussian model
under the scaling » = ©(m) and obtain sharp results on the constants.

4.4 Proofs

We now turn to the proofs of Theorem 4.1, and Corollaries 4.1 through 4.6. In each case,
we provide the primary steps in the main text, with more technical details stated as lemmas
and proved in the Appendix.

4.4.1 Proof of Theorem 4.1
By the optimality of © and feasibility of ©* for the SDP (4.9), we have

1 — A a\ 1 — * *
o 17 = £O)5 + AnlBlle < 5= 117 = (O] + AN IO e
Defining the error matrix A = ©* — O and performing some algebra yields the inequality
1 1, ~ N
SIEIE < & 2(A) + A {16 + Allawe — [8lc}- (430)
By definition of the adjoint and Holder’s inequality, we have
1, 1 . 1
Sl 2] = L@, M) < CIX @l I e (431)

By the triangle inequality, we have [|© + Alluue — [©]lnse < [|Alne. Substituting this in-
equality and the bound (4.31) into the inequality (4.30) yields

1 1,
S EA)E < TIE@ DA + Al e < 2w A e,

where the second inequality makes use of our choice Ay > 2[|X*(€) .-
It remains to lower bound the term on the left-hand side, while upper bounding the
quantity [|Allme on the right-hand side. The following technical result allows us to do so.

Recall our earlier definition (4.11) of the sets M and M associated with a given subspace
pair.
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Lemma 4.1. Let U™ € R qnd V" € R%*" be matrices consisting of the top r left and right
(respectively) singular vectors of ©*. Then there exists a matriz decomposition A = A"+ A”
of the error A such that

(a) The matriz A" satisfies the constraint rank(A") < 2r, and

b) If Ay > 2||X*(&)||o/N, then the nuclear norm of A" is bounded as
(b) ,

1A e < BIA e + 4 ) 05(67) (4.32)

Jj=r+1

Compare the above result to Lemma 3.1. In order to establish the above lemma we
exploit the decomposability of the nuclear norm (see Example 3.3) and apply the results from
Lemma 3.1. See Appendix B.1 for the detailed proof of the above claim. Using Lemma 4.1,
we can complete the proof of the theorem. In particular, from the bound (4.32) and the
RSC assumption, we find that for ||Afz > 0, we have

1
T X = w(X) Al

Using the triangle inequality together with inequality (4.32), we obtain

A e < BA Hoe + A flae < AIA foie + 4 D ;(87).

B J=r+1
From the rank constraint in Lemma 4.1(a), we have |A'||pe < V27| A’|| . Putting together
the pieces, we find that either ||Al|r < 4, or

m

R(X) AIF < max {322n VF A, 16Ax ) 0;(07)},

Jj=r+1

which implies that

16 \ " (O%)\ 1/2
IA]F < maX{(X 32X\ N \/;7 ( N Z]—rJrl UJ( )) }7

K(X) K(X)

as claimed.

4.4.2 Proof of Corollary 4.2

Let d = min{d;,dy}. In this case, we consider the singular value decomposition ©* = UDVT,
where U € R1*4 and V € R%*? are orthogonal, and we assume that D is diagonal with the
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singular values in non-increasing order o1(0*) > 09(0*) > ... 04(©*) > 0. For a parameter
7 > 0 to be chosen, we define

K:={ic{1,2,...,d} | 0,(0") >},

and we let UX (respectively V) denote the d; x | K| (respectively the dy x |K|) orthogonal
matrix consisting of the first | K| columns of U (respectively V). With this choice, the matrix
O 1= H/\T(@*) has rank at most d— | K|, with singular values {0;(©*),i € K°}. Moreover,

since 0;(0*) < 7 for all i € K¢, we have

T T
i=|K|+1

d . d X
1O5cbme =7 3 2D < S (ZON o,
i=|K|+1

On the other hand, we also have R, > .7 [0y(©")|¢ > |K|7% which implies that
|K| < 77%R,. From the general error bound with r = | K|, we obtain

_ 32y /Ry 792 [16 Ay 7'79R, "
O -0 F < ) 1
16 - &l < max{s, VT IO T L

Setting 7 = Ay /k yields that

R 32)\1%1/2 R 2—q 1/2
m@—@*wFSmax{a, v VHg F“N Rq] }

Kl—a/2 K2—q
)\N 1—q/2
= max{(5, 32 \/ Rq <@) },

as claimed.

4.4.3 Proof of Corollary 4.3

For the proof of this corollary, we adopt the following notation. We first define the three
matrices

Zr Yy Wy
T T
X — ZQ c ]RnXdz7 Y = Yé c R"Xdl’ and W = W2 c RnXdl. (433)
Z7 vy W

With this notation and using the relation N = nd;, the SDP objective function (4.9) can be
written as 7-{ 5[V — XOT[|% 4+ A\u[|O[luue }, where we have defined A, = Ay dy.
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In order to establish the RSC property for this model, some algebra shows that we need
to establish a lower bound on the quantity

1 ) 1 — ) Omin(XTX) )
_ S ) > v 7
S IXALE = =D T I(XA) 13 2> == Al

j=1

where o, denotes the minimum eigenvalue. The following lemma follows by adapting
known concentration results for random matrices (see the paper [145] for details):

Lemma 4.2. Let X € R™™ be a random matriz with i.i.d. rows sampled from a m-variate
N(0,%) distribution. Then for n > 2m, we have

P{%m< 1 XTx) . amig(2)7 0max<l 7 X) < 90maX(E)] > 1 —4dexp(—n/2).
n n

As a consequence, we have U"““(2X X) > min®) with probability at least 1 — 4 exp(—n) for all

n > 2m, which establishes that the RSC property holds with x(X) = 55 d1 597~ Omin (2)-
Next we need to upper bound the quantity ||X*(€)||2 for this model, so as to verify that
the stated choice for \y is valid. Following some algebra, we find that

1 1
— f1x* = — | XTW|..
X @l = I

The following lemma is proved in Appendix B.3:

Lemma 4.3. There are constants ¢; > 0 such that

1 dy+d
P }EWXTW\Hz‘ > 50/ O (2) | — - 2] < ¢y exp(—ca(dy + dy)). (4.34)

Using these two lemmas, we can complete the proof of Corollary 4.3. First, recalling the
scaling N = dyn, we see that Lemma 4.3 implies that the choice A, = 100/0max(3) 4/ 2%

n

satisfies the conditions of Corollary 4.2 with high probability. Lemma 4.2 shows that the
RSC property holds with x(X) = omin(2)/(20d;), again with high probability. Consequently,
Corollary 4.2 implies that

~ di+dy 20 79
|6 — ©°[% < 32°R, (my\/amx(m —— z))

Umin(

— ¢ I/20—max(2> 1-a/2 R dl +d2 1=a/2
"\ o2 (D) "\ n

min

with probability greater than 1 — ¢y exp(—c3(d; + dz)), as claimed.
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4.4.4 Proof of Corollary 4.4

For the proof of this corollary, we adopt the notation

Zy Zy
T

x=|%|ermm and v=|% | ermm
Zn Z

Finally, we let W € R™™ be a matrix where each row is sampled i.i.d. from the N(0,C)
distribution corresponding to the innovations noise driving the VAR process. With this
notation and using the relation N = nm, the SDP objective function (4.9) can be written
as S{EY — XOT|3 + A\o[|Oflaue }» where we have defined A\, = Aym. At a high level,
the proof of this corollary is similar to that of Corollary 4.3, in that we use random matrix
theory to establish the required RSC property, and to justify the choice of \,,, or equivalently
An. However, it is considerably more challenging, due to the dependence in the rows of the
random matrices, and the cross-dependence between the two matrices X and W (which were
independent in the setting of multivariate regression).

The following lemma provides the lower bound needed to establish RSC for the autore-
gressive model:

Lemma 4.4. The eigenspectrum of the matriv XTX/n is well-controlled in terms of the
stationary covariance matriz: in particular, as long as n > csm, we have

1 (@) 24 max b)) 1 ® min b

amax(<—XTX)> 2 Homnl®) amm<<—XTX>) Y mn(X) g
n 1—7 n 4

both with probability greater than 1 — 2¢q exp(—cam).

Thus, from the bound (4.35)(b), we see with the high probability, the RSC property holds
with £(X) = omin(2)/(4dy) as long as n > cym.

As before, in order to verify the choice of A, we need to control the quantity = || X7 |,.
The following inequality, proved in Appendix B.4.2, yields a suitable upper bound:

Lemma 4.5. There exist constants ¢; > 0, independent of n,m, > etc. such that

1 wlEl [m
PLLIXTWI > G ) < oy exp(—aum), (136

From Lemma 4.5, we see that it suffices to choose A\, = %\/@ With this choice,
Corollary 4.2 of Theorem 4.1 yields that

Y) 270 1-4/2
_ * 12 < Umax( o
lo- e <ein, | Tl | ()

with probability greater than 1 — ¢y exp(—c3m), as claimed.
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4.4.5 Proof of Corollary 4.5

Recall that for this model, the observations are of the form y; = (X;, ©*)) + &;, where
O* € R%*% js the unknown matrix, and {g;}¥, is an associated noise sequence.

We now show how Proposition 4.1 implies the RSC property with an appropriate tolerance
parameter 6 > 0 to be defined. Observe that the bound (4.25) implies that for any A € C,
we have

1XA)2 o VOwin(2) d  |dy
N !I\AIHF—cQ\/cm(2>(\ﬁ+ F)nmmm

- Lo E g - f::“ (\/67 2 ) [Aaf (430

where we have defined the quantity 7 > 0. Followmg the arguments used in the proofs of
Theorem 4.1 and Corollary 4.2, we find that

[Alwe < 41A fue + 4 Y 05(07) < 4/2R 4[| A + 4 R,r' % (4.38)

Jj=r+1

Note that this corresponds to truncating the matrices at effective rank r = 2R,779. Com-
bining this bound with the definition of 7, we obtain

TA e < 43/2R Al + AR < 4/2R 2 AR + AR
Substituting this bound into equation (4.37) yields

1X(A)]2 Omin(2) - B
N 2 4 [AlF —4/2R 2 A | — AR5
Aslong N > ¢ RQ/ @=a) gr:‘“((z (d1 +ds) for a sufficiently large constant ¢y, we can ensure that

4,/2R,79% < 1/2, and hence that

1(A)l2 Tmin (%) [ 1 2
> —IAllr — 4R 75,
\/N = 4 2 ||| ”|F qT

Consequently, if we define ¢ : = 16 R,7*74, then we are guaranteed that for all [|A||r > 4, we
have 4 R,7*74 < ||A]| /4, and hence

[X(A)l2 Omin(2)
N T 6

for all ||A]lr > . We have thus shown that C(2 R,77%;§) with parameter x(X) = "”‘#éz)

[ANF

The next step is to control the quantity ||X*(£)||2/N, required for specifying a suitable
choice of \y.
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Lemma 4.6. If ||£]]a < 2vV/ N, then there are universal constants ¢; such that

p[EE 5 o ) (ﬁ ﬁ) | <aop-alh+d).  (439)

Proof. By the definition of the adjoint operator, we have Z = +X*(&) = + SV & X;. Since
the observation matrices { X;}¥ | arei.i.d. Gaussian, if the sequence {&;}¥, is viewed as fixed
(by conditioning as needed), then the random matrix Z is a sample from the I'-ensemble

with covariance matrix [' = Hg“ ¥ = %E. Therefore, letting Z € R1*% he a random matrix
drawn from the 22% /N —ensemble, we have

Pl Zll» > t] <P[Z]» > 1].

Using Lemma B.1 from Appendix B.5, we have

EJZ]l.) < 1%ffﬁ%‘ (Vs + /o)

and

Nt?
V2 (2) )

Q( V2Cmat(2)(]:[/E+JcTz)2

PlIZll2 = B[l Z]l2] + t] < exp (e

for a universal constant c;. Setting > = yields the claim.

4.4.6 Proof of Corollary 4.6

This corollary follows from a combination of Proposition 4.1 and Lemma 4.1. Let O be an
optimal solution to the SDP (4.29), and let A = © — ©* be the error. Since © is optimal
and O is feasible for the SDP, we have [|Ofme = [0 + Alliue < |0 [luwe. Using the
decomposition A = A’ + A” from Lemma 4.1 and applying triangle inequality, we have

167 + A"+ AJluue 2 107 + A [luwe — IA e
From the properties of the decomposition in Lemma 4.1 (see Appendix B.1), we find that
1O0le = 10" + A"+ A”le = 10 e + NA foue — A [nue-

Combining the pieces yields that ||A”||lyue < [|A|laue, and hence [|Allpue < 2[|A|loue. By
Lemma 4.1(a), the rank of A’ is at most 2r, so that we obtain ||Afme < 2v2r||Allr <

AVr Al
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Note that X(A) = 0, since both © and O* agree with the observations. Consequently,
from Proposition 4.1, we have that

XA P g
0 = ESE 2 alals o0 (@ ; @) I
|”A|HF<C1 — 12/ (D) T_]C\? 112/ (™) T_JC\?)

1
> —|A
> Al

v

where the final inequality as long as N > ¢y, (2)7(dy + dz) for a sufficiently large constant
¢o. We have thus shown that A = 0, which implies that © = ©* as claimed.

4.5 Experimental results

In this section, we report the results of various simulations that demonstrate the close agree-
ment between the scaling predicted by our theory, and the actual behavior of the SDP-based
M-estimator (4.9) in practice. In all cases, we solved the convex program (4.9) by using our
own implementation in MATLAB of an accelerated gradient descent method which adapts
a non-smooth convex optimization procedure [102] to the nuclear-norm [66]. We chose the
regularization parameter Ay in the manner suggested by our theoretical results; in doing so,
we assumed knowledge of the noise variance v?. In practice, one would have to estimate such
quantities from the data using methods such as cross-validation, as has been studied in the
context of the Lasso, and we leave this as an interesting direction for future research.

We report simulation results for three of the running examples discussed in this chapter:
low-rank multivariate regression, estimation in vector autoregressive processes, and matrix
recovery from random projections (compressed sensing). In each case, we solved instances of
the SDP for a square matrix ©* € R™*™ where m € {40, 80, 160} for the first two examples,
and m € {20, 40,80} for the compressed sensing example. In all cases, we considered the case
of exact low rank constraints, with rank(©*) = r = 10, and we generated ©* by choosing
the subspaces of its left and right singular vectors uniformly at random from the Grassman
manifold.* The observation noise had variance v?> = 1, and we chose C' = %I for the VAR
process. The VAR process was generated by first solving for the covariance matrix > using
the MATLAB function dylap and then generating a sample path. For each setting of (r,m),
we solved the SDP for a range of sample sizes N.

Figure 4.1 shows results for a multivariate regression model with the covariates chosen
randomly from a N(0,I) distribution. Panel (a) plots the Frobenius error ||© — ©*||z on a
logarithmic scale versus the sample size N for three different matrix sizes, m € {40, 80, 160}.

4More specifically, we let ©* = XY 7T, where X,Y € R™*" have i.i.d. N(0,1) elements.



CHAPTER 4. LOW-RANK MATRIX ESTIMATION 71

Error versus rescaled sample size
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Figure 4.1. Results of applying the SDP (4.9) with nuclear norm regularization to the

problem of low-rank multivariate regression. (a) Plots of the Frobenius error H]@ — O
on a logarithmic scale versus the sample size N for three different matrix sizes m? €
{1600, 6400, 25600}, all with rank r = 10. (b) Plots of the same Frobenius error versus
the rescaled sample size N/(rm). Consistent with theory, all three plots are now extremely
well-aligned.

Naturally, in each case, the error decays to zero as N increases, but larger matrices require
larger sample sizes, as reflected by the rightward shift of the curves as m is increased. Panel
(b) of Figure 4.1 shows the exact same set of simulation results, but now with the Frobenius
error plotted versus the rescaled sample size N:=N /(rm). As predicted by Corollary 4.3,
the error plots now are all aligned with one another; the degree of alignment in this particular
case is so close that the three plots are now indistinguishable. (The blue curve is the only
one visible since it was plotted last by our routine.) Consequently, Figure 4.1 shows that
N/(rm) acts as the effective sample size in this high-dimensional setting.

Figure 4.2 shows similar results for the autoregressive model discussed in Example 4.2.
As shown in panel (a), the Frobenius error again decays as the sample size is increased,
although problems involving larger matrices are shifted to the right. Panel (b) shows the
same Frobenius error plotted versus the rescaled sample size N/(rm); as predicted by Corol-
lary 4.4, the errors for different matrix sizes m are again quite well-aligned. In this case, we
find (both in our theoretical analysis and experimental results) that the dependence in the
autoregressive process slows down the rate at which the concentration occurs, so that the
results are not as crisp as the low-rank multivariate setting in Figure 4.1.

Finally, Figure 4.3 presents the same set of results for the compressed sensing observation
model discussed in Example 4.3. Even though the observation matrices X; here are qualita-
tively different (in comparison to the multivariate regression and autoregressive examples),
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. Error versus rescaled sample size
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Figure 4.2. Results of applying the SDP (4.9) with nuclear norm regularization to esti-
mating the system matrix of a vector autoregressive process. (a) Plots of the Frobenius

error |||(:) — ©*||F on a logarithmic scale versus the sample size N for three different matrix
sizes m? € {1600, 6400, 25600}, all with rank 7 = 10. (b) Plots of the same Frobenius error
versus the rescaled sample size N/(rm). Consistent with theory, all three plots are now
reasonably well-aligned.

we again see the “stacking” phenomenon of the curves when plotted versus the rescaled
sample size N/(rm), as predicted by Corollary 4.5.

4.6 Discussion

In this chapter, we have analyzed the nuclear norm relaxation for a general class of noisy
observation models, and obtained non-asymptotic error bounds on the Frobenius norm that
hold under high-dimensional scaling. In contrast to most past work, our results are applica-
ble to both exactly and approximately low-rank matrices. We stated a main theorem that
provides high-dimensional rates in a fairly general setting, and then showed how by special-
izing this result to some specific model classes—namely, low-rank multivariate regression,
estimation of autoregressive processes, and matrix recovery from random projections—it
yields concrete and readily interpretable rates. Lastly, we provided some simulation results
that showed excellent agreement with the predictions from our theory.

This chapter has focused on achievable results for low-rank matrix estimation using a
particular polynomial-time method. It would be interesting to establish matching lower
bounds, showing that the rates obtained by this estimator are minimax-optimal. We suspect
that this should be possible, for instance by using the techniques exploited in Raskutti et
al. [109] in analyzing minimax rates for regression over £,-balls.
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Figure 4.3. Results of applying the SDP (4.9) with nuclear norm regularization to recov-
ering a low-rank matrix on the basis of random projections (compressed sensing model) (a)
Plots of the Frobenius error ||© — ©* ||z on a logarithmic scale versus the sample size N for
three different matrix sizes m? € {400, 1600, 6400}, all with rank r = 10. (b) Plots of the
same Frobenius error versus the rescaled sample size N/(rm). Consistent with theory, all
three plots are now reasonably well-aligned.
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Chapter 5

Matrix Completion

5.1 Introduction

Matrix completion problems correspond to reconstructing matrices, either exactly or approx-
imately, based on observing a subset of their entries [76, 43]. In the simplest formulation of
matrix completion, the observations are assumed to be uncorrupted, whereas a more gen-
eral formulation (as considered in this chapter) allows for noisiness in these observations.
As noted in Chapter 1, matrix recovery based on only partial information is an ill-posed
problem, and accurate estimates are possible only if the matrix satisfies additional struc-
tural constraints, with examples including bandedness, positive semidefiniteness, Euclidean
distance measurements, Toeplitz, and low-rank structure (see the survey paper [76] and
references therein for more background).

The focus of this chapter is low-rank matrix completion based on noisy observations. This
problem is motivated by a variety of applications where an underlying matrix is likely to
have low-rank, or near low-rank structure. The archetypal example is the Netflix challenge,
a version of the collaborative filtering problem, in which the unknown matrix is indexed by
individuals and movies, and each observed entry of the matrix corresponds to the rating
assigned to the associated movie by the given individual. Since the typical person only
watches a tiny number of movies (compared to the total Netflix database), it is only a sparse
subset of matrix entries that are observed. In this context, one goal of collaborative filtering
is to use the observed entries to make recommendations to a person regarding movies that
they have not yet seen. We refer the reader to Srebro’s thesis [124] (and references therein)
for further discussion and motivation for collaborative filtering and related problems.

In this chapter, we analyze a method for approximate low-rank matrix recovery using
an M-estimator that is a combination of a data term, and a weighted nuclear norm as a
regularizer, as discussed in the previous chapter. Recall that the nuclear norm is the sum
of the singular values of a matrix [60], and has been studied in a body of past work, both
on matrix completion and more general problems of low-rank matrix estimation (e.g., Chap-
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ter 4 and [51, 124, 126, 125, 117, 9, 34, 115, 70, 71, 119]). A parallel line of work has
studied computationally efficient algorithms for solving problems with nuclear norm con-
straints (e.g, [89, 102, 80]). Here we limit our detailed discussion to those papers that study
various aspects of the matrix completion problem. Motivated by various problems in col-
laborative filtering, Srebro and colleagues [124, 126, 125] studied various aspects nuclear
norm regularization; among various other contributions, Srebro et al. [126] established gen-
eralization error bounds under certain conditions. Candes and Recht [33] studied the exact
reconstruction of a low-rank matrix given perfect (noiseless) observations of a subset of en-
tries, and provided sufficient conditions for exact recovery via nuclear norm relaxation, with
later refinements [34, 115]. Gross [57] recognized the utility of the Ahlswede-Winter matrix
concentration bounds, and the simplest argument to date is provided by Recht [115]. In a
parallel line of work, Keshavan et al. [70, 71] have studied a method based on thresholding
and singular value decomposition, and established various results on its behavior, both for
noiseless and noisy matrix completion. Among other results, Rohde and Tsybakov [119]
establish prediction error bounds for matrix completion, a different metric than the matrix
recovery problem of interest here. In recent work, Salakhutdinov and Srebro [122] provided
various motivations for the use of weighted nuclear norms, in particular showing that the
standard nuclear norm relaxation can behave very poorly when the sampling is non-uniform.
The analysis presented in this chapter applies to both uniform and non-uniform sampling, as
well as a form of reweighted nuclear norm as suggested by these authors, one which includes
the ordinary nuclear norm as a special case. We provide a more detailed comparison between
our results and some aspects of past work in Section 5.3.4.

As has been noted before [29], a significant theoretical challenge is that conditions that
have proven very useful for sparse linear regression—among them the restricted isometry
property—are not satisfied for the matrix completion problem. For this reason, it is natural
to seek an alternative and less restrictive property that might be satisfied in the matrix
completion setting. In Chapter 3 we isolate a weaker condition known as restricted strong
convezity (RSC). In both Chapters 3 and 4 we prove that certain statistical models sat-
isfy RSC with high probability when the associated regularizer satisfies the decomposability
condition 3.1. When an M-estimator satisfies the RSC condition, it is relatively straightfor-
ward to derive non-asymptotic error bounds on parameter estimates as shown in Chapter 3.
The class of decomposable regularizers includes the nuclear norm as particular case, and
the RSC/decomposability approach has been exploited in Chapter 4 to derive bounds for
various matrix estimation problems, among them multi-task learning, autoregressive system
identification, and compressed sensing.

To date, however, an open question is whether or not an appropriate form of RSC holds
for the matrix completion problem. If it did hold, then it would be possible to derive
non-asymptotic error bounds (in Frobenius norm) for matrix completion based on noisy
observations. Within this context, the main contribution of presented in this chapter is to
prove that with high probability, a form of the RSC condition holds for the matrix completion
problem, in particular over an interesting set of matrices D, as defined in equation (5.8) to
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follow, that have both low nuclear/Frobenius norm ratio and low “spikiness”. Exploiting
this RSC condition then allows us to derive non-asymptotic error bounds on matrix recovery
in weighted Frobenius norms, both for exactly and approximately low-rank matrices. The
theoretical core of this chapter consists of three main results. Our first result (Theorem 5.1)
proves that the matrix completion loss function satisfies restricted strong convexity with
high probability over the set D. Our second result (Theorem 5.2) exploits this fact to derive
a non-asymptotic error bound for matrix recovery in the weighted Frobenius norm, one
applicable to general matrices. We then specialize this result to the problem of estimating
exactly low-rank matrices (with a small number of non-zero singular values), as well as near
low-rank matrices characterized by relatively swift decay of their singular values. To the
best of our knowledge, our results on near low-rank matrices are the first for approximate
matrix recovery in the noisy setting, and as we discuss at more length in Section 5.3.4, our
results on the exactly low-rank case are sharper than past work on the problem. Indeed,
our final result (Theorem 5.3) uses information-theoretic techniques to establish that up to
logarithmic factors, no algorithm can obtain faster rates than our method over the ¢,-balls
of matrices with bounded spikiness treated in this chapter.

The remainder of this chapter is organized as follows. We begin in Section 5.2 with
background and a precise formulation of the problem. Section 5.3 is devoted to a statement
of our main results, and discussion of some of their consequences. In Sections 5.4 and
Section 5.5, we prove our main results, with more technical aspects of the arguments deferred
to appendices. We conclude with a discussion in Section 5.6.

5.2 Background and problem formulation

In this section, we introduce background on low-rank matrix completion problem, and also
provide a precise statement of the problem studied in this chapter.

5.2.1 Uniform and weighted sampling models

Let ©* € R™ ™ he an unknown matrix, and consider an observation model in which we
make n i.i.d. observations of the form

_ i v~
Ui = Ojew T 77— (5.1)

N

¢ correspond to additive observation noises with variance appro-

Ve
priately scaled according to the matrix dimensions. In defining the observation model, one

can either allow the Frobenius norm of ©* to grow with the dimension, as in done in other
work [29, 71|, or rescale the noise as we have done here. This choice is consistent with
our assumption that ©* has constant Frobenius norm regardless of its rank or dimensions.

Here the quantities
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With this scaling, each observation in the model (5.1) has a constant signal-to-noise ratio
regardless of matrix dimensions.

In the simplest model, the row j(i) and column k(i) indices are chosen uniformly at
random from the sets {1,2,...,m,} and {1,2,...,m.} respectively. In this chapter, we
consider a somewhat more general weighted sampling model. In particular, let R € R™ >
and C' € R™<*™< be diagonal matrices, with rescaled diagonals {R;/m,,j = 1,2,...,m,} and
{Cx/me, k =1,2,... ,m.} representing probability distributions over the rows and columns
of an m, X m, matrix. We consider the weighted sampling model in which we make a
noisy observation of entry (7, k) with probability R;Cj/(m,m.), meaning that the row index
j(i) (respectively column index k(7)) is chosen according to the probability distribution
R/m, (respectively C'/m.). Note that in the special case that R = 1,,. and C = 1,,,, the
observation model (5.1) reduces to the usual model of uniform sampling.

We assume that each row and column is sampled with positive probability, in particular
that there is some constant 1 < L < oo such that R, > 1/L and C}, > 1/L for all rows and
columns. However, apart from the constraints Zzzl R,, = m, and Zznzcl Cyp, = m,, we do
not require that the row and column weights remain bounded as m, and m.. tend to infinity.

5.2.2 The observation operator and restricted strong convexity

We now describe an alternative formulation of the observation model (5.1) that, while sta-
tistically equivalent to the original, turns out to be more natural for analysis. For each
1=1,2,...,n, define the matrix

X; = /m,m.¢c; ea(i)ebT(i), (5.2)
where ¢; € {—1,+1} is a random sign, and consider the observation model
yi = (X5, ©") + v, fori=1,...,n, (5.3)

where (A, B)) 1= >, AjBji is the trace inner product, and &; is an additive noise from
the same distribution as the original model. The model (5.3) is can be obtained from the
original model (5.1) by rescaling all terms by the factor ,/m,m., and introducing the random
signs €;. The rescaling has no statistical effect, and nor do the random signs, since the noise
is symmetric (so that & = ;& has the same distribution as ;). Thus, the observation
model (5.3) is statistically equivalent to the original one (5.1).

In order to specify a vector form of the observation model, let us define an operator
X Rm>me 5 R” via

[X(©)]; :=(X;, ©), fori=1,2,...n.

We refer to X as the observation operator, since it maps any matrix @ € R *™¢ to an
n-vector of samples. With this notation, we can write the observations (5.3) in a vectorized
form as y = X(0*) + €.
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The reformulation (5.3) is convenient for various reasons. For any matrix © € R"™r*"e
we have E[(X;, ©))] =0 and
E[(X;, ) ZZR 03.Cr = |[VROVC|3, (5.4)
— ——
b= IO12 1,

where we have defined the weighted Frobenius norm |- ||.r) in terms of the row R and column
C' weights. As a consequence, the signal-to-noise ratio in the observation model (5.3) is given

by the ratio SNR = 12l

As shown in Chapter 3 a key ingredient in establishing error bounds for the observation
model (5.3) is obtaining lower bounds on the restricted curvature of the sampling operator—
in particular, to establish the existence of a constant ¢ > 0, which may be arbitrarily small
as long as it is positive, such that

1X(©)]2
NG

For sample sizes of interest for matrix completion (n < m,m,.) , one cannot expect such
a bound to hold uniformly over all matrices © € R™ *™¢  even when rank constraints are
imposed. Indeed, as noted by Candes and Plan [29], the condition (5.5) is violated with high
probability by the rank one matrix ©* such that ©7; = 1 with all other entries zero. Indeed,
for a sample size n < m,m., we have a vanishing probability of observing the entry ©7,, so
that X(©*) = 0 with high probability.

> ¢ |Ollu(e). (5.5)

5.2.3 Controlling the spikiness and rank

Intuitively, one must exclude matrices that are overly “spiky” in order to avoid the phe-
nomenon just described. Past work has relied on fairly restrictive matrix incoherence condi-
tions (see Section 5.3.4 for more discussion), based on specific conditions on singular vectors
of the unknown matrix ©*. In this chapter, we formalize the notion of “spikiness” in a
natural and less restrictive way—mnamely by comparing a weighted form of /,.-norm to the
weighted Frobenius norm. In particular, for any non-zero matrix O, let us define (for any
non-zero matrix) the weighted spikiness ratio

O|w(oo
asp(0) 1= /mym, M, (5.6)
(] o)

where [|O]|u(00) : = VROV || is the weighted elementwise £,,-norm. Note that this ratio
is invariant to the scaling of O, and satisfies the inequalities 1 < o, (0) < \/m,m.. We have
asp(©) = 1 for any non-zero matrix whose entries are all equal, whereas the opposite extreme
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asp(©) = \/m,m, is achieved by the “maximally spiky” matrix that is zero everywhere except
for a single position.

In order to provide a tractable measure of how close O is to a low-rank matrix, we define
(for any non-zero matrix) the ratio

191l
Bra(©) 1 =
11l
which satisfies the inequalities 1 < (,,(0) < y/min{m,, m.}. By definition of the (weighted)
nuclear and Frobenius norms, note that ,,(0) is simply the ratio of the ¢; to {5 norms of the
singular values of the weighted matrix v/ RO+/C. This measure can also be upper bounded
by the rank of ©: indeed, since R and C are full-rank, we always have

2 (0) < rank(VROVC) = rank(©),

(5.7)

with equality holding if all the non-zero singular values of v/ RO+/C are identical.

5.3 Main results and their consequences

We now turn to the statement of our main results, and discussion of their consequences.
Section 5.3.1 is devoted to a result showing that a suitable form of restricted strong convexity
holds for the random sampling operator X, as long as we restrict it to matrices A for which
Bra(A) and ag,(A) are not “overly large”. In Section 5.3.2, we develop the consequences
of the RSC condition for noisy matrix completion, and in Section 5.3.3, we prove that our
error bounds are minimax-optimal up to logarithmic factors. In Section 5.3.4, we provide a
detailed comparison of our results with past work.

5.3.1 Restricted strong convexity for matrix sampling

Introducing the convenient shorthand m = %(mr + m.), let us define the constraint set

1
Dl o) ::{A CR™IL A A0 | an(8) Auld) < 7 B } (5.8)

where ¢q is a universal constant. Note that as the sample size n increases, this set allows
for matrices with larger values of the spikiness and/or rank measures, ag,(A) and B, (A)
respectively.

Theorem 5.1. There are universal constants (co, ¢1, 2, ¢3) such that as long asn > c3 mlogm,
we have

X(A 1 128 o, (A) L
M 2 é”‘Amw(F) {1 _ #

Vn Vvn

with probability greater than 1 — c¢i exp(—comlogm).

} for all A € D(n;co) (5.9)
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Roughly speaking, this bound guarantees that the observation operator captures a sub-

stantial component of any matrix A € D(n;¢y) that is not overly spiky. More precisely, as
long as %\/;;(A) < 1, the bound (5.9) implies that

1XA)E o 1

T2 > %\HAH]Z(F) for any A € D(n;cp). (5.10)
This bound can be interpreted in terms of restricted strong convexity 3.2.4. In particular,
given a vector y € R" of noisy observations, consider the quadratic loss function

1
L(©:y) = 5-lly = X(O)[

Since the Hessian matrix of this function is given by X*X/n, the bound (5.10) implies that
the quadratic loss is strongly convex in a restricted set of directions A.

As discussed previously, the worst-case value of the “spikiness” measure is ogp(A) = /m,me,
achieved for a matrix that is zero everywhere except a single position. In this most degen-
erate of cases, the combination of the constraints O‘S"T(nA) < 1 and the membership condition
A € D(n;co) imply that even for a rank one matrix (so that 5..(A) = 1), we need sample

size n > m? for Theorem 5.1 to provide a non-trivial result, as is to be expected.

5.3.2 Consequences for noisy matrix completion

We now turn to some consequences of Theorem 5.1 for matrix completion in the noisy
setting. In particular, assume that we are given n i.i.d. samples from the model (5.3), and
let © be some estimate of the unknown matrix ©*. Our strategy is to exploit the lower
bound (5.9) in application to the error matrix © — ©*, and accordingly, we need to ensure
that it has relatively low-rank and spikiness. Based on this intuition, it is natural to consider
the estimator

*

~ . 1
Ocarg min _ {-lly = Oz + MOl } (5.11)

where o > 1 is a measure of spikiness, and the regularization parameter A, > 0 serves
to control the nuclear norm of the solution. In the special case when both R and C are
identity matrices (of the appropriate dimensions), this estimator is closely related to the
standard one considered in past work on the problem, with the only difference between
the additional /,,-norm constraint. In the more general weighted case, an M-estimator of
the form (5.11) using the weighted nuclear norm (but without the elementwise constraint)
was recently suggested by Salakhutdinov and Srebro [122], who provided empirical results
to show superiority of the weighted nuclear norm over the standard choice for the Netflix
problem.



CHAPTER 5. MATRIX COMPLETION 81

Past work on matrix completion has focused on the case of exactly low-rank matrices.
Here we consider the more general setting of approximately low-rank matrices, including the
exact setting as a particular case. We begin by stating a general upper bound that applies
to any matrix ©*, and involves a natural decomposition into estimation and approximation
error terms. The only relevant quantity is the signal-to-noise ratio, as measured by the ratio
of the Frobenius norm of ©* to the noise variance, so that we allow the noise variance to be
free, while assuming that || A, ) remains bounded.

Theorem 5.2. Suppose that n > Lmlogm, and consider any solution O to the weighted
SDP (5.11) using regularization parameter

1< , ,
An 220~ Y GRXC2 |, (5.12)
=1

and define X = max{\,, L mlogm} Then with probability greater than 1—cy exp(—cy logm),

for eachr=1,...,m,, the error A=0 -6 satisfies

~ . s ~ M . cila* L 2
TANZ F) < e Ay [WHIA!HW(F) + Y o;(VRO \/5)] ¢ alh) (5.13)

. n
Jj=r+1

Apart from the trailing O(n~!) the term, the bound (5.13) shows a natural splitting into
two terms. The first can be interpreted as the estimation error associated with a rank r
matrix, whereas the second term corresponds to approximation error, measuring how far
VRO*\/C is from a rank r matrix. Of course, the bound holds for any choice of r, and in
the corollaries to follow, we choose r optimally so as to balance the estimation and approxi-
mation error terms.

In order to provide concrete rates using Theorem 5.2, it remains to address two issues.
First, we need to specify an explicit choice of A\,, by bounding the operator norm of the matrix
%Z?:l &VRX;\V/C, and secondly, we need to understand how to choose the parameter
r so as to achieve the tightest possible bound. When ©* is exactly low-rank, then it is
obvious that we should choose = rank(©*), so that the approximation error vanishes—viz.

>t 0;(vV'RO*\/C); = 0. Doing so yields the following result:
Corollary 5.1 (Exactly low-rank matrices). Suppose that the noise sequence {§;} is i.i.d.,

zero-mean and sub-exponential, and ©* has rank at most r, Frobenius norm at most 1, and
spikiness at most oy (%) < o*. If we solve the SDP (5.11) with A, = 4vy/™E™ then there

is a numerical constant ¢ such that

, rmlogm

16 = Ok < & PV L?) (@) (5.14)

n

with probability greater than 1 — co exp(—c3logm).



CHAPTER 5. MATRIX COMPLETION 82

Note that this rate has a natural interpretation: since a rank r matrix of dimension m, x m..
has roughly r(m, + m.) free parameters, we require a sample size of this order (up to
logarithmic factors) so as to obtain a controlled error bound. An interesting feature of the
bound (5.14) is the term v? V 1 = max{v? 1}, which implies that we do not obtain exact
recovery as v — 0. As we discuss at more length in Section 5.3.4, under the mild spikiness
condition that we have imposed, this behavior is unavoidable due to lack of identifiability
within a certain radius, as specified in the set D. For instance, consider the matrix ©* and
the perturbed version © = ©* + mele?. With high probability, we have X(0*) = X(0),
so that the observations—even if they were noiseless—fail to distinguish between these two
models. These types of examples, leading to non-identifiability, cannot be overcome without

imposing fairly restrictive matrix incoherence conditions, as we discuss at more length in
Section 5.3.4.

As with past work [29, 71], Corollary 5.1 applies to the case of matrices that have exactly
rank 7. In practical settings, it is more realistic to assume that the unknown matrix is not
exactly low-rank, but rather can be well approximated by a matrix with low rank. One way
in which to formalize this notion is via the £,-“ball” of matrices

min{m, ,mc}
B,(R,) ::{@ eR™ ™ | N oy (VROVO)|” < Rq}. (5.15)

=1

For ¢ = 0, this set corresponds to the set of matrices with rank at most r = pg, whereas for
values ¢ € (0, 1], it consists of matrices whose (weighted) singular values decay at a relatively
fast rate. By applying Theorem 5.2 to this matrix family, we obtain the following corollary:

Corollary 5.2 (Estimation of near low-rank matrices). Suppose that the noise {&;} is zero-
mean and sub-exponential, Consider a matriz ©* € B,(R,) with spikiness at most o, (%) <
o, and Frobenius norm at most one. With the same choice of A, as Corollary 5.1, there is

a universal constant ¢ such that

,mlog m)l—g N c1(a*L)?

18 - 012 < Ry (04 V L3)(a) (5.16)

n n

with probability greater than 1 — co exp(—c3logm).

Note that this result is a strict generalization of Corollary 5.1, to which it reduces in the
case ¢ = 0. (When ¢ = 0, we have py = r so that the bound has the same form.) Note that
the price that we pay for approximately low rank is a smaller exponent—namely, 1 — ¢/2
as opposed to 1 in the case ¢ = 0. The proof of Corollary 5.2 is based on a more sub-
tle application of Theorem 5.2, one which chooses the effective rank = in the bound (5.13)
so as to trade off between the estimation and approximation errors. In particular, the

choice r < R, (mlggm)Q/ 2 turns out to yield the optimal trade-off, and hence the given error
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bound (5.16).

Although we have stated our results in terms of bounds on the weighted squared Frobenius
norm |||@|||Z( = VROV C||%, our assumed lower bound on the entries R and C' implies that

|||@|||U2J( P 2 IHGE_IE%_ Consequently, as long as each row and column is sampled a constant fraction
of the time, our results also yield bounds on the Frobenius norm. In some applications,
certain rows and columns might be heavily sampled, meaning that some entries of R and/or
C' could be relatively large. Since we require only a lower bound on the row/column sampling
frequencies, our Frobenius norm bounds would not degrade if some rows and/or columns were
heavily sampled. In contrast, a RIP-type analysis would not be valid in this setting, since
heavy sampling means that the Frobenius norm could not be uniformly bounded from above.

In order to illustrate the sharpness of our theory, let us compare the predictions of our two
corollaries to the empirical behavior of the M-estimator. In particular, we applied the nuclear
norm SDP to simulated data, using Gaussian observation noise with variance v?> = 0.25
and the uniform sampling model. In all cases, we solved the nuclear norm SDP using a
non-smooth optimization procedure due to Nesterov [102], via our own implementation in
MATLAB. For a given problem size m, we ran T' = 25 trials and computed the squared
Frobenius norm error ||© — ©*||% averaged over the trials.

Figure 5.1 shows the results in the case of exactly low-rank matrices (¢ = 0), with the
matrix rank given by r = [log*(m)]. Panel (a) shows plots of the mean-squared Frobe-
nius error versus the raw sample size, for three different problem sizes with the number of
matrix elements sizes m? € {402,607, 80%,100%}. These plots show that the M-estimator is
consistent, since each of the curves decreases to zero as the sample size n increases. Note
that the curves shift to the right as the matrix dimension m increases, reflecting the natu-
ral intuition that larger matrices require more samples. Based on the scaling predicted by
Corollary 5.1, we expect that the mean-squared Frobenius error should exhibit the scaling
16 — ©|2 < ™ - Equivalently, if we plot the MSE versus the rescaled sample size
N = m, then all the curves should be relatively well aligned, and decay at the rate
1/N. Panel (b) of Figure 5.1 shows the same simulation results re-plotted versus this rescaled
sample size. Consistent with the prediction of Corollary 5.1, all four plots are now relatively
well-aligned. Figure 5.2 shows the same plots for the case of approximately low-rank ma-
trices (¢ = 0.5). Again, consistent with the prediction of Corollary 5.2, we see qualitatively
similar behavior in the plots of the MSE versus sample size (panel (a)), and the rescaled
sample size (panel (b)).

5.3.3 Information-theoretic lower bounds

The results of the previous section are achievable results, based on a particular polynomial-
time estimator. It is natural to ask how these bounds compare to the fundamental limits of
the problem, meaning the best performance achievable by any algorithm. As various authors
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Figure 5.1. Plots of the mean-squared error in Frobenius norm for ¢ = 0. Each curve
corresponds to a different problem size m? € {40%,60%,802,100%}. (a) MSE versus the raw
sample size n. As expected, the curves shift to the right as m increases, since more samples
should be required to achieve a given MSE for larger problems. (b) The same MSE plotted
versus the rescaled sample size n/(rmlogm). Consistent with Corollary 5.1, all the plots
are now fairly well-aligned.

have noted [29, 71], a parameter counting argument indicates that roughly n ~ r (m, +m,)
samples are required to estimate an m, xm. matrix with rank r. This calculation can be made
more formal by metric entropy calculations for the Grassman manifold (e.g., [130]); see also
Rohde and Tsybakov [119] for results on approximation numbers for the more general ¢,-balls
of matrices. Such calculations, while accounting for the low-rank conditions, do not address
the additional “spikiness” constraints that are essential to the setting of matrix completion.
It is conceivable that these additional constraints could lead to a substantial volume reduction
in the allowable class of matrices, so that the scalings suggested by parameter counting or
metric entropy calculation for Grassman manifolds would be overly conservative.

Accordingly, in this section, we provide a direct and constructive argument to lower bound
the minimax rates of Frobenius norm over classes of matrices that are near low-rank and not
overly spiky. This argument establishes that the bounds established in Corollaries 5.1 and 5.2
are sharp up to logarithmic factors, meaning that no estimator performs substantially better
than the one considered here. More precisely, consider the matrix classes

B(R,) :{@ e R™™ | iaj(@)q < Ry, agp(0) < /32 logm}, (5.17)

corresponding to square m X m matrices that are near low-rank (belonging to the ¢,-balls
previously defined (5.15)), and have a logarithmic spikiness ratio. The following result applies
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Figure 5.2. Plots of the mean-squared error in Frobenius norm for ¢ = 0.5. Each curve

corresponds to a different problem size m? € {40%,60%,802,100%}. (a) MSE versus the raw

sample size n. As expected, the curves shift to the right as m increases, since more samples

should be required to achieve a given MSE for larger problems. (b) The same MSE plotted
1

versus the rescaled sample size n/(Rq, ** mlogm). Consistent with Corollary 5.2, all the
plots are now fairly well-aligned.

to the minimax risk in Frobenius norm, namely the quantity

M, (B(R,)) : =inf sup E[|O—6"[}], (5.18)
O*€B(R,)

where the infimum is taken over all estimators © that are measurable functions of n samples.

Theorem 5.3. There is a universal numerical constant cs > 0 such that

M, (B(R,)) > ¢5 min{Rq (”2—’”)13, ”QmQ}. (5.19)

n n

_4q
The term of primary interest in this bound is the first one—mnamely, R, ("Qm)l 2. It is

n
the dominant term in the bound whenever the /,-radius satisfies the bound

q

9 a
R, < (m) . (5.20)
n

In the special case ¢ = 0, corresponding the exactly low-rank case, the bound (5.20) always
holds, since it reduces to requiring that the rank r» = pq is less than or equal to m. In these
regimes, Theorem 5.3 establishes that the upper bounds obtained in Corollaries 5.1 and 5.2
are minimax-optimal up to factors logarithmic in matrix dimension m.
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5.3.4 Comparison to other work

We now turn to a detailed comparison of our bounds to those obtained in past work on
noisy matrix completion, in particular the papers by Candes and Plan [29] (hereafter CP)
and Keshavan et al. [71] (hereafter KMO). Both papers considered only the case of exactly
low-rank matrices, corresponding to the special case of ¢ = 0 in our notation. Since neither
paper provided results for the general case of near-low rank matrices, nor the general result
(with estimation and approximation errors) stated in Theorem 5.2, our discussion is mainly
limited to comparing Corollary 5.1 to their results. So as to simplify discussion, we restate
all results under the scalings used in this chapter! (i.e., with [|©*|r = 1).

Comparison of rates

Under the strong incoherence conditions required for exact matrix recovery (see below for
discussion), Theorem 7 in CP give an bound on ||© — ©*|| that depends on the Frobenius
norm of the potentially adversarial error matrix Z € R™*% as defined by the noise variables
[Z]j6) ke = & in our case. In the special case of stochastic noise, under the observation
model (5.1) and the scalings of our chapter, as long as n > m, where m = d; + dy—a
condition certainly required for Frobenius norm consistency—we have ||Z]|r = O(vy/n/m)
with high probability. Given this scaling, the CP upper bound takes the form

16 - &l < v {vim+ Y2} (5.21)
Note that if the noise standard deviation v tends to zero while the sample size n, matrix size
d and rank r all remain fixed, then this bound guarantees that the Frobenius error tends to
zero. This behavior as v — 0 is intuitively reasonable, given that their proof technique is an
extrapolation from the case of exact recovery for noiseless observations (v = 0). However,
note that for any fixed noise deviation v > 0, the first term increases to infinity as the
matrix dimension m increases, whereas the second term actually grows as the sample size n
increases. Consequently, the CP results do not guarantee statistical consistency, unlike the
bounds proved here.

Turning to a setting with adversarial noise, suppose that the error vector has Frobenius
norm at most §. A modification of our analysis yields error bounds of the form ||© — O*||r <

{7\/”—25 + \/Tml%}. In the setting of square matrices with § > \/“0%, our result yields

an upper bound tighter by a factor of order \/m better than those presented in CP. Last,
as pointed out by a reviewer, the CP analysis does yield bounds for approximately low-
rank matrices, in particular by writing ©* = I1,.(0*) + A, where II, is the Frobenius norm
projection onto the space of rank r matrices, and A = ©* — II,(0*) is the approximation

!The paper CP and KMO use two different sets of scaling, one with [|©*||z = ©(m) and the other with
[©*]| 7 = /7, so that some care is required in converting between results.
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error. With this notation, their analysis guarantees error bounds of the form /m/| Al r with

high probability, which is a weaker guarantee than our bound whenever |Aflr > ¢ ”O%

and n = Q(mlogm).
Keshavan et al. [71] analyzed alternative methods based on trimming and applying the
SVD. For Gaussian noise, their methods guarantee bounds (with high probability) of the

form
ng
|||@ O|lr < vmin {« 0} (5.22)
where dy/d; is the aspect ratio of ©*, and /-1(@*) = ‘;T"—& is the condition number of

©*. This result is more directly comparable to our Corollary 5.1; apart from the additional
factor involving either the aspect ratio or the condition number, it is sharper since it does
not involve the factor logm present in our bound. For a fixed noise standard deviation v,
the bound (5.22) guarantees statistical consistency as long as % tends to zero. The most
significant differences are the presence of the aspect ratio ds/d; or the condition number
k(©*) in the upper bound (5.22). The aspect ratio is a quantity that can be as small as
one, or as large as dy, so that the pre-factor in the bound (5.22) can scale in a dimension-
dependent way. Similarly, for any matrix with rank larger than one, the condition number
can be made arbitrarily large. For instance, in the rank two case, define a matrix with
Omax(0%) = V1 — 62 and 0,,;,(0*) = 0, and consider the behavior as  — 0. In contrast, our
bounds are invariant to both the aspect ratio and the condition number of ©*.

Comparison of matrix conditions

We now turn to a comparison of the various matriz incoherence assumptions invoked in
the analysis of CP and KMO, and comparison to our spikiness condition. As before, for
clarity, we specialize our discussion to the square case (m, = m. = m), since the rectangular
case is not essentially different. The matrix incoherence conditions are stated in terms
of the singular value decomposition ©* = UXVT of the target matrix. Here U € R™*"
and V € R™*" are matrices of the left and right singular vectors respectively, satistying
UTU = VTV = I,.,, whereas ¥ € R"*" is a diagonal matrix of the singular values. The
purpose of matrix incoherence is to enforce that the left and right singular vectors should
not be aligned with the standard basis. Among other assumptions, the CP analysis imposes
the incoherence conditions

T T T
WU = L hnlle < 0¥ VT = Dl < p ¥ and UV < p Y
m m m m m
(5.23)

for some constant p > 0. Parts of the KMO analysis impose the related incoherence condition

T r T r
~max | |]] M()m, and]l’rll;a,}?( | |]J Mo m (5 24)

-----
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Both of these conditions ensure that the singular vectors are sufficiently “spread-out”, so as
not to be aligned with the standard basis.

A remarkable property of conditions (5.23) and (5.24) is that they exhibit no dependence
on the singular values of ©*. If one is interested only in exact recovery in the noiseless setting,
then this lack of dependence is reasonable. However, if approximate recovery is the goal—as
is necessarily the case in the more realistic setting of noisy observations—then it is clear that
a minimal set of sufficient conditions should also involve the singular values, as is the case
for our spikiness measure ag,(0*). The following example gives a concrete demonstration
of an instance where our conditions are satisfied, so that approximate recovery is possible,
whereas the incoherence conditions are violated.

Example. Let I' € R™*™ be a positive semidefinite symmetric matrix with rank r — 1,
Frobenius norm ||I'||p = 1 and ||I'||c < ¢o/m. For a scalar parameter ¢ > 0, consider the
matrix

O* : =T +tejel (5.25)

where e; € R™ is the canonical basis vector with one in its first entry, and zero elsewhere.
By construction, the matrix ©* has rank at most r. Moreover, as long as t = O(1/m), we
are guaranteed that our spikiness measure satisfies the bound ay,(©*) = O(1). Indeed, we
have |©*||r > ||U|lr —t =1 — ¢, and hence

om0 m ([T + t) co +mt

Consequently, for any choice of I' as specified above, Corollary 5.1 implies that the SDP will

rmlogm) -~ This captures the natural intuition

recover the matrix ©* up to a tolerance O(

that “poisoning” the matrix I’ with the term tef e; should have essentially no effect, as long
as t is not too large.

On the other hand, suppose that we choose the matrix I' such that its » — 1 eigenvectors
are orthogonal to e;. In this case, we have ©*e; = teq, so that e; is also an eigenvector of
O©*. Letting U € R™*" be the matrix of eigenvectors, we have el UU”e; = 1. Consequently,
for any fixed p (or pp) and rank r < m, conditions (5.23) and (5.24) are violated.

%

5.4 Proofs for noisy matrix completion

We now turn to the proofs of our results. This section is devoted to the results that apply
directly to noisy matrix completion, in particular the achievable result given in Theorem 5.2,
its associated Corollaries 5.1 and 5.2, and the information-theoretic lower bound given in
Theorem 5.3. The proof of Theorem 5.1 is provided in Section 5.5 to follow.



CHAPTER 5. MATRIX COMPLETION 89

5.4.1 A useful transformation

We begin by describing a transformation that is useful both in these proofs, and the later
proof of Theorem 5.1. In particular, we consider the mapping © — I' : = VROV, as well
as the modified observation operator X’ : R™*™ — R" with elements

[X'(D)]; = (XD, 1), fori=1,2,...,n,
where X : = R~1/2 X;C~Y/2. Note that X(I') = X(0) by construction, and moreover
Iz = l1®llur),  Ilawe = [1Olluq), and  [[Tlle = [1Olluoc),

which implies that

F nuc F oo
Bra(©) = it , and  ag(0) = m [T (5.26)
N Tl
—— ——
Bra(T) o (T)

Based on this change of variables, let us define a modified version of the constraint set (5.8)

as follows
¢’( )=q0#T e R™™ | ()B/(F)< ! n (5.27)
o a e Co L m log m ‘ ‘

In this new notation, the lower bound (5.9) from Theorem 5.1 can be re-stated as
XM 1 128 Lag, ()

> <rl-{1 - 3
NLD 8 NLD

5.4.2 Proof of Theorem 5.2
We now turn to the proof of Theorem 5.2. Defining the estimate [:= \/ﬁ@\/a, we have

} forall T € €(n;c). (5.28)

~ . 1
Fearg min - {=ly = )5+ Al Tllne } (5.29)

.
(I

and our goal is to upper bound the ordinary Frobenius norm [|T’ — I*|| p.

We now recall Lemma 4.1 from Chapter 4 and note that we adopt the shorthand A = r—
[ throughout the analysis. Lemma 4.1 establishes that there exists a matrix decomposition
A = A"+ A” of the error A such that

(a) The matrix A’ satisfies the constraint rank(A’) < 2r, and
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(b) Given the choice (5.12), the nuclear norm of A” is bounded as

IA fise < BIA e + 4 Y 0y(T

Jj=r+1

The above bound combined with triangle inequality, implies that

1A se < IA ane + 1A e < APA e + 4 Y 05(F)

j=r+1

<8VrAlr+4 S oy(T) (5.30)

Jj=r+1

where the second inequality uses the fact that rank(A’) < 2r.

We now split into two cases, depending on whether or not the error A belongs to the set

¢’(n;co).

Case 1: First suppose that A & @ (n;cy). In this case, by the definition (5.27), we have

—~ ~ ~ mlogm
130 < oL (v/mrmel Alloc) Bl =
N mlogm
S%@mmmu/ e

since [[Aloe < T [loo + [T oo <

. Now applying the bound (5.30), we obtain

Vmrme

mlogm ~ — .
IAIE < 2¢0 La®y {8VIIAlF+4 ) oy(I)}. (5.31)

Jj=r+1

Case 2:  Otherwise, we must have A € €'(n; ¢y). Recall the reformulated lower bound (5.28).

On one hand, if % 1/2, then we have
- 256 L\/mymig|| Ao 512La*
IAllF < NG < T (5.32)
128La

128Laty (A) < 1/2, then from the bound (5.28), we have

On the other hand, if NG

|2 A)ll> A
Jno T 16

(5.33)
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with high probability. Note that Tis optimal and I'* is feasible for the convex program (5.29),
so that we have the basic inequality

—IIy X D)3+ M |||F|Hnuc<—||y XTI + AT e

Some algebra then yields the inequality

—H3€'( )3 < v (A, Z&X“ D+ Al e = AT+ Alles

=1
Substituting the lower bound (5.33) into this inequality yields
1Al
512

<v A Z 51 + MHF* H'nuc - >\n|HF* + Amnuv

From this point onwards, the proof is identical (apart from constants) to Theorem 4.1, and
we obtain that there is a numerical constant ¢; such that

IA < o1 o An{\/?l\IAIHFJr 3 oj<r*>}. (5.34)

Jj=r+1

Putting together the pieces: Summarizing our results, we have shown that with high
probability, one of the three bounds (5.31), (5.32) or (5.34) must hold. These claims can be
summarized in the form

X mlogm .
I31 < v max{n 2L (AL + 3 o07)

Jj=r+1

for a universal positive constant ¢;. Translating this result back to the original co-ordinate
system (I'* = v/RO*/C) yields the claim (5.13).

5.4.3 Proof of Corollary 5.1

When ©* (and hence v RO*v/C) has rank r < m,, then we have > o;(vVRO*V/C) =0

Consequently, the bound (5.13) reduces to |||A|Hw( F) < 1o X/ To complete the proof, it
suffices to show that

1 [m]1
P“"E Z&R_l/QXiC_l/an >V & ng} < cgexp(—camlogm).
i=1

We do so via the Ahlswede—Winter matrix bound, as stated in Appendix C.6. Defining
the random matrix Y : = &R™Y2 X, C~/2, we first note that & is sub-exponential with
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parameter 1, and |R™Y/2X;C~/?| has a single entry with magnitude at most L./m,m.,
which implies that

YDy, < Lv/myme < 2vLm

(Here || - ||y, denotes the Orlicz norm [78] of a random variable, as defined by the function
1 (z) = exp(x) — 1; see Appendix C.6). Moreover, we have
. , mym
E[(Y))Ty®)] = I/Q]E[#ek(i)eri 6'(z)6;;ri ]
Rji) Crpy 700
Rii Cuy v

)
=V "My L xm,-

so that [|[E[(Y)TY®]|l, < 2u2m, recalling that 2m = m, + m, > m,. The same bound
applies to [|[E[Y @ (Y ®)T]||y, so that applying Lemma C.2 with ¢ = nd, we conclude that

no
4v Lm)}

1 n
PU”E Z&R_l/QXiC_l/zmz > 0] < (m, x m,) max { exp(—nd>/(16v°m), exp(—
i=1

Since /m,me < m, + m, = 2m, if we set 6% = C%I/ka’% for a sufficiently large constant
c1, the result follows. (Here we also use the assumption that n = Q(Lmlogm), so that the

m logm

term is dominant.)

5.4.4 Proof of Corollary 5.2

For this corollary, we need to determine an appropriate choice of r so as to optimize the
bound (5.13). To ease notation, let us make use of the shorthand notation I'* = v/RO*/C.
With the singular values of ['* ordered in non-increasing order, fix some threshold 7 > 0 to
be determined, and set r = max{j | ¢;(I'*) > 7}. This choice ensures that

Y oomy=r Y P < r Y (P < oo,
j=r+1 Jj=r+1 Jj=r+1

Moreover, we have r7¢ < Y77 {0;(I*)}" < R,, which implies that v/ < /R,
Substituting these relations into the upper bound (5.13) leads to
VAR ) < v a® Xy [VR 0B oy + 7R, )

In order to obtain the sharpest possible upper bound, we set 7 = a*\’. Following some
algebra, we find that there is a universal constant ¢; such that

A * * 1-4
AN #) < Ry ((@F)*(X7)?) 2.

Asin the proof of Corollary 5.1, it suffices to choose \,, = Q(v4/ ml‘;ﬂ), so that \¥ = O\/(V2 + L)mk’%)7
from which the claim follows.
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5.4.5 Proof of Theorem 5.3

Our proof of this lower bound based on a combination of information-theoretic methods [151, 150],
which allow us to reduce to a multiway hypothesis test, and an application of the probabilis-

tic method so as to construct a suitably large packing set. By Markov’s inequality, it suffices

to prove that

o) * |12 62 1
sip B[O -3 > | >
©*cB(Ry)

In order to do so, we proceed in a standard way—mnamely, by reducing the estimation problem
to a testing problem over a suitably constructed packing set contained within B(R,). In
particular, consider a set {©!,... OM@} of matrices, contained within B(R,), such that
|©F — % > § for all £ # k. To ease notation, we use M as shorthand for M () through
much of the argument. Suppose that we choose an index V' € {1,2,..., M} uniformly at
random (u.a.r.), and we are given observations y € R” from the observation model (5.3) with
©* = 0V. Then triangle inequality yields the lower bound

N . 5 .
sp B0 -6'r> 2| =BV £ V]
O*cB(Ry)

If we condition on X, a variant of Fano’s inequality yields

() > e D(O ]| ©°) 4-log 2

PV £V >1—
V#V | X > og :

(5.35)

where D(0% || ©f) denotes the Kullback-Leibler divergence between the distributions of
(y|X,©%) and (y|X, ©F). In particular, for additive Gaussian noise with variance 2, we have

1
D(6" || 6°) = 5 [1X(6") — X(&)]3,
and moreover,
1
Ex[D(O" || €] = 5 516" - &%
Combined with the bound (5.35), we obtain the bound

PV £ V] =Ex{P[V £V | ¥]}

()1 s 2= 110% — O3 + log 2
log M

>1 - , (5.36)

The remainder of the proof hinges on the following technical lemma, which we prove in
Appendix C.1.
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Lemma 5.1. Let m > 10 be a positive integer, and let 6 > 0. Then for eachr =1,2,...,m,
there exists a set of m-dimensional matrices {©*, ..., 0M} with cardinality M = |+ exp (12) |
such that each matriz has rank r, and moreover

I0r=6  forallt=1,2,...,M, (5.37a)
|©f — || >0 for all 0 # k, (5.37Db)
aep(0°) < V/32logm  for all ¢ =1,2,..., M, and (5.37¢)
44
102 < —= forallt=1,2,..., M. (5.37d)

NG

We now show how to use this packing set in our Fano bound. To avoid technical compli-
cations, we assume throughout that rm > 1024 log 2. Note that packing set from Lemma 5.1
satisfies ||©F — ©f||r < 2§ for all k # ¢, and hence from Fano bound (5.36), we obtain

. 229% 1 log 2
PV#V]>1- ﬂ
55 — log4
- 229" +log2
- 256
51219 4 256log 2
- rm '
v rm
If we now choose 6% = 5018 > then
~ o4 2561og 2
B[V £V]>1— 4200082 1

rm -2
where the final inequality again uses the bound rm > 1024 log 2.

In the special case ¢ = 0, the proof is complete, since the elements ©° all have rank
r = Ry, and satisfy the bound ay,(0%) < / 32 logm. For ¢ € (0, 1], consider the matrix class

IB%(Rq), and let us set r = min{m, [R,(2)" }} in Lemma 5.1. With this choice, since each
matrix ©f has rank r, we have

Foor= (4 = {a2) =

so that we are guaranteed that ©° € @(Rq). Finally, we note that

rm m\'"% m?
—Zmin{Rq (—) , 7},

n n
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so that we conclude that the minimax error is lower bounded by

1 e v’m -3 v*m?
—— min —
4096 “\ n " n

for mr sufficiently large. (At the expense of a worse pre-factor, the same bound holds for all
m > 10.)

5.5 Proof of Theorem 5.1

We now turn to the proof that the sampling operator in weighted matrix completion sat-
isfies restricted strong convexity over the set D, as stated in Theorem 5.1. In order to
lighten notation, we prove the theorem in the case m, = m.. In terms of rates, this is a
worst-case assumption, effectively amounting to replacing both m,. and m, by the worst-case
max{m,, m.}. However, since our rates are driven by m = 1(m, + m,.) and we have the

2
inequalities

1 1

5 max{m,, m.} < §(mT +me) < max{m,, m.},

this change has only an effect on the constant factors. The proof can be extended to the
general setting m,. # m, by appropriate modifications if these constant factors are of interest.

5.5.1 Reduction to simpler events

In order to prove Theorem 5.1, it is equivalent to show that, with high probability, we have

"T 1 48L m ||T'|| o
[1X"(T)]|2 > é”’rmF _ M for all T" € & (n; ¢p). (5.38)

Vi v

The remainder of the proof is devoted to studying the “bad” event

(5.39)

' / x'(r 7 A8L m. ||T]|
s@):={3 reepma | Dk g | Ty, 4 B2k

NZD
Suppose that £(X') does not hold: then we have

48L m |1 oo
NLD

which implies that the bound (5.38) holds. Consequently, in terms of the “bad” event, the
claim of Theorem 5.1 is implied by the tail bound P[E(X’)] < 16 exp(—c'mlogm).

We now show that in order to establish a tail bound on £(X’), it suffices to bound the
probability of some simpler events £(X'; Rp), defined below. Since the definition of the

xX'(T 7
! —55)”2 ~ Tl | < Tl + for all T' € €'(n; co),
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set €'(n;¢p) and event £(X') is invariant to rescaling of I', we may assume without loss of
generality that ||I'||c = &. The remaining degrees of freedom in the set €'(n;c) can be
parameterized in terms of the quantities Rp = ||I'||p and T = ||I'||uuc. For any I' € &'(n; ¢p)

with ||'[|c = £ and |T[|r < Rp, we have [|Tluue < T(Rp), where

Ry

i .
COL /[ mlogm
n

T(RP) L=

For each radius Rp > 0, consider the set
R(RP - {F S Q: TL CO) | HF”OO - |HF|“F < RP; |||F|||nuc =~ (RP)} (540)

and the associated event

!35’ Hz

, 48L
5(3€;RP)::{3 I e R(R y\' —lIPle| > 5 5 R + —} (5.41)

vn

The following lemma shows that it suffices to upper bound the probability of the event
E(X'; Rp) for each fixed Rp > 0.

Lemma 5.2. Suppose that are universal constants (c1,co) such that
P[E(X'; Rp)] < c1exp(—conR3) (5.42)
for each fized Rp > 0. Then there is a universal constant ¢ such that

exp(—cymlogm)

PIEX)] < 1

(5.43)

1 — exp(—chmlogm)

The proof of this claim, provided in Appendix C.2, follows by a peeling argument.

5.5.2 Bounding the probability of £(X’; Rp)

Based on Lemma 5.2, it suffices to prove the tail bound (5.42) on the event £(X'; Rp) for
each fixed Rp > 0. Let us define

[ESWIP

Zy(Rp) 1= sup NG

T'eR(Rp)

- |||F|||F), (5.44)

where

R(fp) :={T € €(n;co) | [Tl S —, ITllF < Rp, ITlle < T(Rp)} (5.45)
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(The only difference from R(Rp) is that we have relaxed to the inequality ||| < +.) In
the remainder of this section, we prove that there are universal constants (c;, c2) such that

4A8L 2
P[Z,(Rp) > 3Rp + i} < crexp(— nRP) for each fixed Rp > 0. (5.46)

4 NG S
This tail bound means that the condition of Lemma 5.2 is satisfied, and so completes the
proof of Theorem 5.1.

In order to prove (5.46), we begin with a discretization argument. Let I'',... TN be
a d-covering of R(Rp) in the Frobenius norm. By definition, given an arbitrary I' € R(Rp),
there exists some index k € {1,...,N(J)} and a matrix A € R™"™ with ||Allr < § such
that I' = I'* + A. Therefore, we have

1% @2 12" (T* + A)ll2

T = —Ir*+ A
v eIl
[ES ] PR E{CV] P
< —r A
< R S T A
X'(Tk X'(A
< —” ( )||2 — |||Fk|||F + M + 0,

Vi Vi

where we have used the triangle inequality. Following the same steps establishes that this
inequality holds for the absolute value of the difference.

Moreover, since A = I'* — T with both I'* and T" belonging to R(Rp), we have ||Aluue <
2T (Rp) and [|All < 2, where we have used the definition (5.40). Putting together the
pieces, we conclude that

12 (T%) |2 K 17 (A)]]2
< s W= A/ ,
Zo(Rp) < & + N T IT*lr| + Asup | L (5.47)
where
mXxXm 2
D@, R) = {A e R™™ [[JAllr <6, [Allue < 2T (Rp), [Alle < 3} (5.48)

Note that the bound (5.47) holds for any choice of § > 0. We establish the tail
bound (5.46) with the choice 6 = Rp/8, and using the following two lemmas. The first
lemma provides control of the maximum over the covering set:

Lemma 5.3. As long m > 10, we have

s (5.49)

maX
k=1,...N(Rp/8)

nR%, )

with probability greater than 1 — cexp ( — So177)-
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See Appendix C.3 for the proof of this claim.

Our second lemma, proved in Appendix C.4, provides control over the final term in the
upper bound (5.47).

Lemma 5.4.

X'(A R
wp X B
AeD(Z2 R) vn 2
. - nRZ
with probability at least 1 — 2 exp ( — 819#).

Combining these two lemmas with the upper bound (5.47) with § = Rp/8, we obtain

Rp Rp 481 Rp
7, S Rk A B
(Rp) < < + < + \/ﬁ+ 5

L 8Rp | 48L

with probability at least 1 — 4 exp ( — g%%)? thereby establishing the tail bound (5.46) and
completing the proof of Theorem 5.1.

5.6 Discussion

In this chapter, we have established error bounds for the problem of weighted matrix com-
pletion based on partial and noisy observations. We proved both a general result, one which
applies to any matrix, and showed how it yields corollaries for both the cases of exactly low-
rank and approximately low-rank matrices. A key technical result is establishing that the
matrix sampling operator satisfies a suitable form of restricted strong convexity 3.2.4 over
a set of matrices with controlled rank and spikiness. Since more restrictive properties such
as RIP do not hold for matrix completion, this RSC ingredient is essential to our analysis.
Our proof of the RSC condition relied on a number of techniques from empirical process and
random matrix theory, including concentration of measure, contraction inequalities and the
Ahlswede-Winter bound. Using information-theoretic methods, we also proved that up to
logarithmic factors, our error bounds cannot be improved upon by any algorithm, showing
that our method is essentially minimax-optimal.

There are various open questions that remain to be studied. Although our analysis applies
to both uniform and non-uniform sampling models, it is limited to the case where each row (or
column) is sampled with a certain probability. It would be interesting to consider extensions
to settings in which the sampling probability differed from entry to entry, as investigated
empirically by Salakhutdinov and Srebro [122]. Although we have focused on least-squares
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losses in this chapter, the notion of restricted strong convexity applies to more general loss
functions. Indeed, it should be possible to combine the results of this paper with Proposition
2 in Negahban et al. [100] so as to obtain bounds for matrix completion with general losses.
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Chapter 6

Structured Optimization

6.1 Introduction

We now present the results that allow us to exploit the same statistical structures utilized
above for computational efficiency rather than statistical improvements. The crux of our
argument is leveraging the statistical structure to allow us to relate ill-behaved empirical
quantities with their well-conditioned population counterparts. In the remainder of this
chapter we begin in Section 6.2 with a precise formulation of the class of convex programs
analyzed. We will then recall certain desired properties of the loss function. Section 6.3 is
devoted to the statement of our main convergence result, as well as to the development and
discussion of its various corollaries for specific statistical models. In Section 6.4, we provide a
number of empirical results that confirm the sharpness of our theoretical predictions. Finally,
Section 6.5 contains the proofs, with more technical aspects of the arguments deferred to
the Appendix D.

6.2 Background and problem formulation

In this section, we begin by describing the class of regularized M-estimators to which our
analysis applies, as well as the optimization algorithms that we analyze. Finally, we introduce
some important notions that underlie our analysis, including the notions of a decomposable
regularization, and the properties of restricted strong convexity and smoothness.

6.2.1 Loss functions, regularization and gradient-based methods

We recall that given a random variable Z ~ P taking values in some set Z, let 21" = {Z,..., Z,}
be a collection of n observations. Here the integer n is the sample size of the problem. As-
suming that P lies within some indexed family {Pp | 6 € Q}, the goal is to recover an
estimate of the unknown true parameter 6* € ) generating the data. Here (2 is some subset
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of R, and the integer d is known as the ambient dimension of the problem. In order to
measure the “fit” of any given parameter 6 € €2 to a given data set Z7', we introduce a loss
function £, : Q x Z" — R,. By construction, for any given n-sample data set Z1' € Z", the
loss function assigns a cost £,,(0; Z7') > 0 to the parameter # € 2. In many (but not all)
applications, the loss function has a separable structure across the data set, meaning that
L,(0;27) = L370 0(6; Z;) where £ : Q x Z :— R, is the loss function associated with a
single data point.

Of primary interest in this chapter are estimation problems that are under-determined,
meaning that the number of observations n is smaller than the ambient dimension d. In such
settings, without further restrictions on the parameter space 2, there are various impossi-
bility theorems, asserting that consistent estimates of the unknown parameter 6* cannot be
obtained. For this reason, it is necessary to assume that the unknown parameter 6* either
lies within a smaller subset of €2, or is well-approximated by some member of such a sub-
set. In order to incorporate these types of structural constraints, we introduce a reqularizer
R : Q0 — R, over the parameter space. With these ingredients, the analysis of this chapter
applies to the constrained M -estimator

0, € arg min {£.(6; 27)}, (6.1)

where p > 0 is a user-defined radius, as well as to the regularized M -estimator

0y, € arg R%§Eﬁ{§"<9; Z7) + AR(0)} (6.2)
B 6n(0)

where the regularization weight A\, > 0 is user-defined. Note that the radii p and p may be
different in general. Throughout this chapter, we impose the following two conditions:

(a) for any data set Z7, the function £, (-; Z7") is convex and differentiable over €2, and
(b) the regularizer R is a norm.

These conditions ensure that the overall problem is convex, so that by Lagrangian duality,
the optimization problems (6.1) and (6.2) are equivalent. However, as our analysis will
show, solving one or the other can be computationally more preferable depending upon the
assumptions made. Some remarks on notation: when the radius p or the regularization
parameter A, is clear from the context, we will drop the subscript on 8 to ease the notation.
Similarly, we frequently adopt the shorthand £,,(0), with the dependence of the loss function
on the data being implicitly understood. Procedures based on optimization problems of
either form are known as M-estimators in the statistics literature.

The focus of this chapter is on two simple algorithms for solving the above optimization
problems. The method of projected gradient descent applies naturally to the constrained
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problem (6.1), whereas the composite gradient descent method due to Nesterov [102] is
suitable for solving the regularized problem (6.2). Each routine generates a sequence {6"}:°,
of iterates by first initializing to some parameter §° € €, and then applying the recursive
update

0 = arg min {L£,(6) + <V£n(9t),9—9t>+%||0—0t||2}, for t =0,1,2,..., (6.3)

0€BR (p)

in the case of projected gradient descent, or the update

0 = arg min {L£,(0") + (VL (0'), 0 — 6% + (|6 — 0|2 + A\, R(0)},  fort=0,1,2,...
0eBx (p) 2
(6.4)

for the composite gradient method. Note that the only difference between the two updates
is the addition of the regularization term in the objective. These updates have a natural
intuition: the next iterate #*! is obtained by constrained minimization of a first-order
approximation to the loss function, combined with a smoothing term that controls how far
one moves from the current iterate in terms of Euclidean norm. Moreover, it is easily seen
that the update (6.3) is equivalent to

ot = H(Gt — iv,cn(et)), (6.5)
,}/U

where II = Il (,) denotes Euclidean projection onto the ball Br(p) = {6 € Q | R(f) < p}
of radius p. In th1s formulation, we see that the algorithm takes a step in the gradient
direction, using the quantity 1/, as stepsize parameter, and then projects the resulting
vector onto the constraint set. The update (6.4) takes an analogous form, however, the
projection will depend on both A, and ~,. As will be illustrated in the examples to follow,
for many problems, the updates (6.3) and (6.4), or equivalently (6.5), have a very simple
solution. For instance, in the case of ¢;-regularization, it can be obtained by an appropriate
form of the soft-thresholding operator.

6.2.2 Restricted strong convexity and smoothness

In this section, we define the conditions on the loss function and regularizer that underlie our
analysis. Global smoothness and strong convexity assumptions play an important role in the
classical analysis of optimization algorithms [15, 21, 101]. In application to a differentiable
loss function £,,, both of these properties are defined in terms of a first-order Taylor series
expansion around a vector 6" in the direction of #—mnamely, the quantity

Te(0:0') - = L,,(0) — Lo(0) — (VLA(0), 0 — 0. (6.6)
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By the assumed convexity of £,,, this error is always non-negative, and global strong convex-
ity is equivalent to imposing a stronger condition, namely that for some parameter v, > 0,
the first-order Taylor error 7.(6;6') is lower bounded by a quadratic term % || — ¢'||* for
all 6,0 € ). Global smoothness is defined in a similar way, by imposing a quadratic upper
bound on the Taylor error. It is known that under global smoothness and strong convex-
ity assumptions, the method of projected gradient descent (6.3) enjoys a globally geometric
convergence rate, meaning that there is some s € (0, 1) such that!

16" — 5||2 < k00— @\H2 for all iterations t = 0,1,2,. ... (6.7)

We refer the reader to Bertsekas [15, Prop. 1.2.3, p. 145], or Nesterov [101, Thm. 2.2.8,
p. 88] for such results on projected gradient descent, and to Nesterov [102] for composite
gradient descent.

Unfortunately, in the high-dimensional setting (d > n), it is usually impossible to guar-
antee strong convexity of the problem (6.1) in a global sense. For instance, when the data is
drawn i.i.d., the loss function consists of a sum of n terms. If the loss is twice differentiable,
the resulting d x d Hessian matrix V2L£(0; Z7') is often a sum of n matrices each with rank
one, so that the Hessian is rank-degenerate when n < d. However, as we show in this chapter,
in order to obtain fast convergence rates for the optimization method (6.3), it is sufficient
that (a) the objective is strongly convex and smooth in a restricted set of directions, and (b)
the algorithm approaches the optimum @\only along these directions. Let us now formalize
these ideas.

Definition 6.1 (Restricted strong convexity (RSC)). The loss function £, satisfies
restricted strong convexity with respect to R and with parameters (v, 7(L,,)) over the set

QO if
Te(0:0') > g 10 — |1 — 70(L,) R2(O—¢)  forall 0,60 € Q. (6.8)

We refer to the quantity 7, as the (lower) curvature parameter, and to the quantity 7, as the
tolerance parameter. The set €)' corresponds to a suitably chosen subset of the space € of
all possible parameters.

In order to gain intuition for this definition, first suppose that the condition (6.8) holds
with tolerance parameter 7, = 0. In this case, the regularizer plays no role in the definition,
and condition (6.8) is equivalent to the usual definition of strong convexity on the optimiza-
tion set 2. As discussed previously, this type of global strong convexity typically fails to
hold for high-dimensional inference problems. In contrast, when tolerance parameter 7, is

In this statement (and throughout the chapter), we use < to mean an inequality that holds with some
universal constant ¢, independent of the problem parameters.
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strictly positive, the condition (6.8) is much milder, in that it only applies to a limited set
of vectors. For a given pair 0 # €', consider the inequality

R*(0—0) Ve

100 < 2m(Ln) (6.9)

If this inequality is violated, then the right-hand side of the bound (6.8) is non-positive, in
which case the RSC constraint (6.8) is vacuous. Thus, restricted strong convexity imposes a
non-trivial constraint only on pairs 6 # 6’ for which the inequality (6.8) holds, and a central
part of our analysis will be to prove that, for the sequence of iterates generated by projected
gradient descent, the optimization error At : = 0" — 0 satisfies a constraint of the form (6.9).
We note that since the regularizer R is convex, strong convexity of the loss function £,, also
implies the strong convexity of the regularized loss ¢, as well.

For the least-squares loss, the RSC definition depends purely on the direction (and not
the magnitude) of the difference vector §—6’. For other types of loss functions—such as those
arising in generalized linear models—it is essential to localize the RSC definition, requiring
that it holds only for pairs for which the norm ||# — ¢’||2 is not too large. We refer the reader
to Section 6.2.4 for further discussion of this issue.

Finally, as pointed out by a reviewer, our restricted version of strong convexity can be
seen as an instance of the general theory of paraconvexity (e.g., [103]); however, we are not
aware of convergence rates for minimizing general paraconvex functions.

We also specify an analogous notion of restricted smoothness:

Definition 6.2 (Restricted smoothness (RSM)). We say the loss function £,, satisfies
restricted smoothness with respect to R and with parameters (v, 7,(£,)) over the set ' if

T2 (0,0) < % 10— 0|2 + 7u (L) RO —6')  for all 0,6 € V. (6.10)

As with our definition of restricted strong convexity, the additional tolerance 7,(L,,) is not
present in analogous smoothness conditions in the optimization literature, but it is essential
in our set-up.

6.2.3 Decomposable regularizers

We saw in Chapter 3, that the notion of a decomposable regularizer can be quite useful.
Although the focus of this chapter is a rather different set of questions—namely, optimization
as opposed to statistics—decomposability also plays an important role here. In particular, for
any M-estimator involving a decomposable regularizer, the optimization error At =0t —§
belongs to exactly the limited set of directions for which the RSC and RSM conditions apply.
(For a precise statement of this connection, see Lemma 6.1 in Section 6.5).
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Recall that decomposability is defined given a pair of subspaces defined with respect to
the parameter space 0 C R% the model subspace M and the perturbation subspace M.

Furthermore, for any vector « € M and § € M the regularizer R satisfies R(a + ) =
R(a)+R(B). Additionally, recall that for a given error norm || - ||, the subspace compatibility
constant W(M) defined in equation (3.21) acts as the Lipschitz constant of the regularizer
against the norm || - ||. Namely that for any vector a € M, R(a) < ¥(M)]|a|. For a more

detailed discussion, see Definition 3.3.

6.2.4 Some illustrative examples

We now describe some particular examples of M-estimators with decomposable regularizers,
and discuss the form of the projected gradient updates as well as RSC/RSM conditions.
We cover two main families of examples: log-linear models with sparsity constraints and
(y-regularization (Section 6.2.4), and matrix regression problems with nuclear norm regular-
ization (Section 6.2.4).

Sparse log-linear models and /;-regularization

Suppose that each sample Z; consists of a scalar-vector pair (y;, z;) € R x R?, corresponding
to the scalar response y; € ) associated with a vector of predictors x; € R?. A log-linear
model with canonical link function assumes that the response y; is linked to the covariate
(0", i) —2((0%, 7))

c(o) ’

vector x; via a conditional distribution of the form P(y; | z;; 6*, 0) o< expq %

where ¢(0) is a known quantity, ®(-) is the log-partition function to normalize the density,
and 6* € R? is an unknown regression vector. In many applications, the regression vector 6*
is relatively sparse, so that it is natural to impose an ¢;-constraint. Computing the maximum
likelihood estimate subject to such a constraint involves solving the convex program?

~ _ 1 &
0 e arg min { 52 {v; (0, ;) — ({0, :EJ)}} such that [|8]], < p, (6.11)
£a(6:27)

with ; € R? as its " row. We refer to this estimator as the log-linear Lasso; it is a
special case of the M-estimator (6.1), with the loss function £,,(6; Z7) = 1 3" {y; (0, z;) —
®((0, x;))} and the regularizer R() = ||0]|, = 2?21 6.

Ordinary linear regression is the special case of the log-linear setting with ®(¢) = ¢?/2
and Q = R? and in this case, the estimator (6.11) corresponds to ordinary least-squares
version of Lasso [39, 131]. Other forms of log-linear Lasso that are of interest include logistic
regression, Poisson regression, and multinomial regression.

2The link function ® is convex since it is the log-partition function of a canonical exponential family.
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Projected gradient updates: Computing the gradient of the log-linear loss from equa-
tion (6.11) is straightforward: we have VL, (6) = 23" z;{y; — ({6, ;))}, and the up-
date (6.5) corresponds to the Euclidean projection of the vector 6 — %Vﬁn(é’t) onto the
(1-ball of radius p. It is well-known that this projection can be characterized in terms of
soft-thresholding, and that the projected update (6.5) can be computed easily. We refer the

reader to Duchi et al. [47] for an efficient implementation requiring O(d) operations.

Composite gradient updates: The composite gradient update for this problem amounts
to solving

0t = arg min {(6, VLL(0)) + 24010 — 0°IF + Aol }
I6ll1<p 2

The update can be computed by two soft-thresholding operations. The first step is soft

thresolding the vector 6" — %Vﬁn(ﬁt) at a level \,/7,. If the resulting vector has ¢;-norm

greater than p, then we project on to the ¢;-ball just like before. Overall, the complexity of
the update is still O(d) as before.

RSC/RSM conditions: A calculation using the mean-value theorem shows that for the
loss function (6.11), the error in the first-order Taylor series, as previously defined in equa-
tion (6.6), can be written as

1 & 2
Te(0:0) = — Zl " ((0y, ) ({1, 0 —0'))
where 0, = t0 + (1 — t)#' for some t € [0,1]. When n < d, then we can always find pairs
0 # 0" such that (z;, 6 — @) =0 for all i = 1,2,...,n, showing that the objective function
can never be strongly convex. On the other hand, restricted strong convexity for log-linear
models requires only that there exist positive numbers (v, 7¢(L,,)) such that

% S # (6 ) (e 0= 0))° 2 L6 0 (L) RO —0)  for all 6,6 € O,
=1
(6.12)

where ' := Q N By(R) is the intersection of the parameter space Q0 with a Euclidean
ball of some fixed radius R around zero. This restriction is essential because for many
generalized linear models, the Hessian function ®” approaches zero as its argument diverges.
For instance, for the logistic function ®(t) = log(1 + exp(t)), we have ®"(t) = exp(t)/[1 +
exp(t)]?, which tends to zero as t — +oo. Restricted smoothness imposes an analogous
upper bound on the Taylor error. For a broad class of log-linear models, such bounds hold

with with tolerance 7(L,,) and 7,(L,) of the order %. Further details on such results
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are provided in the corollaries to follow our main theorem. A brief discussion of RSC for
exponential families in statistical problems can be found in Chapter 3.

In order to ensure RSC/RSM conditions on the iterates 6" of the updates (6.3) or (6.4), we
also need to ensure that 6 € €. This can be done by defining £, = £,, +Io/(6), where I/ (6)
is zero when 6 € ) and oo otherwise. This is equivalent to projection on the intersection
of ¢;-ball with €’ in the updates (6.3) and (6.4) and can be done efficiently with Dykstra’s
algorithm [49], for instance, as long as the individual projections are efficient.

In the special case of linear regression, we have ®”(t) = 1 for all ¢ € R, so that the lower
bound (6.12) involves only the Gram matrix X7 X/n. (Here X € R™*? is the usual design
matrix, with z; € R? as its i row.) For linear regression and /;-regularization, the RSC
condition is equivalent to the lower bound

NE

w > %H@ — 0|13 —7(Ly) ||0 — 0|2 for all 6,0 € Q. (6.13)

Such a condition corresponds to a variant of the restricted eigenvalue (RE) conditions that

have been studied in the literature [20, 139]. Such RE conditions are significantly milder than

the restricted isometry property; we refer the reader to van de Geer and Buhlmann [139] for

an in-depth comparison of different RE conditions. From past work, the condition (6.13) is

satisfied with high probability for a broad classes of anisotropic random design matrices [108,
121], and parts of our analysis make use of this fact.

Matrices and nuclear norm regularization

We now discuss a general class of matrix regression problems that falls within our framework.
Consider the space of dy x dy matrices endowed with the trace inner product (A, B)) :=
trace(AT B). In order to ease notation, we define d : = min{d;,d>}. Let ©* € R%*% he

an unknown matrix and suppose that for ¢ = 1,2,...,n, we observe a scalar-matrix pair
Zi = (y;, X;) € R x RE*% Jinked to ©* via the linear model
v = (Xi, ©7) +w;, fori=1,2,...,n, (6.14)

where w; is an additive observation noise. In many contexts, it is natural to assume that ©*
is exactly low-rank, or approximately so, meaning that it is well-approximated by a matrix of
low rank. In such settings, a number of authors (e.g., [51, 119]) have studied the M-estimator

~ 1 « 2
i o i Xi7 } h th nuc S ) 1
O € arg oo {Zn Z (v — (Xi, O)) such that ||©|| p (6.15)

=1

or the corresponding regularized version (see Chapter 4). Here the nuclear or trace norm
d

is given by [|O[lme := Y 0j(©), corresponding to the sum of the singular values. This
j=1

optimization problem is an instance of a semidefinite program. As discussed in more detail

in Chapter 4, there are various applications in which this estimator and variants thereof have

proven useful.
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Form of projected gradient descent: For the M-estimator (6.15), the projected gradient
updates take a very simple form—mnamely

1 (v — (X, ©Y) Xz‘)

Y n

ol = H(@t - (6.16)

where II denotes Euclidean projection onto the nuclear norm ball
Bi(p) = {0 € R"*® | [|O]luc < p}-

This nuclear norm projection can be obtained by first computing the singular value decom-
position (SVD), and then projecting the vector of singular values onto the ¢;-ball. The latter
step can be achieved by the fast projection algorithms discussed earlier, and there are various
methods for fast computation of SVDs. The composite gradient update also has a simple
form, requiring at most two singular value thresholding operations as was the case for linear
regression.

In some special cases such as matrix completion or matrix decomposition that we describe
in the sequel, ' will involve an additional bound on the entries of ©* as well as the iterates ©°
to establish RSC/RSM conditions. This can be done by augmenting the loss with an indicator
of the constraint and using cyclic projections for computing the updates as mentioned earlier
in Example 6.2.4.

6.3 Main results and some consequences

We are now equipped to state the two main results of this chapter, and discuss some of
their consequences. We illustrate its application to several statistical models, including
sparse regression (Section 6.3.2), matrix estimation with rank constraints (Section 6.3.3),
and matrix decomposition problems (Section 6.3.4).

6.3.1 Geometric convergence

Recall that the projected gradient algorithm (6.3) is well-suited to solving an M-estimation
problem in its constrained form, whereas the composite gradient algorithm (6.4) is appropri-
ate for a regularized problem. Accordingly, let 0 be any optimal solution to the constrained
problem (6.1), or the regularized problem (6.2), and let {6"}:2, be a sequence of iterates
generated by generated by the projected gradient updates (6.3), or the the composite gradi-
ent updates (6.4), respectively. Of primary interest to us in this chapter are bounds on the
optimization error, which can be measured either in terms of the error vector At 1=t — 5,
or the difference between the cost of #* and the optimal cost defined by 6. In this section,
we state two main results —-Theorems 6.1 and 6.2——corresponding to the constrained and
regularized cases respectively. In addition to the optimization error previously discussed,
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both of these results involve the statistical error A* := @ — 0* between the optimum f and
the nominal parameter #*. At a high level, these results guarantee that under the RSC/RSM
conditions, the optimization error shrinks geometrically, with a contraction coefficient that
depends on the the loss function £,, via the parameters (ys, 7(L,)) and (7u, 7u(Lr)). An
interesting feature is that the contraction occurs only up to a certain tolerance parameter €
depending on these same parameters, and the statistical error. However, as we discuss, for
many statistical problems of interest, we can show that this tolerance parameter is of lower
order than the intrinsic statistical error, and hence can be neglected from the statistical point
of view. Consequently, our theory gives an explicit upper bound on the number of iterations
required to solve an M-estimation problem up to statistical precision.

Convergence rates for projected gradient: We now provide the notation necessary
for a precise statement of this claim. Our main result actually involves a family of upper
bounds on the optimization error, one for each pair (M, ML) of R-decomposable subspaces
(see Definition 3.1). As will be clarified in the sequel, this subspace choice can be optimized
for different models so as to obtain the tightest possible bounds. For a given pair (M, /\_/lL)
such that 16W2(M)7,(L,) < 7u, let us define the contraction coefficient

(s ) <= {1 B % N 1602 (M) (Tuf(yfn) —l—n(ﬁn))} {1 B 16\1/2(/\?3@(571) }—1' (6.17)

In addition, we define the tolerance parameter

BT L I CORLD), (2R<HM;<0*>>+\1/<A7>||A*||+2R<A*>) o1

where A* = @ — §* is the statistical error, and IT,,. (0*) denotes the Euclidean projection of
0* onto the subspace M=.

In terms of these two ingredients, we now state our first main result:

Theorem 6.1. Suppose that the loss function L, satisfies the RSC/RSM condition with
parameters (g, (L)) and (Yu, 7u(Lyn)) respectively. Let (M, M) be any R-decomposable
pair of subspaces such that M C M and 0 < k = k(L,, M) < 1. Then for any optimum 0
of the problem (6.1) for which the constraint is active, we have

||0t+1 _§||2 < /it||6’0 _§||2_|_ for all iterations t = 0,1,2,....  (6.19)

(A M, M)
1—r
Remarks: Theorem 6.1 actually provides a family of upper bounds, one for each R-

decomposable pair W,/Vl) such that 0 < k = K(L,, M) < 1. This condition is always
satisfied by setting M equal to the trivial subspace {0}: indeed, by definition (3.21) of the
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subspace compatibility, we have U(M) = 0, and hence x(L,; {0}) = (1 — ::—i) < 1. Although
this choice of M minimizes the contraction coefficient, it will lead® to a very large tolerance
parameter €2(A*; M, M). A more typical application of Theorem 6.1 involves non-trivial
choices of the subspace M.

The bound (6.19) guarantees that the optimization error decreases geometrically, with
contraction factor x € (0,1), up to a certain tolerance proportional to €2(A*; M, M), as il-
lustrated in Figure 6.1(a). The contraction factor x approaches the 1 — /7, as the number
of samples grows. The appearance of the ratio ~,/7, is natural since it measures the con-
ditioning of the objective function; more specifically, it is essentially a restricted condition
number of the Hessian matrix. On the other hand, the tolerance parameter ¢ depends on
the choice of decomposable subspaces, the parameters of the RSC/RSM conditions, and the
statistical error A* = §—0* (see equation (6.18)). In the corollaries of Theorem 6.1 to follow,
we show that the subspaces can often be chosen such that e2(A*; M, M) = o(||6 — 6%||?).
Consequently, the bound (6.19) guarantees geometric convergence up to a tolerance smaller
than statistical precision, as illustrated in Figure 6.1(b). This is sensible, since in statistical
settings, there is no point to optimizing beyond the statistical precision.

AO

(a)
Figure 6.1. (a) Generic illustration of Theorem 6.1. The optimization error Af = % — 6
is guaranteed to decrease geometrically with coefficient x € (0, 1), up to the tolerance €2 =
e2(A*; M, M), represented by the circle. (b) Relation between the optimization tolerance
€2(A*; M, M) (solid circle) and the statistical precision ||A*|| = ||6* — 8] (dotted circle). In
many settings, we have ¢2(A*; M, M) < ||A*||?, so that convergence is guaranteed up to a
tolerance lower than statistical precision.

The result of Theorem 6.1 takes a simpler form when there is a subspace M that includes

3Indeed, the setting M+ = R? means that the term R(II 1 (%)) = R(6*) appears in the tolerance; this
quantity is far larger than statistical precision.
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0%, and the R-ball radius is chosen such that p < R(6*). In this case, by appropriately
controlling the error term, we can establish that it is of lower order than the statistical
precision —namely, the squared difference [|§ — 6*||* between an optimal solution € to the
convex program (6.1), and the unknown parameter 6*.

Corollary 6.1. In addition to the conditions of Theorem 0.1, suppose that 6* € M and
p < R(0*). Then as long as V(M) (7,(L,) + 7e(Ly)) = o(1), we have

”9t+1 _§H2 < ,itH(gO _§“2+O(H§—9*H2) for all iterations t = 0,1,2, .. .. (6.20)

Thus, Corollary 6.1 guarantees that the optimization error decreases geometrically, with
contraction factor , up to a tolerance that is of strictly lower order than the statisti-
cal precision ||@ — 6*[|. As will be clarified in several examples to follow, the condition
U2 M)(1u(Ln) + (L)) = o(1) is satisfied for many statistical models, including sparse
linear regression and low-rank matrix regression. This result is illustrated in Figure 6.1(b),
where the solid circle represents the optimization tolerance, and the dotted circle represents
the statistical precision. In the results to follow, we will quantify the term o(]|6 — 6*|?) in a
more precise manner for different statistical models.

Convergence rates for composite gradient: We now present our main result for the
composite gradient iterates (6.4) that are suitable for the Lagrangian-based estimator (6.2).
As before, our analysis yields a range of bounds indexed by subspace pairs (M, /\_/ll) that are
R-decomposable. For any subspace M such that 647,(L,)¥?(M) < 7, we define effective
RSC coefficient as

Vi i = e — 6474(L,) VM), (6.21)

This coefficient accounts for the residual amount of strong convexity after accounting for the
lower tolerance terms. In addition, we define the compound contraction coefficient as

— Vo | 640E( M), (L, —
WL T - = {1 T, SATM)n )} §) (6.22)
4’7u L
where (M) = (1-— w)_l, and A* = 6, — 6" is the statistical error vector?

Ve
for a specific choice of p and \,. As before, the coefficient £ measures the geometric rate of

convergence for the algorithm. Finally, we define the compound tolerance parameter

(AT M, M) 1= 8E(M) BM) (60 (M) A% + 8R(TTpe (67)))°, (6.23)

4“When the context is clear, we remind the reader that we drop the subscript )\, on the parameter 0.
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where (M) := 2 (% + w) To(Ly) + 87, (L) + 27(L,). As with our previous

Ve
result, the tolerance parameter determines the radius up to which geometric convergence can

be attained.

Recall that the regularized problem (6.2) involves both a regularization weight A, and
a constraint radius p. Our theory requires that the constraint radius is chosen such that
p > R(0%), which ensures that 6* is feasible. In addition, the regularization parameter
should be chosen to satisfy the constraint

A = 2R (VL (07)), (6.24)

where R* is the dual norm of the regularizer. This constraint is known to play an important
role in proving bounds on the statistical error of regularized M-estimators (see Chapter 3 and
references therein for further details). Recalling the definition (6.2) of the overall objective
function ¢,(0), the following result provides bounds on the excess loss ¢, (0") — ¢n(é\>\n)

Theorem 6.2. Consider the optimization problem (6.2) for a radius p such that 0* is feasible,

and a reqularization parameter N\, satisfying the bound (6.24), and suppose that the loss
function L, satisfies the RSC/RSM condition with parameters (Yo, 7e(Ly)) and (Yu, 7u(Lr))

respectively. Let (M, /\_/lL) be any R-decomposable pair such that
32p

= k(L,, M) €0,1), and —————E(M)B(M) < A, 6.25
o = WL T €0.0), and L (MH) (6.25)
Then for any tolerance parameter 6% > EZ(A(;—MH)’M, we have

n(0) — 6, (0y,) < 62 nt> o2 log, 1 ) —20— ).
¢ ( ) ¢ ( )\n) — fOT a - IOg(]_/I{) + 0g, 10g, (52 + log(]_/li)

(6.26)

-~

Remarks: Note that the bound (6.26) guarantees the excess loss ¢,,(6") — ¢,,(6) decays ge-
ometrically up to any squared error 62 larger than the compound tolerance (6.23). Moreover,
the RSC condition also allows us to translate this bound on objective values to a bound on
the optimization error § — . In particular, for any iterate 6° such that ¢, (0%) — ¢,(0) < &2,
we are guaranteed that

o< 2 10T | AL, (OU(M) + SR (01)))°,
SR R Y %

(6.27)

In conjunction with Theorem 6.2, we see that it suffices to take a number of steps that is

logarithmic in the inverse tolerance (1/4), again showing a geometric rate of convergence.
Whereas Theorem 6.1 requires setting the radius so that the constraint is active, Theo-

rem 6.2 has only a very mild constraint on the radius p, namely that it be large enough such
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that p > R(6*). The reason for this much milder requirement is that the additive regular-
ization with weight A, suffices to constrain the solution, whereas the extra side constraint is
only needed to ensure good behavior of the optimization algorithm in the first few iterations.
The regularization parameter ), must satisfy the so-called dual norm condition (6.24), which
was required in establishing the statistical bounds presented throughout this thesis.

Step-size setting: It seems that the updates (6.3) and (6.4) need to know the smoothness
bound 7, in order to set the step-size for gradient updates. However, we can use the same
doubling trick as described in Algorithm (3.1) of Nesterov [102]. At each step, we check if
the smoothness upper bound holds at the current iterate relative to the previous one. If
the condition does not hold, we double our estimate of ~, and resume. This guarantees a
geometric convergence with a contraction factor worse at most by a factor of 2, compared
to the knowledge of v,. We refer the reader to Nesterov [102] for details.

The following subsections are devoted to the development of some consequences of The-
orems 6.1 and 6.2 and Corollary 6.1 for some specific statistical models, among them sparse
linear regression with ¢;-regularization, and matrix regression with nuclear norm regular-
ization. In contrast to the entirely deterministic arguments that underlie the Theorems 6.1
and 6.2, these corollaries involve probabilistic arguments, more specifically in order to estab-
lish that the RSC and RSM properties hold with high probability.

6.3.2 Sparse vector regression

Recall from Section 6.2.4 the observation model for sparse linear regression. In a variety of
applications, it is natural to assume that 6* is sparse. For a parameter ¢ € [0, 1] and radius
R, > 0, let us define the ¢, “ball”

By(R,) = {0 €R | Y |8, < R,}. (6.28)

Note that ¢ = 0 corresponds to the case of “hard sparsity”, for which any vector 5 € B (Ry)
is supported on a set of cardinality at most Ry. For ¢ € (0,1], membership in the set
B,(R,) enforces a decay rate on the ordered coefficients, thereby modelling approximate
sparsity. In order to estimate the unknown regression vector #* € B,(R,), we consider
the least-squares Lasso estimator from Section 6.2.4, based on the quadratic loss function
L(O:Z7) := 5|y — X0|]3, where X € R™ is the design matrix. In order to state a
concrete result, we consider a random design matrix X, in which each row z; € R? is drawn
i.id. from a N(0,%) distribution, where X is a positive definite covariance matrix. We
refer to this as the X-ensemble of random design matrices, and use o, (X) and oy (X) to
refer the maximum and minimum eigenvalues of 3 respectively, and ((X) := max Xj;

e R A
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for the maximum variance. We also assume that the observation noise is zero-mean and

sub-Gaussian with parameter v/2.

Guarantees for constrained Lasso: Our convergence rate on the optimization error
0" — 6 is stated in terms of the contraction coefficient

K= {1—%}%+M(2)} {1—xn(2)}_1, (6.29)

where we have adopted the shorthand

cl(¥) p (logd\1=4/2 >0
Xn(X) 1= "maxgzc)(z)q ( n )d ord , for a numerical constant ¢y,  (6.30)
argax(z) k (%) for g =0

We assume that x,(2) is small enough to ensure that x € (0,1); in terms of the sample size,
this amounts to a condition of the form n = Q(Ré/ (1=a/2) logd). Such a scaling is sensible,
since it is known from minimax theory on sparse linear regression [109] to be necessary for
any method to be statistically consistent over the £,-ball.

With this set-up, we have the following consequence of Theorem 6.1:

Corollary 6.2 (Sparse vector recovery). Under conditions of Theorem 6.1, suppose that we
solve the constrained Lasso with p < ||6*|;.

(a) Exact sparsity: If 6* is supported on a subset of cardinality k, then with probability at
least 1 — exp(—cy logd), the iterates (6.3) with v, = 20max(X) satisfy

16" — 812 < KH6° — 012 + 2 xu(Z) |0 — 6> forallt=0,1,2,....  (6.31)

(b) Weak sparsity: Suppose that 6* € B,(R,) for some q € (0,1]. Then with probability at
least 1 — exp(—cylogd), the iterates (6.3) with v, = 20max(X) satisfy

~ ~ logd.1- ~
16" — 013 < K" [16° — BII3 + c2 Xa(S) {Rq< =) ‘”2+||0—0*||3}. (6.32)

We provide the proof of Corollary 6.2 in Section 6.5.4. Here we compare part (a), which
deals with the special case of exactly sparse vectors, to some past work that has established
convergence guarantees for optimization algorithms for sparse linear regression. Certain
methods are known to converge at sublinear rates (e.g., [14]), more specifically at the rate
O(1/t?). The geometric rate of convergence guaranteed by Corollary 6.2 is exponentially
faster. Other work on sparse regression has provided geometric rates of convergence that
hold once the iterates are close to the optimum [22, 58|, or geometric convergence up to
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the noise level v? using various methods, including greedy methods [134] and thresholded

gradient methods [54]. In contrast, Corollary 6.2 guarantees geometric convergence for all
iterates up to a precision below that of statistical error. For these problems, the statistical
error ”Zk%l is typically much smaller than the noise variance v, and decreases as the sample
size is increased.

In addition, Corollary 6.2 also applies to the case of approximately sparse vectors, lying
within the set B,(R,) for ¢ € (0,1]. There are some important differences between the case
of exact sparsity (Corollary 6.2(a)) and that of approximate sparsity (Corollary 6.2(b)). Part
(a) guarantees geometric convergence to a tolerance depending only on the statistical error

16 — 6%||o. In contrast, the second result also has the additional term Rq(%)l_q/ ? This
second term arises due to the statistical non-identifiability of linear regression over the £,-ball,
and it is no larger than ||§— 6*||3 with high probability. This assertion follows from known
results [109] about minimax rates for linear regression over /,-balls; these unimprovable rates
include a term of this order.

Guarantees for regularized Lasso: Using similar methods, we can also use Theorem 6.2
to obtain an analogous guarantee for the regularized Lasso estimator. Here focus only
on the case of exact sparsity, although the result extends to approximate sparsity in a
similar fashion. Letting ¢;,2 = 0,1,2,3,4 be universal positive constants, we define the
modified curvature constant 7; : = v, — ¢o = logdC (33). Our results assume that n = Q(klog d),
a condition known to be necessary for statistical consistency, so that 4, > 0. The contraction
factor then takes the form

Omin by Y) klogd
K= {1 — Wi(;) + c1xn(Z } {1 CoXn (2 } 1, where x,(X) = C(V_e) ng )
The tolerance factor in the optimization is given by
5+ cxal(®) () klogd, ).~
=T 1o = 01, (6.33)

Crot * 1 — c3xn(X) n

where 6* € R? is the unknown regression vector, and g is any optimal solution. With this
notation, we have the following corollary.

Corollary 6.3 (Regularized Lasso). Under conditions of Theorem 6.2, suppose that we solve

l/logd

the reqularized Lasso with A\, = 6 , and that 6* is supported on a subset of cardinality at

most k. Then with probability at least 1 —exp(—cqlogd), for any 6% > €2,, for any optimum

tol?

0y, , we have

|6t — @an < 42 for all iterations t > (log M)/(log )
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As with Corollary 6.2(a), this result guarantees that O(log(1/€2)) iterations are sufficient to
obtain an iterate 0 that is within squared error O(€2)) of any optimum 6. Moreover, when-
ever % = o(1)—a condition that is required for statistical consistency of any method—the

optimization tolerance €2, is of lower order than the statistical error ||0* — 0]|3.

tol

6.3.3 Matrix regression with rank constraints

We now turn estimation of matrices under various types of “soft” rank constraints. Recall
the model of matrix regression from Section 6.2.4, and the M-estimator based on least-
squares regularized with the nuclear norm (6.15). So as to reduce notational overhead, here
we specialize to square matrices ©* € R so that our observations are of the form

i = (Xi, ©) +w;, fori=12,...,n, (6.34)

where X; € R™ ™ is a matrix of covariates, and w; ~ N(0,2?) is Gaussian noise. As
discussed in Section 6.2.4, the nuclear norm R(©) = [|O[luue = > -, 0;(©) is decomposable
with respect to appropriately chosen matrix subspaces, and we exploit this fact heavily in
our analysis.

We model the behavior of both exactly and approximately low-rank matrices by enforcing
a sparsity condition on the vector o(0) = [01(0) 02(0) -+ 04(0)] of singular values.
In particular, for a parameter ¢ € [0, 1], we define the ¢,-“ball” of matrices

B,(R,) : = {© € R™™ | Z 0;(©)7 < R, }. (6.35)

Note that if ¢ = 0, then Bg(Ry) consists of the set of all matrices with rank at most r = Rj.
On the other hand, for ¢ € (0, 1], the set B,(R,) contains matrices of all ranks, but enforces
a relatively fast rate of decay on the singular values.

Bounds for matrix compressed sensing

We begin by considering the compressed sensing version of matrix regression discussed in
Chapter 4, a model first introduced by Recht et al. [117], and later studied by other authors
(e.g., [79]). In this model, the observation matrices X; € R™™ are dense and drawn from
some random ensemble. The simplest example is the standard Gaussian ensemble, in which
each entry of X; is drawn i.i.d. as standard normal N(0,1). Note that X; is a dense matrix
in general; this in an important contrast with the matrix completion setting to follow shortly.

Here we consider a more general ensemble of random matrices X;, in which each matrix
X; € R™ is drawn i.i.d. from a zero-mean normal distribution in R™ with covariance ma-
trix 3 € R™**™* The setting ¥ = I,,,24,,m,2 recovers the standard Gaussian ensemble studied
in past work. As usual, we let 0. (2) and oy (2) define the maximum and minimum
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eigenvalues of ¥, and we define (,...(5) = supj,,—; sup, |, var ({X, uv™))), corresponding
to the maximal variance of X when projected onto rank one matrices. For the identity
ensemble, we have (,,..(]) = 1.

We now state a result on the convergence of the updates (6.16) when applied to a sta-
tistical problem involving a matrix ©* € B,(R,). The convergence rate depends on the
contraction coefficient

O-min(z) -1
o mm® e e)
wi= {1 2 ) ] {1
where x,(2) : = %ﬂg) Rq(%)kq/ ? for some universal constant ¢1. In the case ¢ = 0, cor-

responding to matrices with rank at most r, note that we have Ry = r. With this notation,
we have the following convergence guarantee:

Corollary 6.4 (Low-rank matrix recovery). Under conditions of Theorem 6.1, consider
the semidefinite program (6.15) with p < ||©*||laue, and suppose that we apply the projected
gradient updates (6.16) with v, = 20 max(2).

(a) Exactly low-rank: In the case ¢ = 0, if ©* has rank r < d, then with probability at
least 1 — exp(—com), the iterates (6.16) satisfy the bound

[0 — Ol% < w'18° = Bl + 2 xa(E) 10— ©°[F  forall t =0,1,2,.... (6.36)

(b) Approximately low-rank: If ©* € B,(R,) for some q € (0,1], then with probability at
least 1 — exp(—com), the iterates (6.16) satisfy

1—q/2
o~ ~ m ~ %
6~ 81 < ' 16° - Bl + coa(®) {R,() T +18- R} (637

Although quantitative aspects of the rates are different, Corollary 6.4 is analogous to
Corollary 6.2. For the case of exactly low rank matrices (part (a)), geometric convergence
is guaranteed up to a tolerance involving the statistical error |||é — ©*||%. For the case of
approximately low rank matrices (part (b)), the tolerance term involves an additional factor
of Rq(%) tmal, Again, from known results on minimax rates for matrix estimation [119], this
term is known to be of comparable or lower order than the quantity [|© — O*||%. As before,
it is also possible to derive an analogous corollary of Theorem 6.2 for estimating low-rank
matrices; in the interests of space, we leave such a development to the reader.
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Bounds for matrix completion

In this model, observation y; is a noisy version of a randomly selected entry @Z(i),b(i) of the
unknown matrix ©*. Applications of this matrix completion problem include collaborative
filtering [126], where the rows of the matrix ©* correspond to users, and the columns cor-
respond to items (e.g., movies in the Netflix database), and the entry ©F, corresponds to
user’s a rating of item b. Given observations of only a subset of the entries of ©*, the goal is
to fill in, or complete the matrix, thereby making recommendations of movies that a given
user has not yet seen.

Matrix completion can be viewed as a particular case of the matrix regression model (6.14),
in particular by setting X; = E,(;)s(;), corresponding to the matrix with a single one in po-
sition (a(i),b(i)), and zeroes in all other positions. Note that these observation matrices
are extremely sparse, in contrast to the compressed sensing model. As shown in Chapter 5,
nuclear-norm based estimators for matrix completion are known to have good statistical
properties (see also the papers [33, 115, 126]). Here we consider the M-estimator

n

~ ) 1 2
J— R s < .
O € arg mun. o~ ;:1 (yi — Ou(iyps)) ™ such that |O]|nue < p, (6.38)
where Q = {0 € R™™ | [|©] < 2} is the set of matrices with bounded elementwise

l+ norm. This constraint eliminates matrices that are overly “spiky” (i.e., concentrate too
much of their mass in a single position); as discussed in Chapter 5, such spikiness control is
necessary in order to bound the non-identifiable component of the matrix completion model.

Corollary 6.5 (Matrix completion). Under the conditions of Theorem 6.1, suppose that
©* € B,(R,), and that we solve the program (6.38) with p < ||©*|gue. As long as n >
COR;/(l_Q/Q) mlogm for a sufficiently large constant cq, then with probability at least 1 —
exp(—cymlogm), there is a contraction coefficient k; € (0,1) that decreases with t such that
for all iterations t = 0,1,2, .. .,

( a2mlogm)1_q/2

[0 —BI% < st l° Bl + 2 { R, 6 -ez) (639)

In some cases, the bound on ©||,, in the algorithm (6.38) might be unknown, or undesir-
able. While this constraint is necessary in general 5.3.2, it can be avoided if more information
such as the sampling distribution (that is, the distribution of X;) is known and used to con-
struct the estimator. In this case, Koltchinskii et al. [74] show error bounds on a nuclear
norm penalized estimator without requiring /., bound on o.

Again a similar corollary of Theorem 6.2 can be derived by combining the proof of
Corollary 6.5 with that of Theorem 6.2. An interesting aspect of this problem is that the

condition 6.24(b) takes the form ), > “VT8TT WL, where « is a bound on ||©|«. This

1
condition is independent of p, and hence, given a sample size as stated in the corollary, the

algorithm always converges geometrically for any radius p > ||O* || muc-
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6.3.4 Matrix decomposition problems

In recent years, various researchers have studied methods for solving the problem of matrix
decomposition (e.g., [38, 36, 148, 2, 62]). The basic problem has the following form: given a
pair of unknown matrices ©* and I'*, both lying in R%*% suppose that we observe a third
matrix specified by the model Y = ©* +I'* + W, where W € R%*2 represents observation
noise. Typically the matrix ©* is assumed to be low-rank, and some low-dimensional struc-
tural constraint is assumed on the matrix I'*. For example, the papers [38, 36, 62| consider
the setting in which I'* is sparse, while Xu et al. [148] consider a column-sparse model, in
which only a few of the columns of I'* have non-zero entries. In order to illustrate the appli-
cation of our general result to this setting, here we consider the low-rank plus column-sparse
framework [148]. (We note that since the ¢;-norm is decomposable, similar results can easily
be derived for the low-rank plus entrywise-sparse setting as well.)

Since ©* is assumed to be low-rank, as before we use the nuclear norm |[|O]|. as a
regularizer (see Section 6.2.4). We assume that the unknown matrix I'* € R4*% is column-
sparse, say with at most k& < dy non-zero columns. A suitable convex regularizer for this
matrix structure is based on the columnwise (1,2)-norm, given by

I

da
12:= > [ITll2, (6.40)
=1

where I'; € R% denotes the j column of I'. Note also that the dual norm is given by
the elementwise (00,2)-norm ||I'||«2 = max;—1__4, ||I'j||2, corresponding to the maximum
f5-norm over columns.

In order to estimate the unknown pair (©*,I'*), we consider the M-estimator

PPN o
O,T) :=argmin||Y —© —T'||%2 such that [|O]we < po, ||T < pr and ||0]|ee < ——
(©,I) garm (2 1O0laue < po, (T2 < pr H|’2_V$

(6.41)

The first two constraints restrict © and I' to a nuclear norm ball of radius pg and a
(1,2)-norm ball of radius pr, respectively. The final constraint controls the “spikiness” of
the low-rank component ©, as measured in the (oo, 2)-norm, corresponding to the maxi-
mum {o-norm over the columns. As with the elementwise /,.-bound for matrix completion,
this additional constraint is required in order to limit the non-identifiability in matrix de-
composition. (See the paper [2] for more discussion of non-identifiability issues in matrix
decomposition.)

With this set-up, consider the projected gradient algorithm when applied to the matrix
decomposition problem: it generates a sequence of matrix pairs (0f, ") for ¢t = 0,1,2,...,
and the optimization error is characterized in terms of the matrices AL := ©! — © and
ﬁtF :=TI'* —T. Finally, we measure the optimization error at time ¢ in terms of the squared
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Frobenius error 62<£t@, AL) = H\A I2 + [|AL]|%, summed across both the low-rank and column-
sparse components.

Corollary 6 6 (Matrix decomposition). Under the conditions of Theorem 6.1, suppose that
10%[[cc.2 < 7z and T has at most k non-zero columns. If we solve the convex program (6.41)

with pe < |©*|lae and pr < ||I*[|12, then for all iterations t = 0,1,2,.

S 3\ %0 % —_— k
2(@6,80) < (3) @A+ (IF -1 |||%+a2d—2).

This corollary has some unusual aspects, relative to the previous corollaries. First of all,
in contrast to the previous results, the guarantee is a deterministic one (as opposed to holding
with high probability). More specifically, the RSC/RSM conditions hold deterministic sense,
which should be contrasted with the high probability statements given in Corollaries 6.2-6.5.
Consequently, the effective conditioning of the problem does not depend on sample size and
we are guaranteed geometric convergence at a fixed rate, independent of sample size. The
additional tolerance term is completely independent of the rank of ©* and only depends on
the column-sparsity of I'*.

6.4 Simulation results

In this section, we provide some experimental results that confirm the accuracy of our the-
oretical results, in particular showing excellent agreement with the linear rates predicted by
our theory. In addition, the rates of convergence slow down for smaller sample sizes, which
lead to problems with relatively poor conditioning. In all the simulations reported below,
we plot the log error || — || between the iterate 6 at time ¢ versus the final solution .
Each curve provides the results averaged over five random trials, according to the ensembles
which we now describe.

6.4.1 Sparse regression

We begin by considering the linear regression model y = X6* + w where 6* is the unknown
regression vector belonging to the set B,(R,), and i.i.d. observation noise w; ~ N(0,0.25).
We consider a family of ensembles for the random design matrix X € R™*?. In particular, we
construct X by generating each row z; € R? independently according to following procedure.
Let z1,..., 2, be an i.i.d. sequence of N(0,1) variables, and fix some correlation parameter
w € [0,1). We first initialize by setting x;1 = 21/v/1 — w?, and then generate the remaining
entries by applying the recursive update z; 44, = wx;; + 2, for t = 1,2,...,d — 1, so that
x; € R? is a zero-mean Gaussian random vector. It can be verified that all the eigenvalues
of 3 = cov(x;) lie within the interval [(le)Q, (l_w)§(1+w)], so that ¥ has a a finite condition
number for all w € [0,1). At one extreme, for w = 0, the matrix ¥ is the identity, and so




CHAPTER 6. STRUCTURED OPTIMIZATION 121

has condition number equal to 1. As w — 1, the matrix > becomes progressively more ill-
conditioned, with a condition number that is very large for w close to one. As a consequence,
although incoherence conditions like the restricted isometry property can be satisfied when
w = 0, they will fail to be satisfied (w.h.p.) once w is large enough.

For this random ensemble of problems, we have investigated convergence rates for a
wide range of dimensions d and radii R,. Since the results are relatively uniform across the
choice of these parameters, here we report results for dimension d = 20,000, and radius
R, = [(logd)?]. In the case ¢ = 0, the radius Ry = k corresponds to the sparsity level. The
per iteration cost in this case is O(nd). In order to reveal dependence of convergence rates
on sample size, we study a range of the form n = [« klogd], where the order parameter
a > 0 is varied.

Our first experiment is based on taking the correlation parameter w = 0, and the ¢,-ball
parameter ¢ = 0, corresponding to exact sparsity. We then measure convergence rates for
sample sizes specified by o € {1,1.25,5,25}. As shown by the results plotted in panel (a) of
Figure 6.2, projected gradient descent fails to converge for a = 1 or a = 1.25; in both these
cases, the sample size n is too small for the RSC and RSM conditions to hold, so that a
constant step size leads to oscillatory behavior in the algorithm. In contrast, once the order
parameter « becomes large enough to ensure that the RSC/RSM conditions hold (w.h.p.),
we observe a geometric convergence of the error [|§" — 9] |l2. Moreover the convergence rate
is faster for @ = 25 compared to a = 5, since the RSC/RSM constants are better with
larger sample size. Such behavior is in agreement with the conclusions of Corollary 6.2,
which predicts that the the convergence rate should improve as the number of samples n is
increased.

¢=0,w=0,d=20000 a=25,9g=0,d=20000 a=25,w=0,d=20000
2
-1 --w=0 --g= 0
o 0 1.25 -0 =05 0 =05
= 8- 5 = oo o . |-8-0=08 = H-g=1
< —— 25 2 = < -
< < <
% -2 % 7
g 2 o
= 4 =S =S
| | |
> 6 S k3
o = =
2 ) i)
-8
-10 : : : -10 : — : -10 : — :
20 40 60 80 20 40 60 80 20 40 60
Tteration Count Iteration Count Tteration Count

(a) (b) (c)

Figure 6.2. Plot of the log of the optimization error log(||0" — 67]\2) in the sparse linear
regression problem, rescaled so the plots start at 0. In this problem, d = 20000, k& = [logd],
n = aklogd. Plot (a) shows convergence for the exact sparse case with ¢ =0 and ¥ = T
(i.e. w = 0). In panel (b), we observe how convergence rates change as the correlation
parameter w is varied for ¢ = 0 and o = 25. Plot (c) shows the convergence rates when
w =0, @ = 25 and ¢ is varied.

80
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On the other hand, Corollary 6.2 also predicts that convergence rates should be slower
when the condition number of ¥ is worse. In order to test this prediction, we again studied
an exactly sparse problem (¢ = 0), this time with the fixed sample size n = [25klog d], and
we varied the correlation parameter w € {0,0.5,0.8}. As shown in panel (b) of Figure 6.2,
the convergence rates slow down as the correlation parameter is increased and for the case
of extremely high correlation of w = 0.8, the optimization error curve is almost flat—the
method makes very slow progress in this case.

A third prediction of Corollary 6.2 is that the convergence of projected gradient descent
should become slower as the sparsity parameter ¢ is varied between exact sparsity (¢ = 0),
and the least sparse case (¢ = 1). (In particular, note for n > logd, the quantity x,, from
equation (6.30) is monotonically increasing with ¢.) Panel (c) of Figure 6.2 shows convergence
rates for the fixed sample size n = 25k log d and correlation parameter w = 0, and with the
sparsity parameter ¢ € {0,0.5,1.0}. As expected, the convergence rate slows down as ¢
increases from 0 to 1. Corollary 6.2 further captures how the contraction factor changes
as the problem parameters (k,d,n) are varied. In particular, it predicts that as we change
the triplet simultaneously, while holding the ratio o = klogd/n constant, the convergence
rate should stay the same. We recall that this phenomenon was indeed demonstrated in
Figure 1.1 in Section 1.3.

6.4.2 Low-rank matrix estimation

We also performed experiments with two different versions of low-rank matrix regression.
Our simulations applied to instances of the observation model y; = (X;, ©%)) + w;, for
i=1,2,...,n, where ©* € R?00%290 jg 5 fixed unknown matrix, X; € R?°0%2% j5 a matrix of
covariates, and w; ~ N(0,0.25) is observation noise. In analogy to the sparse vector problem,
we performed simulations with the matrix ©* belonging to the set B,(R,) of approximately
low-rank matrices, as previously defined in equation (6.35) for ¢ € [0,1]. The case ¢ = 0
corresponds to the set of matrices with rank at most r = Ry, whereas the case ¢ = 1
corresponds to the ball of matrices with nuclear norm at most R;.

In our first set of matrix experiments, we considered the matrix version of compressed
sensing [116], in which each matrix X; € R?%°%2% js randomly formed with i.i.d. N(0,1)
entries, as described in Section 6.3.3. In the case ¢ = 0, we formed a matrix ©* € R290x200
with rank Ry = 5, and performed simulations over the sample sizes n = aRym, with the
parameter o € {1,1.25,5,25}. The per iteration cost in this case is O(nm?). As seen in
panel (a) of Figure 6.3, the projected gradient descent method exhibits behavior that is
qualitatively similar to that for the sparse linear regression problem. More specifically, it
fails to converge when the sample size (as reflected by the order parameter «) is too small,
and converges geometrically with a progressively faster rate as « is increased. We have also
observed similar types of scaling as the matrix sparsity parameter is increased from ¢ = 0 to
qg=1.

In our second set of matrix experiments, we studied the behavior of projected gradient
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Figure 6.3. (a) Plot of log Frobenius error log(||©' — ©||z) versus number of iterations
in matrix compressed sensing for a matrix size m = 200 with rank Ry = 5, and sample

sizes n = aRgm. For a € {1,1.25}, the algorithm oscillates, whereas geometric convergence
is obtained for a € {5,25}, consistent with the theoretical prediction. (b) Plot of log

Frobenius error log(]|©! — ©]r) versus number of iterations in matrix completion with
m = 200, Ryp = 5, and n = aR,mlog(m) with a € {1,2,5,25}. For a € {2,5,25} the
algorithm enjoys geometric convergence.

descent for the problem of matrix completion, as described in Section 6.3.3. For this problem,
we again studied matrices of dimension m = 200 and rank Ry = 5, and we varied the sample
size as n = o Ry mlogm for o € {1,2,5,25}. As shown in panel (b) of Figure 6.3, projected
gradient descent for matrix completion also enjoys geometric convergence for « large enough.

6.5 Proofs

In this section, we provide the proofs of our results. Recall that we use At = 0 — 0 to
denote the optimization error, and A* = 6 — 0* to denote the statistical error. For future
reference, we point out a slight weakening of restricted strong convexity (RSC), useful for
obtaining parts of our results. As the to follow reveals, it is only necessary to enforce an
RSC condition of the form

T(6%:6) > % 168 — 01> — (L) RO — §) — 62, (6.42)

which is milder than the original RSC condition (6.8), in that it applies only to differences

of the form 0! — 9\, and allows for additional slack 6. We make use of this refined notion in
the proofs of various results to follow.
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With this relaxed RSC condition and the same RSM condition as before, our proof shows
that

(A M, M) + 262 /7,

16571 —8))2 < w100 — 6] +
1—~k

for all iterations t =0,1,2,....

(6.43)

Note that this result reduces to the previous statement when 6 = 0. This extension of
Theorem 6.1 is used in the proofs of Corollaries 6.5 and 6.6.

We will assume without loss of generality that all the iterates lie in the subset ' of
2. This can be ensured by augmenting the loss with the indicator of ' or equivalently
performing projections on the set ' N Bxr(p) as mentioned earlier.

6.5.1 Proof of Theorem 6.1

Recall that Theorem 6.1 concerns the constrained problem (6.1). The proof is based on
two technical lemmas. The first lemma guarantees that at each iteration ¢ = 0,1,2,...,
the optimization error A = #* — § belongs to an interesting constraint set defined by the
regularizer.

Lemma 6.1. Let 0 be any optimum of the constrained problem (6.1) for which R(é\) = p.
Then for any iteration t = 1,2, ... and for any R-decomposable subspace pair (M, /WL), the
optimization error At : = 0" — 0 belongs to the set

S(M; M; 0%) ::{A €N | R(A) <2U(M) A + 2R (I, (8%)) + 2R(A*) + \11(/\71)||A*||}.
(6.44)

The proof of this lemma, provided in Appendix D.1.1, exploits the decomposability of the
regularizer in an essential way.

The structure of the set (6.44) takes a simpler form in the special case when M is
chosen to contain 6* and M = M. In this case, we have R(II(0*)) = 0, and hence the

optimization error At satisfies the inequality
R(AY) < 2W(M) {||AT] + A7} + 2R(A"). (6.45)

An inequality of this type, when combined with the definitions of RSC/RSM, allows us to
establish the curvature conditions required to prove globally geometric rates of convergence.

We now state a second lemma under the more general RSC condition (6.42):
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Lemma 6.2. Under the RSC condition (6.42) and RSM condition (6.10), for all t =
0,1,2,..., we have

< _Qt-‘rl 9t_§>
Tu Y ~ ~
> {0t — 012 = m(La)R2O = 6) |+ { S160" = 8] — (L) R0 = 0) - 62].
(6.46)

The proof of this lemma, provided in Appendix D.1.2, follows along the lines of the
intermediate result within Theorem 2.2.8 of Nesterov [101], but with some care required
to handle the additional terms that arise in our weakened forms of strong convexity and
smoothness.

Using these auxiliary results, let us now complete the the proof of Theorem 6.1. We first
note the elementary relation

”etJrl 6H2 H‘gt §_6t+9t+1|l2 _ Het—é\Hz"i‘ ‘|9t—9t+1|’2—2<9t—¢/9\, 0t_9t+1>.
(6.47)

We now use Lemma 6.2 and the more general form of RSC (6.42) to control the cross-term,
thereby obtaining the upper bound

~ -~ N 0 ’

”6t+1 N 0H2 < Het o 9”2 . ﬂ”et _ 9H2 2Tu(£ )R2(9t+1 et) QTZ(E )R2<9 9) + &
—~ m 2
= (1= 2y - e Bk gy 2 En) ey 20

Yu Yu Tu Tu

We now observe that by triangle inequality and the Cauchy-Schwarz inequality,

2

RO - 0Y) < (R —8) + R(6 - 6Y)" < 2R (6" — §) + 2R2(6" — 6).

Recall the definition of the optimization error A! : = 6* — 8, we have the upper bound

R R R 2
B < (1= 2y Ay el @y Ao F I e Ry 1 22 a5

We now apply Lemma 6.1 to control the terms involving R%. In terms of squared quan-
tities, the inequality (6.44) implies that

RAAY) < AW2(M) | AY2 + 22(A" M, M) forallt=0,1,2,. ..,
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where we recall that \Ilz(j\_/lL) is the subspace compatibility (3.21) and v?(A*; M, M) accu-
mulates all the residual terms. Applying this bound twice—once for ¢ and once for t+1—and

__L
substituting into equation (6.48) yields that {1 — W}HA“AH2 is upper bounded
by
{1 e, 16W2(M ) (7(L0) + 72(Ly))
Tu Yu

6(Tu(Ln) + 7e(L,)) V2 (A" M, M) N 20%
Tu Yu

1
blar +

.
Under the assumptions of Theorem 6.1, we are guaranteed that % < 1/2, and
so we can re-arrange this inequality into the form

252

1A < /fIINII2+62(A*;M,J\_/l)+7— (6.49)

where k£ and €2(A*; M, M) were previously defined in equations (6.17) and (6.18) respec-
tively. Iterating this recursion yields

952 Lo
HAH—IHQ < litHAOHQ—i—(EQ(A*;M,M)—F—) (Z,{])'

The assumptions of Theorem 6.1 guarantee that x € (0,1), so that summing the geometric
series yields the claim (6.19).

6.5.2 Proof of Theorem 6.2

The Lagrangian version of the optimization program is based on solving the convex pro-
gram (6.2), with the objective function ¢(0) = L, (0) + A\,R(#). Our proof is based on
analyzing the error ¢(0") — ¢(§) as measured in terms of this objective function. It requires
two technical lemmas, both of which are stated in terms of a given tolerance 77 > 0, and an
integer 1" > 0 such that

(0 — (@) <i  forallt>T. (6.50)
Our first technical lemma is analogous to Lemma 6.1, and restricts the optimization error
Al = 0" — 6 to a cone-like set.

Lemma 6.3 (Iterated Cone Bound (ICB)). Let 0 be any optimum of the reqularized M-
estimator (6.2). Under condition (6.50) with parameters (T,17), for any iteration t > T

and for any R-decomposable subspace pair (M,ML), the optimization error At =gt -0
satisfies

R(AY) < 4T (M) AY| + 8T (M) A*|| + 8R(I e (8%)) + 2 min (Aﬁ ﬁ) (6.51)

n
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Our next lemma guarantees sufficient decrease of the objective value difference ¢(0") —
¢(0). Lemma 6.3 plays a crucial role in its proof. Recall the definition (6.22) of the compound
contraction coefficient x(L,; M), defined in terms of the related quantities £(M) and S(M).

Throughout the proof, we drop the arguments of x, £ and § so as to ease notation.

Lemma 6.4. Under the RSC (6.42) and RSM conditions (6.10), as well as assumption (6.50)
with parameters (7,T), for allt > T, we have

6(0) — 6(0) < KT (6(87) — 6(B)) + ——E(M) BM)(E + ),

11—k
where & : = 2min(7/ A, p) and €ar : = SU(M)||A*|| + SR(IL 1 (67)).

We are now in a position to prove our main theorem, in particular via a recursive appli-
cation of Lemma 6.4. At a high level, we divide the iterations ¢t = 0,1,2, ... into a series of
disjoint epochs [Ty, Tjy1) with 0 = Ty < T} < Ty < ---. Moreover, we define an associated
sequence of tolerances 7y > 7; > --- such that at the end of epoch [T}_1,T}), the optimiza-
tion error has been reduced to 7z. Our analysis guarantees that ¢(6") — gzﬁ(é\) < 7, for all
t > Ty, allowing us to apply Lemma 6.4 with smaller and smaller values of 7 until it reduces
to the statistical error €g,;. R

At the first iteration, we have no a priori bound on the error 77, = ¢(6°) — ¢(6). However,
since Lemma 6.4 involves the quantity e = min(77/\,, p), we may still apply it® at the first

epoch with g = p and T = 0. In this way, we conclude that for all ¢ > 0,
—~ ~ 2 IO
$(0") = $(6) < K'(9(6%) = 6(9)) + T——EB(P" + Ear).

Now since the contraction coefficient x € (0, 1), for all iterations t > T} : = ([log(270/71)/ log(1/k)])+,
we are guaranteed that

0o0) — 0(0) < 10+ ) < 0 ma( )

This same argument can now be applied in a recursive manner. Suppose that for some
k > 1, we are given a pair (7, 7)) such that condition (6.50) holds. An application of
Lemma 6.4 yields the bound

288

1—x

p(0") — ¢(§) < KTTE(p(0™) — ¢(§)) + (62 + &) for all t > Tj,.

5Tt is for precisely this reason that our regularized M-estimator includes the additional side-constraint
defined in terms of p.
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We now define 741 : = %(5%4—6;%). Once again, since x < 1 by assumption, we can choose
Tyv1 - = [log(27k/Mk+1)/ log(1/k)] + Tk, thereby ensuring that for all ¢ > T}, we have
o o 888 y
$(0") — p(0) < - max (e}, € )-

In this way, we arrive at recursive inequalities involving the tolerances {7}, and time
steps {1} 72, namely

8
M1 < 1ﬁ max (7, €1 ) where g, = 2 min{7;/\,, p}, and (6.52a)
—K
log(2"770/7)
Ty <k+——-" 6.52b
FS I log/) o2
Now we claim that the recursion (6.52a) can be unwrapped so as to show that

_ Mk M1 p

Meg1 < P and )\: < = forall k=1,2,.... (6.53)

Taking these statements as given for the moment, let us now show how they can be used to
upper bound the smallest k such that 7, < §%. If we are in the first epoch, the claim of the
theorem is straightforward from equation (6.52a). If not, we first use the recursion (6.53)
to upper bound the number of epochs needed and then use the inequality (6.52b) to obtain
the stated result on the total number of iterations needed. Using the second inequality in
the recursion (6.53), we see that it is sufficient to ensure that 45,;\—1”1 < 62, Rearranging this

inequality, we find that the error drops below ¢% after at most

pAn pAn
ks > log (log <p5_2) /log(4)) /log(2) + 1 = log, log, (%—2)

epochs. Combining the above bound on ks with the recursion 6.52b, we conclude that the

~

inequality ¢(0') — ¢(0) < §? is guaranteed to hold for all iterations

log 2 log 1
t>ks |1 )
= ( +logu/fc)) log(1/r)’

which is the desired result.

It remains to prove the recursion (6.53), which we do via induction on the index k. We begin
with base case kK = 1. Recalling the setting of 7; and our assumption on )\, in the theorem
statement (6.25), we are guaranteed that 77, /A, < p/4, so that 1 < g = p. By applying
equation (6.52a) with e; = 277; /A, and assuming &1 > €g.¢, We obtain

_ 328pi; 0 328Bpmy D iy
7]2 S > S )
(1—kr)A2 (1 — k)N, 4

(6.54)
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where step (i) uses the fact that 771 < 2 and step (ii) uses the condition (6.25) on \,. We
have thus verified the first 1nequahty (6 53) for k = 1. Turning to the second inequality in
the statement (6.53), using equation 6.54, we have

n. n (ii5)  p
oo Mm@ p
A 4N, T 16

where step (iii) follows from the assumption (6.25) on A,. Turning to the inductive step, we
again assume that 27 /), > €.y and obtain from inequality (6.52a)

; 326005 (v 326Bikp @
< < < .
T = 20)A2 = (1 r)aa " = 42

Here step (iv) uses the second inequality of the inductive hypothesis (6.53) and step (v) is a
consequence of the condition on A, as before. The second part of the induction is similarly
established, completing the proof.

6.5.3 Proof of Corollary 6.1

In order to prove this claim, we must show that €2(A*; M, M), as defined in equation (6.18),

is of order lower than E[[|6 — 6*||2] = E[||A*|?]. We make use of the following lemma, proved
in Appendix D.3:

Lemma 6.5. If p < R(0*), then for any solution 0 of the constrained problem (6.1) and

any R-decomposable subspace pair (M, /\_/lL), the statistical error A* = 8 — 6* satisfies the
mequality

R(A*) < 20(M )HA*H + R (07)). (6.55)

Using this lemma, we can complete the proof of Corollary 6.1. Recalling the form (6.18),
under the condition * € M, we have

32(7u(Ly) + (L)) (2R(A*) + ¥(M )||A*||)
’Yu

E(A* M, M) =

—
Using the assumption (T“(E”HT‘(C"))\P M) — o(1), it suffices to show that R(A*) < 2¥(M )||A*||
Since Corollary 6.1 assumes that 0* € M and hence that I (0*) = 0, Lemma 6.5 implies
that R(A*) < 2U(M )HA*H as required.
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6.5.4 Proofs of Corollaries 6.2 and 6.3

The central challenge in proving this result is verifying that suitable forms of the RSC and
RSM conditions hold with sufficiently small parameters 7,(L,,) and 7,(L,,).

Lemma 6.6. Define the mazimum variance ((X) := max dEjj. Under the conditions of
=

=1,4,...,

Corollary 6.2, there are universal positive constants (co,c1) such that for all A € R?, we
have

XA logd

1
22 SIEPAR - ad(®) == AR, and (6.562)
XAl? log d
AL < gmreafs + e ja), (6.561)

with probability at least 1 — exp(—con).

Note that this lemma implies that the RSC and RSM conditions both hold with high prob-
ability, in particular with parameters

1 log d

% = 50mn(X), and - 7(L,) = ()=, for RSC, and
n
log d

Yo = 20max(2) and 7, (L) = 1((2) for RSM.

n
This lemma has been proved by Raskutti et al. [108] for obtaining minimax rates in sparse
linear regression.
Let us first prove Corollary 6.2 in the special case of hard sparsity (¢ = 0), in which 6* is
supported on a subset S of cardinality k. Let us define the model subspace M : = {9 eRY| 0, =0 forall
so that 6* € M. Recall from Section 6.2.4 that the ¢;-norm is decomposable with respect
to M and M*; as a consequence, we may also set M* = M in the definitions (6.17)
and (6.18). By definition (3.21) of the subspace compatibility between with ¢;-norm as
the regularizer, and fo-norm as the error norm, we have ¥*(M) = k. Using the settings
of 7,(L,) and 7,(L,) guaranteed by Lemma 6.6 and substituting into equation (6.17), we
obtain a contraction coefficient

K(T) ;= {1— %—I—)@Q})} {1—xn(2)}1, (6.57)

> . . . .
where y,(X) := —UCQC((Z)) —kl‘:lgd for some universal constant cy. A similar calculation shows
max

that the tolerance term takes the form

. A* 2
E(A S M, M) < ez ¢(S5k, d, n){% + HA*H%} for some constant c;.
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Since p < [|6”[[1, then Lemma 6.5 (as exploited in the proof of Corollary 6.1) shows that
|A*|3 < 4K||A*||2, and hence that €*(A*; M, M) < ¢z xn(X) ||A*]|3. This completes the
proof of the claim (6.31) for ¢ = 0.

We now turn to the case ¢ € (0, 1], for which we bound the term ¢?(A*; M, M) using a

slightly different choice of the subspace pair M and M™". For a truncation level 1> 0 to be
chosen, define the set S, := {j € {1,2,....d} | |0;| > n}, and define the associated sub-

spaces M = M(S,,) and M = M*(S,,). By combining Lemma 6.5 and the definition (6.18)
of €2(A*; M, M), for any pair (M(S,), M*(S,)), we have
Y) logd
20 A% 1y « c((

(A M, M) < () 7
where to simplify notation, we have omitted the dependence of M and M=+ on S,. We now
choose the threshold p optimally, so as to trade-off the term ||II1 (6%)]|1, which decreases
as p increases, with the term /.S, ||A*||2, which increases as p increases.

By definition of M*(S,), we have

* * ] 41"
M@= S 165 = 0 320 < 0 Y (1)

25, 25, igs. N H

* * 2
(e (@)1 + A/ 1Sul 1A7]12)7,

where the inequality holds since |05 < p for all j ¢ S,. Now since 6* € B,(R,), we conclude
that

T (0% < =0 > 1057 < p' R, (6.58)
JESu

On the other hand, again using the inclusion 6" € B,(R,), we have Ry, > "o [05|7 =
|S,,| ¢ which implies that |S,| < p~?R,. By combining this bound with inequality (6.58),
we obtain the upper bound

) logd, 5 _ c¢(X) logd _ _

2 A* 1 < C(( 2 2qR2 iR A* 2\ _— 1R 2 1R A* 2 )
€ ( 7M>M ) — O-max(z) n (:u q +/JJ qH H2) O-max<2) n 2 q(,u q + H H2)
Setting p> = 24 then yields

n

BTMMY) < () { (B0

Omax(2) n

)I—Q/Q + ||A*||§}, Where g0n(2> - CC(E) Rq(logd)l—Q/Q.

Finally, let us verify the stated form of the contraction coefficient. For the given subspace
M = M(S,,) and choice of p, we have \PQ(/WL) = |5, < p?R,. From Lemma 6.6, we
have

16\112(A—/1L)Tg(£n) ;— Tu(Ly)

< @n(2)7
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and hence, by definition (6.17) of the contraction coefficient,

mg{1—15+¢42ﬁ{1—¢4m}4.

For proving Corollary 6.3, we observe that the stated settings 77, x,(2) and s follow
directly from Lemma 6.6. The bound for condition 6.2(a) follows from a standard argument
about the suprema of d independent Gaussians with variance v.

6.5.5 Proof of Corollary 6.4

This proof is analogous to that of Corollary 6.2, but appropriately adapted to the matrix
setting. We first state a lemma that allows us to establish appropriate forms of the RSC/RSM
conditions. Recall that we are studying an instance of matrix regression with random design,
where the vectorized form vec(X) of each matrix is drawn from a N (0, ) distribution, where
Y € R™*™* ig some covariance matrix. In order to state this result, let us define the quantity

Coae (D) 1 = sup  var(u’ Xv), where vec(X) ~ N(0,%). (6.59)

lull2=1, lvfl2=1

Lemma 6.7. Under the conditions of Corollary 6.4, there are universal positive constants
(co, 1) such that

LA 1 m
Bl > Lo 1A — 6D JAR,.  ond (6.60a)
[1%.(A)12 (A)HQ

SiwmADmNﬁ—ﬁ(m()—mth for all A € R™™. (6.60b)

with probability at least 1 — exp(—con).

Given the quadratic nature of the least-squares loss, the bound (6.60a) implies that the RSC
condition holds with ~, = 2amm(Z) and 74(L,) = €1Gua(X)™, whereas the bound (6.60b)
implies that the RSM condition holds with v, = 20max(X) and 7,(L,) = €1 (2) 2.

We now prove Corollary 6.4 in the special case of exactly low rank matrices (¢ = 0), in
which ©* has some rank r < m. Given the singular value decomposition ©* = UDV'T | let
U and V" be the m X r matrices whose columns correspond to the r non-zero (left and right,

respectively) singular vectors of ©*. As in Section 6.2.4, define the subspace of matrices
MU V") :={0 e R™™ | col(©) C U" and row(©) C V"}, (6.61)

as well as the associated set /\_/IL(U ", V7). Note that ©* € M by construction, and moreover
(as discussed in Section 6.2.4, the nuclear norm is decomposable with respect to the pair

(M, MD).
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By definition (3.21) of the subspace compatibility with nuclear norm as the regularizer
and Frobenius norm as the error norm, we have W?(M) = r. Using the settings of 7,(L,)
and 7,(L,) guaranteed by Lemma 6.7 and substituting into equation (6.17), we obtain a
contraction coefficient

Jmin<2) -1
where x,(X) : = %}itg) “ for some universal constant cy. A similar calculation shows that

the tolerance term takes the form

o A* 2
(A M, M) < c3 ¢(Z;7r,m, n){w + H]A*|||2F} for some constant c.
r

Since p < [|©*||nue by assumption, Lemma 6.5 (as exploited in the proof of Corollary 6.1)
shows that ||A*]|?.. < 47| A*||%, and hence that

(A M, M) < c3 xa (D) |A*]F,

which show the claim (6.36) for ¢ = 0.

We now turn to the case ¢ € (0,1]; as in the proof of this case for Corollary 6.2, we
bound €?(A*; M, M) using a slightly different choice of the subspace pair. Recall our no-
tation 01(0*) > 09(0*) > -+ > 0,,(©*) > 0 for the ordered singular values of ©*. For a
threshold p to be chosen, define S, = {j € {1,2,...,d} | 0;(©%) > pu}, and U(S,,) € R™I5
be the matrix of left singular vectors indexed by S, with the matrix V'(5,) defined simi-
larly. We then define the subspace M(S,) := M(U(S,),V(S,)) in an analogous fashion to

equation (6.61), as well as the subspace ./\_/lL(S#).

Now by a combination of Lemma 6.5 and the definition (6.18) of ¢2(A*; M, M), for any

pair (M(SM),/WL(SM)), we have

CCnae(X) m
e (D) T

20 A Vi
: <
(A" M, M) < -5

* * 2
OIEACHERVIEAL VNI P
JESu
where to simplify notation, we have omitted the dependence of M and M* on S,. As in
the proof of Corollary 6.2, we now choose the threshold p optimally, so as to trade-off the
term ) g 0;(©7) with its competitor \/[S,| |A*[|r. Exploiting the fact that ©* € B,(R,)
and following the same steps as the proof of Corollary 6.2 yields the bound

*, Vi CCmat(Z) m — — *
(A M M) < mz(lﬂ MIRE 4 IR A1)

Setting p? = ™ then yields
* Ve My\1-q/2 *
0 M) < () { R (2) 4 7T

as claimed. The stated form of the contraction coefficient can be verified by a calculation
analogous to the proof of Corollary 6.2.
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6.5.6 Proof of Corollary 6.5

In this case, we let X,, : R™*™ — R™ be the operator defined by the model of random signed
matrix sampling 5.3. As previously argued, establishing the RSM/RSC property amounts

to obtaining a form of uniform control over w. More specifically, from the proof of

Theorem 6.1, we see that it suffices to have a form of RSC for the difference Al = @ — (:),
and a form of RSM for the difference ©'*! — ©%. The following two lemmas summarize these
claims:

Lemma 6.8. There is a constant ¢ such that for all iterations t = 0,1,2,... and integers
r=1,2,...,m—1, with probability at least 1 — exp(—mlogm),

H%n(ﬁt)”z 2 rmlogm Z;‘n:r—i-l Uj(@*) rmlogm
= 70 > AT - e L IAY '
L e e A [

(. J/

~~

Se(r)
(6.63)
Lemma 6.9. There is a constant ¢ such that for all iterations t = 0,1,2,... and integers
r=1,2,. — 1, with probability at least 1—exp(—mlogm), the difference I't : = 1 -t

satisfies the mequalzty ”x"( 120 OO 2| T3 + du(r), where

rmlogm (D ie, iy 05(0%) rmlogm . ~ ~
Sulr) i = e[ T B S [ B e+ IR e+ IR

We can now complete the proof of Corollary 6.5 by a minor modification of the proof of
Theorem 6.1. Recalling the elementary relation (6.47), we have

[+ — 6l = |6’ — 8l + |6 — || — 2(e' - 6, ©' —6').

From the proof of Lemma 6.2, we see that the combination of Lemma 6.8 and 6.9 (with
Yo = 3 and ~Yu = 2) imply that

—~ 1 ~
2(0" — 6", 8" —0) > e - L + lel@t — Oll% — 6u(r) — de(r)
and hence that
~ 3
IASHZ < ZHW 7 + 0e(r) + 0u(r).

We substitute the forms of §,(r) and 6,(r) given in Lemmas 6.8 and 6.9 respectively; per-
forming some algebra then yields

ca T’ml;)gm i 3 co rmlogm t
{1- A < {5+ —L 2 A + ¢ alr).

ANt+1 4 T t
A A
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Consequently, as long as min{[|A]|Z, A2} > c3a ™M™ for o sufficiently large constant
c3, we are guaranteed the existence of some k € (0,1) such that

IA S < KA + ¢delr). (6.64)

Since dy(r) = Q(™™%™) this inequality (6.64) is valid for all £ = 0,1,2,... as long as ¢ is
sufficiently large. As in the proof of Theorem 6.1, iterating the inequality (6.64) yields

/

~ ~ c
AR < & IA°F + — — 0u(r). (6.65)

It remains to choose the cut-off r € {1,2,...,m — 1} so as to minimize the term J,(r).
In particular, when ©* € B,(R,), then as shown in Chapter 4, the optimal choice is r =<

o IRy (e sz Substituting into the inequality (6.65) and performing some algebra yields
g y g g y

mlogm
that there 18 a universal constant ¢4 such that the bound

~ ~ c amlogm. 1- amlogm. 1-
A < RIAE + o (R (T g (OB 0 )

holds. Now by the Cauchy-Schwarz inequality we have

amlogm 1-q/2 , «« 1 amlogm i—q2 1, ..
\/Rq(T) AT < SR (=) " + S 1AE

and the claimed inequality (6.39) follows.

6.5.7 Proof of Corollary 6.6

Again the main argument in the proof would be to establish the RSM and RSC properties
for the decomposition problem. We define At O! — 0 and At =TIt —T. We start with

giving a lemma that establishes RSC for the differences (Ag, Al ). We recall that just like
noted in the previous section, it suffices to show RSC only for these differences. Showing
RSC/RSM in this example amounts to analyzing [|AL + AL||%. We recall that this section
assumes that I'* has only £ non-zero columns.

Lemma 6.10. There is a constant ¢ such that for all iterations t =0,1,2, ...,

S ko~ K
[AG + Apfl7 = (IIIA I% + IALIE) —ca\/d—Q(IIIF—F |||F+a\/d—2) (6.66)

This proof of this lemma follows by a straightforward modification of analogous results in
the paper [2].
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Matrix decomposition has the interesting property that the RSC condition holds in a
deterministic sense (as opposed to with high probability). The same deterministic guarantee
holds for the RSM condition; indeed, we have

1A% + ArlE < 2(1A617 + IATIE)., (6.67)

by Cauchy-Schwartz inequality. Now we appeal to the more general form of Theorem 6.1 as
stated in Equation 6.43, which gives

13570+ 1851 < () (182 + 1A2) +ey/ % (IF - e+ 21 ).

The stated form of the corollary follows by an application of Cauchy-Schwarz inequality.

6.6 Discussion

In this chapter, we have shown that even though high-dimensional M-estimators in statis-
tics are neither strongly convex nor smooth, simple first-order methods can still enjoy global
guarantees of geometric convergence. The key insight is that strong convexity and smooth-
ness need only hold in restricted senses, and moreover, these conditions are satisfied with
high probability for many statistical models and decomposable regularizers used in practice.
Examples include sparse linear regression and /¢;-regularization, various statistical models
with group-sparse regularization, matrix regression with nuclear norm constraints (including
matrix completion and multi-task learning), and matrix decomposition problems. Overall,
our results highlight some important connections between computation and statistics: the
properties of M-estimators favorable for fast rates in a statistical sense can also be used to
establish fast rates for optimization algorithms.
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Appendix A

Proofs for Chapter 3

A.1 Proofs related to Theorem 3.1

In this section, we collect the proofs of Lemma 3.1 and our main result. All our arguments
in this section are deterministic, and both proofs make use of the function F : R? — R
given by F(A) := L(0* + A) — L(6*) + M {R(0* + A) — R(#*) }. In addition, we exploit the
following fact: since F(0) = 0, the optimal error A = 6 — 6* must satisfy F(A) < 0.
A.1.1 Proof of Lemma 3.1

Note that the function F consists of two parts: a difference of loss functions, and a difference
of regularizers. In order to control F, we require bounds on these two quantities:

Lemma A.1 (Deviation inequalities). For any decomposable regularizer and d-dimensional
vectors 0 and A, we have

RO+ A)—R(O") > R(Ayr) — R(Ax) —2R(032). (A1)
Moreover, as long as A\, > 2R*(VL(0%)) and L is convex, we have

LO"+A) = L(07) > —% [R(Ax) + R(Ax)]. (A.2)

Proof. Since R(G* + A) = R(G}‘\A + 0 0 A+ AMJ_>7 triangle inequality implies that
R(O*+A) >R(Oh +Ap) — RO +Axi) > RO+ Apie) —R(Oh) — R(Aw)-

By decomposability applied to 6}, and A ., we have R(@j,l + AML) = R(Qﬁ,t) +R(AML),
so that

RO+ A) >R(0h) + R(Axir) — R(r) — R(Ax)- (A.3)
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Similarly, by triangle inequality, we have R(6*) < R(63,) + R(¢},..). Combining this
inequality with the bound (A.3), we obtain
R(O"+A) =R(07) = R(On) + R(Awir) = R(0hss) = R(Ax) = {R(61) + R(61s2) }
=R(Axr) — R(Ax) — 2R(03,1),
which yields the claim (A.1).
Turning to the loss difference, using the convexity of the loss function £, we have

L(O°+A) — L(6°) > (VLO), A) > —[(VL(O), A)].

Applying the (generalized) Cauchy-Schwarz inequality with the regularizer and its dual, we

obtain
An

[(VLE"), A) < RUVLE) R(A) < o [R(Ax) + R(Am) ],

where the final equality uses triangle inequality, and the assumed bound A, > 2R*(VL(6%)).
Consequently, we conclude that £(6*+A) — L£(6*) > —22 [R(Ax) +R(Axz)], as claimed.
O

We can now complete the proof of Lemma 3.1. Combining the two lower bounds (A.1)
and (A.2), we obtain

0 > F(A) 2 M {R(Axrr) — R(Aw) — 2R( }——[ (Ax) + R(Ag1)]
= 2R(Be) — BR(A ) — 4R(B}0)

from which the claim follows.

A.1.2 Proof of Theorem 3.1
Recall the set C(M, M 6*) from equation (3.17). Since the subspace pair (M, /\_/IL) and

true parameter #* remain fixed throughout this proof, we adopt the shorthand notation C.
Letting € > 0 be a given error radius, the following lemma shows that it suffices to control
the sign of the function F over the set S(e) : = CN {||A]| = €}.

Lemma A.2. If F(A) > 0 for all vectors A € S(e), then ||A|| < e.

Proof. We first claim that C is star-shaped, meaning that if A € C, then the entire line
{tA | t € (0,1)} connecting A with the all-zeroes vector is contained with C. This property
is immediate whenever §* € M, since C is then a cone, as illustrated in Figure 3.1(a). Now
consider the general case, when 0* ¢ M. We first observe that for any ¢ € (0, 1),

jaltA) = argmin [[tA — || = t argmin [|A — 1|l = ¢ILg(A),
yEM yEM t
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using the fact that /¢ also belongs to the subspace M. The equality IT ;1 (tA) = 111 (A)
follows similarly. Consequently, for all A € C, we have

R(HMJ_(tA)) = R(tHMJ_(A)) (i—) tR(HMJ_(A)> (g) t{?)R(HM(A))—FZIR(HML(@*))}

where step (i) uses the fact that any norm is positive homogeneous,! and step (ii) uses the
inclusion A € C. We now observe that 3¢ R(II(A)) = 3R(IL(tA)), and moreover, since
t € (0,1), we have 4t R(IT5 . (0*)) < 4R(I1 2 (6%)). Putting together the pieces, we find
that

R(ILg (tA)) < 3 R(ILg(tA)) + tAIL. (07) < 3 R(ILy(tA)) + ARy (67)),

showing that tA € C for all ¢ € (0, 1), and hence that C is star-shaped.

Turning to the lemma itself, we prove the contrapositive statement: in particular, we
show that if for some optimal solution 6, the associated error vector A = ¢ — 6" satisfies
the inequality ||Al| > €, then there must be some vector A € S(e) such that F(A) < 0.
If ||£|| > ¢, then the line joining A to 0 must intersect the set S(e) at some intermediate
point t*ﬁ, for some t* € (0,1). Since the loss function £ and regularizer R are convex, the
function F is also convex for any choice of the regularization parameter, so that by Jensen’s
inequality,

i

F(tA) = F(EEA+(1—1)0) <t* FA) + (1 —t)F0) € rF(R),

where equality (i) uses the fact that F(0) = 0 by construction. But since A is optimal, we

must have F(A) < 0, and hence F(t*A) < 0 as well. Thus, we have constructed a vector
A = t*A with the claimed properties, thereby establishing Lemma A.2. m

On the basis of Lemma A.2, the proof of Theorem 3.1 will be complete if we can establish
a lower bound on F(A) over S(e) for an appropriately chosen radius € > 0. For an arbitrary
A € S(e), we have

F(A)=LO"+A)—L(0") + )\n{R(é’* +A) - R(Q*)}
S VL), A) + ol AP — 72(0%) + M ARE+ A) — R(6))
VL0, A) 4R A — 7207 + AdR(A ) — R(A) — 2R ()},

where inequality (i) follows from the RSC condition, and inequality (ii) follows from the

bound (A.1).

Explicitly, for any norm and non-negative scalar ¢, we have ||tz| = t||z||.
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By the Cauchy-Schwarz inequality applied to the regularizer R and its dual R*, we have
VLG, A < R*(VL(OY)) R(A). Since A, > 2R*(VL(0*)) by assumption, we conclude
that [(VL(6"), A)| < 22R(A), and hence that

* * An
F(A) 2 rme| Al = 72(07) + M {R(Axe) = R(Ax) = 2R(010) } — 5R(A)
By triangle inequality, we have R(A) = R(A v +Ax) < R(Ay1)+R(Axy), and hence,
following some algebra
2 2 n* 1 3 *
F(8) > mel A2 = 730 + A 5R(A500) — SR(A) — 2R(B300)}

> mc AP = 72(6%) - T{3R(Aw) + AR B300)}- (A4

Now by definition (3.21) of the subspace compatibility, we have the inequality R(A ) <
W(M)[JA ]| Since the projection Ay = Il (A) is defined in terms of the norm || - ||, it is
non-expansive. Since 0 € M, we have

(i)
1Al = ITa(A) =g ) < [|A =0 = [A],

where inequality (i) uses non-expansivity of the projection. Combining with the earlier
bound, we conclude that R(A ) < (_)HAH Substituting into the lower bound (A.4),
we obtain F(A) > ke||A||2 = 72(6%) — 22 {3¥(M) | Al| + 4R (67, )}. The right-hand side of
this inequality is a strictly positive deﬁnlte quadratic form in ||A|| and so will be positive
for [|A|| sufficiently large. In particular, some algebra shows that this is the case as long as

)\2
IA* = € = 9—£\If (M) +—{2T£ ) +AR(0,.)

thereby completing the proof of Theorem 3.1.

A.2 Proof of Lemma 3.2
For any A in the set C(S,), we have

1Al < 4llAs, Il + 401051 < 3/1SullAllz + 4Rg 1™ < d/Ry ™2 | Allz + 4R '

where we have used the bounds (3.39) and (3.40). Therefore, for any vector A € C(S,,), the
condition (3.31) implies that

XA log d
2l o k8l = B By A + Ry

1 |
— 80— T 2 g [ g i
n n
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_4g
By our choices y = 2—:‘ and \, =404/ loﬁd, we have K/Q\/Wﬂiq/Z = (sjﬁ V Ry (10501)1 2
which is less than x;/2 under the stated assumptions. Thus, we obtain the lower bound

XA - -
% > BA|ly — 2k /¢ Ry pi1 79, as claimed.

A.3 Proofs for group-sparse norms

In this section, we collect the proofs of results related to the group-sparse norms in Sec-
tion 3.5.

A.3.1 Proof of Proposition 3.1

The proof of this result follows similar lines to the proof of condition (3.31) given by Raskutti
et al. [108], hereafter RWY, who established this result in the special case of the ¢;-norm.
Furthermore, the result can be viewed as a specific instance of the general Gaussian operator
result presented in Appendix D.4 based on the particular choice of regularizer. Here we
describe only those portions of the proof that require modification. For a radius ¢ > 0,
define the set

V(t):={0 e R | =20l =1, 0llg.a < t},

as well as the random variable M (t; X) : = 1 — infpey ) %. The argument in Section 4.2
of RWY makes use of the Gordon-Slepian comparison inequality in order to upper bound

this quantity. Following the same steps, we obtain the modified upper bound

where w ~ N(0,%). The argument in Section 4.3 uses concentration of measure to show
that this same bound will hold with high probability for M (¢; X) itself; the same reasoning
applies here. Finally, the argument in Section 4.4 of RWY uses a peeling argument to make
the bound suitably uniform over choices of the radius t. This argument allows us to conclude
that

X0

ocrd /1

at] 1llga for all 6 € RY

Gy

1
> |82, —9E[ max |jw
4 j=1,...,Ng
with probability greater than 1—c; exp(—cen). Recalling the definition of pg(a*), we see that
in the case ¥ = I;x4, the claim holds with constants (k1, k9) = (%,9). Turning to the case of

4
general ¥, let us define the matrix norm ||A|,+ : = | g)ﬁlax |AB|| . With this notation, some
ar=1

algebra shows that the claim holds with k1 = 10, (3"?) and ko = 9t max (1),
=1,..., [¢]

a*-.
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A.3.2 Proof of Corollary 3.4

In order to prove this claim, we need to verify that Theorem 3.1 may be applied. Doing so
requires defining the appropriate model and perturbation subspaces, computing the compat-
ibility constant, and checking that the specified choice (3.48) of regularization parameter A,
is valid. For a given subset Sg C {1,2,..., Ng}, define the subspaces

M(Sg) = {(9 e R4 | Og, =0 forallt ¢ Sg}, and MJ'(SQ) = {9 e R? ‘ O, =0 forallte Sg}

As discussed in Example 3.2, the block norm || - ||g.» is decomposable with respect to these
subspaces. Let us compute the regularizer-error compatibility function, as defined in equa-
tion (3.21), that relates the regularizer (|| - ||g.» in this case) to the error norm (here the
ly-norm). For any A € M(Sg), we have

(a)
1Allga =" lAalla = D 1Acll: < VE[A],

teSg teSg

where inequality (a) uses the fact that a > 2.

Finally, let us check that the specified choice of A, satisfies the condition (3.23). As in
the proof of Corollary 3.2, we have VL(0*; Z7) = 1XTw so that the final step is to compute
o« that holds with

-----

high probability.

Lemma A.3. Suppose that X satisfies the block column normalization condition (3.47), and
the observation noise is sub-Gaussian (3.33). Then we have

XT mi-1 /a
. > 2

t=1,...,Ng n 0_{ \/_
Proof. Throughout the proof, we assume without loss of generality that ¢ = 1, since the
general result can be obtained by rescaling. For a fixed group G of size m, consider the sub-

log Ng

}} < 2exp ( — 2log Ng). (A.5)

a* -

matrix Xg € R™™. We begin by establishing a tail bound for the random variable || X%Tw

Deviations above the mean: For any pair w,w’ € R", we have

XLw T ! 1
& *—|| D lae SEHXg(w—w’)

1
o = — max (Xg0, (w—w)).
n e, (Xa 6, | )

By definition of the (v — 2) operator norm, we have

1 1 g
X E(w —w)|[er < = |1 Xc|la —w'
X (w —wllar < [ Xellamse [w — w2 < wa w'll2,
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where inequality (i) uses the block normalization condition (3.47). We conclude that the

T
function w — || % o+ 18 a Lipschitz with constant 1/y/n, so that by Gaussian concentration

of measure for Lipschitz functions (2.18), we have
[” XEw no?

X,
GwHa*} + 5] < 2exp ( — 7) for all 6 > 0. (A.6)

- 2E[l

Upper bounding the mean: For any vector f € R™, define the zero-mean Gaussian random
variable Zg = (8, XZw),

T
ng ot = ‘max Zg. Thus, the quantity of

[1Blla=1

interest is the supremum of a Gaussian process, and can be upper bounded using Gaussian
comparison principles. For any two vectors ||3]|, < 1 and [|#'||, < 1, we have

()2 X
E[(zﬁ—zﬁﬂ = Lixets- g €2 ek 5 g 2 25 g

where inequality (a) uses the fact that ||§ — f'[|o < \/5, and inequality (b) uses the block
normalization condition (3.47).

Now define a second Gaussian process Y = \/% (B, €), where € ~ N (0, I;,5.,) is standard
Gaussian. By construction, for any pair 3, 3/ € R™, we have E[(Y5 — Y )?| = 2||8 — B'|3 > E[(Zs — Zg)?),

so that the Sudakov-Fernique comparison principle [78] implies that

{HXGw

| | max 2 < B[ mox v5).

Blla=1 l8lla=1
By definition of Y3, we have

E[nﬁmnf}flyﬂ} B \/gE[| - @El(ikﬂa*)”“*} < \/gm”“"@[lena*])”a*,

using Jensen’s inequality, and the concavity of the function f(t) = t'/*" for o* € [1,2].
Finally, we have (E[|51|°‘*])1/a < E[e?] = 1and 1/a* = 1—1/a, so that we have shown that

1-1/a

E [max”ﬁ” 1Y3| < Qm\f Combining this bound with the concentration statement (A.6),

1-1/a

7T (5] < 2exp ( &2 ) We now apply the union bound over

T
we obtain PP HMHQ >2m
all groups, and set 6% = % to conclude that

r XT mi- 1/a log N,
P| max || %619

.
L t=1..Ng ' n 2{ NG

}] < 2exp ( — 2log Ng),

as claimed. ]
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Appendix B

Proofs for Chapter 4

B.1 Proof of Lemma 4.1

Part (a) of the claim was proved in Recht et al. [117]; we simply provide a proof here for
completeness. We write the SVD as ©* = UDV”, where U € R“*% and V € R%*% are
orthogonal matrices, and D is the matrix formed by the singular values of ©*. Note that
the matrices U” and V" are given by the first r columns of U and V respectively. We then
define the matrix I' = UTAV € R4 and write it in block form as

r— Fll F12 : where Fll c R'rxr7 and F22 c R(Ch—'r)x(dz—'r).
F21 FQQ

We now define the matrices

A =T [8 FO ] VI and A=A — A
22

Note that we have

/ NIRRT INTRN AP NI
= < <
rank(A") = rank [F21 0l = rank o ol™t rank Ty 0 = 2r,

which establishes Lemma 4.1(a). Moreover, we note for future reference that by construction
of A" the nuclear norm satisfies the decomposition

IMA(©7%) + A% laue = 1Tt (O") e + A" e (B.1)

We now turn to the proof of Lemma 4.1(b). Recall that the error A = © — ©* associated
with any optimal solution must satisfy the inequality (4.30), which implies that

1 fd * A 1 * * A
0 < (& X(A)) + A {107 loe = I1Olmc} < N5X (EM N A mue + An{NO" e = 1O e}

N
(B.2)
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where we have used the bound (4.31).
Note that we have the decomposition ©* = T, (0*) + H/\T (©*). Using this decomposi-

tion, the triangle inequality and the relation (B.1), we have
[1Ollme = N(TLae(O7) + A") + (I (O7) 4 A e
2 [T (O7) + A" fwe = I (07) + A) e
2 [T (O e + BA e = {HAT = (O e + 1A T

Consequently, we have

16" Nl = 1OMnue < MO e = {ITLA (O ) e + 1A lune } + {I(TT 2 (O e + A e }
- 2|||HJ\7i (@*)mnuc + ”|A/|”nuc - ”|A// ”|nuC‘

Substituting this inequality into the bound (B.2), we obtain
1. .
0 < I @)l [ ATne + Av {20 = (O lhave + 1A Tnve = JA [have -

Finally, since || +X*(£)[l> < An/2 by assumption, we conclude that
0 < A {200 — (€ e + 1A e — SIA e}
- M 2 2

j=r+17j

Since \HH/\?(@*)HIHUC =" (©*), the bound (4.32) follows.

B.2 Consistency in operator norm

In this appendix, we derive a bound on the operator norm error for both the low-rank
multivariate regression and auto-regressive model estimation problems. In this statement,
it is convenient to specify these models in the form Y = XO* + W, where Y € R™% is a
matrix of observations.

Proposition B.1 (Operator norm consistency). Consider the multivariate regression prob-
lem and the SDP under the conditions of Corollary 4.3. Then any solution © to the SDP
satisfies the bound

o VA Omax(D) \/d1 +dy
- < . .
l© =07, <ec S - (B.3)

We note that a similar bound applies to the auto-regressive model treated in Corollary 4.4.
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Proof. For any subgradient matrix Z € 9||O||uue, we are guaranteed || Z]|, < 1. Furthermore,
by the KKT conditions [21] for the nuclear norm SDP, any solution © must satisfy the

condition

1 ~ X'y
~XTXx0 -
n n

Hence, simple algebra and the triangle inequality yield that

+MZ = 0.

o~ ]_ -1
181 < DEXTX) "l LXTW/nka + .

Lemma 4.2 yields that [|(:X7X )71|||2 < U-L(z) with high probability. Combining these
inequalities yields
An

Umin<2) .
We require that A, > 2| X7 TW||s/n. From Lemma 4.3, it suffices to set A, > co/0max(2)V 1/ dlnﬂ.
Combining the pieces yields the claim.

€12 <

]

B.3 Proof of Lemma 4.3

Let S™ 1 = {u € R™ | |lul]l = 1} denote the Euclidean sphere in m-dimensions. The
operator norm of interest has the variational representation

1 1
—XTW|,=~ sup sup o' X Wu
n N yesdi-1 pegdz—1
For positive scalars a and b, define the (random) quantity
U(a,b):= sup sup (Xv, Wu).
u€a S —1 pep Sd2—1

and note that our goal is to upper bound ¥(1,1). Note moreover that V(a,b) = abW(1,1),
a relation which will be useful in the analysis.
Let A = {u!,...,u} and B = {v!,...,v8} denote 1/4 coverings of S%~1 and S%=~1
respectively. We now claim that we have the upper bound
U(1,1) < 4 max (X, Wu?) (B.4)

utcAvbeB

To establish this claim, we note that since the sets A4 and B are 1/4-covers, for any pair
(u,v) € S™ 1 x §m~1 there exists a pair (u®,v*) € A x B such that v = u® + Au and
v ="+ Av, with max{||Aulls, [|Av|s} < 1/4. Consequently, we can write

(Xv, Wu) = (X0°, Wu®) + (X0, WAu) + (XAv, Wu®) + (X Av, WAu). (B.5)
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By construction, we have the bound [(Xv*, WAu)| < ¥(1,1/4) = $¥(1,1), and similarly
(X Av, Wu®)| < 7U(1,1) as well as [(XAv, WAu)| < £¥(1,1). Substituting these bounds
into the decomposition (B.5) and taking suprema over the left and right-hand sides, we
conclude that

9
U(1,1) < Xob, Wau®) + —¥(1,1
v T A TR
from which the bound (B.4) follows.

We now apply the union bound to control the discrete maximum. It is known (e.g., [78,
88]) that there exists a 1/4 covering of S“~! and S%~! with at most A < 8% and B < 8%
elements respectively. Consequently, we have

X0, Wu®
P[|¥(1,1)] > 46n] < 8"+ max P XV, W)

u® b n

> 5. (B.6)

It remains to obtain a good bound on the quantity +(Xv, Wu) = 3" (v, X;)(u, W;),
where (u,v) € ST~1 x S%-1 are arbitrary but fixed. Since W; € R¥ has ii.d. N(0,r?)
elements and w is fixed, we have Z; : = (u, W;) ~ N(0,1?) for each i = 1,...,n. These vari-
ables are independent of one another, and of the random matrix X. Therefore, conditioned
on X, the sum Z := = 3" (v, X;)(u, W;) is zero-mean Gaussian with variance

2
2 v

Lixolz) < Zpxrx/my
a” = — | || Xv — n.
n n 2 n 2

Define the event 7 = {a? < 91’2“%} Using Lemma 4.2, we have || XTX/nls < 90max(2)
with probability at least 1 — 2exp(—n/2), which implies that P[7°] < 2exp(—n/2). There-
fore, conditioning on the event 7 and its complement 7¢, we obtain

P[|Z| > ] <P[|Z| >t | T] +P[T
t2
202 (4 + ||%])2)

< exp (—n ) + 2exp(—n/2).

Combining this tail bound with the upper bound (B.6), we have
tQ

di1t+dz N Xp(— .
P[le(1,1)] > 46n] <817 {eXp( n18v2\|\2||!2) + 2 exp( n/2)}

Setting t* = 200%||S[l, 2% this probability vanishes as long as n > 16(d; + da).

B.4 Technical details for Corollary 4.4

In this appendix, we collect the proofs of Lemmas 4.4 and 4.5.
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B.4.1 Proof of Lemma 4.4

Recalling that S™ ! denotes the unit-norm Euclidean sphere in m-dimensions, we first ob-
serve that || X||2 = sup,cgm-1 || Xul|2. Our next step is to reduce the supremum to a maxi-
mization over a finite set, using a standard covering argument. Let A = {u!,... u”} denote
a 1/2-cover of it. By definition, for any u € S™~!, there is some u® € A such that u = u*+Au,
where ||Aullz < 1/2. Consequently, for any u € S™ !, the triangle inequality implies that

[ Xully < [[Xu®lla + [| X Aull2,
and hence that [| X |[ls < maxyeca [|Xu®||2+ 5] X2 Re-arranging yields the useful inequality

Xl <2 Xus. B.
]2 < 2max||Xu], (B.7)

Using inequality (B.7), we have

1 t
“IhxT < - a Y\ 2
l X X|||2>t} P{%gﬁn;—l“u , Xi)) > 3
< 4™ max B[ LS (e, x> (B.8)
<47 may P (0 X0 > 5 |

i=1

where the last inequality follows from the union bound, and the fact [78, 88] that there exists
a 1/2-covering of S™~! with at most 4™ elements.

In order to complete the proof, we need to obtain a sharp upper bound on the quantity
P[LS" ((u, Xi))* > L], valid for any fixed w € S™!'. Define the random vector Y € R"

n
with elements Y; = <u, Xi>. Note that Y is zero mean, and its covariance matrix R has

elements R;; = E[Y;Y;] = «T¥(0*)V = 4. In order to bound the spectral norm of R, we note
that since it is symmetric, we have || Rz < max > iy | Rij|, and moreover

|[Rij| = [u"2(07) N u < (O )V < A,
Combining the pieces, we obtain

2|||E|||z

IRl> < max ) 7S], < 2H|2H!zZ|W (B.9)
j=1

Moreover, we have trace(R)/n = u"Xu < |||lo. Applying Lemma B.2 with t = 5,/™, we
conclude that

1 m
P[ﬁnynz > ISle + 5\/g|||R|||2} < 2exp (— 5m) +2exp —n/2)..
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Combined with the bound (B.8), we obtain

1 20 fm) _ 245
X7 x|, < u|2|||2{2+f —} < 2=l
n 1-=7)Vn (1—7)

with probability at least 1 — ¢; exp(—ce m), which establishes the upper bound (4.35)(a).

(B.10)

Turning to the lower bound (4.35)(b), we let B = {v!,... ,vP} be an e-cover of S™~! for
some € € (0, 1) to be chosen. Thus, for any v € R™, there exists some v° such that v = v’+Auw,
and ||Av||s < e. Define the function ¥ : R™ x R™ — R via ¥(u,v) = UTGXTX)U, and
note that W(u,v) = ¥(v,u). With this notation, we have

1
v <—XTX>U = U(v,v) = (0" v*) + 20 (Av, v) + U (Av, Av)
n
> U(v*, 0F) + 20 (Av,v),

since U(Av, Av) > 0. Since |V (Av,v)| <€ (%XTX> ll2, we obtain the lower bound

1 1 1
Genin ((—XTX>) — inf UT<—XTX>U > min ¥(o?, ) — 2= X7 X .
n vesm—1 n vbeB n
By the previously established upper bound(4.35)(a), have [+ X7 X[, < % with high

probability. Hence, choosing € = % ensures that 2e[| 2 X7 X ||s < 0ynin(2) /4.
Consequently, it suffices to lower bound the minimum over the covering set. We first
establish a concentration result for the function W(v,v) that holds for any fixed v € S™1.
Note that we can write
1 n
U(v,0) = = ({v, X,))%,

n <
=1

As before, if we define the random vector Y € R™ with elements Y; = (v, X;), then

Y ~ N(0,R) with [[R]l, < %2 Moreover, we have trace(R)/n = vTS0 > omn().

Consequently, applying Lemma B.2 yields

e Y P
L=y

n

1
B| L IVIE < oun(®) ] < 2exp (— n(t  2/V)/2) + 2exp(~ 1),
Note that this bound holds for any fixed v € S™~!. Setting t* = % and applying
the union bound yields that

vbeB 2

P[min T’ ) < Gmin(E)/ﬂ < (%)m {2 exp ( —n(t" — 2/\/5)2/2) + 2exp(_ﬁ)}’

which vanishes as long as n > %m
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B.4.2 Proof of Lemma 4.5

Let S™ ! = {u € R™ | |ju|]ls = 1} denote the Euclidean sphere in m-dimensions, and for
positive scalars a and b, define the random variable

U(a,b) := sup  sup (Xv, Wu).

uca Sm—1peh Sm—1

Note that our goal is to upper bound W(1,1). Let A = {u!,... v} and B = {v!,... 0P}
denote 1/4 coverings of S™~1 and S™~!, respectively. Following the same argument as in
the proof of Lemma 4.3, we obtain the upper bound

U(1,1) < 4 max (Xo°, Wu®) (B.11)

uteAvbeB

We now apply the union bound to control the discrete maximum. It is known (e.g., [78, 88])
that there exists a 1/4 covering of S™~! with at most 8™ elements. Consequently, we have

P[[w(1,1)] > 40n] < 8% may P[5IV

mex - > 4]. (B.12)
It remains to obtain a tail bound on the quantity P[M > 5], for any fixed pair
(u,v) € Ax B.
For each i = 1,...,n, let X; and W; denote the i row of X and W. Following some
simple algebra, we have the decomposition w =T, — Ty — T3, where
T, = L ” ((u, W;) + (v, X, )2 — 1(uTCuijTEv)
2

i=1
n

1
Tg = % izg 1 (<U,, Wz>)2 — EUTOU
T; = i En (<v X->)2 — lvTEv
3 27’1, ) 7 9

i=1

We may now bound each 7j for j = 1,2,3 in turn; in doing so, we make repeated use of
Lemma B.2, which provides concentration bounds for a random variable of the form ||Y||3,
where Y ~ N(0, Q) for some matrix @ > 0.

Bound on T3: We can write the term T3 as a deviation of ||Y]|3/n from its mean, where in
this case the covariance matrix () is no longer the identity. In concrete terms, let us define a
random vector Y € R™ with elements Y; : = (v, X;). As seen in the proof of Lemma 4.4 from
Appendix B.4.1, the vector Y is zero-mean Gaussian with covariance matrix R such that
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IRz < QEWYQ (see equation (B.9)). Since we have trace(R)/n = v? Rv, applying Lemma B.2

yields that

8>3
I < 5 oxp
-

N
2

P[|T3] > ) + 2exp(—n/2). (B.13)

Bound on T;:  We control the term 75 in a similar way. Define the random vector Y’ € R"
with elements Y; : = (u, W;). Then Y is a sample from the distribution N (0, (v’ Cu)l,x,),
so that ﬁT b is the difference between a rescaled x? variable and its mean. Applying
Lemma B.2 with Q = (u” Cu)I, we obtain

P[|T5| > 4(u"Cu)t] < 2exp ( — M) + 2exp(—n/2). (B.14)

Bound on 77: To control this quantity, let us define a zero-mean Gaussian random vector
Z € R™ with elements Z; = (v, X;) + (u, W;). This random vector has covariance matrix
S with elements

Sij = E[ZZZJ] = (UTCU)(SZ] + (1 — 5ij)(UTCU)UT(9*)‘i_j|_1U + ’UT(Q*)H_HZ'U,

where ¢;; is the Kronecker delta for the event {i = j}. As before, by symmetry of S, we
i—1

ISz < (" Cu) + IZll2 + D (" Cu) v (7)1 w4+ 0T (67) 15|

j=1

+ ) (WCu) v () 4 T (67) S|,

j=i+1

Since [|0"[l < v < 1, and (u" Cu) < [|C[l2 < ||z, we have

ISz < ICl + 1Sl +2 Y ICHA" " +2) ISl

Jj=1 J=1

1
< 4=z (1+ m)

trace(.S)
n

Moreover, we have = (u''Cu) + vT3v < 2||Z]|,, so that by applying Lemma B.2, we

conclude that

P||T)| > (%)t} < 26Xp<— nit _j/ﬁ) )+2exp(—n/2), (B.15)
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which completes the analysis of this term.
Combining the bounds (B.13), (B.14) and (B.15), we conclude that for all ¢ > 0,

pilXe Wl 0Bk 0) o, (1= 2VAPY | gy, (B16)

n 1—7

Setting ¢ = 10y/m/n and combining with the bound (B.12), we conclude that

1600[] ]2
=9
as long as n > ((4log8) + 1)m.

P[ly(1,1)] > \/% < 8™ {6exp(—16m) + 6 exp(—n/2)} < 12exp(—m)

B.5 Proof of Proposition 4.1

We begin by stating and proving a useful lemma and invite the reader to compare the
following result to the discussion on general Gaussian operators presented in Appendix D.4.
Recall the definition (4.22) of (,..(%).

Lemma B.1. Let X € R“*% pe q random sample from the Y-ensemble. Then we have

E[ X 2] < 12 V/Cou(E) [Vd1 + V/d3] (B.17)
and moreover

P{X: 2 B{IX] +1) < o (- o). (B.15)

Proof. We begin by making note of the variational representation

X2 = sup ul Xv.

(u,w)eSdi—1x gda—1

Since each variable u” Xv is zero-mean Gaussian, we thus recognize || X||, as the supremum
of a Gaussian process. The bound (B.18) thus follows from Theorem 7.1 in Ledoux [77].

We now use a simple covering argument establish the upper bound (B.17). Let {v!, ... v*2}
be a 1/4 covering of the sphere S%~1. For an arbitrary v € S%~!, there exists some v/ in
the cover such that ||v — v7||y < 1/4, whence

[Xvllz < [ X0 [l + X (v = vj)ll2-

.....

similar argument using a 1/4-covering {u!, ..., u™} of S4~1 yields that

. . , 1
X7 < max {uf, Xo7) + 71X

7777 1
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Combining the pieces, we conclude that

Xy <2 max (u', Xv').
i=1,...,M;

By construction, each variable (u’, Xv7) is zero-mean Gaussian with variance at most p(X),
so that by standard bounds on Gaussian maxima, we obtain

E[ X [l2] < 4v/Cou(Z)V10g(Mi M) < 4y/Cone(E) [V/log My + /log My].

There exist 1/4-coverings of S®~1 and S%~! with log M; < d;log8 and log M, < dologs8,
from which the bound (B.17) follows.

]

We now return to the proof of Proposition 4.1. To simplify the proof, let us define an
operator Ty : R1%d2 — RUxd2 guch that vec(Tx(0)) = VI vec(0). Let X : RU1xd2 — RN
be a random Gaussian operator formed with X! sampled with ii.d. N(0,1) entries. By
construction, we then have X(0) = X/(Tx(©)) for all © € R¥*% Now by the variational
characterization of the f5-norm, we have

IX(Ts(©)ll2 = sup (u, X(T5(60))).

ueSN-1

Since the original claim (4.25) is invariant to rescaling, it suffices to prove it for matrices
such that |[7%(0)|r = 1. Letting ¢ > 1 be a given radius, we seek lower bounds on the
quantity

Z°() i= inf  sup (u, X(T5(0)))), where R(t) = {© € RY¥® | [T5(@)lr = 1, [Oflme < 1}.
OER(t) yegN-1

In particular, our goal is to prove that for any ¢ > 1, the lower bound

Z*(t)
VN

holds with probability at least 1 — ¢; exp(—caN). By a standard peeling argument (see
Raskutti et al. [109] for details), this lower bound implies the claim (4.25).

We establish the lower bound (B.19) using Gaussian comparison inequalities [78] and
concentration of measure (see Lemma 2.3). For each pair (u, ©) € S¥1 x R(t), consider the
random variable Z, ¢ = (u, X'(Tx%(0))), and note that it is Gaussian with zero mean. For
any two pairs (u, ©) and (u/,©’), some calculation yields

dy + d2]1/2t

> 1 — 2V (D) [ N

(B.19)

E[(Zue — Zuwe)’] = |lu® Tx(0) — u' @ Tx(O) |- (B.20)
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We now define a second Gaussian process {Y, o | (u,0) € SV7! x R(t)} via

Yo := (g, w) + (G, Tx(9)),

where g € RY and G € R4*% are independent with i.i.d. N(0,1) entries. By construction,
Y..e is zero-mean, and moreover, for any two pairs (u, ©) and (v, ©’), we have

E[(Yie = Yue)’] = llu— |3 + [ T=(0) — T=(0")[[}- (B.21)

For all pairs (u,0),(u,0’) € SNt x R(t), we have |lully = |||l = 1, and moreover
IT=(©)|lr = [|[T%(©")||r = 1. Using this fact, some algebra yields that

Ju® T5(0) —w/ © To(@)[2 < Ju— |} + |Ts(©) - Tu(@)[f  (B.22)

Moreover, equality holds whenever © = ©’. The conditions of the Gordon-Slepian inequal-
ity [78] are satisfied, so that we are guaranteed that

E| inf Ty = E| inf Zuyo| > E| inf Y. B.2
it X Tl = B[ | swp Zuo] 2B jnt swp Vo] (B2

We compute

E| inf Yio| =E E| wf (G, T
Jut, s Vol <E[ sup (0.0 +E| nf (G, To(6))]

=E[|lgl»] — E[ sup (G, Tx(0))]
OER(1)

> %m —E[| ()],

where we have used the fact that T, is self-adjoint, and Holder’s inequality (involving the op-
erator and nuclear norms). Since Ty (@) is a random matrix from the ¥-ensemble, Lemma B.1
yields the upper bound E[[|T5(G) 2] < 121/Con(X) (Vd1++/ds). Putting together the pieces,
we conclude that

"('T: 1
] i IO 1 AR
OER(t) VN 2 VN
Finally, we need to establish sharp concentration around the mean. Since ||T5(0)|r =1
for all © € R(t), the function f(X) : = infecrq) | X' (T5(0))||2/V/N is Lipschitz with constant
1/+/N, so that Proposition 2.3 implies that

o [1XO)] 1 Vdi +Vdy
P[@él’}zf(t) \/N = 5 —12 Cmat(z) ( \/N

Setting 0 = 1/4 yields the claim.

—12/Cua(2) (

)t—5 < 2exp(—Né§%/2) for all 6 > 0.
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B.6 Some useful concentration results

We recall Proposition 2.3, which states that a Lipschitz function of Gaussian random vari-
ables concentrates around its mean. By exploiting this proposition, we can prove the follow-
ing result, which yields concentration of the squared /5-norm of an arbitrary Gaussian vector:

Lemma B.2. Given a Gaussian random vector Y ~ N(0,Q), for all t > 2/\/n, we have

2

1 2 n(t_\/_ﬁ)2
PIIVIE - trace] > 4¢1Qlk| < 2ewp (=Y ) 2ep (/2. (B2

Proof. Let +/Q be the symmetric matrix square root, and consider the function f(z) = ||v/Qz||2/v/n.
Since it is Lipschitz with constant ||v/Q||2/+/n, Lemma 2.3 implies that

52
P[] IVQX|2 — E[VQX]|2 | > v/nd] < 2exp (‘_zﬁ\l@w;

By integrating this tail bound, we find that the variable Z = ||[\/QX|2/\/n satisfies the
bound var(Z) < 4/|Q|l2/n, and hence conclude that

[VETZ - (21| = vt/ - B[l VX |/ val| < 22 mag

) for all 6 > 0. (B.25)

Combining this bound with the tail bound (B.25), we conclude that

P[LHI\/@XII —VtTaCQ(Q)}>5+2\/M} < 2ex (— nf? ) forall 6 >0
Vn ? n - P ’

2RI
(B.27)
Setting 6 = (t — 2/y/n) v/[|@]|2 in the bound (B.27) yields that

]P’[%{H\/@XHQ — Vtrace(Q) | > t«/|||Q|||g] < 2exp (_M) . (B.s)

Similarly, setting 0 = /[|@]2 in the tail bound (B.27) yields that with probability greater
than 1 — 2exp(—n/2), we have

‘H\l;ga N \/trace(Q)‘ - \/trace 2 3TaT < 4v/TGT .

n

Using these two bounds, we obtain

Y trace(Q Y trace(Q Y trace(Q
‘H I3 ‘ ‘u o/ HH o, | [trace(@) ‘< 111Ql

with the claimed probability. O]
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Appendix C

Proofs for Chapter 5

C.1 Proof of Lemma 5.1

We proceed via the probabilistic method, in particular by showing that a random procedure
succeeds in generating such a set with probability at least 1/2. Let M’ = exp (%), and

for each ¢ = 1,..., M’ we draw a random matrix ef ¢ Rmxm according to the following
procedure:
(a) For rows ¢ = 1,...,r and for each column j = 1,...,m, choose each éf] e {-1,+1}

uniformly at random, independently across (i, 7).
(b) Forrows i =r+1,...,m, set éfj -0

We then let Q@ € R™ ™ be a random unitary matrix, and define ©° = \/%Tn QO¢ for all

¢ =1,...,M' Theremainder of the proof analyzes the random set {©', ..., ©M'} and shows
that it contains a subset of size at least M = M’/4 that has properties (a) through (d) with
probability at least 1/2.

By construction, each matrix ©¢ has rank at most r, and Frobenius norm [|0]|p = /rm.
Since @ is unitary, the rescaled matrices © have Frobenius norm ||©¢|| = . We now prove
that

|0 =" >6  forall £ +k

with probability at least 7/8. Again, since @ is unitary, it suffices to show that || el — @)km F>A/rm
for any pair ¢ # k. We have

1 " _ 1 s m . . 9
6" O = > > (8- 65)"

i=1 j=1
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This is a sum of rm i.i.d. variables, each bounded by 4. The mean of the sum is 2, so that
the Hoeffding bound implies that

P[imék 0% <2~ t] <2exp(—rmt*/32).
rm

Since there are less than (M’)? pairs of matrices in total, setting ¢ = 1 yields

16"~ 613 - N
> >1 - _m .
]P)[g,kzl ..... M/ rm —1] >1 2€Xp( 392 +210gM) =
where we have used the facts log M’ = {5 and m > 10. Recalling the definition of O, we

conclude that

P[ min |6° — 6|3 > 6] > (C.1)

ool

We now establish bounds on «ay,(©f) and [|©]l,. We first prove that for any fixed index
e {1,2,...,M'}, our construction satisfies

P[asp(@f) < /32 logm} > % (C.2)

Indeed, for any pair of indices (i, ), we have |Of;| = [(g, v;)|, where ¢; € R™ is drawn from
the uniform distribution over the m-dimensional sphere, and [|v;||s = /7 \/% = %. By

Levy’s theorem for concentration on the sphere [77], we have
2

Pll{a o) 2 1] < 2050 (= gz t’)

Setting t = s/m and taking the union bound over all m? indices, we obtain

1
8lel%

P[m [|0)|s > 5] SZexp(— 32+210gm).

This probability is less than 1/2 for s = ||©||r v/32logm and m > 2, which establishes the
intermediate claim (C.2).

Finally, we turn to property (d). For each fixed ¢, by definition of ©° and the unitary
5

nature of @, we have |0y = 2= ||U]ls, where U € {—1,4+1}™ is a random matrix

with i.i.d. Rademacher (and hence sub-Gaussian) entries. Known results on sub-Gaussian
matrices [42] yield

20

Pl Ul < S (VP V)] 2 1~ 2ex

(Vr+vm)?) =

e~

1
4
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for m > 10. Since r < m, we conclude that
49 3
o, < _] 2 C.3
Pllel < 7] 2 3. (€.3)

By combining the bounds (C.2) and (C.3), we find that for each fixed ¢ =1,..., M’', we
have

(C.4)

l\DI»—t

40 oy (@Z)
[0, < —=, 25— < V/32logm
{ Vool
Consider the event £ that there exists a subset S C {1,..., M’} of cardinality M = 1M’

such that
6> < 42 and (9 _ V32logm  forallle S.
Tovn 1ell- —

By the bound (C.4), we have

el 3 () Jar-

k=M

Since we have chosen M < M'/2, we are guaranteed that P[] > 1/2, thereby completing
the proof.

C.2 Proof of Lemma 5.2

We first observe that for any I' € €'(n;cg) with ||I'|| = -, we have
mlogm mlogm
ITz > co T lne \/ ——— = collTllr \/ —=—,

mlogm

whence [Tz > ¢ Accordingly, recalling the definition (5.40), it suffices to restrict

our attention to sets R(Rp) with Rp > u := cm/mlo%. For ¢ =1,2,... and a = %, define
the sets

1 _
Se:={T e ¥(n;co) | [Toe = —, o < |Tllp < o, and [Tlue < pla’p)}. (C.5)

From the definition (5.40), note that by construction, we have S, C R(a‘u).
Now if the event £(X’) holds for some matrix I', then this matrix I' must belong to some
set Sp. When I' € Sy, then we are guaranteed the existence of a matrix I' € R(a‘u) such
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that
!
EOE oy > Tyrye + 22
> ZO/—l 4 @
> T s L
8 s
TR

where the final equality follows since a = 7/6. Thus, we have shown that when the violating
matrix I' € Sy, then event £(X’;a’u) must hold. Since any violating matrix must fall into
some set Sy, the union bound implies that

< Z exp ( — cgna%,uZ)

< Z exp (— 2c2log(a) £ np?)
=1

exp(—chnp?)
>0 )
1 — exp(—chnp?)

Since nu? = Q(mlogm), the claim follows.

C.3 Proof of Lemma 5.3

For a fixed matrix I', define the function Fr(X’) = —=||X'(T")||2. We prove the lemma in two

n

parts: first, we establish that for any fixed I', the function Fr satisfies the tail bound

no>

A8L

PIIFE) ~ ITLel 2 6+ 2] < desp (= 7). ()

We then show that there exists a d-covering of R(Rp) such that
log N(6) < 36(T(Rp)/8)* m. (C.7)

Combining the tail bound (C.6) with the union bound, we obtain
16L no*
AN k > - < o
]P’[k:gﬂ%(é) [Fr(X) = IT*| el = 0+ \/ﬁ} < dexp (= 175 +1logN(9))

< 4exp{ - Z—zz +36(Y(Rp)/5)’ m}
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where the final inequality follows uses the bound (C.7). Since Lemma 5.3 is based on the
choice 6 = Rp/8, it suffices to show that

> 36 (T(Re) (Re/8) m

8RP n 2
= 36 N

(COL mlogm) "
_2304R; n
AL logm’

Noting that the terms involving R%, L? and n both cancel out, we see that for any fixed c,
this inequality holds once logm is sufficiently large. By choosing ¢y sufficiently large, we can
ensure that it holds for all m > 2.

It remains to establish the two intermediate claims (C.6) and (C.7).

Upper bounding the covering number (C.7):  We start by proving the upper bound (C.7)
(

on the covering number. To begin, let N ) denote the d-covering number (in Frobenius
norm) of the nuclear norm ball Bi(Y(Rp)) = {A € R™™ | [|Afle < T(Rp)}, and let

N () be the covering number of the set R(Rp). We first claim that N(§) < N(5). Let

{1, ... ,Fﬁ(‘s)} be a d-cover of B; (Y (Rp)), From equation (5.45), note that the set R(Rp) is
contained within B; (Y (Rp)); in particular, it is obtained by intersecting the latter set with
the set

mXxXm 1
Si={AeR™ | |Aln < —, 1Alr < Re}.

Letting Ils denote the projection operator under Frobenius norm onto this set, we claim
that {IIs(IV),j = 1,...,N(0)} is a d-cover of R(Rp). Indeed, since S is non-empty, closed
and convex, the projection operator is non-expansive [15], and thus for any I' € R(Rp) C S,
we have

s (1) = Tllr = s(I7) = OsD)llr < 7 = Tl

which establishes the claim._
We now upper bound N(J). Let G € R™™ be a random matrix with i.i.d. N(0,1)
entries. By Sudakov minoration (cf. Theorem 5.6 in Pisier [107]), we have

ogN(s) <2E[ suwp (G, A)]
O " JAlne<T(Rp)

< 3T(5Rp)

E[IGI.].
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where the second inequality follows from the duality between the nuclear and operator norms.
From known results on the operator norms Gaussian random matrices [42], we have the upper
bound E[||G||2] < 2v/m, so that

67 (Rp)

log N(8) < —

Vm,

thereby establishing the bound (C.7).

Establishing the tail bound (C.6): Recalling the definition of the operator X', we have

:_{Z X(l 1/2

n

= — sup u (X9,
\/_HuHQ 12 X

— sup Z u;Y;

\/_ lullo=1

where we have defined the random variables Y; : = (X@_ T')). Note that each Y; is zero-mean,
and bounded by 2L since

Vil = [(X©, D)

< (Y 1X90w) Tl < 2L
a,b

where we have used the facts that ||I'l|c < 2/m, and >_,, |X®|,, < L m, by definition of

the matrices X .
Therefore, applying Corollary 4.8 from Ledoux [77], we conclude that

no>

32L
1)

P[|Fr(X) — E[Fr(X)]] > 6 + ﬁ} <dexp (—

The same corollary implies that

16L

VLR ()] - ElFe ()| <

Since E[FZ(X')] = ||T||%, the tail bound (C.6) follows.
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C.4 Proof of Lemma 5.4

From the proof of Lemma 5.3, recall the definition Fp(X') = f||.’£’( )||2 where X’ is the

random sampling operator defined by the n matrices (X O ,X )). Using this notation,
our goal is to bound the function

G(X'):= sup Fa(X'),
A€D(5,R)

where we recall that (6, R) : = {A € R™>*™ | |[Allp <8, |Allue < 2T (Rp), [[All < 21
Ultimately, we will set 6 = %, but we use § until the end of the proof for compactness in
notation.

Our approach is a standard one: first show concentration of G around its expectation
E[G(X')], and then upper bound the expectation. We show concentration via a bounded
difference inequality; since G is a symmetric function of its arguments, it suffices to establish
the bounded difference property with respect to the first co-ordinate. In order to do so,
consider a second operator X’ defined by the matrices (Z(V), X X@ . X ), differing from
X’ only in the first matrix. Given the pair (X', X ), we have

G(X)—G(X) = sup Fa(X)— sup Fo(X)

AeD(4,R) 0eD(6,R)
< sup  [Fa(X)) — Fa(X)]
AED(S,R)

< sup \/—H%’( ) = X(A)],

AeD(4,R)

= sup

—x® = ZzW A
AED(S,R) \/ﬁ‘« >>|

For any fixed A € ©(0, R), we have
(XM =20, Ap| < 2Lm||A]lw < 4L,

where we have used the fact that the matrix X — ZM is non-zero in at most two entries
with values upper bounded by 2Lm. Combining the pieces yields G(X') — G(X’) < f/—%. Since

the same argument can be applied with the roles of X’ and X interchanged, we conclude that

1G(X)-G(X)| < %. Therefore, by the bounded differences variant of the Azuma-Hoeffding

inequality [77], we have

nt? )
320127

P(IG(X) ~ E[G(X)]| > 1] < 2exp (€8)
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Next we bound the expectation. First applying Jensen’s inequality, we have
(E[G(X)* < E[G*(X)]
1 n

=E[ sup —Z(()N((i), AN?]

AeD(5,R) TV T

—[ swp {130 [(R0, A) - EX0, A + 1AL}

Aeo(,R) (1

< s {237 [(x0, a2 -mixo, ap}] +,

A€D(4,R)

where we have used the fact that E[(X®, A)2 = [|A||% < 62. Now a standard symmetriza-
tion argument [78] yields

1< =0
Ev[G*(X)] <2Bx.[ sup =Y (X9 A)?] +67
Aed(5,R)

where {g;}, is an ii.d. Rademacher sequence. Since (XD, AY| < 2L for all 4, the
Ledoux-Talagrand contraction inequality (p. 112, Ledoux and Talagrand [78]) implies that

E[G*(X')] <16L E[ sup ZEZ ), AN} + 6%
Ae@(dR

By the duality between operator and nuclear norms, we have

1< =0
Y el X9, A) <|||—Zez o 1A e
=1

and hence, since [|Afne < p(Rp) for all A € ©(6, R), we have

E[G2(X)] < 16 L p(Rp) E |||—Zex 2] + 0% (C.9)

It remains to bound the operator norm E[[[£ 37" g X0 l2]. The following lemma,
proved in Appendix C.5, provides a suitable upper bound:

Lemma C.1. We have the upper bound

mlogm Lmlogm
|\|—Zgz o] < 10 max { : 1. (C.10)

n n
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Thus, as long as n = Q(L mlogm), combined with the earlier bound (C.9), we conclude that

where we have used the fact that L > 1. By definition of T(Rp), we have

1 160
160 LY(Rp) ) 208" _ g2 < (1_6)2’

n Co

where the final inequality can be guaranteed by choosing ¢y sufficiently large.
Consequently, recalling our choice § = Rp/8 and using the inequality va? + b? < |a|+]1b],
we obtain

5 Rp 7

E N < — — = —Rp.
e T S T
Finally, setting t = If—g in the concentration bound (C.8) yields

Rp 7 Rp

!/
<24 __Rp=_2%
G(%)_16+16RP 5

with probability at least 1 — 2 exp ( - "Lif’) as claimed.

C.5 Proof of Lemma C.1

We prove this lemma by applying a form of Ahlswede-Winter matrix bound [3], as stated
in Appendix C.6, to the matrix Y : = ¢, X We first compute the quantities involved in
Lemma C.2. Note that Y is a zero-mean random matrix, and satisfies the bound

1Y@l = < Lm.

1
m lei €56 ergll2 <
vV RjGy v/ Cri)

Let us now compute the quantities o; in Lemma C.2. We have

2
m T

E[(y© T Ek(0)Ch(
Ry Crg) ©

)Y@ :E[ } = Mpxm

and similarly, E[Y® (Y)T] = m1,,.,,, so that

)

o? zmax{HlE[Y“’ YO, HIE[(Y“’)TY(”]IIb} _—
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Thus, applying Lemma C.2 yields the tail bound

P Z%X(i) o >t] <2m max { exp(—
i=1

Setting t = nd, we obtain

1 n - n(52 TL(S
Pl &XVll2 > 6] < 2m max { exp(—- —), exp(— 57—}

i=1

Recall that for any non-negative random variable T, we have E[T fo P[T > s]d
Applying this fact to T := |2 37" | &; . X®]|, and integrating the tail bound we obtain

mlogm Lmlogm}

I~ =
E[ME D X D] < 10 max {
=1

)
n n

C.6 Ahlswede-Winter matrix bound

Here we state a Bernstein version of the Ahlswede-Winter tail bound [3] for the operator
norm of a sum of random matrices. The version here is a slight weakening (but sufficient
for our purposes) of a result due to Recht [115]; we also refer the reader to the notes of
Vershynin [143], and the strengthened results provided by Tropp [133].

Let Y be independent mr x m, zero-mean random matrices such that |[Y @y < M,
and define o7 : = max {|E[(Y)TY D], [EY DY D)T]||o} as well as 02 :=>"7" | o2

Lemma C.2. We have

t

P ZY(i)Illz > t] < (my x me) max { exp(—t*/(40%), exp(—577)} (C.11)

As noted by Vershynin [143], the same bound also holds under the assumption that each
Y is sub-exponential with parameter M = ||[Y¥||,,,. Here we are using the Orlicz norm

121, - = inf{t >0 [ E[(|2]/1)] < oo},

defined by the function ¢ (x) = exp(x) — 1, as is appropriate for sub-exponential variables
(e.g., see the book [78]).



166

Appendix D

Proofs for Chapter 6

D.1 Auxiliary results for Theorem 6.1

In this appendix, we provide the proofs of various auxiliary lemmas required in the proof of
Theorem 6.1.

D.1.1 Proof of Lemma 6.1

Since 6 and 6 are both feasible and 8 lies on the constraint boundary, we have R(6") < R(6).
Since R(6) < R(0*) + R(6 — 6*) by triangle inequality, we conclude that

RO < R(0F) + R(A*).
Since 6% = T \(0*) + I\, (6%), a second application of triangle inequality yields
R(0") < R(ITp(6%)) + R(M e (0%)) + R(A*). (D.1)

Now define the difference A’ : = 6" — 6*. (Note that this is slightly different from A, which
is measured relative to the optimum #.) With this notation, we have

R(Gt) = R(HM(Q*) + I (07) + HM(At) + HML(At)>
SR (6) + Mge (AY) — R(Type (67) + T (AY)
R (6 + g (AY) — R(ILye (67) — R(ILg(AY),

where steps (i) and (ii) each use the triangle inequality. Now by the decomposability condi-
tion, we have R (I (6%) + I ye (A")) = R(ILy(6%)) + R(ILy (A?)), so that we have shown
that

R(Iam(07)) + R(M s (A") = R(Mp (7)) = R(ILy (AT)) < R(0").
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Combining this inequality with the earlier bound (D.1) yields
R(Im(607)) + Ry (A") = R(Mye (67)) = R(ILy (A") < R (67)) + R (67)) + R(AY).
Re-arranging yields the inequality

Ry (A") < R(ITH(AY) + 2R (T (607)) + R(A). (D.2)

The final step is to translate this inequality into one that applies to the optimization
error Af = 0! — 0. Recalling that A* = § — 6*, we have At = A* — A*, and hence

R(AY) < R(AY) + R(AY), by triangle inequality. (D.3)

In addition, we have

R(AY < R(ILgs (AY) + R(ILy(AY) € 2R(Lg(AY) + 2R(I (67)) + R(A")
2w (A + 2R (e (7)) + R(A").

where inequality (i) uses the bound (D.2), and inequality (ii) uses the definition (3.3) of the
subspace compatibility W. Combining with the inequality (D.3) yields

R(AY) < 20(M )||HM(At)|| + 2R (I x4 (67)) 4+ 2R(AY).
Since projection onto a subspace is non-expansive, we have ||IIy(A?)]] < ||A?||, and hence
ML (A < A"+ AT < [JAT] + [|A7]).

Combining the pieces, we obtain the claim (6.44).

D.1.2 Proof of Lemma 6.2

We start by applying the RSC assumption to the pair 0 and 0", thereby obtaining the lower
bound

£.,(0) — %Hé— 02 > £.,(0) + (VLA (6Y), 0 — 6') — 7o(L,)R2(6" — )
= L,(0Y) + (VL (0Y), 071 — 6 + (VLL(6Y), 8 — 0F1) — 7,(L,)R (6" — 6).

Here the second inequality follows by adding and subtracting terms.

Now for compactness in notation, define ,(0) : = L,,(6")+(VL,(0"),0 — ") + 2|0 —0"|]?,
and note that by definition of the algorithm, the iterate #*"! minimizes ,() over the ball
Br(p). Moreover, since 0 is feasible, the first-order conditions for optimality imply that
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(Vi (6171), 6 — 671) > 0, or equivalently that (VL,(0Y) + 7, (61 — 6%), 6 — 6+1) > 0.
Applying this inequality to the lower bound (D.4), we find that

£.,(0) — %Hé— OL[2 > L£,(6Y) + (VLo (6Y), 071 — 01 + 7, (0 — 61, 6 — 0'1) — 7,(L,)R2(6" — B)

_ (pt(etJrl) . %Heﬂrl . etHZ + %wt . 0t+1, 0 — 9t+1> . Tg(ﬁn)Rz(Qt _ 5)
_ @t(eﬁ_l) + %Het-&-l o etHQ + 7u<9t B et—i-l’ (/9\_ 9t> B Tg(ﬁn)Rz(et . 5)7

(D.5)
where the last step follows from adding and subtracting ™! in the inner product.
Now by the RSM condition, we have
(a) ~
pi(07) > L,(07) = (L) RO = 0') > L,(0) — 7 (L) R (07 —6), (D.6)

where inequality (a) follows by the optimality of é’\, and feasibility of 8!, Combining this
inequality with the previous bound (D.5) yields that £, (6) — %[/ — #"||* is lower bounded
by

L,(0) — %Hetﬂ — 0>+ Y (0 — 01, 0 — 0 — (L) R2(6' — 0) — 7u (L) RO — 6Y),

and the claim (6.46) follows after some simple algebraic manipulations.

D.2 Auxiliary results for Theorem 6.2

In this appendix, we prove the two auxiliary lemmas required in the proof of Theorem 6.2.

D.2.1 Proof of Lemma 6.3

This result is a generalization of Lemma 3.17, with some changes required so as to adapt the
statement to the optimization setting. Let 6 be any vector, feasible for the problem (6.2),
that satisfies the bound

o(0) < ¢(07) + 1, (D.7)

and assume that A\, > 2R*(VL,(0*)). We then claim that the error vector A := 6 — 0*
satisfies the inequality

R (A)) < 3R(ILg(A)) + 4R(I 1 (67)) +2min{>\i,ﬁ}. (D.8)

For the moment, we take this claim as given, returning later to verify its validity.
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By applying this intermediate claim (D.8) in two different ways, we can complete the
proof of Lemma 6.3. First, we observe that when 6 = 5, the optimality of 9 and feasibility
of #* imply that assumption (D.7) holds with 7 = 0, and hence the intermediate claim (D.8)
implies that the statistical error A* = 6* — 0 satisfies the bound

R (A%) < 3R(ILy(A%)) + 4RI (6%)). (D.9)
Since A* = Iy (A")IL . (A*), we can write
R(A") = R(ILy (A%) + Iy (A%)) < AR(ILy(A")) + 4RI (07)), (D.10)

using the triangle inequality in conjunction with our earlier bound (D.9). Similarly, when
6 = 6" for some t > T, then the given assumptions imply that condition (D.7) holds with 7 >
0, so that the intermediate claim (followed by the same argument with triangle inequality)
implies that the error At = ' — 0* satisfies the bound

R(AY < 4R(HM(At))+4R(HML(9*))+2min{)\i,p}. (D.11)

Now let A = ' — 0 be the optimization error at time ¢, and observe that we have the
decomposition A! = A! + A*. Consequently, by triangle inequality

R(AY) < R(AY) + R(AY)

< 4{R(IL5(A") + R(L(A%) } + 8R(yx (67)) + 2min {Ai !

—
=

< 40 (LA + ML)} + SRy () + 2min T, )

(i)

< AUV {JIA + A%} + 8R(Taq (6%)) + 2 min {Ain, P, (D.12)

where step (i) follows by applying both equation (D.10) and (D.11); step (ii) follows from the
definition (3.3) of the subspace compatibility that relates the regularizer to the norm || - [|;
and step (iii) follows from the fact that projection onto a subspace is non-expansive. Finally,
since A* = A' — A*, the triangle inequality implies that |AY]| < ||A?|| + [|A*||. Substituting
this upper bound into inequality (D.12) completes the proof of Lemma 6.3.

It remains to prove the intermediate claim (D.8). Letting 6 be any vector, feasible for
the program (6.2), and satisfying the condition (D.7), and let A = 6 — 6* be the associated
error vector. Re-writing the condition (D.7), we have

L6074+ A)+ NRO +A) < L,(0%) + A\R(0%) + 7.
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Subtracting <V/Jn (0%), A> from each side and then re-arranging yields the inequality
Lo(07 + A) = L,(07) — (VL (07), A) + )\n{R(G* FA) - R(e*)} < —(VL,(07), A) +7.

The convexity of £,, then implies that £, (0% + A) — £,,(6%) — (VL,(6*), A) > 0, and hence
that
)\n{R(G* +A) - R(e*)} < —(VL,(07), A) +7.

Applying Holder’s inequality to <V£n(9*), A>, as expressed in terms of the dual norms
R and R*, yields the upper bound

RO+ 8) ~RO)} < R(VL0) RA) +7 <

where step (i) uses the fact that A\, > 2R*(V.L,(0*)) by assumption.

For the remainder of the proof, let us introduce the convenient shorthand A ; : = I (A)
and A g1 = I (A), with similar shorthand for projections involving 6*. Making note of
the decomposition A = A + A1, an application of triangle inequality then yields the
upper bound

RO+ A) — R(67) < %{R(AM)nLR(AML)}qL)\i, (D.13)

n

where we have rescaled both sides by A, > 0.
It remains to further lower bound the left-hand side (D.13). By triangle inequality, we
have

“R(07) > —R(0,) — R(O,0). (D.14)

Let us now write 6" + A = 603, +07,, + Ay + Ayyo. Using this representation and triangle
inequality, we have

'R(Q*—f—A) ZR(Q%‘FAML)_R(Q;{L"’AM) > R(QL—FAML)—R( j\/tl)_R(AM>

Finally, since 03, € M and Ay, € ./\_/ll, the decomposability of R implies that R(6%, +
Ayqr) = R(0%) + R(A 1), and hence that

RO+ A) >R(OV) + R(Axr) — R(Or) — R(A ). (D.15)
Adding together equations (D.14) and (D.15), we obtain the lower bound

R(O" + A) — R(07) > R(Ayr) — 2R(0%0) — R(A ) (D.16)
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Combining this lower bound with the earlier inequality (D.13), some algebra yields the bound

R(A ) < 3R(A ) + AR(6%,0) + 2%,

corresponding to the bound (D.8) when 7/, achieves the final minimum. To obtain the
final term involving p in the bound (D.8), two applications of triangle inequality yields

R(Age) S R(Ax) + R(A) < R(Am) + 2p,

where we have used the fact that R(A) < R(0)+R(6*) < 2p, since both # and 6* are feasible
for the program (6.2).

D.2.2 Proof of Lemma 6.4

The proof of this result follows lines similar to the proof of convergence by Nesterov [102].
Recall our notation ¢(0) = L£,(0) + \,R(6), A* = 0" — 0, and that 7, = ¢(6") — ¢(0).
We begin by proving that under the stated conditions, a useful version of restricted strong
convexity (6.42) is in force:

Lemma D.1. Under the assumptions of Lemma 6.4, we are guaranteed that

g — 3275(L,) (M) MIAY? < 27(L,) 0 + ¢(0") — 6(6), and (D.17a)
% — 327(L,) WA (M) M AY? < 27(L,) v + Tz (6;6Y), (D.17b)
where v : = €gqt + 2min()\i;, p).

See Appendix D.2.3 for the proof of this claim. So as to ease notation in the remainder of
the proof, let us introduce the shorthand

$i(0) - = Lo (0") + (VL (01, 0 — 0") + %He — 02+ AR(H). (D.18)

corresponding to the approximation to the regularized loss function ¢ that is minimized
at iteration ¢ of the update (6.4). Since 6! minimizes ¢; over the set Bg(p), we are
guaranteed that ¢;(6'™') < ¢,(0) for all § € Br(p). In particular, for any a € (0,1), the

vector 0, = af + (1 — )6 lies in the convex set Bz (p), so that
$(0Y) < Gu(0) = La(0") + (VLL(0Y), 0o — 0') + %Hea — 0" + AyR(6a)

. . 2
© £,(0") + (VL (0", af — a) + %He — 2 + AR (6.)

(i) N
< L0+ (VLL(6"), o — ab") +

Yu?

2

16 — 612 + \aR(6) + A\ (1 — 2)R(6Y),
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where step (i) follows from substituting the definition of 6, and step (ii) uses the convexity
of the regularizer R. -
Now, the stated conditions of the lemma ensure that ~,/2 — 327,(L,,)¥?(M) > 0, so that

by equation (D.17b), we have £, (8) + 2ro(L,)v? > L, (6%) + (VL,(6"), 6 — 6'). Substituting
back into our earlier bound yields

G (6Y) < (1= @)L (0Y) + aLn(B) + 207 (L) 02 + %To‘zué— 0% + A R(6) + (1 — )N R(6")
—~ 2 o~
= o(0) — a(6(6") = $(8)) + 2m(La)? + 1516 — 6" (D.19)

where we have used the definition of ¢ and o < 1 in step (iii).

In order to complete the proof, it remains to relate ¢;(6"™') to ¢(6*™!), which can be
performed by exploiting restricted smoothness. In particular, applying the RSM condition
at the iterate 0'™! in the direction ¢ yields the upper bound

L0771 < £,(0Y) + <£n<9t>7 g+l _ 9t> i %Hetﬂ 0P 4 (L) ROV — 01,
so that

¢(9t+1) < ﬁn(9t> + <£n<9t)’ et—i-l _ 9t> + %”etﬂ-l _ etHQ + Tu(ﬁn)R2<9t+l _ et) + )\nR<9t+1)
— ¢t(9t+1) + Tu(ﬁn)'RQ(et—H _ Qt).

Combining the above bound with the inequality (D.19) and recalling the notation At =gt ,
we obtain

¢(@t+1> < qb(tgt) . a<¢(9t> . ¢(é\)) + %LTCYQH@_ 0t||2 + Tu([«n)R2(0t+1 — Ht) + 2Tg(£n)v2
2 60) = a(6(8) - o) + 2RI+ LR(E) + REBF +2n(L,)

< 0(6) — a(o() — 0(6) + ”“T“n&tn? +27(La) (R¥A™) + RAAY) + 27 L,)0”

(D.20)

Here step (iv) uses the fact that 0 — 91 = At — At and applies triangle inequality to the
norm R, whereas step (v) follows from Cauchy-Schwarz inequality.
Next, combining Lemma 6.3 with the Cauchy-Schwarz inequality inequality yields the
upper bound R R
RA(AY < 3202(M)||AY|? + 202 (D.21)

where v = Egar (M, M) + 2min(%, p), is a constant independent of #* and Eya (M, M)
was previously defined in the lemma statement. Substituting the above bound into inequal-
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ity (D.20) yields that ¢(6") is at most

A~ 2 ~ —_— ~
B(8") — a(9(6") — 6(8)) + L5 B + 647, (£,) WX (M) | A+
647, (L) T2 (M) AY? + 87, (L,)0? + 27(L )0 (D.22)

The final step is to translate quantities involving A to functional values, which may be
done using the RSC condition (D.17a) from Lemma D.1. In particular, combining the RSC
condition (D.17a) with the inequality (D.22) yields

W% 4 6471, (L) V2(M )
S8) < p(8") — a1 o Dt + 2m(£)0) +

647,(L,)¥2(M)
Ve

(nffl + 275(L)0?) + 87y (L) v 4 274(L) V7.

where we have introduced the shorthand 7; : = 5, — 647¢(L,,) ¥*(M). Recalling the definition

~

of 3, adding and subtracting ¢(6) from both sides, and choosing oo = 2% € (0,1), we obtain

(1 - 64Tu(£nl‘l’2(M)> nf;'l < (1 B !l n 64Tu(£nl\:[l2(M)> 772) + B(M)2.
e Tu e

Recalling the definition of the contraction factor s from the statement of Theorem 6.2, the
above expression can be rewritten as

W5 <l + BODEM?,  where §(M) = {1 — Sl =1

Finally, iterating the above expression yields 772) < /-it_Tng + W, where we have used

the condition k € (0, 1) in order to sum the geometric series, thereby completing the proof.

D.2.3 Proof of Lemma D.1

The key idea to prove the lemma is to use the definition of RSC along with the iterated cone
bound of Lemma 6.3 for simplifying the error terms in RSC.

Let us first show that condition (D.17a) holds. From the RSC condition assumed in the
lemma statement, we have

La(8) = La(B) = (VLB), 0" =) = T [6 - 0']]* = mo(La) R*@ - 6). (D.23)
From the convexity of R and definition of the subdifferential OR(6), we obtain

R(0") — R(8) — (9R(0), 6 — §) > 0.
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Adding this lower bound with the inequality (D.23) yields
0(8') — 60) — (Vo(0), 0~ 8) = T8 — 0| — m(L,) R*D — 0.

where we recall that ¢(0) = L,(0) + A\, R(0) is our objective function. By the optimality of
6 and feasibility of 6", we are guaranteed that (V¢(6), 8" — 6) > 0, and hence

0(0') = 60) 2 T 116 - 0| — 7u(L,) R*(0 - )

—
V=
=

% 16 — 64> — (L) {32W2(M)|6 — 6']% + 20*}
where step (i) follows by applying Lemma 6.3. Some algebra then yields the claim (D.17a).

Finally, let us verify the claim (D.17b). Using the RSC condition, we have
L,(0) — L(6") — (VL (6Y), 0 — 0" > % 16 — 0|2 — 74(Ln) R3O — 6. (D.24)

As before, applying Lemma 6.3 yields

Lo(0) — L, (6 — (VL,.(6Y), 6 — 6" > % 16 — 64| — 74(L,,) (32@2(/\7”;5— o)) + 2112) ,
TL(E;W)

and rearranging the terms and establishes the claim (D.17b).

D.3 Proof of Lemma 6.5

~ ~

Given the condition R(0) < p < R(0*), we have R(f) = R(6* + A*) < R(6*). By triangle
inequality, we have

R(O7) = R (07) + Ton (09) < R(Tpa(67)) + R(Tppn (67)).
We then write
RO+ A") = R(ITa(0) + g (6%) + TL (A*) + g (AY))
S R (0) + gge (A%) — R(ILgg (A%) — R(IL0s (67))
W R(Mum(67)) + R(Igq: (A%)) — R (A7) — R(Ip: (67)),

where the bound (i) follows by triangle inequality, and step (ii) uses the decomposability of

R over the pair M and M. By combining this lower bound with the previously established
upper bound

R(0% + A7) < R(ILm(07)) + R(M e (67)),
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we conclude that R(IT 1 (A*)) < R(I(A*)) + 2R (I (6%)). Finally, by triangle inequal-
ity, we have R(A*) < R(ILg(A*)) + R(ILy. (A*)), and hence
R(A") < 2R(ILiu(A%)) + 2R (T (67))
%) 20 (V) L (A7) + 2R (s (6))

/\

Z

<2 UM AT + 2R (Mg (67)),

where inequality (i) follows from Definition 3.3 of the subspace compatibility W, and the
bound (ii) follows from non-expansivity of projection onto a subspace.

D.4 A general result on Gaussian observation opera-
tors

In this appendix, we state a general result about a Gaussian random matrices, and show
how it can be adapted to prove Lemmas 6.6 and 6.7. Let X € R"*? be a Gaussian random
matrix with i.i.d. rows z; ~ N(0,X), where ¥ € R%? is a covariance matrix. We refer to
X as a sample from the ¥-Gaussian ensemble. In order to state the result, we use /2 to
denote the symmetric matrix square root.

Proposition D.1. Given a random matrix X drawn from the X-Gaussian ensemble, there
are uniwersal constants c;, 1 = 0,1 such that

IX0l5 1 o, (ER ()))°

> §||Zl/29||§ - R*(0) and (D.25a)

n

X0 2 EIR*(x: 2
|| n||2 §2||21/28H%+Cl( [RTE:BZ)])

R*(0)  forall 0 € R? (D.25b)

with probability greater than 1 — exp(—cyn).

We omit the proof of this result. The two special instances proved in Lemma 6.6 and 6.7
have been stated in the paper [109] and in Proposition 4.1 respectively. We now show how
Proposition D.1 can be used to recover various lemmas required in our proofs.

Proof of Lemma 6.6: We begin by establishing this auxiliary result required in the proof
of Corollary 6.2. When R(:) = || - |l1, we have R*(-) = || - [[c. Moreover, the random
vector 2; ~ N(0,%) can be written as z; = /2w, where w ~ N (0, I;4) is standard normal.
Consequently, using properties of Gaussian maxima [78] and defining ((X) = max;_ o
we have the bound

.....

Elllzill])* < ¢(2) Elllwll])* < 3¢(2) logd.

Substituting into Proposition D.1 yields the claims (6.56a) and (6.56b).
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Proof of Lemma 6.7: In order to prove this claim, we view each random observation ma-
trix X; € R™™ as a d = m? vector (namely the quantity vec(X;)), and apply Proposition D.1
in this vectorized setting. Given the standard Gaussian vector w € R™ | we let W € R™*m
be the random matrix such that vec(W) = w. With this notation, the term R*(vec(X;)) is
equivalent to the operator norm [|.X;|l2. As shown in Chapter 4, E[|| X;[2] < 24Co..(X) /m,
where (.. was previously defined (6.59).

D.5 Auxiliary results for Corollary 6.5

In this section, we provide the proofs of Lemmas 6.8 and 6.9 that play a central role in
the proof of Corollary 6.5. In order to do so, we require the following result, which is a
re-statement of Theorem 5.1:

Proposition D.2. For the matriz completion operator X,,, there are universal positive con-
stants (c1, co) such that

X,.(0)|2 mlogm mlogm >
PO jorz | < cmlle 0hmey/ ™2™ + ca(mlOllay/™E™)  for att € Rrem

(D.26)

with probability at least 1 — exp(—mlogm).

D.5.1 Proof of Lemma 6.8
Applying Proposition D.2 to A! and using the fact that m||A?||. < 2a yields

H%n(ﬁt)ﬂz ~ ~ mlogm mlogm
2 2 AE — el A e —— —at———, (D.27)

where we recall our convention of allowing the constants to change from line to line. From
Lemma 6.1,

1A e < 2W(M ) NA" L + 2T pes (0 e + 28A" e + ¥ (M)A

Since p < [|©*||ue, Lemma 6.5 implies that [|A*||yue < 2\11( )NA*WF + T pg (67) |l e, and
hence that

JA e < 29(M) A 5 + AT pgs (0°) e + 5 (M)A 5. (D.28)

M EAEOI
n

Combined with the lower bound, we obtain tha is lower bounded by

— 1
~ 2c1 ¥ (M )\/ S mlogm
|||Atm%{1— - = 201 o/ T LAY L (6 e + 5UMO A5 } = ez

A%l

,mlogm
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Consequently, for all iterations such that [|A!]p > 401\1/(/\_/1L)\/@7 we have

X, (AD]3 1+ mlogm . L mlog m
TR > A 200 {4|||HML<9>|||M+5\P<M A mF}_w? S

By subtracting off an additional term, the bound is valid for all At—viz.

X (AH2 1,4+ mlogm . — . mlogm
[%n (2D <n Iz 2§|||Atm%—2clom/ ng {4\||HML(9 Mnae + 5T (M)A H!F}—cza2 ng = 16cia”W?(

D.5.2 Proof of Lemma 6.9

Applying Proposition D.2 to I'* and using the fact that m||T"||. < 2« yields

12, (T |13 mlogm mlogm
I < g+ cra e ) TR 2 TR (D.29)

where we recall our convention of allowing the constants to change from line to line. By
triangle inequality, we have [[I[lau < |07 = Olluue + [0 = Oflue = A e + JA™ lae-

Equation D.28 gives us bounds on [|A!||,ue and [JA™ |l ue. Substituting them into the upper
bound (D.29) yields the claim.
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