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Abstract

On-board Model Predictive Control of a Quadrotor Helicopter: Design, Implementation, and Experiments

by Patrick Bouffard

This report describes work in applying model predictive control (MPC) techniques to the control of quadrotor helicopters, a type of micro aerial vehicle (MAV) platform that has gained great popularity in recent years both in research and commercial/military settings. MPC is a form of optimal control which is attractive in part because it allows engineering requirements to be addressed directly in the design of the controller in terms of costs to be minimized and constraints to be satisfied in an optimization problem. Furthermore, for many engineering problems of interest, the optimization to be performed is convex, meaning that a global optimum can be efficiently computed. MPC first found broad early application in the process industry, where the typically longer time scales were compatible with the time necessary to solve the optimization problem. More recently with both the exponential increase in available computing power and the development of more efficient solution techniques, MPC has become an option for control of systems with faster dynamics, such as quadrotors.

We bring together results from our application of two distinct variants of MPC. The common thread is that we seek advanced control algorithms that can be applied to an autonomous MAV like the quadrotor, ideally without requiring any external resources, i.e. we aim to perform all computations required for real-time closed-loop control on-board the vehicle.

The first variant is known as explicit MPC, where in a sense the heavy numerical work of solving optimization problems is done a priori and off-line, such that the on-line implementation requires minimal computation. In this report we describe the design and implementation of three explicit MPC controllers of increasing complexity, and experiments in which these controllers were executed on a quadrotor’s on-board computer to control the vehicle in hovering flight. We describe the results of these experiments, with particular emphasis on the resulting performance, in terms of each controller’s ability to maintain the quadrotor near a static hover condition.

The second variant is learning-based model predictive control (LBMPC). LBMPC seeks to combine techniques from statistical learning which can help improve performance, with tools and concepts from control theory which provide guarantees about safety, robustness, and convergence. Prior to this work, LBMPC had been implemented in systems quite different from the quadrotor, such as an air-conditioning testbed. Our LBMPC controller for the quadrotor helps demonstrate the formulation’s versatility, and some of the particulars of this problem required extensions to LBMPC which we describe. Our main focus here is on demonstrating properties of LBMPC controllers on the quadrotor testbed, with an implementation of LBMPC that runs in real-time on the quadrotor’s on-board computer. Robustness to “mis-learning” is one aspect of LBMPC that we demonstrate in an experiment where we deliberately mis-tune a learning algorithm. We also demonstrate the improvement in performance possible when a well-tuned learning algorithm is used, show learning used to update the model in a physically meaningful way, and demonstrate the use of the LBMPC controller in an integrated robotic task requiring speed and precision: we design a controller that enables the quadrotor to catch balls.

Finally, another aspect of MPC research that is important in applying MPC to systems with fast dynamics and limited computation is the development of so-called “fast MPC” methods. These techniques leverage the sparsity pattern that is characteristic of the MPC optimization in dedicated solvers that scale better in the MPC horizon than do general-purpose solvers. However, since LBMPC can be considered a superset of classical MPC, existing fast MPC solvers are not able to solve the optimization problems that arise in LBMPC. We have implemented an LBMPC solver based on an infeasible start interior point method and in simulations demonstrate that its runtime scales linearly in the horizon length. We also show results of experiments where this new solver is run on-board the quadrotor for closed-loop control, and compare its performance in this setting to that of two existing general-purpose active-set solvers.
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Chapter 1

Introduction

There has been much recent interest in the use of small unmanned aerial vehicles (UAVs) for security, surveillance/sensor networks (Schwager et al., 2011), and search-and-rescue (Hoffmann, Waslander, and Tomlin, 2006; Michael et al., 2012) applications, and such vehicles have seen use in areas as diverse as recent political upheavals (Austen, 2011) and even as high-tech toys\footnote{Parrot AR.Drone, http://ardrone2.parrot.com/}. Due to these applications, and because of their relatively small size, ability to hover, and mechanical simplicity, quadrotor helicopter UAVs are a popular choice among researchers in control and robotics (Hoffmann et al., 2004; How et al., 2008; Michael et al., 2010; Huang et al., 2011a; Lupashin et al., 2011; Meier et al., 2012).

Prior work in our lab has included application of various types of control systems to the quadrotor; for example, in (Waslander et al., 2005), reinforcement learning and integral sliding mode control were investigated for outdoor altitude control of the quadrotor, and PID control of attitude and altitude were examined in (Hoffmann et al., 2007). In (Ding et al., 2011) a reachability-based control synthesis technique was used to control the lateral motion of a quadrotor. In a prior work in vision-based control (Brockers, Bouffard, Ma, Matthies, and Tomlin, 2011), a PID-type controller was used on the same type of quadrotor platform used in the experiments herein. Much work has been focused on higher-level control and autonomous behaviors (Vitus et al., 2008; Hoffmann and Tomlin, 2008; Huang et al., 2011b). However, application of one of the major classes of control techniques, model predictive control (MPC), had not previously been investigated in detail on our platform.

MPC is a technique which poses the control problem as an optimization, where a given cost function is minimized over decision variables that include the values of the control inputs for the current and future (for some finite horizon—for this reason MPC is also known as receding horizon control (RHC)) timesteps, subject to constraints on state and inputs. MPC is therefore able to naturally consider safety considerations and actuator saturation, as long as these can be formulated as state and input constraints. When the cost function is quadratic in the states and inputs, and the constraints affine, the optimization is a quadratic program (QP), and the resulting control law turns out to be piecewise affine (PWA) when parametrized by the initial condition, over a collection of polytopic regions of the state space.

MPC in applications dates to the late 1970’s, where it first found use in the process industry and was termed Model Predictive Heuristic Control (MPHC) (Richalet et al., 1976, 1978). In this setting, relatively long time scales (e.g. sampling periods on the order of minutes) meant that the modest and unreliable digital computing capabilities of the day were not a barrier to successful adoption of these new methods. In the intervening decades as computing has become faster and more reliable, the types of systems that MPC can address has broadened, and concurrently new theoretical developments have also made the application of MPC techniques feasible on a larger range of systems.

There has been some prior work in application of MPC to quadrotors. In (Raffo and Ortega, 2008), a method for controlling the quadrotor using a combination of MPC and $H_{\infty}$ control was described and tested in simulations. In (Lopes, Ara, and Ishihara, 2011), an MPC controller for a quadrotor was developed and compared in simulations to conventional linear PID control and nonlinear backstepping control. In (Alexis et al., 2011; Alexis, Nikolakopoulos, and Tzes, 2011), a switching (among 3 piecewise-affine (PWA) systems) explicit MPC controller is presented, with experimental results. Finally, in some recent work (Burri et al., 2012) the authors describe experiments with an MPC controller for a quadrotor designed for inspections of a thermal power plant boiler.
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1.1 Overview

In this report, we bring together results from our application of two distinct variants of MPC for control of the quadrotor. The common thread is that we seek advanced control algorithms that can be applied to an autonomous MAV like the quadrotor, ideally without requiring any external resources, i.e. we aim to perform all computations required for real-time closed-loop control on-board the vehicle. The two variants are known as “explicit MPC” and “learning based MPC”.

Explicit MPC

The controller resulting from solving the (quadratic program) MPC optimization problem is PWA over polytopic regions of the initial state (Bemporad et al., 2002). This fact is leveraged by a form of MPC called explicit MPC, in which these PWA control laws and the polytopic regions are pre-computed. The advantage is that the resulting controller can be implemented on-line very efficiently, as the determination of the control input at each timestep amounts to a look-up of the appropriate PWA control law based on which polytopic region contains the current state. This efficiency at run-time comes at a cost—the computation of the polytopic regions scales poorly as the number of states in the system and number of steps in the horizon increase, and can both limit the achievable performance (by limiting the length of horizon that can be handled) and also slow down the task of control design, as any change to the controller parameters (e.g. weighting matrices in the cost function) requires a re-computation of the lookup table, which can require a considerable amount of time, even for systems with relatively small state spaces such as the quadrotor, with a small number of timesteps. We sought to explore the use of explicit MPC for the quadrotor; because of the quadrotor’s small payload capacity it carries a relatively modest on-board computer, so a scheme like explicit MPC that is efficient at run-time is attractive in this context. In this report we describe the design and implementation of three explicit MPC controllers of increasing complexity, and experiments in which these controllers were executed on a quadrotor’s on-board computer to control the quadrotor in hovering flight. We describe the results of these experiments, with particular emphasis on the resulting performance, in terms of each controller’s ability to maintain the quadrotor near a static hover condition.

Learning-based MPC (LBMPC)

A recently developed control technique with roots in MPC, adaptive, and learning-based control is called learning based model predictive control (LBMPC) (Aswani et al., 2012a). It seeks to combine attributes of MPC (most notably, the ability to enforce constraints, which encode safety requirements) with elements of adaptive or learning schemes which promise to improve performance by improving system models based on data obtained on-line. The issue with using the adaptive/learning-based techniques is that, alone, they do not provide any safety guarantees; it is possible in most such techniques to learn an arbitrarily bad model, and controlling based on such a model could lead to compromising safety. LBMPC seeks to reconcile this by using learning to update a model that can improve performance by its incorporation into the cost function, but without compromising safety. The safety property is achieved my maintaining a nominal model, with bounds on the modeling error, and using this bounded-uncertainty nominal model in constraint satisfaction. The result is that even if the learning algorithm fails to improve the model, safety is maintained. This robustness to “mis-learning” is one aspect of LBMPC that we demonstrate with an implementation of LBMPC that runs in real-time on the quadrotor’s on-board computer, in an experiment where we deliberately mis-tune a learning algorithm. We also demonstrate the improvement in performance possible when a well-tuned learning algorithm is used, show learning used to update the model in a physically meaningful way, and demonstrate the use of the LBMPC controller in an integrated robotic task requiring speed and precision: we design a controller that enables the quadrotor to catch balls.
Exploiting structure for fast LBMPC solutions

The sparsity structure in MPC problems has been noted by previous authors, e.g. (Wang and Boyd, 2010; Rao, Wright, and Rawlings, 1998). In a short coda, we describe experiments and simulations where a new primal-dual infeasible-start interior-point method (PD IIPM) sparse solver is used for the control of the quadrotor using LBMPC. The results confirm theoretical results on the linearity of the solve time in the LBMPC horizon length. We compare the new solver against two other solvers as well.

1.2 Organization

This report is concerned with the design and implementation of different types of MPC controllers for a quadrotor, and experiments testing the use of these controllers on a real quadrotor in flight, with the controller running entirely on-board the quadrotor. The material presented here has appeared in part in a term project report (Bouffard and Rose, 2011) and in two papers (Bouffard, Aswani, and Tomlin, 2012; Aswani, Bouffard, and Tomlin, 2012). In the following we describe the organization of the present report.

The following section in this chapter describes notation used in this document. Chapter 2 describes dynamical models for the quadrotor helicopter that are relevant to the controllers that we design for it, and also describes how we identified relevant system parameters for these models. Chapter 3 describes our design and implementation of, and experiments with, an explicit MPC controller for the quadrotor. Chapter 4 describes the LBMPC technique and its application to the quadrotor, and design and implementation of an LBMPC controller for the quadrotor. We also describe experiments on this platform which demonstrate some of the important features of LBMPC. Chapter 5 briefly describes the design and implementation of a new solver using “fast MPC” techniques on the LBMPC problem, and focuses on simulation and experimental results including comparison between this new solver and some existing general-purpose solvers. Finally, in Chapter 6 we offer some concluding remarks and directions for future work. We reserve Appendix A for a detailed description of the experimental testbed including the quadrotor itself as well as supporting hardware and software. Appendix B describes some details of the modeling, estimation, and prediction of the trajectories of balls in free flight that are pertinent to one of the LBMPC experiments.

1.3 Notation

Here, we define the notation used in this report. First we will describe some general conventions used, and then each symbol used is listed, along with its dimensionality/set membership (if applicable) and a short description. Acronyms/initialisms are defined where they are first used, but see also page 67 for a complete list of these.

1.3.1 General conventions

Vectors and matrices: Vectors are not typeset specially, but are identified as such when introduced (e.g., $v \in \mathbb{R}^{10}$). All vectors are column vectors, and the transpose of a vector or matrix is denoted with a superscript $T$ (e.g., $v^T$). The notation $\text{diag}\{d_1, \ldots, d_n\}$ denotes a diagonal matrix with the bracketed values along the diagonal; similarly, the notation $\text{blkdiag}\{D_1, \ldots, D_N\}$ denotes a block-diagonal matrix with the bracketed matrices along the diagonal blocks.

Discrete-time indices and difference equations: Variables that change at each discrete timestep have the time index either denoted by the subscript (e.g. $v_k$), or in square brackets (e.g. $v[k]$). However, in
equations describing the update of such a variable, a superscript $+$ on the variable indexed by time indicates the subsequent time index of the variable. For example, $v^{+} = 0.5v + 0.1$ is equivalent to $v_{i+1} = 0.5v_{i} + 0.1$.

Where a time-indexed variable is included without a subscript, this refers to the value of the variable at the “most recent” timestep in a sense that should be clear from the context.

**Quadratic form:** The notation $\|v\|_{M}^{2}$ denotes the quadratic form $v^{T}Mv$.

**Inertial frame axis subscripts:** The indices 1, 2, or 3 are subscripted on vectors to denote the component in the corresponding axis of the inertial frame.

**Time derivative:** Symbols with a dot above are the time derivative of that symbol (e.g., $\dot{x} = \frac{dx}{dt}$). Double dots indicate a second time derivative (e.g. $\ddot{x} = \frac{d^{2}x}{dt^{2}}$).

**Sets:** Sets are denoted by calligraphic capital letters, e.g. $U$. The Minkowski sum of two sets $U, W$ is defined as $U \oplus W = \{u + w | u \in U, w \in W\}$. The $\ominus$ symbol denotes the Pontryagin set difference operator (Kolmanovsky and Gilbert, 1998), e.g. $\mathcal{X} \ominus D = \{x | \{x\} \oplus D \subseteq \mathcal{X}\}$.

**Limiting values:** Whenever an underbar or overbar is used it indicates the upper or lower limit resp. for under/overlined quantity. For vector quantities the limits are taken element-wise. For example, $\bar{x}$ is the vector of upper limits of the components of $x$.

### 1.3.2 List of symbols

We endeavor here to describe every symbol used in this report. We have tried not to overload notation too much, but where a symbol is overloaded we warn the reader.

**Sets**

- $\mathbb{R}$ The set of all real numbers
- $\mathbb{R}_{+}$ The set of all non-negative real numbers
- $\mathbb{R}_{>0}$ The set of all positive real numbers
- $\mathbb{R}^{n}$ The $n$-dimensional real linear space
- $\mathbb{Z}$ The set of all integers
- $\mathbb{Z}_{+}$ The set of all non-negative integers
- $\mathbb{N}$ The set of all positive integers
- $\mathcal{X} \subseteq \mathbb{R}^{n}$ set of feasible states
- $\mathcal{X}_{f} \subseteq \mathbb{R}^{n}$ set of feasible terminal states
- $\mathcal{U} \subseteq \mathbb{R}^{m}$ set of feasible inputs
- $\Omega \subseteq \mathcal{X} \times \mathbb{R}^{3}$ maximal output admissible disturbance invariant set
- $\mathcal{D} \subseteq \mathbb{R}^{n}$ model uncertainty bounds (per timestep)
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Scalars
(elements of \( \mathbb{R} \) unless otherwise specified)

- \( \delta t \): discrete-time model timestep
- \( \theta \): attitude angle (pitch or roll depending on context)
- \( \theta_0, \theta_1, \theta_2 \): yaw, pitch, roll angles respectively
- \( g \): acceleration due to gravity
- \( m \): (overloaded) mass of quadrotor
- \( m \in \mathbb{N} \): (overloaded) number of inputs (dimension of input vector), or, current discrete timestep
- \( n \in \mathbb{N} \): number of states (dimension of state vector)
- \( p \in \mathbb{N} \): number of outputs (dimension of output vector)
- \( N \in \mathbb{N} \): MPC prediction horizon
- \( n_0, d_0, d_1 \): attitude subsystem transfer function polynomial coefficients
- \( T \): total thrust
- \( T_x \): lateral component of total thrust (in some lateral axis)
- \( T_z \): vertical component of total thrust
- \( x_i \): \( i \)-th component of position of quadrotor in \( \mathbf{F}_I \)
- \( u_i \): \( i \)-th input
- \( K_T \): thrust coefficient
- \( k \in \mathbb{Z} \): timestep index, in discrete-time model
- \( t \): time, in continuous-time model
- \( \delta \): tuning parameter in dual EKF
- \( \rho \): density of air
- \( C_D \): coefficient of air friction

Reference frames

- \( \mathbf{F}_I \): Inertial reference frame
- \( \mathbf{F}_B \): Quadrotor body reference frame

Vectors and matrices

- \( 0, 0_{m \times n} \): The zero matrix (without subscript, dimensions should be clear from context; subscript when present denotes the size)
- \( I, I_n \): The identity matrix (without subscripts, dimensions should be clear from context; subscript when present denotes the size)
- \( b_1, b_2, b_3 \): The coordinate axes of \( \mathbf{F}_B \)
- \( x_1, x_2, x_3 \): The coordinate axes of \( \mathbf{F}_I \)
- \( A_c \in \mathbb{R}^{2 \times 2} \): attitude subsystem continuous-time model dynamics matrix
- \( A_\theta \in \mathbb{R}^{2 \times 2} \): attitude subsystem discrete-time model dynamics matrix
- \( A_t \in \mathbb{R}^{2 \times 2} \): lateral translational subsystem discrete-time model dynamics matrix
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\[
A_l \in \mathbb{R}^{4 \times 4} \quad \text{combined attitude and lateral translation discrete-time model dynamics matrix}
\]

\[
A_8 \in \mathbb{R}^{2 \times 2} \quad \text{combined attitude and lateral translation (both axes) discrete-time model dynamics matrix}
\]

\[
A_z \in \mathbb{R}^{2 \times 2} \quad \text{vertical dynamics subsystem discrete-time model dynamics matrix}
\]

\[
A \in \mathbb{R}^{10 \times 10} \quad \text{combined (10-state) quadrotor dynamics discrete-time model dynamics matrix}
\]

\[
A_b \in \mathbb{R}^{2 \times 2} \quad \text{ball model dynamics matrix (one axis)}
\]

\[
B_l \in \mathbb{R}^{4 \times 1} \quad \text{combined attitude and lateral translation discrete-time model input-to-state map}
\]

\[
B_c \in \mathbb{R}^{2 \times 1} \quad \text{attitude subsystem continuous-time model input-to-state map}
\]

\[
B_\theta \in \mathbb{R}^{2 \times 1} \quad \text{attitude subsystem discrete-time model input-to-state map}
\]

\[
B_t \in \mathbb{R}^{2 \times 1} \quad \text{lateral translational subsystem discrete-time model input-to-state map}
\]

\[
B_8 \in \mathbb{R}^{8 \times 2} \quad \text{combined attitude and lateral translation (both axes) discrete-time model input-to-state map}
\]

\[
B_z \in \mathbb{R}^{2 \times 1} \quad \text{vertical dynamics subsystem discrete-time model input-to-state map}
\]

\[
B \in \mathbb{R}^{10 \times 3} \quad \text{combined (10-state) quadrotor dynamics discrete-time model input-to-state map}
\]

\[
C_\theta \in \mathbb{R}^{1 \times 2} \quad \text{attitude subsystem state-to-output map (discrete- or continuous-time model)}
\]

\[
C_t \in \mathbb{R}^{1 \times 2} \quad \text{lateral translational subsystem discrete-time model state-to-output map}
\]

\[
C \in \mathbb{R}^{5 \times 10} \quad \text{combined (10-state) quadrotor dynamics discrete-time model state-to-output map}
\]

\[
C_b \in \mathbb{R}^{3 \times 6} \quad \text{ball model state-to-output map}
\]

\[
D \in \mathbb{R}^{p \times m} \quad \text{input-to-output map (feed-through)}
\]

\[
q_i \in \mathbb{R}^4 \quad \text{state vector of 4-state combined lateral and attitude model, } i = 1, 2
\]

\[
q_3 \in \mathbb{R}^2 \quad \text{state vector of vertical dynamics subsystem model}
\]

\[
x_l \in \mathbb{R}^8 \quad \text{state vector of 8-state combined lateral and attitude discrete-time model for both lateral axes}
\]

\[
u_l \in \mathbb{R}^2 \quad \text{input vector of 8-state combined lateral and attitude discrete-time model for both lateral axes}
\]

\[
k_z \in \mathbb{R}^{2 \times 1} \quad \text{affine term in vertical dynamics subsystem model}
\]

\[
k_l \in \mathbb{R}^{4 \times 1} \quad \text{affine term in 8-state combined lateral and attitude discrete-time model for both lateral axes}
\]

\[
x \in \mathbb{R}^{10} \quad \text{combined (10-state) quadrotor dynamics discrete-time model state vector}
\]

\[
y \in \mathbb{R}^5 \quad \text{combined (10-state) quadrotor dynamics discrete-time model output vector}
\]

\[
\epsilon \in \mathbb{R}^5 \quad \text{measurement noise in combined (10-state) quadrotor dynamics discrete-time model output equation}
\]

\[
P_N \in \mathbb{R}^{n \times n} \quad \text{final state cost weighting matrix in MPC cost function}
\]

\[
Q \in \mathbb{R}^{n \times n} \quad \text{stage state cost weighting matrix in MPC cost function}
\]

\[
R \in \mathbb{R}^{m \times m} \quad \text{stage input cost weighting matrix in MPC cost function}
\]

\[
\delta u \in \mathbb{R}^m \quad \text{differential input vector in } \delta u \text{-formulation MPC model}
\]

\[
r \in \mathbb{R}^p \quad \text{reference output in } \delta u \text{-formulation MPC model}
\]

\[
\hat{x} \in \mathbb{R}^{10} \quad \text{estimated quadrotor state}
\]

\[
\tilde{x} \in \mathbb{R}^{10} \quad \text{quadrotor state predicted with learned model}
\]

\[
\bar{x} \in \mathbb{R}^{10} \quad \text{quadrotor state predicted with nominal model}
\]
1.3 Notation

- $x \in \mathbb{R}^{10}$: actual quadrotor state vector
- $x_b \in \mathbb{R}^{6}$: actual ball state vector
- $\hat{x}_b \in \mathbb{R}^{6}$: estimated ball state vector
- $\hat{u} \in \mathbb{R}^n$: estimated input
- $U_0 \in \mathbb{R}^{mn}$: stacked vector of all input vectors over MPC horizon
- $w \in \mathbb{R}^4$: state noise vector (explicit MPC model for one axis)
- $F(\beta) \in \mathbb{R}^{10 \times 10}$: oracle updates to dynamics matrix
- $H(\beta) \in \mathbb{R}^{10 \times 3}$: oracle updates to input-to-state map
- $z(\beta) \in \mathbb{R}^{10}$: oracle updates to affine term of dynamics model
- $K \in \mathbb{R}^{3 \times 10}$: nominal feedback gain
- $\hat{K} \in \mathbb{R}^{3 \times 10}$: feedback gain used for computations of terminal set
- $\hat{K} \in \mathbb{R}^{10 \times 5}$: feedback gain matrix used in dual EKF state estimate update
- $K_b \in \mathbb{R}^{6 \times 3}$: feedback gain matrix used in ball observer state estimate update
- $\beta \in \mathbb{R}^{12}$: vector of true parameters in oracle model
- $\hat{\beta} \in \mathbb{R}^{12}$: vector of estimated parameters in oracle model
- $\xi \in \mathbb{R}^3$: vector parameterizing points that can be feasibly tracked with a linear controller
- $\hat{u} \in \mathbb{R}^3$: input vector in LBMPC optimization
- $c^* \in \mathbb{R}^3$: optimal input
- $y_s \in \mathbb{R}^5$: steady-state output
- $x_s \in \mathbb{R}^{10}$: steady-state state
- $u_s \in \mathbb{R}^3$: steady-state input
- $\Lambda \in \mathbb{R}^{10 \times 3}$: subspace projection of $\xi$ into state space
- $\Psi \in \mathbb{R}^{3 \times 3}$: subspace projection of $\xi$ into input space
- $\Pi \in \mathbb{R}^{5 \times 3}$: subspace projection of $\xi$ into output space
- $x_0 \in \mathbb{R}^{10}$: steady-state affine subspace offset vector in state space
- $u_0 \in \mathbb{R}^3$: steady-state affine subspace offset vector in input space
- $y_0 \in \mathbb{R}^5$: steady-state affine subspace offset vector in output space
- $\mu \in \mathbb{R}^{12}$: parameter noise vector
- $P_2 \in \mathbb{R}^{10 \times 12}$: cross-covariance matrix between state and parameter estimates
- $P_3 \in \mathbb{R}^{12 \times 12}$: covariance matrix of parameter estimate
- $M \in \mathbb{R}^{10 \times 12}$: matrix of partial derivatives of oracle update equation with respect to parameters
- $\Xi \in \mathbb{R}^{5 \times 5}$: covariance matrix of measurement noise
- $\Upsilon \in \mathbb{R}^{12 \times 12}$: covariance matrix of parameter process noise
- $L \in \mathbb{R}^{12 \times 5}$: feedback gain in dual EKF parameter update equation
- $\bar{x}_D \in \mathbb{R}^{10}$: bounds on state uncertainty
- $F_G \in \mathbb{R}^3$: force due to gravity
- $F_D \in \mathbb{R}^3$: force due to air drag
- $V \in \mathbb{R}^3$: instantaneous velocity vector of ball
- $x_b \in \mathbb{R}^6$: state vector of ball
- $\hat{x}_c \in \mathbb{R}^{10}$: predicted intercept of ball trajectory with plane at catching altitude
Other

\( G(s) \) attitude subsystem input-output transfer function

\( J^*(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) optimal value of cost function in mp-QP for given state \( x \)

\( J(z, x) : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) cost function in mp-QP for given vector of decision variables \( z \) and state vector \( x \)

\( J_0^*(x(0)) : \mathbb{R}^n \rightarrow \mathbb{R} \) optimal value of cost function in CFTOC mp-QP for given initial state \( x(0) \)

\( J_0(x(0), U_0) : \mathbb{R}^n \times \mathbb{R}^{mN} \rightarrow \mathbb{R} \) cost function in mp-QP for given vector of decision variables \( z \) and state vector \( x \)

\( h(x, u) : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) unmodeled dynamics in system model

\( \mathcal{F}_N(x, u) : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) LBMPC nominal dynamics model (difference equation)

\( \mathcal{O}_m(x, u) : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) oracle updates to model at timestep \( m \)
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Quadrotor Dynamics Model

2.1 Overview

In this chapter we first briefly describe the theory of operation of quadrotor helicopters. We then describe the models used for the controller design in later chapters, and conclude with a description of the system identification that was performed to obtain estimates of the key parameters of these models.

2.2 Quadrotor theory of operation

The basic principle of operation of a quadrotor helicopter consists in the generation of net force and torque through variation of the rotational speeds of the four rotors. Detailed treatment of the dynamics of quadrotor motion can be found in, e.g., (Hoffmann et al., 2011). Here, we assume a simplified model that is suitable for an operating regime around steady hover, and we summarize in this section the aspects of quadrotor operation that are relevant to near-hover flight.

Quadrotors are so named because of their characteristic set of four identical rotors. We will assume here only fixed-pitch rotors, although variable-pitch quadrotors are being investigated by some researchers (Cutler, 2012). The rotors are the only actuators in this system, and at each instant each will exert a force and moment on the quadrotor’s airframe. The rotors are set up in counter-rotating pairs as shown in Fig. 2.1, such that when they are all rotating at the same speed, the moments exactly cancel. Further, when the motors rotate at a particular equal speed, and the plane of the rotors is perpendicular to the vertical, sufficient overall thrust is produced so that the vehicle neither gains nor loses altitude. If the quadrotor is also at zero velocity relative to some inertial frame then this is considered to be the hover condition of the quadrotor.

The quadrotor’s position and orientation in space can be modified from the hover condition by varying the speeds of the motors from their hover speed. To induce an angular acceleration about the quadrotor’s yaw axis (the axis coincident with vertical, when the quadrotor is level with the ground), rotors 1 and 3 (with reference to Fig. 2.1 for the rotor numbering) would together increase/decrease their rate while rotors 2 and 4 decrease/increase their rate. Angular accelerations about roll and pitch axes (the axes labeled $b_1$ and $b_2$ in Fig. 2.1 resp.) are induced when one rotors on the alternate axis increases its speed while the other decreases. For example, to induce a positive pitch acceleration, rotor 1 would increase in speed while rotor 3 would decrease. Lateral accelerations are induced whenever roll and/or pitch are nonzero (they are both zero when the quadrotor is level with the ground) by virtue of the overall net thrust vector of the quadrotor (i.e. the sum of the four thrust vectors, one from each rotor) having nonzero components in the horizontal plane when this is the case. To increase or decrease altitude requires a nonzero net force in the vertical axis; this is achieved by simultaneously increasing or decreasing the speeds of all four rotors by the same amount. These translational accelerations will be the ones we are most interested in, and because they are coupled to the angular rotation, this coupling is an important consideration in any dynamical model of the quadrotor.
2.3 Quadrotor models for near-hover operation

In this section we describe in detail the specific models for the quadrotor that are used in later chapters. Quadrotors, like all rotorcraft, are subject to a number of important aerodynamic effects, beyond those that are behind its basic principle of operation: each motor develops a force and moment that are roughly proportional to the motor’s speed, as the attached rotor effects momentum change of the surrounding air. However, we have in mind applications (e.g. mobile sensor networks, surveillance) in which the translational position and velocity of the quadrotor are of primary interest, while the vehicle’s attitude is secondary. By this we mean that changes in pitch and roll attitude serve to induce lateral translational accelerations to change the vehicle’s translational position and velocity, but we usually are only interested in changing pitch and roll as a means to an end (that of inducing lateral accelerations).

In all the models considered here, we treat the yaw angle as fixed; equivalently yaw is handled by a completely separate controller and the models we describe here can be considered to be transformed such that “pitch” and “roll” are interpreted as angles in a body frame unaffected by the yaw angle, i.e. always oriented such that the body axis $b_1$ coincides with inertial axis $x_1$, and body axis $b_2$ with inertial axis $x_2$ (with reference to Fig. 2.2).

In general, we start by imagining the quadrotor as a free body subject to two forces: that of gravity, and the total thrust from the rotors, which is taken to act in a direction opposite to the body $z$ axis. We can consider the motion in each of the two perpendicular vertical planes (the $x_1 - x_3$ plane and the $x_2 - x_3$ plane) separately; since gravity always acts in the same direction, the only variation in the forces relates to the direction and magnitude of the thrust vector. However, to completely decouple the axes, and obtain a linear model, we will assume when considering the lateral (horizontal) dynamics that the vertical dynamics are in static equilibrium, and vice-versa. This fixes the magnitude of the thrust vector (since it must be that which coincides with zero vertical acceleration) and the only remaining variable is the direction of the thrust in each vertical plane, or equivalently, the angle between the (projected in a given plane) thrust vector and the vertical.

Now the dynamics of this angle (call it $\theta$) are due to moments generated about an axis perpendicular to the plane by unequal thrust on either side of the vehicle. Conceptually it is perhaps easiest to think...
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This section introduces the mathematical models used to describe the behavior of quadrotors in near-hover operation. The models are developed to capture the dynamics of the vehicle in response to control inputs, focusing on the relationship between the inertial frame and the quadrotor body frame.

**Figure 2.2:** Relationship between inertial frame $F_I$ and quadrotor body frame $F_B$.

The models of a quadrotor are based on the understanding that the thrust generated by each rotor is proportional to its rate of rotation. This thrust difference leads to linear accelerations in the inertial frame, which can be mathematically modeled.

The quadrotor's dynamics are described by the difference in thrust between opposing pairs of rotors. Generally, the plane of consideration may include a mixture of rotors. However, the control task at the low level for a quadrotor consists in judicious modulation of the speeds of each of the four rotors to obtain a desired motion of the vehicle.

For our purposes, we will delve no further into the physics behind the attitude dynamics. The main reason for this is a practical one: the actual system we will perform experiments on, a quadrotor based on the Ascending Technologies (AscTec) Pelican, is equipped with closed-loop attitude regulation “out of the box”. That is, it accepts desired pitch and roll angles and implements a feedback controller to drive the error between commanded and actual angles towards zero. The exact structure of this controller is in fact not known to us; it is implemented in proprietary code on the “low level” (LL) microcontroller on the Pelican (see Appendix A). AscTec does provide a utility that allows the user to modify some control gains, in particular proportional (P) and derivative (D) gains for the roll and pitch axes can be selected. So we assume that the attitude controller is some type of PD based controller, though we don’t know the specifics. This leads us towards system identification, which we will discuss in more detail below. But here it is worth pointing out the main conclusion we have drawn about the attitude controller based on our testing: it seems it may be reasonably well-modeled by a second-order transfer function.

Ultimately what we will obtain is a model in which each lateral axis has a rotational subsystem that describes the dynamics of the angle $\theta$, and this angle is the input to a translational subsystem which is simply a double integrator; as we will see the angle $\theta$ (in radians) is effectively identically the acceleration in that lateral axis, in g’s. That is, if $\theta = 0.1$ rad, then the corresponding translational axis will undergo an acceleration of $0.1 g = 0.981 \text{ m/s}^2$. The vertical dynamics model will be even simpler: just a double integrator with a constant force of $mg$ in the (inertial frame) $+z$ direction, and a controlled input of $0 \leq T \leq \bar{T}$ in the $-z$ direction (where $\bar{T}$ is the maximum thrust of the quadrotor).

In the following subsections we develop these ideas to show the specific form of discrete-time, linear time-invariant (LTI) models. We start by modeling the attitude subsystem, next the lateral translational subsystem, then the combined attitude and lateral dynamics for one lateral direction, then we form a model combining two attitude/lateral systems together to consider both lateral axes in one model, then
a model of the dynamics of the vertical subsystem, and finally we put the last two models together for a
full model of the translational dynamics of the quadrotor, including the pitch/roll attitude subsystems.

2.3.1 Preliminaries

The quadrotor’s position and orientation are expressed in terms of a body-fixed frame with axes
\( F_B := \{b_1, b_2, b_3\} \), with respect to an inertial frame with axes \( F_I := \{x_1, x_2, x_3\} \). Define the state
of the system

\[
x = (x_1, \dot{x}_1, \theta_1, \dot{\theta}_1, x_2, \dot{x}_2, \theta_2, \dot{\theta}_2, x_3, \dot{x}_3)^T \in \mathbb{R}^{10}
\]

where \( x_1, x_2, x_3 \) are the components of the vector from \( F_I \) to \( F_B \), expressed in \( F_I \), and \( \theta_0, \theta_1, \theta_2 \) are the rotations (in radians) in a 3-2-1 (yaw-pitch-roll) rotating axes Euler sequence taking \( F_I \) to \( F_B \). In the present work, we assume that
\( \theta_0 \) (yaw) is held fixed which is why we do not include it in the state vector. We already illustrated
the inertial and quadrotor body frames in Fig.2.2, and Fig.2.3 illustrates the axes of rotation of the
quadrotor.

![Axes of rotation: \( \theta_0 \) (yaw) about \( b_3 \) axis (going into the page); \( \theta_1 \) (pitch) about \( b_2 \) axis;
and \( \theta_2 \) (roll) about \( b_1 \) axis.](image)

2.3.2 Attitude Dynamics

We assume that the closed-loop attitude dynamics can be approximated by a second-order system (i.e.
one that can be thought of as a torsional inertia-spring-damper). This is based on observations from
experiments with step inputs which we detail below. We will assume that the pitch and roll dynamics
are decoupled and identical to one another; in the following for ease of presentation we will simply
refer to the angular dynamics of the pitch axis.

We therefore assume an input-output (where input is desired pitch angle \( \theta_r \) and output is actual pitch
angle \( \theta \) ) transfer function model of the form

\[
G(s) = \frac{n_0}{s^2 + d_1 s + d_0}.
\]

Note that this corresponds to the differential equation

\[
\frac{1}{n_0} \ddot{\theta}(t) = -\frac{d_1}{n_0} \dot{\theta}(t) - \frac{d_0}{n_0} \theta(t).
\]

An equivalent continuous-time state-space single-input single-output (SISO) model (in observable
canonical form) is

\[
\frac{d}{dt} x(t) = A_x x(t) + B_x u(t)
\]

\[
= \begin{bmatrix} -d_1 & 1 \\ -d_0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ n_0 \end{bmatrix} u(t),
\]

\[
y(t) = \begin{bmatrix} 1 & 0 \end{bmatrix} x(t),
\]
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where \( x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \) is the state, the input \( u(t) = \theta_r(t) \) (reference input), and the output \( y(t) = \theta(t) \).

Finally, for implementation in our MPC framework, we convert this to a discrete-time representation, with sample time \( \delta t \), using the exact discretization (assuming zero-order-hold of the input, i.e. \( u(t+s) = u(t) \) for \( s \in [0, \delta t) \))

\[
A_\theta = e^{A_c \delta t}, \quad B_\theta = \int_0^{\delta t} e^{A_c \tau} d\tau B_c.
\] (2.4)

yielding a difference equation discrete-time linear, time-invariant (LTI) model,

\[
\begin{align*}
\dot{x}_\theta &= A_\theta x_\theta + B_\theta u_
theta \\
y_\theta &= C_\theta x_\theta.
\end{align*}
\] (2.5)

2.3.3 Lateral translational dynamics

We again assume identical, decoupled axes for the lateral motion. We will assume a point mass model and neglect air drag. The lateral (horizontal) acceleration is due to the horizontal component \( T_x \) of the quadrotor’s total thrust \( T \), which always acts opposite the quadrotor \( b_3 \) axis. In the vertical direction, the acceleration is due to the net force considering the vertical component \( T_z \) of the quadrotor’s thrust and the force due to gravity \( mg \). Fig. 2.4 illustrates this. We assume that the timescale of the thrust dynamics is sufficiently fast that we can consider the vertical dynamics to be in equilibrium, thus the vertical component of the thrust \( T_z = T \cos \theta = mg \), so \( T = \frac{mg}{\cos \theta} \) and so the lateral thrust for some given \( \theta \) is \( T_x = mg \frac{\sin \theta}{\cos \theta} \). With \( x(t) \) here representing the lateral position in a particular axis the model has the form,

\[
\begin{align*}
mx(t) &= mg \frac{\sin \theta}{\cos \theta} \\
\ddot{x}(t) &= g \tan \theta
\end{align*}
\]
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We linearize (i.e. small angles assumption, \( \tan \theta \approx \theta \) near \( \theta = 0 \)). The linearized model is thus,

\[ \dot{x}(t) = g\theta(t). \]

The corresponding transfer function is

\[ G(s) = \frac{g}{s^2}, \]

which yields a continuous-time observer canonical LTI realization,

\[
\begin{align*}
\frac{d}{dt}x(t) & = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ g \end{bmatrix} u(t), \\
y(t) & = \begin{bmatrix} 1 & 0 \end{bmatrix} x(t),
\end{align*}
\]

and a corresponding discrete-time LTI model,

\[
\begin{align*}
x_t[k + 1] & = A_t x_t[k] + B_t u_t[k] \\
y_t[k] & = C_t x_t[k]
\end{align*}
\]

where

\[
A_t = \begin{bmatrix} 1 & \delta t \\ 0 & 1 \end{bmatrix}, \quad B_t = \begin{bmatrix} \frac{\delta t^2}{2} \\ g \delta t \end{bmatrix}, \quad C_t = \begin{bmatrix} 1 & 0 \end{bmatrix},
\]

using the same exact discretization of (2.4).

2.3.4 Combined attitude and lateral translational dynamics

Here we describe combining the SISO attitude dynamics, in which the input is the commanded angle and the output is the actual angle, with the translational dynamics, in which the input is essentially the actual angle in radians (for the system linearized about the hover condition). Since the input \( u_t \) to the translational dynamics system (2.7) is the output \( y_\theta \) of the attitude system (2.5), we have

\[
B_t u_t = B_t C_\theta x_\theta = g \begin{bmatrix} \frac{\delta t^2}{2} \\ g \delta t \end{bmatrix} x_\theta = \begin{bmatrix} \frac{g \delta t^2}{2} & 0 \\ g \delta t & 0 \end{bmatrix} x_\theta.
\]

4-state model for one lateral axis

We now combine the translational and attitude dynamics for a given axis (i.e. roll \( \phi \) and +y, pitch \( \theta \) and -x) to form a 4-state linear time-invariant discrete-time model for that axis:

\[
q_i^+ = \begin{bmatrix} x_i^+ \\ \dot{x}_i^+ \\ \dot{\theta}_i \\ \dot{\theta}_i \end{bmatrix} = A_t q_i + B_t u_i
\]

\[
= \begin{bmatrix} A_t & B_t C_\theta \\ 0 & A_\theta \end{bmatrix} q_i + \begin{bmatrix} 0 \\ B_\theta \end{bmatrix} u_i
\]

(2.8)

For clarity, here \( q_i \in \mathbb{R}^4, x_i, x_\theta \in \mathbb{R}^2, u_i \in \mathbb{R}, A_t \in \mathbb{R}^{4 \times 4}, B_t \in \mathbb{R}^{4 \times 1}, A_\theta \in \mathbb{R}^{2 \times 2}, B_\theta \in \mathbb{R}^{2 \times 1} \). The index \( i \in \{1, 2\} \) denotes which of the two lateral axes is modeled.
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**8-state model for both lateral axes**

Further, it is trivial to then concatenate two copies of (2.8) block-wise, to derive an 8-state model which models the dynamics of both lateral axes simultaneously:

\[
x_i^+ = \begin{bmatrix} q_1^+ \\ q_2^+ \end{bmatrix} = A_8 x_l + B_8 u_l \\
= \begin{bmatrix} A_l & 0 \\ 0 & A_l \end{bmatrix} \begin{bmatrix} q_1 \\ q_2 \end{bmatrix} + \begin{bmatrix} B_l & 0 \\ 0 & B_l \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \\
= \begin{bmatrix} A_l & B_l C_\theta & 0 & 0 \\ 0 & A_\theta & 0 & 0 \\ 0 & 0 & A_l & B_l C_\theta \\ 0 & 0 & 0 & A_\theta \end{bmatrix} x + \begin{bmatrix} 0 & 0 \\ 0 & B_\theta \end{bmatrix} u
\]

(2.9)

For clarity, here \( x_l = [q_1^T, q_2^T]^T \in \mathbb{R}^8 \), \( q_1, q_2 \in \mathbb{R}^4 \), \( u_l = [u_1, u_2]^T \in \mathbb{R}^2 \), \( A_8 \in \mathbb{R}^{8 \times 8} \), \( B_8 \in \mathbb{R}^{8 \times 1} \), \( A_l \in \mathbb{R}^{4 \times 4} \), \( B_l \in \mathbb{R}^{4 \times 1} \), \( A_\theta \in \mathbb{R}^{2 \times 2} \), \( B_\theta \in \mathbb{R}^{2 \times 1} \).

### 2.3.5 Vertical translational dynamics

The vertical dynamics have no rotational component and can be written in discrete-time for timestep \( \delta t \) as

\[
q_3^+ = A_z q_3 + B_z u_3 + k_z,
\]

(2.10)

where \( q_3 = [x, \dot{x}_3]^T \), \( A_z = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), \( B_z = -\frac{K_T}{m} \begin{bmatrix} \delta t^2/2 \\ \delta t \end{bmatrix}^T \) and \( K_T > 0 \) is a thrust-to-command ratio to be determined empirically, the input \( u_3 \) is the commanded thrust, and

\[
k_z = \frac{g}{m} \begin{bmatrix} \delta t^2/2 \\ \delta t \end{bmatrix}
\]

(2.11)

represents the acceleration due to gravity.

### 2.3.6 Combined lateral and vertical dynamics model

Finally, we describe the form of an overall model of both the lateral (horizontal, parallel to the ground) and vertical dynamics of the quadrotor. The combined model has a total of 10 states; 3 translational positions, 2 angles, and the derivatives of each. Since we intend to use this model for MPC, we will only consider a discrete-time model for a given discrete time step \( \delta t \). To form this model, we simply concatenate block-wise the 8-state model for the lateral axes (2.9) with the 2-state model for the vertical
dynamics (2.10) to obtain

\[
x^+ = Ax + Bu + k
\]

\[
= \begin{bmatrix}A_8 & 0 & x_1 \\ 0 & A_{z_1} & q_3 \end{bmatrix} + \begin{bmatrix}B_8 & 0 \\ 0 & B_{z_2} \end{bmatrix} u_1 + k_1
\]

\[
= \begin{bmatrix}A_1 & B_1 & C_0 & 0 & 0 & 0 \\ 0 & A_0 & 0 & 0 & 0 & 0 \\ 0 & 0 & A_1 & B_1 & C_0 & 0 \\ 0 & 0 & 0 & A_0 & 0 & 0 \\ 0 & 0 & 0 & 0 & A_2 & 0 \end{bmatrix} \begin{bmatrix}q_1 \\ q_2 \\ q_3 \end{bmatrix} + \begin{bmatrix}B_1 & 0 & 0 \\ 0 & B_1 & 0 \\ 0 & 0 & B_2 \end{bmatrix} u_3 + \begin{bmatrix}0 \\ 0 \\ 0 \end{bmatrix}
\]

\[
= \begin{bmatrix}1 & \delta t \frac{g \delta t^2}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & \frac{g \delta t}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & A_{11} & A_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & A_{21} & A_{22} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & \delta t & \frac{g \delta t^2}{2} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & x_2 & \frac{g \delta t}{2} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & \delta t & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \delta t & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}
\]

\[
\begin{bmatrix}x_1 \\ \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix} + \begin{bmatrix}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} u_1 + \begin{bmatrix}u_2 \\ u_3 \end{bmatrix} = \begin{bmatrix}0 \\ 0 \\ 0 \\ 0 \end{bmatrix}
\]

where \(A_{ij}^k\) refers to the \(ij\)-th entry of the system matrix of the discretized rotational dynamics \(A_0\) and \(B_0^k\) refers to the \(i\)-th entry of the input-to-state map \(B_0\) for the discretized rotational dynamics. In (2.12) we have expanded all matrices for clarity and to emphasize the block structure. This form also makes clear which quantities need to be measured or identified: the rotational subsystem input-to-state map \(B_0\), which will be a function of continuous-time transfer function (2.1) coefficients \(d_0, d_1, n_0\) and discrete time step \(\delta t\); the rotational subsystem dynamics matrix \(A_0\), a function of \(d_0, d_1\) and \(\delta t\); the thrust coefficient \(K_T\); and the mass \(m\) (note that the last two only appear in the vertical dynamics subsystem and the first two only in the attitude subsystems).

### 2.4 System Identification

In this section we describe how we identified (or measured) the vehicle-dependent quantities that appear in the dynamics models of Sec.2.3. First we describe the identification of the parameters of the attitude dynamics model, and then of the vertical dynamics model. We conclude by forming the full model discretized to the nominal control frequency for the quadrotor (40 Hz) with the identified parameters included. The models with parameters identified are used for our controller development, and have also been used in other work, for example in hierarchical stochastic motion planning (Vitus, 2012).

#### 2.4.1 Attitude dynamics

To realize a system model that is a good approximation of our actual quadrotors, we performed a rudimentary system identification of the attitude dynamics. The objective was to identify the unknown coefficients \(n_0, d_0, d_1\) of the transfer function (2.1). This involved issuing step-input pitch (or roll) commands starting from a hover condition, and measuring the corresponding response of the actual angle \(\theta(t)\). The step inputs were performed for differing magnitudes of the step and in different directions.

Fig.2.5 shows a plot of a typical response, and the overall response for all these tests can be summarized as follows. The typical response was for the measured angle \(\theta(t)\) to reach a maximum of 60% of
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the commanded step value in just under 0.4 seconds. The steady-state value \( \theta_{ss}(t) \) appears to be approximately 50% of the command\(^1\). Note that there exist simple relationships between these observed quantities and the unknown coefficients we seek. Let the proportion of overshoot \( PO \) be the fraction by which the maximum value of the response exceeds its steady state value; thus we have \( PO = (0.6 - 0.5)/0.5 = 0.2 \). The peak time \( t_p \) is the time required for the response to reach the peak (overshoot) value, so \( t_p = 0.4 \). Let the DC gain \( G_{dc} \) be the proportion of the steady-state value of the signal (relative to the input); so \( G_{dc} = 0.5 \). It is customary to define a quantity called the damping ratio \( \zeta \) and use for it the notation \( \zeta \), and also to call the undamped natural frequency \( \omega_n \). The relationships between the observed quantities and the coefficients we seek are then

\[
\zeta = \sqrt{\frac{\ln^2 PO}{\ln^2 PO + \pi^2}}
\]

\[
\omega_n = \frac{t_p \sqrt{1 - \zeta^2}}{\ln \omega_n}
\]

\[
n_0 = G_{dc} \omega_n^2
\]

\[
d_0 = \omega_n^2
\]

\[
d_1 = 2 \zeta \omega_n.
\]

With these relationships we obtain \( n_0 = 38.9372, d_0 = 77.8743, d_1 = 8.0472 \). Recognizing that our methodology is rather coarse, we took only the first significant digit and so selected the parameter values

\[
n_0 = 40, d_1 = 8, d_0 = 80.
\]

With these parameters we can now form the continuous time model (2.2) of the attitude dynamics

\[
\frac{d}{dt} x(t) = \begin{bmatrix} -8 & 1 \\ -80 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 40 \end{bmatrix} u(t),
\]

\[
y(t) = \begin{bmatrix} 1 & 0 \end{bmatrix} x(t).
\]

Taking a discretization timestep of \( \delta t = 0.025 \text{s} \) (40 Hz, the default control frequency for our quadrotor), and gravitational constant \( g = 9.81 \text{m/s}^2 \), we can then obtain through exact discretization (2.4)\(^2\) the transition map and input map matrices of the equivalent discrete-time system (2.5),

\[
A_\theta = \begin{bmatrix} 0.7969 & 0.2247 \\ -1.798 & 0.9767 \end{bmatrix}, \quad B_\theta = \begin{bmatrix} 0.01166 \\ 0.9921 \end{bmatrix}.
\]

A simulated step response from continuous- and discrete-time models using these parameters is shown in Fig.2.6.

Finally, we form the combined 4-state discrete-time (for \( \delta t = 0.025 \text{s} \)) SISO state-space model for either the body \( y \) or body \( -x \) axis, with corresponding input \( \theta_{cmd} \) (pitch) or \( \phi_{cmd} \) (roll) respectively by

\(^1\)Initially, we were surprised to observe the large steady-state offset. However, we find in the literature a model and supporting experimental results for non-trivial opposing moments on a similar quadrotor with PD attitude control. This is a manifestation of a phenomenon on rotorcraft known as ‘blade flapping’ (Hoffmann et al., 2007). The angles and velocities here are comparable to those in that work, and though its authors do not present step input results, it seems reasonable to conjecture that the same phenomenon may be at work in the present study. Additional analysis and/or experiments are needed to draw more certain conclusions, but this is left as a direction for future investigation.

\(^2\)e.g. using the MATLAB Control System Toolbox command c2d, which produces an exact discretization assuming zero-order-hold of the input.
substituting into 2.8:

\[
\begin{bmatrix}
    x_t \\
    x_\theta
\end{bmatrix}^+ = Ax + Bu
\]

\[
= \begin{bmatrix}
    A_t & B_t C_\theta \\
    0 & A_\theta
\end{bmatrix} \begin{bmatrix}
    x_t \\
    x_\theta
\end{bmatrix} + \begin{bmatrix}
    0 \\
    B_\theta
\end{bmatrix} u_\theta
\]

\[
= \begin{bmatrix}
    1 & 0.0250 & 0.0031 & 0 \\
    0 & 1 & 0.2453 & 0 \\
    0 & 0 & 0.7969 & 0.0225 \\
    0 & 0 & -1.7976 & 0.9767
\end{bmatrix} \begin{bmatrix}
    x_t \\
    x_\theta
\end{bmatrix} + \begin{bmatrix}
    0 \\
    0 \\
    0.01 \\
    0.9921
\end{bmatrix} u_\theta
\]

(2.15)

Figure 2.5: Typical experimental step response from testing data (input in cyan, output in red). Here the command is a step change of 10 degrees in the pitch axis. (The horizontal axis is time in seconds)

2.4.2 Vertical dynamics

As noted in Sec.2.3.6, to have a model of the vertical dynamics we need to know the mass \( m \) and a thrust factor \( K_T \). The mass was measured with a scale and found to be 1.3 kg. To determine the thrust factor, we flew the quadrotor at a hover condition (far enough from the ground that ground effect was not present) and observed the command input that was required to maintain equilibrium. We obtained a value of \( K_T = 0.91 \).

2.4.3 Combined lateral and vertical dynamics

Combining the parameters identified in the above, here we present the complete 10-state discrete-time (for timestep \( \delta t = 0.025 \) s) LTI model for the quadrotor near hover, i.e. (2.12) with all parameters
Thus, the measurement vector $y_k = [x_1, \theta_1, x_2, \theta_2, x_3]^T + \epsilon$. 

Finally, the measurement $y_k \in \mathbb{R}^5$ at timestep $k$ for this system are obtained from the states and subject to some measurement noise $\epsilon_k \in \mathbb{R}^5$, which is considered to be an independent and identically distributed (i.i.d.), bounded stochastic quantity. The measurement equation is

$$y_k = Cx_k + \epsilon_k$$

$$= \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} x_k + \epsilon_k.$$
Figure 2.6: Simulated response of closed-loop attitude dynamics model, continuous and discretized ($dT = 0.025\text{ s}$), for selected parameter values, to a unity step input. Dashed vertical lines illustrate rise time of 0.4 s to a peak value of 0.6, a DC gain of 0.5, and a settling time (to within 1% of the steady-state value) of about 0.9 s.
Chapter 3

Explicit MPC Control

3.1 Overview

In this chapter we investigate the use of explicit MPC (Bemporad et al., 2002; Tondel, Johansen, and Bemporad, 2001; Mariethoz, Domahidi, and Morari, 2009) to control the quadrotor in hover. In explicit MPC, the optimization problem whose solution determines the optimal sequence of inputs is effectively solved ahead of time. That is, a “multi-parametric” quadratic programming problem is posed, in which the initial state is the parameter; the solution of this is piecewise affine over polyhedral domains of the state space. The control law can thus effectively be encoded as a look-up table, resulting in a very computationally efficient on-line controller implementation.

The main objective here was to explore the use of MPC for the real-time control of the quadrotor. There is very little prior work described in the literature on explicit MPC for a quadrotor; notably one group from the University of Patras in Greece has published several papers (Alexis, Nikolakopoulos, and Tzes, 2010a,b, 2011, 2012; Alexis et al., 2011), on a switching (among 3 piecewise-affine (PWA) systems) explicit MPC controller (though the earlier papers from this group do not use the term MPC) for a quadrotor, including some experimental results.

Our goal was to implement the reference tracking and disturbance rejection solely using MPC. We predicted that the nature of MPC, its constant prediction of future inputs based on the state of the system, would allow for superior disturbance rejection than the original PID controller. As a direct result, a more stable hover would be achieved.

Since the translational dynamics of the near-hover quadrotor in the vertical direction (perpendicular to the ground) are generally faster than those in the lateral (parallel to the ground) direction, we elected to control altitude with an existing linear (proportional-integral-derivative, PID) controller and focus on regulating the lateral states. Initially we did so separately for each of the translational axes, effectively completely decoupling the control problem into two models each with a 4-dimensional state space and single input. Next we formed a composite model by combining two copies of the 4-state model into one 8-state model with a 2-dimensional input. For each model we implemented a standard MPC controller using the control synthesis capabilities of the Multi-Parametric Toolbox (MPT) (Kvasnica, Grieder, and Baotic, 2004), and performed flight experiments with compiled versions of these controllers running on a computer on-board a quadrotor. We finish by implementing a controller that is based on the “δu formulation” for offset-free MPC (Maeder, Borrelli, and Morari, 2009); this formulation allows the MPC controller to have a sort of integral action similar to that in a PID controller, which enables the controller to achieve zero steady-state offset. Again we implemented this controller using the MPT and performed flight experiments.

The work described in this chapter was part of a semester project with Cameron Rose for ME290J (Model Predictive Control, Instructor: Prof. F. Borrelli) in Spring 2011 (Bouffard and Rose, 2011).
3.2 Problem formulation

Here we briefly recapitulate the salient points of what we here call ‘standard’ quadratic program (QP) MPC, as well as a special class of linear offset-free MPC known as the delta input ($\delta u$) formulation.

3.2.1 Standard QP-MPC

Central to the MPC technique is an optimization problem. If the objective is a (convex) quadratic function and the constraints are affine functions of the decision variables, then this is known as a quadratic program (QP) (Boyd and Vandenberghe, 2009). Further, if we parametrize the QP by a vector of parameters $x \in \mathbb{R}^n$, this is considered a multiparametric QP (mp-QP) (Borrelli, Bemporad, and Morari, 2012). The optimization problem is then of the form

$$ J^*(x) = \min_{z} J(z, x) = \frac{1}{2} z^T H z $$

subj. to $G z \leq w + S x.$

Here, the parameter $x$ is the current state. More specifically, the MPC problem is one of solving the (parametrized) constrained finite-time optimal control (CFTOC) problem

$$ J_0^*(x(0)) = \min_{U_0} J_0(x(0), U_0) $$

subj. to $x_{k+1} = A x_k + B u_k, \quad k = 0, \ldots, N-1$

$x_k \in X, \quad u_k \in U, \quad k = 0, \ldots, N-1$

$x_N \in X_f$

$x_0 = x(0),$

where $N$ is the time horizon and $X_f \subseteq \mathbb{R}^n$ is a terminal polyhedron. The vector of decision variables is $U_0 = [u_0^T, \ldots, u_{N-1}^T]^T \in \mathbb{R}^s$, $s = mN$, where $u_k \in \mathbb{R}^m$, $k = 0, \ldots, N-1$ are the inputs at each timestep in the horizon. $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are the dynamics and input-to-state map respectively for the discrete-time LTI system. The sets $X \subseteq \mathbb{R}^n$ and $U \subseteq \mathbb{R}^m$ are polyhedral state and input constraints respectively. The objective is the sum of a final state cost quadratic in the final state $x_N$ and stage costs that are quadratic in the state and inputs at each timestep

$$ J_0(x(0), U_0) = x_N^T P_N x_N + \sum_{k=0}^{N-1} x_k^T Q x_k + u_k^T R u_k, $$

where $P_N, Q \in \mathbb{R}^{n \times n}$ and $R \in \mathbb{R}^{m \times m}$ are positive semi-definite matrices which can be designed to express the relative importance of minimizing individual state components; typically these are chosen as diagonal matrices, and there are thus $2n + m$ 'knobs' for the designer to adjust in this control scheme.

3.2.2 Offset-free QP-MPC using $\delta u$ formulation

Offset-free MPC (Maeder, Borrelli, and Morari, 2009) seeks to augment the standard MPC formulation such that an steady-state errors are driven to zero asymptotically. In this sense offset-free MPC is similar to the addition of an integral term to a PD controller.
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In the $\delta u$ formulation we consider a system in which there is uncertainty in the mapping between inputs and states. The basic idea is to reformulate the system such that we are now trying to determine a change in input (hence $\delta u$) from the previous timestep, rather than the actual input itself. This amounts to forming a new system with state dimension $n + m$, where the previous timestep’s input are the new $m$ state variables. In the $\delta u$ formulation the system model is thus

$$
\begin{bmatrix}
x_{k+1} \\
\delta u_k
\end{bmatrix} = 
\begin{bmatrix}
A & B \\
0 & I
\end{bmatrix}
\begin{bmatrix}
x_k \\
\delta u_{k-1}
\end{bmatrix} + 
\begin{bmatrix}
B \\
I
\end{bmatrix}
\delta u_k
$$

$$
y_k = 
\begin{bmatrix}
C & 0
\end{bmatrix}
\begin{bmatrix}
x_k \\
\delta u_{k-1}
\end{bmatrix}.
$$

So that the MPC problem is well-defined, we need an estimate of all the states in this new system. We thus design an observer of the form

$$
\begin{bmatrix}
\hat{x}_{k+1} \\
\hat{\delta u}_k
\end{bmatrix} = 
\begin{bmatrix}
A & B \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\hat{x}_k \\
\hat{\delta u}_{k-1}
\end{bmatrix} + 
\begin{bmatrix}
B \\
I
\end{bmatrix}
\delta u_k + 
\begin{bmatrix}
L_x \\
L_u
\end{bmatrix}
(-y_k + C\hat{x}_k). \tag{3.3}
$$

Furthermore, the cost function is modified such that there is no terminal cost and the stage state cost is a function of the difference between reference and desired outputs

$$
J_0(x(0),U_0) = \sum_{k=0}^{N-1} \|y_k - r_k\|_Q^2 + \|\delta u_k\|_R^2. \tag{3.4}
$$

The MPC optimization problem is then

$$
\min_{U_0} J_0(x(0),U_0)
$$

subj. to

$$
x_k \in X, \ u_k \in U, \ k = 0, \ldots, N - 1
$$

$$
x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, N - 1
$$

$$
y_k = Cx_k,
$$

$$
\delta u_k \geq 0, \quad k \geq 0
$$

$$
u_k = u_{k-1} + \delta u_k,
$$

$$
u_{-1} = \hat{u}_{t-1},
$$

$$
x_0 = \hat{x}_t
$$

Here, the cost function is per 3.4, $y_k, \ k = 0, \ldots, N - 1$ is a sequence of reference outputs to track, and the vector of decision variables $U_0 = [\delta u_0, \ldots, \delta u_{N-1}]^T \in \mathbb{R}^s$ now consists of the difference between the inputs and their values at the prior timestep. At run time, the control input is the sum of the previous input and the first optimal $\delta u$ from the optimizer of the QP:

$$
u(t) = \delta u^*_0 + u(t-1).
$$
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To design the explicit QP-MPC controllers we used the Multi-Parametric Toolbox (MPT) (Kvasnica, Grieder, and Baotic, 2004). The MPT allows one to specify the MPC problem in terms of the key parameters, including system matrices $A, B, C, D$ of an LTI system, the prediction horizon $N$, the cost function weighting matrices $Q, P_N$ and $R$ (from a cost function of the form (3.2)), input and state constraints $U$ and $X$. MPT will then automatically form a QP of the form (3.1) and produce a solution parametrized by the initial state $x(0)$.

In this section we describe the design, implementation, and testing in flight on-board the quadrotor, of three different explicit MPC controllers. The first two controllers are based on the standard QP-MPC formulation described in (Sec. 3.2.1), and the third uses the
3.3.1 Dual, decoupled standard explicit CFTOC MPC

3.3.1.1 Controller design and implementation

We first designed a standard explicit MPC controller solving the CFTOC problem. For simplicity we implemented the control of each lateral axis ($x$/pitch and $y$/roll) of the quadrotor completely separately using the same explicit controller on each axis (hence, 'dual, decoupled'). The key parameters of the controller design are shown in Table 3.1. We encoded these parameters into the `sysStruct` and `probStruct` structures and used the function `mpt_control` to generate the explicit MPC controller. The `mpt_control` command took 31.6 seconds to complete\(^1\) and the resulting controller consisted of 675 polyhedral regions.

We used the `mpt_exportc` command to generate a C header file encoding the controller in terms of the polyhedral regions and piecewise affine control law for each region. The header file consists primarily of the array `MPT_H` of type `float` (32-bit) with 33325 entries, which thus should occupy $33325 \times 4 / 1024 = 130$ kB in RAM at run-time. This header file was used together with a new controller code implemented in C++ and integrated into the existing quadrotor software framework (Bouffard, 2011). Compiled code was transferred to the quadrotor’s computer (see Sec.A.1) to run on-board during flight experiments.

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>10</td>
<td>prediction horizon [steps]</td>
</tr>
<tr>
<td>$n$</td>
<td>4</td>
<td>dimension of state space</td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>dimension of input space</td>
</tr>
<tr>
<td>$\delta t$</td>
<td>0.1</td>
<td>discrete-time model timestep [s]</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\frac{10}{180}$</td>
<td>maximum input [rad]</td>
</tr>
<tr>
<td>$u$</td>
<td>$\frac{10}{180}$</td>
<td>minimum input [rad]</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$[1, 5, 10\left(\frac{\pi}{180}\right), 50\left(\frac{\pi}{180}\right)]^T$</td>
<td>state constraints (upper limit of box constraint) [m, m/s, rad, rad/s]</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\left[\frac{-10}{180}\right]$</td>
<td>state constraints (lower limit of box constraint) [m, m/s, rad, rad/s]</td>
</tr>
<tr>
<td>$Q$</td>
<td>diag ${10, 0.1, 0.1, 0.1}$</td>
<td>cost function stage weight on states</td>
</tr>
<tr>
<td>$R$</td>
<td>0.001</td>
<td>cost function stage weight on input</td>
</tr>
<tr>
<td>$P_N$</td>
<td>diag ${10, 0.1, 0.1, 0.1}$</td>
<td>cost function weight on final state</td>
</tr>
<tr>
<td>$\bar{w}$</td>
<td>$[0.0001, 0.005, 0.0001, 0.0005]^T$</td>
<td>bounded additive noise (see (Kvasnica, Grieder, and Baotic, 2006, p. 32))</td>
</tr>
</tbody>
</table>

Table 3.1: Key parameters for dual, decoupled explicit MPC controller for one axis.

3.3.1.2 Experimental results

The experiments using the dual, decoupled CFTOC controller were preliminary, exploratory work that led to the final offset-free formulation. We include here our subjective observations from these initial experiments, that were meant to help us determine the final form of our problem.

The regulation performance was good, though the lack of coupling between the axes was noticeable when the controller recovered from large disturbances; typically the path back to the origin would not be along a straight line but rather one or the other axis would be zeroed out considerably before the other. This motivated the second preliminary formulation, described next.

\(^1\)Thinkpad T410, Intel Core i7 M 620 CPU 2.67 GHz, 4 MB cache, Ubuntu 12.04 64-bit, MATLAB R2011b 64-bit
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3.3.2 Coupled standard explicit CFTOC MPC

Next, we designed another standard explicit MPC controller for the CFTOC problem, but this time we formed an 8-state LTI system to represent the full planar/roll/pitch dynamics in one model. The motivation was to explore whether the explicit MPC technique could handle a higher-order system. Even though the system consists of two completely decoupled subsystems (i.e. system matrices are block-diagonal), the closed-loop controller implicitly couples the two subsystems via the cost function. That said, since our weighting matrices are all diagonal, we did not expect this coupling to be evident in the controller’s performance. Again, we were mostly interested here in the problem size. The key parameters of the controller design are shown in Table 3.2.

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>4</td>
<td>prediction horizon [steps]</td>
</tr>
<tr>
<td>n</td>
<td>8</td>
<td>dimension of state space</td>
</tr>
<tr>
<td>m</td>
<td>2</td>
<td>dimension of input space</td>
</tr>
<tr>
<td>δt</td>
<td>0.25s</td>
<td>discrete-time model timestep [s]</td>
</tr>
<tr>
<td>A, B, C, D</td>
<td>per (2.9), given parameters (2.13) and (2.4)</td>
<td>LTI system matrices</td>
</tr>
<tr>
<td>π</td>
<td>10(π/180) · [1, 1]T</td>
<td>maximum input [rad]</td>
</tr>
<tr>
<td>u</td>
<td>−10(π/180) · [1, 1]T</td>
<td>minimum input [rad]</td>
</tr>
<tr>
<td>x</td>
<td>[1, 5, 10(π/180), π, 1, 5, 10(π/180), π]T</td>
<td>state constraints (upper limit of box constraint) [m, m/s, rad, rad/s]</td>
</tr>
<tr>
<td>x</td>
<td>[1, 5, 10(π/180), π, 1, 5, 10(π/180), π]T</td>
<td>state constraints (lower limit of box constraint) [m, m/s, rad, rad/s]</td>
</tr>
<tr>
<td>Q</td>
<td>diag{10, 0.1, 0.1, 0.1, 10, 0.1, 0.1, 0.1}</td>
<td>cost function stage weight on states</td>
</tr>
<tr>
<td>R</td>
<td>diag{0.001, 0.001}</td>
<td>cost function stage weight on input</td>
</tr>
<tr>
<td>P_N</td>
<td>diag{10, 0.1, 0.1, 0.1, 10, 0.1, 0.1, 0.1}</td>
<td>cost function weight on final state</td>
</tr>
<tr>
<td>w</td>
<td>[0.0001, 0.005, 0.0001, 0.005]T</td>
<td>bounded additive noise (see (Kvasnica, Grieder, and Baotic, 2006, p. 32))</td>
</tr>
</tbody>
</table>

Note that we found that a horizon of $N = 10$ took a very long time to compute (and moreover, during computations would also emit an error message about numerical problems with the linear program (LP) solver), and so we reduced the horizon to $N = 4$ and increased the discrete time step to $δt = 0.25s$ (such that the horizon would be longer than the settling time of the attitude dynamics).
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The \texttt{mpt\_control} command took 38.5 seconds to complete\textsuperscript{2} and the resulting controller consisted of 361 polyhedral regions. We further used the \texttt{mpt\_simplify} command to perform a simplification which reduces the number of polyhedral regions using a heuristic greedy merging algorithm. This simplification took 26.5 seconds to complete and resulted in a controller based on 224 polyhedral regions.

We again used the \texttt{mpt\_exportc} command to generate a C header file, in which the \texttt{MPT\_H} array consisted of 42490 entries, which thus should occupy $42490 \times 4 / 1024 = 166$ kB in RAM at run-time.

\subsection*{3.3.2.1 Experimental results}

The performance was again good, in terms of maintaining the quadrotor’s hover position within some small $\epsilon$ of a mean position $\bar{x}_{\text{hover}}$, however that mean position $\bar{x}_{\text{hover}}$ was clearly offset from the origin, which is the desired position in this problem. \textbf{Fig. 3.1} shows this offset; the mean position of the quadrotor is approximately $(0.05, 0.01)$ m. This illustrated one of the drawbacks of the standard MPC framework for regulation, namely that there is no ‘integral action’ that automatically adds to the input based on an accumulation of integrated steady-state error. This motivated us to ultimately investigate an implementation of offset-free MPC.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.1}
\caption{Standard MPC: trajectory of the quadrotor at hover altitude, two views towards perpendicular headings.}
\end{figure}

\subsection*{3.3.3 Offset-free MPC}

We finally implemented an offset-free, delta input ($\delta u$) formulation, MPC in an attempt to address the steady state offset. Implementing the delta input formulation took somewhat longer as an estimator had to be designed and implemented, and several bugs shaken out of the first implementations.

\subsection*{3.3.3.1 Controller design and implementation}

The key parameters of the controller design are shown in \textbf{Table 3.3}.

The \texttt{mpt\_control} command took 1514 seconds to complete\textsuperscript{3} and the resulting controller consisted of 4963 polyhedral regions (in 12 dimensions, recall that for the $\delta u$ formulation the parametrization is over the augmented state). We further used the \texttt{mpt\_simplify} command to perform a simplification.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Parameter & Value \\
\hline
\texttt{MPT\_H} entries & 42490 \\
\hline
\texttt{MPT\_H} entries & 42490 \\
\hline
\end{tabular}
\caption{MPC controller parameters.}
\end{table}

\textsuperscript{2}Thinkpad T410, Intel Core i7 M 620 CPU 2.67 GHz, 4 MB cache, Ubuntu 12.04 64-bit, MATLAB R2011b 64-bit
\textsuperscript{3}Thinkpad T410, Intel Core i7 M 620 CPU 2.67 GHz, 4 MB cache, Ubuntu 12.04 64-bit, MATLAB R2011b 64-bit
3.3 Experiments

which reduces the number of polyhedral regions using a heuristic greedy merging algorithm. This simplification took 2094 seconds to complete and resulted in a controller based on 4084 polyhedral regions.

We again used the mpt_exportc command to generate a C header file, in which the MPT_H array consisted of 1621060 entries, which thus should occupy 1621060*4/1024 \approx 6.3 \text{ MB} in RAM at run-time.

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>4</td>
<td>prediction horizon [steps]</td>
</tr>
<tr>
<td>(n)</td>
<td>8</td>
<td>dimension of state space</td>
</tr>
<tr>
<td>(m)</td>
<td>2</td>
<td>dimension of input space</td>
</tr>
<tr>
<td>(\delta t)</td>
<td>0.25</td>
<td>discrete-time model timestep [s]</td>
</tr>
<tr>
<td>(A, B, C, D)</td>
<td>per (2.9), given parameters (2.13) and (2.4)</td>
<td>LTI system matrices</td>
</tr>
<tr>
<td>(\bar{u})</td>
<td>(10 \left(\frac{\pi}{180}\right) \cdot [1,1]^T)</td>
<td>maximum input [rad]</td>
</tr>
<tr>
<td>(u)</td>
<td>(-10 \left(\frac{\pi}{180}\right) \cdot [1,1]^T)</td>
<td>minimum input [rad]</td>
</tr>
<tr>
<td>(\bar{x})</td>
<td>([1, 5, 10 \left(\frac{\pi}{180}\right), \pi, 1, 5, 10 \left(\frac{\pi}{180}\right), \pi]^T)</td>
<td>state constraints (upper limit of box constraint) [m, m/s, rad, rad/s]</td>
</tr>
<tr>
<td>(\bar{x})</td>
<td>(\bar{x})</td>
<td>state constraints (lower limit of box constraint) [m, m/s, rad, rad/s]</td>
</tr>
<tr>
<td>(Q)</td>
<td>diag{10, 0.1, 0.1, 0.1, 0.1}</td>
<td>cost function stage weight on states</td>
</tr>
<tr>
<td>(R)</td>
<td>diag {10, 10}</td>
<td>cost function stage weight on input</td>
</tr>
<tr>
<td>(P_N)</td>
<td>diag{10, 0.1, 0.1, 0.1, 0.1}</td>
<td>cost function weight on final state</td>
</tr>
<tr>
<td>(\bar{w})</td>
<td>([0.0001, 0.005, 0.0001, 0.005]^T)</td>
<td>bounded additive noise (see (Kvasnica, Grieder, and Baotic, 2006, p. 32))</td>
</tr>
<tr>
<td>(Q_y)</td>
<td>diag {10, 10}</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Key parameters for combined 8-state system explicit MPC controller for both lateral axes

3.3.3.2 Estimator design and implementation

The innovation gain matrix was computed by solving a discrete time algebraic Riccati equation for \(P\)

\[
P = A^T P A - (A^T P B)(R + B^T P B)^{-1}(B^T P A) + Q.
\]
The Q and R matrices are covariance matrices for the estimated state vector and estimated input vector, respectively, and were chosen as

\[
Q = \text{diag} \{1000, 1000, 1000, 1000, 1000, 1000, 1000, 10, 10\},
\]
\[
R = \text{diag} \{1, 4, 1, 4\}.
\]

The innovation gain matrix was then computed by using the solution \( P \)

\[
\begin{bmatrix}
L_x \\
L_u
\end{bmatrix}
= (B^T PB + R)^{-1}(B^T PA).
\]

3.3.3.3 Experimental results

A notable pitfall with this formulation was that the MPC seemed much more prone to being infeasible than the earlier controllers. We noticed that the input estimate \( \hat{u} \) would often spike above the input constraint \( \bar{u} \) coincident with the onset of infeasibility. More investigation is required but it was observed that modifying the covariance matrices in the Kalman filter design has an impact on the rate of occurrence of infeasibility, so we suspect that further tuning of the filter might be of use.

The primary performance metric of interest in this application is the accuracy of the hover point relative to the commanded reference \( r \) (the origin). We are interested in the mean deviation from the reference when the quadrotor is in steady hovering flight, with no artificial disturbances added. This can be seen in a phase plot showing the two position states in the plane (essentially, a 'top view' of the trajectory of the quadrotor) and in a histogram of the offsets from the origin, as seen in Fig. Fig.3.2. Note that despite the zero-offset form used, it appears that the MPC controller allows a non-zero offset to persist. The mean \((x, y)\) position during this time period is \((0.0172, 0.004)\) m. By comparison, the PID controller performs better in this regard as can be seen in Fig. Fig.3.3; the mean position for the PID controller is \((0.0003, -0.0003)\) m. Nonetheless, this should not at this point be taken as an indication that the MPC controller is not capable of besting the PID in this performance metric; only that further tuning should be attempted.

![Phase plot ('top view') of trajectory for steady hover](image1)

![Histogram for steady hover](image2)

**Figure 3.2:** \( \delta u \) formulation offset free MPC: Position-holding performance of MPC controller
3.4 Discussion

In this chapter we have described the design, implementation, and testing in experiment of explicit MPC controllers for the quadrotor. One of the objectives of this work was to test the explicit MPC concept in application on a system of interest. Considering that MPC’s heritage is from the process control industry, where timescales are generally quite long, the ability to perform MPC on-line for the real-time control of the quadrotor is perhaps a testament to the power of Moore’s Law in the intervening decades.

In terms of general observations, we can report that the explicit MPC controller’s runtime CPU requirements were not an issue, something that was not obvious at the outset given the large (> 6 MB, much larger than the Atom CPU’s cache size of 512 kB) size of the data table for the brute-force search. From a design point of view though, the most striking difference from the PID controller is the number of free parameters available for tuning the MPC controller (at minimum, the diagonal dimensions of the $Q$ and $R$ matrices for both the MPC problem and the estimator) as compared to simply 6 (3 per axis) for the PID. This could be considered either an advantage or a disadvantage depending on how nuanced one wants to be in the control design, or how closely one’s performance requirements can be expressed as a quadratic cost function.

In designing the explicit MPC controllers, particularly the $\delta u$ formulation controller where the augmented state exacerbates this issue, we were quite aware of its main drawback: We had to reduce the horizon (we would have preferred to use a horizon of at least $N = 15$ steps at the full control sampling rate of 40 Hz) and consequently increase the MPC sampling rate; this degrades the performance of the resulting controller. We had to do this because the computation time for the explicit controller grows exponentially in the number of timesteps, and size of state and input vectors. Now certainly Moore’s Law will (eventually) help out here as well, but even if we succeed in computing an explicit MPC controller for a ‘larger’ MPC problem, the resulting control law will in general be defined over an exponentially increasing number of polytopes, so at some point memory (both consumption and speed of access) could become an issue at runtime. These experiences helped motivate our looking into on-line MPC, and the controller considered in the next chapter is one of this type.

\[4\]In the introductory lecture to his MPC class, Prof. Borrelli includes a film from the 1970’s in which state measurements are fed into an IBM mainframe computer by punch cards and the optimal inputs manually relayed from the computer’s output to control operators by telephone!

---

(a) Phase plot (‘top view’) of trajectory for steady hover

(b) Histogram for steady hover

**Figure 3.3:** PID controller in steady hover
Chapter 4

Learning-Based MPC Control

In this chapter, we present details of the real time implementation on-board a quadrotor helicopter of learning-based model predictive control (LBMPC). LBMPC rigorously combines statistical learning with control engineering, while providing levels of guarantees about safety, robustness, and convergence. Experimental results show that LBMPC can learn physically based updates to an initial model, and how as a result LBMPC improves transient response performance. We demonstrate robustness to mis-learning. Finally, we show the use of LBMPC in an integrated robotic task demonstration. The quadrotor is used to catch a ball thrown with an \textit{a priori} unknown trajectory.

The content of this chapter has in part been previously presented in two papers (Bouffard, Aswani, and Tomlin, 2012; Aswani, Bouffard, and Tomlin, 2012).

4.1 Overview

Recent results in the applications of learning techniques to robotic systems (e.g., (Abbeel, Coates, and Ng, 2010; Tedrake et al., 2010)) suggest exploring how they might integrate with control techniques; indeed, this is an active area of research (Gillula and Tomlin, 2011). Learning-Based Model Predictive Control (LBMPC) (Aswani, Gonzalez, Sastry, and Tomlin, 2012a) is a new model-based control strategy that also allows for on-line updates to the model to improve performance, while maintaining certain guarantees about safety, robustness, and convergence. LBMPC combines aspects of learning-based control and model predictive control (MPC, (Langson et al., 2004)). Adaptive control (Åström and Wittenmark, 1994; Sastry and Bodson, 1994) aims to match the performance of a reference model with on line updates, and MPC optimizes a cost function subject to system constraints. Like robust control, LBMPC can deal with uncertainty directly, but also allows the designer to specify performance objectives to optimize and explicitly incorporates on line model updates to further improve performance. LBMPC is compatible with many learning techniques; previous work has employed a modified Nadaraya-Watson estimator with Tikhonov regularization (Aswani et al., 2012a) and a semi-parametric regression estimator (Aswani et al., 2012b).

In this chapter, we present details and experiments of an implementation of LBMPC that runs in real time on-board a quadrotor UAV with limited computing performance and memory. Here, we outline a control architecture that uses a modified extended Kalman filter (EKF) to perform state estimates and learn updated model parameters. LBMPC formulates the control problem as the solution of a convex optimization problem.

Experiments show LBMPC has similar computational requirements to linear MPC, but can improve performance by allowing the models used to be updated on-line. The experiments demonstrate learning updates including the “ground effect” (Leishman, 2006) (increased aerodynamic lift when the UAV is operating close to the ground). LBMPC provides robustness against mis-learning; that is, even if the learning algorithm is poorly designed or tuned, the formulation provides safety. To demonstrate the precision control possible using LBMPC, we program the quadrotor to catch balls.
4.2 Theory

The LBMPC technique is described in detail in (Aswani et al., 2012a); here we recapitulate the most important features, and in particular describe extensions that are specific to our application of LBMPC to the control of the quadrotor. We start by briefly describing the model of the quadrotor we used.

4.2.1 Quadrotor Vehicle Model

To design an LBMPC controller for the quadrotor, we require a linear (or affine) time-invariant discrete-time nominal model which, with considerations for a bounded uncertainty or modeling error, will be the model used for verifying constraint satisfaction (i.e. safety) in the optimization central to LBMPC. The model we used was,

\[ x^{+} = Ax + Bu + k + h(x, u) \]  
\[ y = Cx + \epsilon \]

where the matrices \( A, B, C \) are as defined in (2.16) and (2.17). The term \( h(x, u) \) represents the unmodeled dynamics of the system. Thus the “nominal” dynamics state update (the case in which \( h \equiv 0 \)) is,

\[ x^{+} = F_N(x, u) := Ax + Bu + k. \]

4.2.2 Overview of learning-based model predictive control theory

At the heart of the LBMPC control scheme is the on-line solution of a convex optimization problem—specifically, a quadratic program (QP). At timestep \( m \), we solve the QP,

\[
\begin{align*}
\min_{c, \theta} & \quad \|\hat{x}_{m+N} - \bar{x}_s\|_P^2 + \sum_{j=0}^{N-1} \|\hat{x}_{m+j} - \bar{x}_s\|_Q^2 + \|\bar{u}_{m+j} - \bar{u}_s\|_R^2 \\
\text{s.t.} & \quad \hat{x}_m = \bar{x}_m = \hat{x}_m \\
& \quad \hat{x}_{m+i} = (A + F) \hat{x}_{m+i-1} + (B + H) \bar{u}_{m+i-1} + k + z \\
& \quad \bar{x}_{m+i} = A\hat{x}_{m+i-1} + Bu_{m+i-1} + k \\
& \quad \bar{u}_{m+i-1} = K\bar{x}_{m+i-1} + c_{m+i-1} \\
& \quad \hat{x}_{m+1} \in \mathcal{X} \\
& \quad \bar{u}_{m+i-1} \in \mathcal{U} \\
& \quad \hat{x}_{m+1} \in \mathcal{X} \cap \mathcal{D} \\
& \quad (\hat{x}_{m+1}, \xi) \in \omega
\end{align*}
\]

for \( i \in \{1, \ldots, N\} \) where \( N \) is the number of steps forward in time over which the optimization is performed (i.e., the “horizon”). The different notions of the state are indicated by marks on the symbol; hence \( x \) (no marks) indicates the true state, \( \hat{x} \) the estimated state, \( \hat{x} \) the predicted state incorporating the
oracle, and \( \bar{x} \) the predicted state using the nominal model. The desired state is \( x_s \), and \( u_s \) is the steady-state control that would maintain the state at \( x_s \), i.e. \( u_s \) solves 
\[
(A + F - I)x_s + (B + H)u_s + k + z = 0
\]
and this solution can be obtained explicitly by means of the Moore-Penrose pseudo-inverse, i.e.
\[
\bar{u} = (B + H)^\dagger [- (A + F - I) x_s - k - z].
\]

\( K \) is a constant feedback gain, serving to limit the effects of model uncertainty (Chisci, Rossiter, and Zappa, 2001). Note that it differs from the feedback gain \( \bar{K} \) used in the definition of the invariant set \( \Omega \), and we comment on this difference in the following subsection. The polyhedral sets \( \mathcal{X} \) and \( \mathcal{U} \) are bounded and convex; they encode the allowable states and inputs, respectively. These are typically expressed as sets defined by half-space inequalities. For example, \( \mathcal{X} = \{ x \mid F_x x \leq h_x \} \). Note that, owing to the boundedness of \( \beta, \mathcal{X}, \) and \( \mathcal{U} \), the oracle is also bounded: \( O_m(x,u) \in D \) for some bounded, convex polytope \( D \). The set \( \omega \) is an approximation of the maximal output admissible disturbance invariant set and \( \xi \in \mathbb{R}^3 \) is a parametrization of points that can be feasibly tracked with a linear controller (see Sec.4.2.3).

The solution \( \{ c_i^* \}_{i=m}^{m+N-1} \) to this QP encodes the optimal—with respect to minimization of the cost function in (4.4)—sequence of controls to apply to the system over the next \( N \) steps based on the current parameter and state estimates. The actual controls are the \( \bar{u}_i \)s, (4.8) used to determine predicted oracle states \( \bar{x} \) (4.6) used in the cost function and predicted nominal model states \( \bar{\bar{x}} \) (4.7) used for constraint satisfaction.

The key output of the QP is only the first control of the sequence of \( N \) controls, \( \bar{u}_m = K \bar{x}_m + c_m^* \). This is the control that is actually applied to the system; at the next iteration through the control loop, the QP is solved once again with new state estimates and new oracle dynamics based on updated \( F, H, z \) matrices.

### 4.2.3 Extensions of LBMPC for quadrotors

LBMPC is based on a linear MPC scheme for tracking (Limon et al., 2008) that can be robustified using tube-MPC (Chisci, Rossiter, and Zappa, 2001; Langson et al., 2004; Limon et al., 2010), and LBMPC reduces conservativeness by making the initial condition be fixed rather than be an optimization parameter (cf. Langson et al. (2004); Limon et al. (2010)). We further modify LBMPC to reduce conservativeness by assuming that noise enters only into the first time step of the model prediction (noise still enters into all time steps of the true system); the advantage of this is greatly enlarged regions of feasibility for the optimization problem that defines the LBMPC. This formulation of LBMPC has the same robust constraint satisfaction properties of the original form of LBMPC—the results in (Aswani et al., 2012a) trivially extend to this case.

#### Feasible set point tracking

Here we introduce some concepts related to feasible set point tracking for a constrained linear affine system subject to disturbances. The steady-state output \( y_s \) corresponds to some state \( x_s \) and input \( u_s \), and it can be characterized (Limon et al., 2008, 2010) by the set of solutions to
\[
\begin{bmatrix}
A - I & B & 0 \\
C & 0 & I
\end{bmatrix}
\begin{bmatrix}
x_s \\
u_s \\
y_s
\end{bmatrix}
= \begin{bmatrix}
-k \\
0
\end{bmatrix}.
\]

These solutions form a set of affine subspaces that can be parametrized—similarly to (Limon et al., 2008, 2010; Aswani et al., 2012a)—as \( x_s = \Lambda \xi + x_0, u_s = \Psi \xi + u_0, y_s = \Pi \xi + y_0 \), where \( \xi \in \mathbb{R}^3; \Lambda, \Psi, \Pi \) are full column-rank matrices with suitable dimensions, and \( x_0, u_0, y_0 \) are (possibly zero) vectors.
The maximal output admissible disturbance invariant set $\Omega \subseteq \mathcal{X} \times \mathbb{R}^3$ was defined in (Kolmanovsky and Gilbert, 1998). It is a set of points such that any trajectory of the system with initial condition chosen from this set remains within the set for any sequence of bounded disturbances, while satisfying constraints on the state and input. Consider any point $(x, \xi) \in \Omega$, where the $\xi$ component parametrizes points that can feasibly be tracked using a linear controller. If $\bar{K}$ is a nominal feedback gain such that $(A + B\bar{K})$ is Schur stable, then the set $\Omega$ satisfies: i) disturbance invariance

$$
(Ax + B\bar{K} (x - (A\xi + x_0)) + B (\Psi\xi + u_0) + k, \xi) \subseteq \Omega \ominus (\mathcal{D}, 0)
$$

and ii) constraint satisfaction

$$
\Omega \subseteq \{(x, \xi) | x \in \mathcal{X}; A\xi + x_0 \in \mathcal{X}; \bar{K} (x - (A\xi + x_0)) + (\Psi\xi + u_0) \in \mathcal{U}; \Psi\xi + u_0 \in \mathcal{U}\}.
$$

### Invariant set computations for the quadrotor

Robust constraint satisfaction is the property that following the control law provided by LBMPG will never lead to a situation in which a constraint is violated at some point in the future. It holds for both the original and modified LBMPG, provided that the set $\Omega$ can be computed; however, we are unable to compute this set for the quadrotor. Because of these difficulties, we use an approximation of $\Omega$ that displays good empirical performance and robustness.

Methods for computing $\Omega$ (Gilbert and Tan, 1991; Rakovic and Baric, 2010) start with an initial polytopic approximation of the set, and they refine the approximation by successively adding linear constraints to the polytope. The $\Omega$ for the quadrotor may be comprised of a very large number of such constraints, and this may explain why we could not compute $\Omega$—we may not have allowed the algorithms enough time to terminate. However, using a complex $\Omega$ in the LBMPG formulation would increase the computation time for the controller so as to render it un-implementable in real-time. The second possible explanation for why we cannot compute $\Omega$ is that it does not exist for the parameters of our quadrotor, but this would be reflective of the overly-conservative nature of this type of robustness rather than a statement about the controllability of the system.

To overcome these difficulties, we use an outer approximation of the set $\Omega$. The idea is to start by rewriting the disturbance invariance condition (4.13) as

$$
(Ax + B\bar{K} (x - (A\xi + x_0)) + B (\Psi\xi + u_0) + k, \xi) \subseteq \Omega \ominus (\mathcal{D}, 0),
$$

and then relax it to

$$
(Ax + B\bar{K} (x - (A\xi + x_0)) + B (\Psi\xi + u_0) + k, \xi) \subseteq \mathcal{X} \ominus (\mathcal{D}, 0).
$$

The set of points that satisfy (4.14) are a subset of the points that satisfy (4.15), because $\Omega \subseteq \mathcal{X}$ by construction.

Because the constraints $\mathcal{X}, \mathcal{U}$ and disturbance bounds $\mathcal{D}$ are compact, convex polytopes, we can exactly represent the outer approximation of $\Omega$ as the points that satisfy a set of linear inequalities. Let $F_p x \leq h_p$, $F_x x \leq h_x$, and $F_u u \leq h_u$ be the inequality representations of the polytopes $\mathcal{X} \ominus \mathcal{D}$, $\mathcal{X}$, and $\mathcal{U}$ respectively. The approximation $\omega$ is then given by a polytope, which we can express as the set of points $(x, \xi)$ that satisfy the linear inequalities

$$
\begin{bmatrix}
F_p (A + B\bar{K}) & F_p B (\Psi - \bar{K}\Lambda) \\
F_x & 0 \\
0 & F_x \Lambda \\
F_u \bar{K} & F_u (\Psi - \bar{K}\Lambda) \\
0 & F_u \Psi
\end{bmatrix}
\begin{bmatrix}
x \\
\xi
\end{bmatrix}
\leq
\begin{bmatrix}
h_x - F_p (k + B (\bar{K} x_0 - \bar{u}_0)) \\
h_x \\
h_{x,0} - F_{x,0} x_0 \\
h_{x,0} - F_{x,0} \bar{x}_0 \\
h_{u,0} - F_{u,0} (\bar{K} \bar{x}_0 - \bar{u}_0) \\
h_{u,0} - F_{u,0} \bar{u}_0
\end{bmatrix}.
$$

(4.16)
4.3 Control System Design

Feedback gains

Because the functions in the optimization problem are continuous and the constraints are linear, this implies continuity of the value function (Aswani et al., 2012a); this is in fact one type of robustness (Grimm, 2004). Input-to-state stability (ISS) can be shown if the oracle is bounded and this scheme can be proven to be convergent for the nominal model (Aswani et al., 2012a), but we have been unable to prove this. The reason for this is that existing proof techniques apply to the case where $\bar{K} \equiv K$, but that is not true here. However, our empirical observation of an implementation on the quadrotor is that this scheme is effectively ISS; the quadrotor tracks a steady point within a root-mean-square error of about 2 cm in each positional direction.

The reason for having $\bar{K} \neq K$ is that it leads to better empirical performance on the quadrotor. The intuition for why this is the case is as follows. The smaller the gain $\bar{K}$ is, the larger the set $\Omega$ will be. The advantage of a larger $\Omega$ is a larger region of feasibility of the LBMPC, and so performance and robustness will be better. On the other hand, having a large gain $K$ leads to fast convergence and tracking for the quadrotor, but it would lead to a very small set $\Omega$. Thus, we use different values for these two gains.

We compute these gains by determining the feedback gain for an LQR controller for the nominal system, given a state cost weighting matrix $Q$ and input cost weighting matrix $R$. The difference is that we scale the input cost weighting matrix $R$ when computing $\bar{K}$ (feedback gain for terminal set computations) by a factor of 12.5 as compared to when we compute $K$ (nominal feedback gain). Since the inputs are penalized more heavily in the computation of $\bar{K}$, this results in this gain being smaller than $K$.

4.3 Control System Design

In this section we describe the design of the quadrotor controller incorporating the LBMPC scheme. The overall control architecture is composed of (i) estimation of the vehicle state and learning of the unmodeled dynamics, and (ii) an optimization-based procedure for performing closed-loop control. Both are model-based: The state estimate uses a model of the system to make predictions of the current state based on the past state and input, and the optimization problem uses a model to evaluate the result of prospective control policies over a finite planning horizon, and thus select the best policy based on the corresponding costs. Fig. 4.1 shows a schematic that illustrates the overall system setup and interconnections between the major components.

4.3.1 Vehicle State Estimation and Learning

A natural approach for joint state and parameter estimation is to use an extended Kalman filter (EKF), and we use a modified EKF (Ljung, 1979) known sometimes as a dual EKF that has improved convergence conditions when the system is linear in the state for fixed parameters and vice versa. The reason for its improved convergence is the use of a Luenberger observer to estimate the state and an EKF to estimate the parameters, instead of an EKF for both the state and parameters.

In the quadrotor, the parameters of the oracle correspond to a linearization of the unmodeled dynamics about operating points that vary as the quadrotor moves through the state space; consequently, the parameters will change. The EKF of (Ljung, 1979) requires the addition of a noise term in order to handle this.

Let $m$ be the current timestep. We assume a linear, time-varying oracle (Aswani et al., 2012a) $O_m : \mathbb{R}^{10} \times \mathbb{R}^3 \to \mathbb{R}^{10}$, parametrized by a vector of parameters $\beta \in \mathbb{R}^{12}$, of the form

$$O_m(x, u) = F(\beta)x + H(\beta)u + z(\beta),$$

(4.17)
in which $F$, $H$, and $z$ are linear in the components of $\beta$. The exact form of $F(\beta)$, $H(\beta)$, and $z(\beta)$ is informed by our physical understanding of the system, as detailed in Chapter 2. For clarity, we show these in the following equations

$$F(\beta) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \beta_1 & \beta_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \beta_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} ; \quad H(\beta) = \begin{bmatrix} 0 & \beta_8 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} ; \quad z(\beta) = \begin{bmatrix} 0 \\ \beta_9 \\ 0 \\ \beta_{10} \\ 0 \\ \beta_{11} \\ \beta_{12} \\ 80\beta_{12} \end{bmatrix}.$$

Note that the last component of $z(\beta)$ is due to the relationship between the two components of $k_z$ (see 2.11) for our timestep of 0.025 s.

In what follows, we simply write $F$, $H$, and $z$, dropping the explicit dependency on the parameters $\beta$. The parameters are constrained such that $\beta_{\text{min},i} \leq \beta_i \leq \beta_{\text{max},i}$, $i = 1, \ldots, 12$. The state update equation under the learned dynamics is then,

$$x^+ = F_0(x, u) := F_N(x, u) + O_m(x, u) = (A + F)x + (B + H)u + k + z. \quad (4.18)$$

The parameters $\beta = \{\beta_1, \ldots, \beta_{12}\}$, can be thought of as “adjustments” to certain entries of the nominal dynamics matrices. Estimates $\hat{\beta}$ of the parameters are determined jointly with estimates $\hat{x}$ of the state. We assume that the parameters evolve according to $\beta^+ = \beta + \mu$ where $\mu$ is noise. The modified EKF is

\begin{itemize}
    \item \text{Dual EKF}
    \item \text{QP-LBMPC}
    \item \text{Solver}
\end{itemize}
4.4 Implementation

governed by the set of update equations,

\[
\begin{align*}
\dot{x}^+ &= (A + F)x + (B + H)u + k + z + \hat{K}\zeta \\
P_2^+ &= (A + F)P_2 + MP_3 - \hat{K}\Xi L^T \\
P_3^+ &= P_3 - L\Xi L^T - \delta P_3^T + \Upsilon \\
\dot{\beta}^+ &= \text{bound}(\hat{\beta} + L\zeta)
\end{align*}
\]

Where \( L := P_2^T C^T \Xi^{-1} \) and \( M := \frac{\partial}{\partial \beta} (F\dot{x} + Hu + z) \). Here, \( \zeta = y - C\hat{x} \) is the measurement innovation. The matrix \( \hat{K} \) is a feedback matrix chosen such that \( A + F(\beta) - \hat{K}C \) is Schur (asymptotically exponentially; all eigenvalues strictly within the unit circle) stable for all \( \beta \) within bounds. This can be verified using the Bauer-Fike theorem (Bauer and Fike, 1960), for example. The matrices \( P_2 \in \mathbb{R}^{10 \times 12} \), \( P_3 \in \mathbb{R}^{12 \times 12} \), \( \Xi \in \mathbb{R}^{5 \times 5} \), and \( \Upsilon \in \mathbb{R}^{12 \times 12} \) are the cross-covariance between state and parameter estimates, and the covariances of the parameter estimates, the measurement noise, and the parameter noise, respectively. The tuning parameter \( \delta > 0 \) improves the numerics. The bound function clips each parameter to be within the specified limits. Table 4.1 shows the chosen values of the various dual EKF design parameters (not to be confused with the model parameters \( \beta \) being estimated). Note that in most cases the upper and lower bounds on each parameter are symmetric, with the exception of the parameter \( \beta_7 \), which the learning is allowed to vary in the negative direction 10 times more than in the positive direction. This represents encoding our expectation from helicopter physics that the ground effect will only ever add to the effective lift per unit input (recall that “up” is actually in the \(-x_3\) direction) and not subtract from it.

**Observability considerations** Suppose that \( z \) were not sparse and that every entry was a parameter, i.e. \( z = [\beta_8, \ldots, \beta_{17}] \). Results in (Aswani et al., 2012a), for instance, show that it is impossible in this system to simultaneously identify the parameters of this \( z \) while computing state estimates \( \hat{x} \) based on noisy measurements \( y \). The central issue is one of observability. If we augment the state to \((x, \beta)\), then being able to identify all the parameters \( \beta \) and estimate the states \( x \) is equivalent to the observability of the system

\[
\begin{bmatrix}
x^+ \\
\beta^+
\end{bmatrix} = \begin{bmatrix}
(A + F)x + (B + H)u + k + z \\
\beta
\end{bmatrix}.
\]

These equations are jointly nonlinear in \((x, \beta)\), even though they are linear in \( x \) for fixed \( \beta \) and vice versa. In our application to the quadrotor, we used standard techniques (Albertini and D’Alessandro, 2002) to verify the joint observability of the unmeasured states and the parameters to be identified by the oracle.

4.3.2 LBMPC parameters

Here we detail the key parameters used to generate the LBMPC controllers, including the prediction horizon \( N \), discretization timestep \( \delta t \), feedback gains (nominal \( K \) and terminal set \( \bar{K} \)), state and input box constraints used to derive the state and input constraint polytopes \( \mathcal{X} \) and \( \mathcal{U} \) respectively, weighting matrices \( Q, R, P \) used in the cost function, and model uncertainty bounds. We tuned the controller somewhat differently for different experiments. Parameters that were the same in all experiments are shown in Table 4.2. The parameters used for the “ball-catching” experiment are shown in Table 4.3, and the parameters we used in the other experiments are shown in Table 4.4.

4.4 Implementation

In this section we describe some considerations of implementing LBMPC for on-board use on the quadrotor. The QP optimization central to the LBMPC technique can be numerically solved using
Table 4.1: Dual EKF design parameter values

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{K}$</td>
<td>$\mathbb{R}^{10 \times 5}$</td>
<td>innovation feedback gain in state update</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>$\mathbb{R}^{5 \times 5}$</td>
<td>$\text{diag}{0.01, 0.01, 0.01, 0.01, 0.0075}$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$\mathbb{R}_{&gt;0}$</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\mathbb{R}^{12}$</td>
<td>$0.0899, 0.0488, 0.0496, 0.0899, 0.0488, 0.0496, 0.0003, 0.025, 0.025, 0.025, 0.0003$</td>
</tr>
<tr>
<td>$\bar{\beta}$</td>
<td>$\mathbb{R}^{12}$</td>
<td>$-\beta$ (except for $\bar{\beta}_7 = -10 \bar{\beta}_7$)</td>
</tr>
<tr>
<td>$P_2(0)$</td>
<td>$\mathbb{R}^{10 \times 12}$</td>
<td>$0_{10 \times 12}$</td>
</tr>
<tr>
<td>$P_3(0)$</td>
<td>$\mathbb{R}^{12 \times 12}$</td>
<td>blkdiag {$P_I, P_{II}$} where $P_I = 10^{-3}$, $P_{II} = 10^{-7}$, $\text{diag}{0.1798, 0.1953, 0.0992, 0.1798, 0.1953, 0.0992, 0.0262}$, $\text{diag}{0.25, 0.25, 0.25, 0.25, 0.0031}$</td>
</tr>
<tr>
<td>$\Upsilon$</td>
<td>$\mathbb{R}^{12 \times 12}$</td>
<td>$0.1P_3(0)$</td>
</tr>
</tbody>
</table>

variety of algorithms. Recent so-called “fast MPC” techniques Ferreau, Bock, and Diehl (2008); Wang and Boyd (2010); Zeilinger, Jones, and Morari (2011) seek to leverage this sparsity. In Chapter 5 we explore this direction, but in the present chapter we describe results we have obtained using LSSOL (Gill et al., 1986). LSSOL is a dense, two-phase active-set solver implemented in FORTRAN 77. Because LSSOL is a dense solver, reducing the number of decision variables in the optimization problem will improve computation speed. This can be done by making substitutions for the variables $\pi$, $\tilde{u}$, and $\tilde{x}$. For the quadrotor model, when using a horizon of $N = 15$, this leads to a reduction in the number of decision variables from 363 to 33. For example, the variables $\pi$ can be removed by noting that

$$\pi_{m+i} = (A + BK)^i \tilde{x}_m + \sum_{j=0}^{i-1} (A + BK)^{i-j} (BC_{m+i-1} + k),$$

and similar reductions can be used to remove $\tilde{x}$ and $\tilde{u}$.

Another opportunity to improve solution speed lies in the form of the optimization. LSSOL can solve the problem when it is formulated as a constrained least squares problem (in the LSSOL documentation
4.5 Experimental Results

### Table 4.2: LBMPC parameters (common across all experiments)

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>15</td>
<td>prediction horizon</td>
</tr>
<tr>
<td>( \delta t )</td>
<td>0.025</td>
<td>discretization timestep [s]</td>
</tr>
<tr>
<td>( R )</td>
<td>diag{8, 8, 0.8}</td>
<td>input cost weights (for QP cost function and nominal feedback gain computation)</td>
</tr>
<tr>
<td>( R )</td>
<td>12.5 · ( R_{LQR} )</td>
<td>input cost weights (for terminal set feedback gain computation)</td>
</tr>
<tr>
<td>((\bar{x}_1, \bar{x}_2, \bar{x}_3))</td>
<td>((-2, -3, -3))</td>
<td>state constraints: minimum position [m]</td>
</tr>
<tr>
<td>((\bar{x}_1, \bar{x}_2, \bar{x}_3))</td>
<td>((2, 3, 3))</td>
<td>state constraints: maximum position [m]</td>
</tr>
<tr>
<td>((\bar{x}_1, \bar{x}_2, \bar{x}_3))</td>
<td>((10, 10, 5))</td>
<td>state constraints: maximum velocity [m/s]</td>
</tr>
<tr>
<td>((</td>
<td>\bar{\theta}</td>
<td>_1,</td>
</tr>
<tr>
<td>((\bar{\theta}_1, \bar{\theta}_2))</td>
<td>((4\pi, 4\pi))</td>
<td>state constraints: maximum absolute pitch, roll angle rate [rad/s]</td>
</tr>
<tr>
<td>((\bar{u}_1, \bar{u}_2, \bar{u}_3))</td>
<td>((35\tfrac{\pi}{180}, 35\tfrac{\pi}{180}, 18))</td>
<td>input constraints: maximum commanded pitch, roll angle; max. thrust [rad, rad, N]</td>
</tr>
<tr>
<td>((\bar{u}_1, \bar{u}_2, \bar{u}_3))</td>
<td>((-35\tfrac{\pi}{180}, -35\tfrac{\pi}{180}, 0))</td>
<td>input constraints: minimum commanded pitch, roll angle; min. thrust [rad, rad, N]</td>
</tr>
<tr>
<td>(\bar{x}_D)</td>
<td>((0.01, 0.1, 0.01, 0.1, 0.01, 0.1, 0.01))</td>
<td>state uncertainty (used to derive oracle bounding polytope (D)) [m, m/s, rad, rad/s, m, m/s, rad, rad/s, m, m/s]</td>
</tr>
</tbody>
</table>

Empirical tests show that this formulation requires 2/3 of the computation time on the on-board computer of the quadrotor as compared to solving the standard formulation of a QP.

4.5 Experimental Results

In this section, we describe the results of several experiments that illustrate different aspects of the system performance, with particular emphasis on the benefits of LBMPC over standard linear MPC. We refer readers to Appendix A for details on our quadrotor testbed.

First, we describe how LBMPC is able to learn updates to the model that can be directly related to a known aerodynamic phenomenon (the ground effect). We then show how LBMPC can improve the transient response characteristics, relative to standard linear MPC. Next, we describe an experiment in which the learning was deliberately poorly tuned to illustrate robustness to ‘mis-learning’. Finally, to demonstrate the use of LBMPC for fast and accurate control in the context of an overall robotic task, we control the quadrotor using LBMPC to catch balls that are tossed by hand.
4.5.1 Learning the ground effect

The ground effect is a well known aerodynamic effect in which the vehicle is subject to additional lift when in the vicinity of the ground. In helicopters, ground effect typically has a non-negligible impact on lift force when the main rotor is within 2 rotor diameters of the ground (Leishman, 2006). This effect has also been noted in other quadrotors (Waslander et al., 2005; Bouabdallah and Siegwart, 2007; Guenard, Hamel, and Eck, 2006).

In this experiment, the quadrotor was commanded to hover at a specified height, out of the ground effect, and after some time (at approx. 249 s on the plot), the altitude command was changed to correspond to a ground clearance of 3 cm. At this height, the plane of the rotors is approximately 0.19 m from ground, or about 3/4 of one rotor diameter. In the parametrization used, $\beta_7$ is the learned change in the input mapping for the thrust input, with the nominal value being the $(10,3)$ entry of $B$. As shown in Fig. 4.2, the parameter estimate quickly (within approximately 1 s) adjusts to reflect an increase in the total thrust per unit thrust command (ratio of $\beta_7$ to $B_{10,3}$). A clear increase in effective thrust per input thrust is seen when the quadrotor is in the vicinity of the ground; approximately 6% more thrust per unit command is observed. When the command is returned to the original value, $\beta_7$ reverts correspondingly, within about 2 s.

For the same experiment but with standard linear MPC (nominal model only, no learning), the quadrotor is not able to hover at the commanded distance above the ground, because the actual effective thrust is significantly greater than what the nominal model predicts. Thus, when flying with standard linear MPC, it is not possible to perform a “soft landing”—one has to manually cut power to the propellers and let the quadrotor fall the remaining distance.

4.5.2 Decreased overshoot in step response

In this experiment, we investigated the effects of LBMPG on the transient response of the quadrotor to changes in hover setpoint. The quadrotor was commanded to initially hover at $x_1 = -1$ m. The setpoint was repeatedly changed to $x_1 = 1$ m and then back to $x_1 = -1$ m after a delay of 3.5 s. We performed this test with both linear MPC (using only the nominal model) and with LBMPG. Fig. 4.3 shows a comparison of the $x_1$-axis position of the quadrotor during this maneuver between

---

**Table 4.3: LBMPG parameters (ball catching experiment)**

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>$\text{diag}(20,1,0.01,0.01,20,1,0.01,0.01,20,1)$</td>
<td>state cost weights (for QP cost function and nominal and terminal set feedback gain computations)</td>
</tr>
<tr>
<td>$K$</td>
<td>$-\begin{bmatrix} 1.4939 &amp; 0 &amp; 0 \ 1.0482 &amp; 0 &amp; 0 \ 0.3444 &amp; 0 &amp; 0 \ 0.1101 &amp; 0 &amp; 0 \ 0 &amp; 1.4939 &amp; 0 \ 0 &amp; 1.0482 &amp; 0 \ 0 &amp; 0.3444 &amp; 0 \ 0 &amp; 0.1101 &amp; 0 \ 0 &amp; 0 &amp; 4.8305 \ 0 &amp; 0 &amp; 1.8689 \end{bmatrix}$</td>
<td>nominal feedback policy gain</td>
</tr>
<tr>
<td>$\bar{K}$</td>
<td>$-\begin{bmatrix} 0.4860 &amp; 0 &amp; 0 \ 0.1184 &amp; 0 &amp; 0 \ 0.0537 &amp; 0 &amp; 0 \ 0 &amp; 0.4352 &amp; 0 \ 0 &amp; 0.4860 &amp; 0 \ 0 &amp; 0.1184 &amp; 0 \ 0 &amp; 0.0537 &amp; 0 \end{bmatrix}$</td>
<td>feedback gain for terminal set computation</td>
</tr>
<tr>
<td>$P$</td>
<td>$10^3\begin{bmatrix} 1.0735 &amp; 0.2001 &amp; 0.1172 &amp; 0.0090 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0.2001 &amp; 0.0614 &amp; 0.0370 &amp; 0.0032 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0.1172 &amp; 0.0370 &amp; 0.0247 &amp; 0.0019 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0.0090 &amp; 0.0032 &amp; 0.0019 &amp; 0.0003 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1.0735 &amp; 0.2001 &amp; 0.1172 &amp; 0.0090 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0.2001 &amp; 0.0614 &amp; 0.0370 &amp; 0.0032 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0.1172 &amp; 0.0370 &amp; 0.0247 &amp; 0.0019 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0.0090 &amp; 0.0032 &amp; 0.0019 &amp; 0.0003 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1.0113 &amp; 0.3618 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0.1618 &amp; 0.0465 \end{bmatrix}$</td>
<td>terminal cost weight in QP</td>
</tr>
</tbody>
</table>
### 4.5 Experimental Results

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>diag{60.0,0.01,0.01,60.0,0.01,0.01,60.0,0.01,0.01,60.0}</td>
<td>state cost weights (for QP cost function and nominal and terminal set feedback gain computations)</td>
</tr>
<tr>
<td>$K$</td>
<td></td>
<td>nominal feedback policy gain</td>
</tr>
<tr>
<td>$\bar{K}$</td>
<td></td>
<td>feedback gain for terminal set computation</td>
</tr>
<tr>
<td>$P$</td>
<td></td>
<td>terminal cost weight in QP</td>
</tr>
</tbody>
</table>

Table 4.4: LBMPC parameters (experiments other than ball catching)

Figure 4.2: Variation of thrust input mapping $(B + H)_{10,3}/B_{10,3}$ vs. time.

Linear MPC and LBMPC. The LBMPC response exhibits considerably less overshoot (62% less in the $x_1 = -1 \text{ m}$ maneuver shown in Fig. Fig. 4.3) than the linear MPC response. In addition, we observed that the LBMPC response characteristics would improve with repeated maneuvers; this is expected given that the model parameters continue to be refined with each maneuver. We also observed a greater decrease in overshoot when successive step maneuvers were more closely spaced in time. This reflects the fact that the parameter adjustments learned during the transient flight are important in improving the stopping characteristics, and it suggests that a possible avenue for improvement is to introduce a velocity-dependent drag term in the dynamics model. This example demonstrates the type of performance improvement that is possible with LBMPC and a well-behaved oracle.

#### 4.5.3 Robustness to “incorrect learning”

In this experiment, we deliberately caused the dual EKF to be prone to mis-estimate the model parameters by grossly increasing the noise process covariance $\Upsilon$. We allowed the quadrotor to hover at a height above the ground of 0.85 m using linear MPC (without learning updates; $F, H, z$ all zero), and enabled learning. After some maneuvering, the parameter estimates diverged, hitting their bounding limits. At this time, the quadrotor's altitude dropped sharply, but the quadrotor did not contact the
Figure 4.3: Step response for linear MPC with nominal model and LBMPC with learned model. The reference command is the dotted blue line. The LBMPC response here is from the 4th step command after enabling learning.

ground, and ended up in a stable hover approximately 0.1 above the ground (see Fig. 4.4). The optimization found a feasible solution throughout, and this demonstrates that even when the oracle degrades the learned model with respect to the nominal one, the system can remain safe and stable.

Figure 4.4: Safety is maintained even if parameter learning goes awry.

4.5.4 Precise maneuvering: ball catching

In this experiment, we tested the dynamic performance of the quadrotor using LBMPC on the challenging robotic demonstration task of catching a ball thrown by a human, before it hits the ground, when the ball has an a priori unknown trajectory. The task is similar to that in some recent work at ETH Zürich (Müller, Lupashin, and D'Andrea, 2011; Hehn and Andrea, 2012), although the control approach here is considerably different.

We equipped the quadrotor with a simple plastic cup, with a circular opening of radius 0.065 m, directly above the main body. The quadrotor is programmed to hover in place at a fixed altitude of 0.5 m above the ground. A command is issued to ready the quadrotor to catch the ball. Next, the ball, which has a mass of 6 g and a diameter of 33 mm, is tossed towards the robot by hand.

We designed an estimation and prediction scheme to estimate the ball's state (taken as its position and velocity in the inertial frame) and use this estimate to predict where the ball's trajectory will intercept the horizontal plane in which the quadrotor is hovering, to derive a position to command the quadrotor to. Details of the ball model, state estimation and prediction can be found in Appendix B.

The ball catching task is challenging because the quadrotor must arrive quickly and accurately at the location where the ball is predicted to be. Given the constraints of the experiment room, even for a ball thrown high the quadrotor has roughly 1 second from the time that the initial $\tilde{x}_c$ are available to when
the ball actually crosses the plane. The estimates of $x_c$ must be accurate enough from the beginning that that the quadrotor is not commanded initially in the wrong direction, thus losing ground when the estimate later improves. Furthermore, when the quadrotor is accelerating, the vehicle is tilted and so the effective “catch zone” for the ball is reduced compared to when the quadrotor is stationary; this favors an approach in which the quadrotor can reach the destination and stabilize quickly.

Fig. 4.5 shows data from a typical experiment. We were able to achieve a very high rate of successful catches—over 90%. Fig. 4.6 is a photograph taken during one experiment, when the quadrotor is about to catch a ball thrown by a human. The vast majority of misses were also very close, within one or two ball diameters of the edge of the cup. We elected not to perform a more well-controlled study of success rates because this would require developing a repeatable ball-throwing device. At this stage, we believe that it would be more interesting to investigate a more detailed nonlinear model for the ball’s dynamics. Indeed we observed the effects of the Magnus force, which caused a noticeable curvature in the ball’s path. We attempted to throw the ball in a similar fashion each time, but some variable amount of spin (usually topspin from the underhanded throw) is induced on each throw. Since a number of important details differ from those in the aforementioned related work at ETH Zürich, a direct quantitative comparison would not be meaningful—however we note that qualitatively the success rates of our approach and those reported in (Muller, Lupashin, and D’Andrea, 2011) on their respective tasks are similar.

![Figure 4.5: Measurements and EKF estimates of the ball's position throughout its trajectory, the estimated final position of the ball, and the trajectory of the quadrotor body frame $F_B$ are shown.](image-url)
4.6 Conclusions

We have described the design and implementation of a modified LBMPC controller for a quadrotor helicopter. The controller we implemented runs entirely on-board the quadrotor. We have shown the results of experiments that demonstrate some of the performance improvements that LBMPC can enable, as compared to standard MPC. These include robustness to mis-learning, improved dynamic response, and ability to learn physically interpretable effects (ground effect). We also showed the successful use of the quadrotor with the on-board LBMPC controller in a challenging robotic task in which the quadrotor catches balls thrown by a human.

Future work will examine whether the special structure of the MPC problem could enable improvements in computation time. Some initial work in this direction is described in Chapter 5. Also, the issues inherent in computation of the invariant set with polytopes which led to our current implementation using an overapproximation of the set should be addressed. One possible avenue would be to employ and ellipsoidal underapproximation and solve the resulting quadratically-constrained quadratic program (QCQP) (Zeilinger, 2011).
Chapter 5

Exploiting Structure for Fast LB MPC Solutions

The content of this chapter has in part been included in a conference submission currently under review (Zhang et al., 2013).

5.1 Introduction

A variety of methods exists for solving a QP-MPC. Explicit MPC (Bemporad et al., 2002; Tondel, Johansen, and Bemporad, 2001; Mariethoz, Domahidi, and Morari, 2009) computes a lookup table that gives the optimal control as a function of the initial states. It is well-suited for situations where the QP-MPC is time-invariant. However, the number of entries in the table can grow exponentially with horizon, input, and state dimensions. An alternative approach is to use a QP optimization solver (e.g., (Gill et al., 1986; Gill, Murray, and Saunders, 2002; Ferreau, Bock, and Diehl, 2008)) at each time step. Specialized solvers that can exploit the sparsity of QP-MPC have computational complexity that scales linearly in the prediction horizon of the QP-MPC (Wang and Boyd, 2010; Rao, Wright, and Rawlings, 1998), as opposed to non-sparse solvers that scale cubically. Other approaches include automatic code generation using problem-tailored solvers (Mattingley and Boyd, 2012; Domahidi et al., 2012), and combining explicit and online MPC (Zeilinger, Jones, and Morari, 2011).

If the system dynamics are linear, the state and input constraints are polyhedral, the cost function is quadratic, and the statistical method provides linear model updates, then LBMPC can be described by a QP (QP-LBMPC). These conditions are common in many engineering problems. This paper describes an optimization solver that is specific to such QP-LBMPC problems. We show in (Zhang et al., 2013) that QP-LBMPC has sparsity structure similar to QP-MPC. Hence, sparse solvers can be designed that computationally scale well when solving LBMPC. The proposed primal-dual infeasible start interior point method (PD IIPM) based on Mehrotra’s predictor-corrector scheme (Mehrotra, 1992) was implemented in C++, and named LBmpcIPM. LBmpcIPM exploits the sparsity structure of QP-LBMPC, and computationally scales well in the length of the prediction horizon. Theoretical results in (Zhang et al., 2013) are supported by simulations that empirically confirm that the solving time of our solver does indeed scale linearly in the prediction horizon. Furthermore, we present experimental results on a quadrotor helicopter testbed, where we show the robustness and scaling properties of the solver.

In this chapter we will not go into any detail on the PD IIPM scheme itself or implementation details thereof but rather will focus on the simulation and experimental results since the author of this report contributed more directly to those.

5.2 Experimental and simulation results

In this section, we empirically compare LBmpcIPM with two dense active set solvers (LSSOL v1.05-4 and qpOASES v3.0beta) (Gill et al., 1986; Ferreau, Bock, and Diehl, 2008). We begin with simulations
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on a model of a quadrotor helicopter. Simulations show that the computation time of the sparse PD IIPM does indeed scale linearly in the prediction horizon $N$. This is in contrast to the dense active set solvers whose computation times are well-known (Wang and Boyd, 2010; Rao, Wright, and Rawlings, 1998) to scale cubically in the horizon length $N$. These simulations are followed by experiments on a quadrotor helicopter, in which we empirically compare three solvers. We ran these solvers in real time using the computer on-board the quadrotor helicopter which is slow in comparison to a desktop computer.

The quadrotor model that we used is the same one described previously in Sec.4.2.

5.2.1 Computational scaling in horizon length

We conducted a simulation in which the quadrotor was commanded to move from a height of 2 m above the ground to a height of 1 m. The reason that LBMPH can be useful in similar scenarios is that complex aerodynamic behavior leads to a change in the thrust of the helicopter when it approaches the ground. LBMPH allows the designer to explicitly specify that the model can change in this manner and then leverage statistical tools to learn and compensate for the effect of this phenomenon, as we showed earlier in Chapter 4. We used nonzero values of $F(\beta)$, $H(\beta)$ (see 4.17) to represent learning that has taken place and has identified changes in the helicopter physics.

We ran the simulations on three different computers of varying computational power and architecture. The horizon size $N$ was ranged from 5 steps to 240 steps, which represents 0.125 s to 6 s of horizon time because of the 0.025 s sampling period of the model. Specifications for the three computers are shown in Table 5.1. The third computer is a small form factor computer-on-module (CoM) which runs onboard the quadrotors used in our laboratory testbed (see Sec.A.1).

Table 5.2 lists the simulation results, and Fig.5.1 shows the same information in plot form, with linear trendlines. For a given CPU the solution time is strongly linear in the prediction horizon $N$. This is what is expected for a sparse interior point solver that exploits the special structure of an MPC problem, and stands in contrast to dense solvers that scale cubicly. When the helicopter is in flight, its processor must handle additional overhead due to processes like measurement communication and file storage. And so the solve times reported for the Atom CPU represent a lower bound on the solve times for when the helicopter is in flight.

<table>
<thead>
<tr>
<th>Computer</th>
<th>Model</th>
<th>CPU</th>
<th>Cache</th>
<th>RAM</th>
<th>Linux</th>
</tr>
</thead>
<tbody>
<tr>
<td>i7</td>
<td>Lenovo T410 laptop</td>
<td>2.67 GHz</td>
<td>4 MB</td>
<td>8 GB</td>
<td>64-bit</td>
</tr>
<tr>
<td>Core2</td>
<td>Dell Precision 390 desktop</td>
<td>2.4 GHz</td>
<td>4 MB</td>
<td>2 GB</td>
<td>32-bit</td>
</tr>
<tr>
<td>Atom</td>
<td>AscTec Atomboard</td>
<td>1.6 GHz</td>
<td>512 kB</td>
<td>1 GB</td>
<td>32-bit</td>
</tr>
</tbody>
</table>

Table 5.1: Different computers on which we tested the LBmpcIPM solver.

<table>
<thead>
<tr>
<th>$N$</th>
<th>i7</th>
<th>Core2</th>
<th>Atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.1</td>
<td>2.0</td>
<td>9.8</td>
</tr>
<tr>
<td>10</td>
<td>2.2</td>
<td>4.0</td>
<td>20.1</td>
</tr>
<tr>
<td>15</td>
<td>3.2</td>
<td>6.0</td>
<td>30.3</td>
</tr>
<tr>
<td>30</td>
<td>6.3</td>
<td>12.1</td>
<td>60.7</td>
</tr>
<tr>
<td>60</td>
<td>12.4</td>
<td>24.5</td>
<td>121.9</td>
</tr>
<tr>
<td>120</td>
<td>26.0</td>
<td>49.9</td>
<td>245.7</td>
</tr>
<tr>
<td>240</td>
<td>54.1</td>
<td>105.4</td>
<td>491.7</td>
</tr>
</tbody>
</table>

Table 5.2: Average time [ms] to solve problem for one timestep.
5.2 Experimental and simulation results

Figure 5.1: Plot of average solving time [ms] vs. horizon length \( N \). Trendlines emphasize the strong linearity of the solving time.

5.2.2 Experimental comparison

LBMPC controllers implemented using LBmpcIPM, LSSOL, and qpOASES were compared on a quadrotor helicopter testbed. This experiment is an interesting comparison of the different solvers because (i) the processor onboard the helicopter is slow in comparison to a desktop computer, (ii) the optimization problem to compute the control must be computed within 25 ms to enable the real time control, and (iii) the quadrotor has constraints placed on its state and inputs that correspond to physical constraints such as not crashing into the ground. We used a horizon of \( N = 5 \) because this was the largest horizon in which all the solvers could reliably terminate their computations during the 25 ms sampling period for computing the control value. Note that this is in contrast to the horizon of \( N = 15 \) that was used with the LSSOL solver in previous experiments applying LBMPC to the quadrotor (Chapter 4). This means that the benefits of the linearly-scaling computational complexity are not apparent in these experiments, nor are the benefits of a longer MPC horizon. However, it is worth noting that the current on-board quadrotor computer (which dates from 2009) could be replaced with another of similar size and power requirements. It would be compatible with our quadrotor platform (Bachrach et al., 2012), yet with about an order of magnitude better performance (Meier et al., 2012), which we can predict should enable, for LBmpcIPM, horizons around \( N = 30 \). An experiment was conducted in which the helicopter was commanded to, starting from a stable hover condition, go left 1 m and then go right 1 m. This was repeated 10 times in quick succession. The same learning described in Chapter 4 was enabled for this experiment.

A plot of a representative step input in which the quadrotor was commanded to go from left to right is shown in Fig. 5.2. The position of the helicopter when using the LSSOL solver is shown in solid blue, the difference between the trajectories of the LSSOL and LBmpcIPM solvers is shown in dashed red, and the difference between the trajectories of the LSSOL and qpOASES solvers is shown in dash-dotted...
green. We used the trajectory of the LSSOL solver as the reference trajectory, because this was the solver used for our previous experiments in Chapter 4. As can be seen in the plots, the difference in trajectories is within 6.5 cm for LBmpcIPM and 9.8 cm for qpOASES. These differences are within a range that would be expected even between runs of the same trajectory using the same solver due to complex aerodynamic fluctuations that occur during a flight. They indicate that the different solvers are giving the same performance.

Figure 5.2: The step response trajectory of the quadrotor helicopter flown using LBMPC solved with LSSOL (solid blue), the difference between the trajectories of the helicopter when flown with the LSSOL versus the LBmpcIPM solver (dashed red), and the difference between the trajectories of the helicopter when flown with the LSSOL versus the qpOASES solver (dash-dotted green).

Histograms that show the empirical densities of the solve times for the three solvers can be seen in Fig. 5.3. The two dense active set solvers have a lower variance of solve times, and this lower variance is important because it means that the solver is able to finish its computations under the time limit imposed by the 25 ms sampling period. In contrast, the LBmpcIPM method has a higher variance and so the solve times do exceed the 25 ms limit a small percentage of the time. Lastly, we note that the LBmpcIPM solver is able to provide good quality solutions. The norm of the primal residue is $1.4 \times 10^{-7}$ on average, with a minimum of $3.5 \times 10^{-11}$ and a maximum of $4.8 \times 10^{-6}$. Similarly, the norm of the dual residue is $3.1 \times 10^{-8}$ on average, with a minimum of $1.7 \times 10^{-11}$ and a maximum of $1.8 \times 10^{-6}$.

5.3 Conclusions

We have shown that a sparse PD IIPM can efficiently solve QP-LBMPC problems. We carried out both numerical simulations and experiments onboard a quadrotor helicopter. Results from these experiments and simulations indicate QP-LBMPC problems can be solved robustly, and that the computational complexity scales linearly in the prediction horizon, making QP-LBMPC attractive for systems with large horizons. The LBMPC problem has additional structure because of the similarity between the dynamics of the learned (with states $\bar{x}$) and nominal model (with states $\bar{\bar{x}}$), and this structure is not typical in linear MPC problems. It may be possible to leverage this structure to provide improvements in the solve time.
5.3 Conclusions

Figure 5.3: Empirical densities of solve times on quadrotor helicopter for different optimization algorithms are shown. The vertical dashed red line at 25ms indicates the threshold beyond which greater solve times are too slow to be able to provide real time control.
Chapter 6

Conclusions

6.1 Summary

In this report we have described how we applied two types of MPC, explicit MPC and learning based MPC (LBMPC), to control of the flight of a quadrotor helicopter.

We designed controllers based on the explicit MPC technique, which leverages the special form of MPC control laws to effectively pre-compute the solutions to the MPC optimization problem, such that on-line controller implementation is effectively little more than a look-up table and can run very quickly even given the limited computing capability on-board the quadrotor.

We also designed an LBMPC-based controller. LBMPC allows the advantages of the MPC technique, particularly the direct encoding of design requirements as cost function and constraints in an optimization problem, to be combined with the potential performance benefits that can be obtained by applying statistical learning techniques on-line. The latter techniques, used alone, could result in a compromise of safety properties but LBMPC reconciles this by treating learning as an update to a given nominal model for which uncertainty bounds are known. As a result, even in the case in which the learning fails, safety (as encoded in the MPC constraints) is maintained. We described in detail our design and implementation of an LBMPC controller for the quadrotor, and the experiments we performed to demonstrate its effectiveness.

For both the explicit MPC and LBMPC controllers, a model of the quadrotor's dynamics is required. We have described our development of such a model, based on a linearized (near hover conditions) double-integrator, and an empirical identification of the parameters of this model. In the explicit MPC controller, this model is taken effectively as a truth model, though the control synthesis does allow for 'state noise', to represent modeling uncertainties. In the LBMPC controller this model represents the 'nominal' model.

Finally, we have shown that a sparse PD IIPM can efficiently solve QP-LBMPC problems, using a new solver developed specifically for such problems. We carried out both numerical simulations and experiments onboard a quadrator helicopter. Results from these experiments and simulations indicate QP-LBMPC problems can be solved robustly, and that the computational complexity scales linearly in the prediction horizon, making QP-LBMPC attractive for systems with large horizons.

6.2 Future Work

There are several potential directions for future investigations, in terms of the modeling and system identification, explicit MPC controllers, and LBMPC controllers.

The modeling we performed is fairly rudimentary and limits the regime of operation of the quadrotor. It could not be used, for example, for extremely aggressive or aerobatic maneuvers. This would require either a nonlinear model, or a series of linear models based on linearized operating points. Nonlinear models could include terms to account for the ground effect and other aerodynamic factors (Hoffmann, Waslander, and Tomlin, 2009).
In part because of the slowness of the design process owing to the computation time for even relatively short horizon explicit MPC controllers, we were not able to iterate many times on the tuning of these controllers. We therefore suspect that our tuning of these controllers could be improved. They would of course also benefit from any improvement in system identification.

Combining ideas from switched PWA control of quadrotors (Alexis, Nikolakopoulos, and Tzes, 2011) with LBMPC would one possible natural direction. Note that for the LBMPC technique the optimization problem must be solved on-line because of the oracle updates to the cost function—an explicit (precomputed) scheme such at that used in (Alexis, Nikolakopoulos, and Tzes, 2011) would not be applicable.

The LBMPC problem has additional structure because of the similarity between the dynamics of the learned (with states $\tilde{x}$) and nominal model (with states $\bar{x}$), and this structure is not typical in linear MPC problems. It may be possible to leverage this structure to provide improvements in the solve time beyond those already obtained (at least for longer horizon lengths) with our sparse PD IIPM solver.

Finally, since we were not able to compute the maximal output admissible disturbance invariant set because of the dimensionality of our state space and instead used an overapproximation, the safety properties of LBMPC were verified empirically but not theoretically. Obtaining theoretical guarantees would require an underapproximation of this set, which may require the use of non-polytopic techniques. For example, we could investigate the use of ellipsoidal approximations; the main difference would be the requirement to solve a QCQP rather than a QP.
Appendix A

Experimental testbed description

A.1 Overview

Our experimental testbed consists of the following major components:

- AscTec Pelican quadrotor helicopter
- Vicon MX motion capture system
- supporting hardware and software
- safety systems

Fig. A.1 shows a diagram of our experimental testbed, including the main components and their data flow interconnections. We describe each major system component in the following sections.

A.2 Pelican quadrotor

The main element of the system is a quadrotor UAV, based on the popular Pelican vehicle from Ascending Technologies (AscTec for short). Fig. A.2 shows an image of a Pelican quadrotor equipped with several additional sensors; in the work in this report, we used no additional on-board sensors as our focus was on modeling and control. Several research groups are now using this vehicle for various types of experiments. Our Pelican is equipped with the optional on-board computer which includes a 1.6 GHz Intel Atom N270 CPU, 1 GB of RAM, an 8 GB solid state (micro-SD card) disk, and wi-fi communications. The MPC controllers described in this report run as Robot Operating System (ROS, (2011)) “nodelets” within a system based on a software framework for quadrotor operations developed in the Hybrid Systems Lab (Bouffard, 2011).

A.2.1 Control System

The Pelican is supplied with a proprietary controller (the “AutoPilot”) for attitude angles and thrust. According to AscTec, this controller runs at 1 kHz on one of two ARM7 chips (the “low-level” (LL) chip) located on the AutoPilot board. There is another “high-level” (HL) ARM7 chip that does not figure in the configuration used in these experiments—we are effectively using it to forward commands to, and telemetry from, the LL chip. Our MPC controller operates on the Atom CPU, and communicates with the LL controller over a serial port link, via the HL controller. The LL controller is given setpoints for roll, pitch, yaw rate, and thrust over this link at 40 Hz. The same link also provides telemetry data at various rates.

1http://www.asctec.de/
2For this we currently use the asctec_mav_framework ROS stack (http://www.ros.org/wiki/asctec_mav_framework); in prior versions we communicated directly with the LL controller using the asctec_drivers stack (http://www.ros.org/wiki/asctec_drivers).
Figure A.1: High-level system diagram showing the main components involved in the control of the quadrotor in our experimental setup. The items within the dashed line are all on-board the quadrotor as it flies. Our controllers run on the Atom CPU.

Note that while the Pelican is provided with a 3D magnetometer (3DMAG) which can be used by the AutoPilot to derive absolute yaw angle, in practice for indoor operation magnetic sources such as re-bar cause the 3DMAG to have significant drift. By disconnecting the 3DMAG, the AutoPilot defaults to controlling only the yaw rate, directly sensed by its yaw gyro. Over time, this can result in yaw position drift, but this is corrected in our setup with a linear (PID) controller using Vicon data to measure the current yaw and estimate yaw rate. For the purposes of this project we assume this controller maintains yaw at a fixed angle—in practice the controller indeed keeps yaw very steady.

### A.3 Motion capture system

Experiments are conducted in a laboratory environment equipped with a Vicon\(^3\) MX motion capture system. The system consists of an array of 12 Vicon T40 cameras arranged on custom rails near the ceiling of a room dedicated to aerial robotics experiments\(^4\), two Vicon Giganet MX multiplexing units, a control PC running Vicon Nexus application software, and a gateway PC running software that provides the Vicon based measurements to the rest of the system.

---

\(^3\)http://www.vicon.com

\(^4\)The explicit MPC work described in Chapter 3 was performed using an earlier incarnation of the system; at that time only 8 cameras were used, covering a smaller overall flight volume in a room that served as both laboratory and graduate student office space.
A.4 Safety systems

The Vicon system provides the full rigid-body position and orientation of multiple rigid bodies and/or reflective markers at a rate of 120 Hz. To use these measurements as input to our estimation algorithms, we wrote software\(^5\) employing the Vicon DataStream software development kit (SDK) that provided the measurements to the software on-board the quadrotor via a ROS topic.

We use this same system to obtain measurements of the 3D position of the ball in the “ball catching” experiment.

\(^5\)Our original software was called vicon_mocap and released as BSD-licensed open source (http://www.ros.org/wiki/vicon_mocap). It was later forked by researchers at ETH Zürich, extended to allow multiple bodies and renamed vicon_bridge (http://www.ros.org/wiki/vicon_bridge). Subsequently we adopted use of this forked version.

A.4 Safety systems

The physical safety of researchers is always of greatest importance in any experimental work, and experiments with flying robots are no exception. We take several common-sense precautions when flying the quadrotors in the indoor lab:

- Floor-to-ceiling netting separates the area where the researchers control the quadrotor, and any spectators are required to remain behind the netting during flight experiments. Researchers also stay behind this netting during experiments unless necessary for the experiment at hand (e.g. the “ball catching” experiment described in this report).

- If a researcher needs to be in the flight volume during experiments, s/he wears heavy gloves to protect hands.

- Everyone (both researchers and any spectators present) in the flying lab wears eye protection.

- Whenever flight experiments are underway, a sign is posted on the outside of the flying lab door which clearly indicates this fact and asks visitors to knock before entering (the door opens to the flying-volume side of the protective net).

- Whenever the quadrotor is “live” (rotors engaged), a researcher is ready with a remote control to take over flight of the quadrotor if need be.

Besides these common-sense, low-tech safety precautions we are also in the process of adding a more sophisticated one. We have discovered that the Pelican AutoPilot has a failure mode in which it may not be possible to issue a remote command to shut down the rotors and this has on occasion required us to...
manually disconnect the battery while the rotors were running at maximum speed, a dangerous prospect to say the least. We are thus testing a remote “kill switch” we have developed which incorporates a watchdog principle: A receiver unit on the quadrotor allows power to flow from the battery only if it continuously receives a keep-alive beacon from a transmitter unit. The transmitter unit is also equipped with a button that allows a researcher to command an immediate power cut at any time.
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Modeling and estimation for a ball in free flight

A key part of the ball catching experiment is predicting the ball’s future trajectory based on an estimate of its current state. To that end, we modeled the ball and used this model in an estimator to predict the ball trajectory. The following sections describe first the model, and then the estimator used.

B.1 Modeling

The trajectory of the ball in free flight is governed by the action of gravity, drag due to air resistance, the Magnus effect, buoyancy, and added (or “virtual”) mass (Andersson, 1988; Yingshi et al., 2010). The Magnus effect induces a force perpendicular to both the velocity and the spin axis of the ball, thus causing its trajectory to curve. This force appears to have an effect on our trajectory predictions, based on study of the ball’s trajectory. However, a nonlinear EKF estimate that incorporated the Magnus effect did not converge fast enough to provide accurate estimates, and subsequently we used a more straightforward Luenberger observer—which has been proven to converge (Yingshi et al., 2010)—with a model that neglects Magnus. The buoyancy force and the “added mass” on the other hand, are both small enough to neglect.

The gravity force is \( F_G = mg \cdot \mathbf{x}_3 \), and drag acts in a direction opposite to that of the ball’s instantaneous velocity vector \( V := (\dot{x}_{b,1}, \dot{x}_{b,2}, \dot{x}_{b,3})^T \) and has magnitude proportional to the square of the ball’s velocity, thus \( F_D = -\frac{1}{2} \rho C_D \| V \| V \), where \( C_D \) is a drag coefficient that is typically determined empirically and \( \rho \) is the density of the air.

Let \( \mathbf{x}_b = (x_{b,1}, \dot{x}_{b,1}, x_{b,2}, \dot{x}_{b,2}, x_{b,3}, \dot{x}_{b,3})^T \in \mathbb{R}^6 \) represent the state (position and velocity) of the ball expressed in \( F_I \). The discrete-time (time step \( \delta t_b \)) dynamics update is

\[
\mathbf{x}_b^+ = F_b(\mathbf{x}_b) = \begin{bmatrix}
A_b & 0 & 0 \\
0 & A_b & 0 \\
0 & 0 & A_b
\end{bmatrix} \mathbf{x}_b + \begin{bmatrix}
0 \\
\delta t_b F_{D,1}(\mathbf{x}_b) \\
\delta t_b F_{D,2}(\mathbf{x}_b) \\
\frac{\delta t_b^2 g}{2} \\
\delta t_b (g + F_{D,3}(\mathbf{x}_b))
\end{bmatrix}
\]

where \( A_b = \begin{bmatrix} 1 & \delta t_b \\ 0 & 1 \end{bmatrix} \), i.e., a discretized double integrator in each axis. Note that we neglect the small contribution of the drag force to the position update. We measure only the position of the ball; the
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Figure B.1: Diagram of the ball in flight. The ball’s trajectory is shown by the dashed line. \( \mathbf{F}_I \) is the inertial frame; \((x_b,1, x_b,2, x_b,3)^T\) is the position vector of the ball in this frame. The ball’s instantaneous velocity vector \( \mathbf{V} \) is shown in green; drag \( \mathbf{F}_D \) (blue arrow) acts opposite \( \mathbf{V} \) and the force of gravity \( m_b g x_3 \) acts downwards. The height \( z_c \) represents the altitude at which we attempt to catch the ball (based on the quadrotor’s altitude), and \( \hat{\mathbf{x}}_c \) is the predicted intersection of the ball’s trajectory and the plane defined by \( z_c \).

output equation is

\[
y_b = C_b x_b = \begin{bmatrix} c_b & 0 & 0 \\ 0 & c_b & 0 \\ 0 & 0 & c_b \end{bmatrix} \begin{bmatrix} x_b^1 \\ x_b^2 \\ x_b^3 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix} x_b.
\]

B.2 Estimation and prediction

B.2.1 State estimation

The ball is covered with reflective tape so that the Vicon system can track it. The measurements of the ball’s position are fed into a Luenberger observer that uses a nonlinear model incorporating a quadratic drag term for the state prediction step, and a linear correction step. We initialize the observer’s velocity estimate using a finite difference estimate from two successive measurements to speed up the observer’s convergence.

We found that a simple Luenberger observer, with nonlinear state update based on B.1 and linear corrections

\[
\hat{x}_b^+ = \hat{x}_b + K_b (y_b - C_b \hat{x}_b),
\]

performed adequately for the task. Table B.1 shows the values used for the parameters in the ball model and state estimator. The value of \( K_b = \text{blkdiag} \{k_b, k_b, k_b\} \) corresponds blocks \( k_b \) which are the
gain matrix of a time-invariant Kalman filter for a discrete-time double integrator in each axis. That is,

$$k_b = (c_b^T X c_b + R)^{-1} c_b^T X A_b,$$

where $X$ is the solution to the discrete algebraic Riccati equation,

$$A_b^T X A_b - X - A_b^T X c_b (c_b^T X c_b + R)^{-1} c_b^T X A_b + Q = 0,$$

and where the weighting matrices were selected as $Q = \text{diag} \{0.0001, 0.25\}$, $R = 0.0001$.

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho C_D$</td>
<td>0.09</td>
<td>Air density times drag coefficient</td>
</tr>
</tbody>
</table>
| $K_b$ | \[
\begin{pmatrix}
0.9488 & 0 & 0 \\
25.7982 & 0 & 0 \\
0 & 0.9488 & 0 \\
0 & 25.7982 & 0 \\
0 & 0 & 0.9488 \\
0 & 0 & 25.7982
\end{pmatrix}
| Linear correction gain matrix |

Table B.1: Parameters for ball state estimation.

B.2.2 Prediction

Once 20 initial measurements have been processed (0.16 s), the state estimate is used to propagate the dynamics model forward to estimate the point $\hat{x}_c$ where the ball’s trajectory will intersect the plane in which the quadrotor is hovering. The quadrotor’s reference command is then set to $\hat{x}_c$, and it continues to track updates to $\hat{x}_c$ as these are generated in subsequent timesteps.
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**List of Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DMAG</td>
<td>three-dimensional magnetometer</td>
</tr>
<tr>
<td>CFTOC</td>
<td>constrained finite-time optimal control</td>
</tr>
<tr>
<td>EKF</td>
<td>extended Kalman filter</td>
</tr>
<tr>
<td>HL</td>
<td>high-level (processor on AscTec AutoPilot board)</td>
</tr>
<tr>
<td>ISS</td>
<td>input-to-state stability</td>
</tr>
<tr>
<td>LBMPC</td>
<td>learning-based model predictive control</td>
</tr>
<tr>
<td>LL</td>
<td>low-level (processor on AscTec AutoPilot board)</td>
</tr>
<tr>
<td>LP</td>
<td>linear program</td>
</tr>
<tr>
<td>LTI</td>
<td>linear, time-invariant</td>
</tr>
<tr>
<td>mp-QP</td>
<td>multi-parametric quadratic program</td>
</tr>
<tr>
<td>MPC</td>
<td>model predictive control</td>
</tr>
<tr>
<td>MPT</td>
<td>Multi-Parametric Toolbox</td>
</tr>
<tr>
<td>PD</td>
<td>Proportional-Derivative</td>
</tr>
<tr>
<td>PD IIPM</td>
<td>primal-dual infeasible start interior point method</td>
</tr>
<tr>
<td>PID</td>
<td>proportional-integral-derivative</td>
</tr>
<tr>
<td>PWA</td>
<td>piecewise-affine</td>
</tr>
<tr>
<td>QCQP</td>
<td>quadratically-constrained quadratic program</td>
</tr>
<tr>
<td>QP</td>
<td>quadratic program</td>
</tr>
<tr>
<td>SDK</td>
<td>software development kit</td>
</tr>
<tr>
<td>SISO</td>
<td>single-input single-output</td>
</tr>
</tbody>
</table>