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Designing tunneling junctions with abrupt on-off characteristics and high current densities is critical for many different devices including backward diodes and tunneling field effect transistors (TFETs). It is possible to get a sharp, high conductance on/off transition by exploiting the sharp step in the density of states at band edges. The nature of the density of states, is strongly dependent on quantum dimensionality. To know the current/voltage curve requires us to specify both the n-side dimensionality and the p-side dimensionality of pn junctions. We find that a typical bulk 3d-3d tunneling pn junction has only a quadratic turn-on function, while a pn junction consisting of two overlapping quantum wells (2d-2d) would have the preferred step function response. We consider nine physically distinguishable possibilities: 3d-3d, 2d-2d, 1d-1d, 2d-3d, 1d-2d, 0d-1d, 2d-2d, 1d-1d and 0d-0d. Thus we introduce the obligation to specify the dimensionality on either side of pn junctions.

Quantum confinement, or reduced dimensionality on each side of a pn junction has the added benefit of significantly increasing the tunnel conductance at the turn-on threshold.

Fig. 1. (a) No current can flow when the bands do not overlap. (b) Once the bands overlap, current can flow. The band edges need to be very sharp, but density of states arising from dimensionality is also important.

1d-1d Junction

A 1d-1d junction, as shown in Fig. 2(a) describes tunneling within a nanowire (8) or carbon nanotube (9) junction. Tunneling is occurring from the valence band on the p-side to the conduction band on the n-side. For a transistor, the gate is not shown as there are many possible gate geometries. The corresponding band diagram is given by Fig. 3(a).

In analyzing all of the devices, we consider a direct gap semiconductor with a small bias. In particular we consider the regime near the band overlap turn-on where a small change in voltage (\(k_bT/q\) or less) will result in a change of density of states overlap, but only a negligible change in the tunneling barrier thickness. Consequently, we assume that the tunneling probability is roughly a constant, \(\gamma\), and will not change dimensional combinations, and their corresponding tunnel I-V curves. In the following sections we analyze each of the dimensional combinations shown in Fig. 2: 1d-1d, 3d-3d, 2d-2d, 0d-1d, 1d-2d, 0d-0d, 1d-1d, 2d-2d. We ask which are promising for adaptation into a TFET, or for a new type of Backward Diode?

Quantum Confinement

When designing tunneling junctions it is desired to achieve a very sharp turn on at low voltages. This is critical for backward diodes (1-4) and Tunneling Field Effect Transistors (TFETs) (5, 6). By using a sharp tunneling based switch it will be possible to significantly lower the voltage compared to conventional electronics.

To attain a sharp turn, the band edge energy filtering mechanism, or density of states overlap turn-on, appears most promising. This mechanism is likely to provide high conductance, as well as sharp switching (7). This is illustrated in Fig. 1. If the conduction and valence band do not overlap, no current can flow. Once they do overlap, there is a path from filled valence band states to empty conduction band states for current to flow. Above threshold the turn-on characteristic will be determined by the overlapping density of states in the conduction band and valence band. For example, we will find that in a typical 3d-3d bulk pn junction, the nature of the current-voltage (I-V) function beyond threshold is quadratic in the control voltage. A sharper density-of-states occurs if the dimensionality on either side of the pn junction is reduced. In addition, carrier confinement in the tunneling direction provides other benefits for increasing the on-state conductance.

Whenever specifying a pn junction it is also necessary to specify the dimensionalities of the respective p, and n regions. In Fig. 2 we show nine different possible pn junction
The 1d-1d end current can be derived as an adaptation of the junction to completely full and the conduction band on the n-side to be completely empty. This requires \( V_{SD} > k_b T/q \) and \( V_{SD} > V_{OL} \).

As shown in Fig. 3(a), the band edges determine the energy levels that can contribute to the current. Unlike a single band 1d conductor, the overlap voltage \( V_{OL} \) determines the amount of current that can flow. Consequently, it is \( V_{OL} \) and not \( V_{SD} \) that controls the current:

\[
I_{1d-1d} = \frac{2q^2}{h} \times V_{OL} \times \langle \uparrow \rangle
\]  

**\( V_{SD} < 4k_b T \) Limit:**

We can also consider the opposite limit where \( V_{SD} < 4k_b T/q \). The tunneling proceeds from from filled to empty states represented by \( f_c (1 - f_v) \) minus the reverse process \( f_v (1 - f_c) \), netting out to \( f_c - f_v \), where:

\[
f_c - f_v = \frac{1}{e^{(E_F - E_{Fv})/k_b T} + 1}
\]  

The tunneling current is diminished by \( f_c - f_v \):

\[
I_{1d-1d} = \frac{2q^2}{h} \times V_{OL} \times \langle \uparrow \rangle \times (f_c - f_v)
\]  

In this small bias regime everything of interest occurs within ~\( k_b T \) of energy. Consequently, we can Taylor expand \( f_c - f_v \):

\[
f_c - f_v \approx \frac{(E_{Fv} - E_F)}{4k_b T} \approx \frac{qV_{SD}}{4k_b T}
\]  

Thus the ultimate effect of the small differential Fermi occupation factors is to multiply the large bias current by the factor \( qV_{SD}/4k_b T \). We can therefore write the current and conductance for small source drain biases:

\[
I_{1d-1d} = \frac{2q^2}{h} \times \langle \uparrow \rangle \times V_{OL} \times \frac{qV_{SD}}{4k_b T}
\]  

\[
G_{1d-1d} = \frac{2q^2}{h} \times \langle \uparrow \rangle \times \frac{qV_{OL}}{4k_b T}
\]  

This is true for all of the following devices to be considered in next sections as well, but for brevity we will consider only the opposite limit where \( f_c - f_v = 1 \). The following sections provide
to tunnel out on each round trip oscillation (10). If the dot has a length of L_z along the tunneling direction, the electron will travel a distance of 2L_z between tunneling attempts. Its momentum is given by \( p_z = m v_z = \hbar k_z \) where \( k_z = \pi L_z \) in the ground state. Using \( E_z = \hbar^2 k_z^2 / 2m \), the time between tunneling attempts is \( \tau = 2L_z / v_z = \hbar / 2E_z \). The tunneling rate per second is \( \tau = (1 / \tau) \times \langle \bar{\gamma} \rangle \). This can be converted to a current by multiplying by the electron charge, and a factor 2 for spin to give:

\[
I = \frac{4q}{\hbar} \times E_z \times \langle \bar{\gamma} \rangle \tag{10}
\]

To include coupling into the dot, we add a second nanowire to supply current, as shown in Fig. 4 and form a “single electron transistor” (11). Unlike a conventional SET, we want the current to be high enough and the dot be large enough to eliminate any coulomb blockade effects, which could interfere with switching action. Since the tunneling event out of the dot follows sequentially after tunneling in, the current is cut in half:

\[
I_{0d-1d} = \frac{2q}{\hbar} \times E_z \times \langle \bar{\gamma} \rangle \tag{11}
\]

As seen in Fig. 4(c), the tunneling occurs at a single energy and will result in a step function turn on, once the bands overlap. The current will remain constant as long as the dot level overlaps with the bands in both the initial and final wire. This is one of the key benefits of quantum confinement. The current density is concentrated in a narrow energy range which allows for a sharper I-V curve. This can be contrasted with the 1d-1d end case, Eq. 1, where the current flows over the entire energy range corresponding to \( qV_{OL} \). The width of the 0d-1d energy range will be given by the broadening of the energy level in the quantum dot. This broadening can be extrinsically caused by any inhomogeneities in the lattice such as defects, dopants, or phonons. Even without these effects, simply coupling to the dot to the nanowires causes a significant amount of broadening. Each contact will broaden the level by \( \gamma_0 \) for a total broadening of \( 2\gamma_0 \) (12), where:

\[
\gamma_0 = \frac{\hbar}{\tau} = \frac{1}{\pi} \times E_z \times \langle \bar{\gamma} \rangle \tag{12}
\]

In the limit that \( \langle \bar{\gamma} \rangle \rightarrow 1 \), the 0d-1d case degenerates to the 1d-1d case. Nonetheless, in a realistic situation, \( \langle \bar{\gamma} \rangle \ll 1 \), and so we can use quantum confinement to concentrate the current at a single energy, with a significantly sharper step-function I-V curve.

### 2d-3d Junction

A 2d-3d tunneling junction is typical in vertical tunneling junctions where the tunneling occurs from the bulk to a thin confined layer as shown in Fig. 2(h). The thin layer can either be a thin inversion layer or a physically separate material (13-15). To find the 2d-3d current, we simply multiply the 0d-1d result, Eq. 10, by the number of 2d channels to get a current of:
$I_{2d-3d} = \text{No. of 2d channels} \times 0d - 1d \text{ contact current}$

$I_{2d-3d} = \left( \frac{Am}{2 \pi \hbar^2} \times qV_{OL} \right) \times \left( \frac{4q}{h} \times E_z \times \langle \mathcal{T} \rangle \right)$ \hspace{1cm} \hspace{1cm} [13]

Here, $E_z$ is the confinement energy of the 2d layer. Compared to the bulk 3d-3d case, confining one side of the junction resulted in the replacement of $qV_{OL}$ with $4E_z$.

Current can flow in along the x-direction as shown in Fig. 2(h). Other methods such as tunneling into the quantum well can also be considered for making electrical contact.

**1d-2d Junction**

A 1d-2d junction describes tunneling between the edge of a nanowire and a 2d sheet as shown in Fig. 2(e). The derivation for this case is almost identical to the 2d-3d case. The only difference is that instead of a 2d array of 1d tunneling, we now have a 1d array of 1d tunneling. Thus the current is:

$I_{1d-2d} = \text{no. of 1d channels} \times 0d - 1d \text{ contact current}$

$I_{1d-2d} = \left( \frac{L_z}{\pi \hbar} \times \sum_{k_{i,f}} M_{fi}^2 \delta(E_i - E_f)\langle f \vert \gamma_i \rangle \right)$ \hspace{1cm} \hspace{1cm} [14]

Comparing to the 2d-2d edge overlap formula, confining one side of the junction resulted in the replacement of $qV_{OL}$ with $3E_z$.

**Fermi’s Golden Rule Derivation**

The current for all of the dimensionalities can be derived in a manner different from above, using the transfer Hamiltonian method (16-19). We do this now as an alternative to employing the more modern channel conductance approach that we have been using. The transfer Hamiltonian method is just an application of Fermi’s golden rule:

\[ J = 2q \times \frac{2\pi}{\hbar} \sum_{k_i,k_f} \left| M_{fi} \right|^2 \delta(E_i - E_f)\langle f \vert \gamma_i \rangle \] \hspace{1cm} \hspace{1cm} [15]

The calculation of the matrix element $M_{fi}$ is in done in SI Appendix A and Ref. (18) and is given by:

\[ M_{fi} = \hbar \sqrt{\frac{k_z f k_z i}{L_{z,f} L_{z,i}}} \times \sqrt{\mathcal{T}} \times \delta_{k_{x,i},k_{x,f}} \delta_{k_{y,i},k_{y,f}} \] \hspace{1cm} \hspace{1cm} [16]

In this equation, $k_{zi}$ and $k_{zf}$ are the wave-vectors in the initial and final states respectively, and $\alpha$ is the Cartesian index. $L_{z,i}$ and $L_{z,f}$ are the lengths of the initial and final sides of the junction, along the tunneling direction. This method is convenient in some of the reduced dimensionality cases, as discussed in SI Appendix B.

When quantum confinement is employed in the tunneling direction, two effects will result in a larger matrix element and thus a higher conductance. 1) The wave vector in the tunneling direction, $k_z$ will be larger, leading to increased velocity, and a higher tunnel attempt rate. 2) In the quantum confinement direction, $L_z$ will be shorter. By shrinking the confinement region, a greater percentage of the electron density penetrates the barrier and thus the tunneling wave-function overlap increases.

**0d-0d Junction**

This case represents tunneling from a filled valence band quantum dot to an empty conduction band quantum dot. It is schematically represented in Fig. 2(c). In order to create a meaningful device, the quantum dots need to be coupled to contacts to pass current in and out of the device as shown in Fig. 5.

Current will only flow when the confined energy levels in each dot are aligned. This can be seen from Fig. 5(d). This results in an I-V curve that resembles a delta-function as shown in Fig. 5(e). We can estimate the peak current by considering the coupling strength between each dot and its contact as well as the coupling between dots. For simplicity, we will assume that the dots and contacts are symmetric. The coupling strength or broadening due to each contact, $\gamma_0$ is given by Eq. 12 where $\mathcal{T}$ is replaced by $\mathcal{T}_{\text{contact}}$ which represents the tunneling probability between the contact and a dot.

The matrix element between the initial state $i$ on one dot and final state $f$ on the other dot is given by Eq. 16. Since we have a single level in each dot, we can simplify the matrix element by using $k_z = \pi L_z$ and $E_z = \hbar^2 k_z^2 / 2m$:

\[ M_{f|0d-0d} = \frac{1}{\pi} \sqrt{E_{z,i} E_{z,f}} \mathcal{T}_{2\text{dot}} \] \hspace{1cm} \hspace{1cm} [17]

$\mathcal{T}_{2\text{dot}}$ is the single barrier tunneling probability between the two dots.

For a single level, the following form of Fermi’s Golden Rule provides the rate of current flow:

\[ I = 2q \times R_{fi} = 2q \times \frac{2\pi}{\hbar} \left| M_{fi} \right|^2 \frac{dN}{dE} \] \hspace{1cm} \hspace{1cm} [18]

where the 2 is present to allow for both electron spin polarizations and $dN/dE$ is the density of final states. If we consider a simple Lorentzian lineshape model for a 0d level, the peak density of states is: $dN/dE = 2/(E_x \times \mathcal{T}_{\text{contact}})$. Since the 0d-0d system has contacts on both sides, the system broadening is doubled, which reduces $dN/dE$ by a factor 2..
becoming \( \frac{dN}{dE} = \frac{1}{(E_z \times T_{\text{contact}})} \). Plugging in the peak \( dN/dE \) and the matrix element, Eq. 17, into Eq. 18 gives:

\[
I_{\text{peak}} = 2q \frac{2\pi}{h} [1 + E_z \times \langle T_{2\text{dot}} \rangle^2] \times \frac{1}{E_z \times \langle T_{\text{contact}} \rangle}
\]

\[ \text{Eq. 19} \]

\[
I_{\text{peak}} = \frac{8q}{\hbar} E_z \times \langle T_{2\text{dot}} \rangle \times \langle T_{\text{contact}} \rangle
\]

\[ \text{Eq. 20} \]

If the perturbation matrix element is stronger than the broadening, \( |M_{\text{fi}}|/\gamma \), the two levels will strongly couple, leading to level repulsion preventing the desired conductance switching when levels align. Consequently, for Fermi’s Golden Rule to be valid we need \( |M_{\text{fi}}|/\gamma < 1 \). Avoiding level repulsion provides a subsidiary requirement:

\[
\frac{|M_{\text{fi}}|}{\gamma} = \sqrt{\langle T_{2\text{dot}} \rangle / \langle T_{\text{contact}} \rangle} < 1, \text{ or } \langle T_{2\text{dot}} \rangle < \langle T_{\text{contact}} \rangle^2
\]

\[ \text{Eq. 21} \]

This limits the current to:

\[
I_{\text{peak}} < \frac{8q}{\hbar} E_z \langle T_{\text{contact}} \rangle
\]

\[ \text{Eq. 22} \]

The width of the tunneling peak is given by the broadening of the confined level, \( 2\sqrt{\hbar q} \). Additional broadening mechanisms such as electron-phonon interactions can further broaden the I-V curve and reduce the peak current by smearing out the levels and reducing the coupling strength between the dots. As with the 0d-1d case, in the limit that \( \langle T_{\text{contact}} \rangle \rightarrow 1 \), the 0d-0d case will degenerate to the 1d-1d case with a perfect quantum of conductance: \( I = 2q^2/h \times V_{OL} \). However, in a realistic situation \( \langle T_{\text{contact}} \rangle \ll 1 \), sharpening up the linewidth \( \gamma \), and concentrating the current at a single energy and voltage, allowing for abrupt switching.

**2d-2dface Junction**

A 2d-2dface junction describes tunneling from one quantum well to another through the face of the quantum well. This can be seen in resonant interband tunnel diodes (20-22) and the electron hole bilayer TFET(23, 24). The junction is schematically represented in Fig. 2(i). This is one of the most interesting cases as it is close to a step function I-V turn-on curve.

The step function turn-on can be derived by considering the conservation of transverse momentum and total energy. This depicted in Fig. 6(a). The lower paraboloid represents all of the available states in k-space on the p side of the junction and the upper paraboloid represents the available k-space states on the n side of the junction. In order for current to flow the initial and final energy, and wave-vector \( k \), must be the same and so the paraboloids must overlap. However, as seen in the right part of Fig. 6(a), they can only overlap at a single energy while conserving energy and momentum. Within the joint density of states between valence and conduction band, only a single energy is responsible for the tunneling, regardless of the overlap as seen in Fig. 6(b). Since the joint density of states is constant in 2 dimensions, the tunnel current will also be constant, leading to a step function I-V curve.

The current can be computed by using Fermi’s golden rule. Due to the conservation of transverse momentum, every initial state is coupled to only one final state. Plugging in the 0d-0d matrix element, Eq. 17 into Fermi’s golden rule, Eq. 15, and converting the sums over transverse \( k \) to an integral over transverse energy \( E_t \), and constraining \( E_{t_i} = E_{t_f} \) gives:

\[
I = 2q \times \frac{A_m}{\pi^2 \hbar^3} \times E_{z,i} \times E_{z,f} \times \langle \frac{1}{T_{\text{contact}}} \rangle \times \delta(E_i - E_f) dE_i
\]

\[ \text{Eq. 23} \]

where \( E_{z,i} \) and \( E_{z,f} \) are the confinement energies in the 2d quantum well. An additional factor of \( \frac{1}{2} \) appears when evaluating the integral owing to the sum of conduction and valence band transverse energy, \( E_i - E_f = 2E_t - qV_{OL} \):

\[
I_{2d-2d\text{face}} = \frac{qA_{m}}{\pi^2 \hbar^3} \times E_{z,i} \times E_{z,f} \times \langle \frac{1}{T_{\text{contact}}} \rangle
\]

\[ \text{Eq. 24} \]

The main change in going from 3d-3d to 2d-2d is that the overlap energy \( qV_{OL} \) became the quantum confinement energy, \( E_c \). Likewise, in going from the 3d-2d to 2d-2dface the other overlap energy \( qV_{OL} \) also became \( E_c \). Thus for each confined side of the junction the relevant energy changes from the overlap energy to the confinement energy. In practice \( E_c \) can be much larger than \( qV_{OL} \), providing the 2d-2dface case with a significant current boost.

**1d-1edge Junction**

A 1d-1edge junction represents two nanowires overlapping each other along the edge as shown in Fig. 2(i). Similar to the 2d-2dface junction the current can be found using Fermi’s golden rule, Eq. 15. The resulting current is:

\[
I_{1d-1\text{edge}} = 2q \times \frac{A_{m}}{\pi^2 \hbar^3} \times E_{z,i} \times E_{z,f} \times \langle \frac{1}{qV_{OL}} \rangle
\]

\[ \text{Eq. 25} \]

As in the 2d-2dface case the tunneling only occurs at a single energy due to the conservation of momentum and energy. Since we are now dealing with 1d nanowires, the number of transverse states follows a 1d density of states which follows a \( 1/V_{OL} \) dependence. This predicts a step turn on followed by a reciprocal square root decrease. This seemingly implies that the initial conductance will be infinite. However, the contact
series resistance and various broadening mechanisms will limit the peak conductance.

Energy Dependent Tunneling Probability

Now that we have analyzed the different dimensionalities, we consider some corrections that occur near turn on. The tunneling probability has a significant energy dependence at low energies where there is a prefactor to the WKB exponential. At energies small relative to the barrier height, the wave function, \( \psi \), resembles the infinite barrier case, in which \( \psi = 0 \) at the barrier. Therefore, at low energy the tunneling probability approaches zero.

For rectangular wells, the tunneling probability can be found from rectangular well wavefunctions when evaluating the matrix element Eq. 16 as is done in SI Appendix A. At small energies, much lower than the barrier height, we get:

\[
\psi \approx \frac{16 |E_{z,i} - E_{z,f}|}{\Delta V} \exp(-2 \kappa W_B)
\]  

[26]

The initial and final kinetic energy are given by \( E_{z,i} \) and \( E_{z,f} \) respectively. The barrier height minus the tunneling energy, \( E_B \), is defined by \( \Delta V \) as shown in Fig 3. The barrier width is \( W_B \). The imaginary wavevector in the tunneling barrier is given by \( \kappa = \sqrt{2m\Delta V}/h \).

Thus we see that the WKB exponential should also include an energy dependent prefactor. As the energy goes to zero, the tunneling probability goes to zero. This influences the key voltage dependence. When there is no confinement in the tunneling direction, such as the 1d-1d\_edge, 2d-2d\_edge and 3d-3d cases, the available kinetic energy, \( E_z \), is limited by \( \Delta V \) and the prefactor provides additional voltage dependence. Using an energy averaged tunneling probability as we have previously done will still capture this voltage dependence. The prefactor will saturate near unity for a large \( E_z \) and therefore large \( \Delta V \). Consequently, the initial turn on current will be lowered until the prefactor saturates.

Conversely, confinement in the 0d-0d, 1d-1d\_edge and 2d-2d\_face cases, fixes \( E_{z,i} \) and \( E_{z,f} \), which can be larger than \( \Delta V \), making the prefactor in Eq. 26 saturate at unity, as discussed in SI Appendix A. In the next section we introduce additional level broadening mechanisms that smear the thresholds.

Tradeoff between Current, Device Size, and Level Broadening

When a level on the p-side of a junction interacts with a level on the n-side of the junction it is possible for the two levels to interact strongly and repel each other. For large contact regions leading to the tunnel junction, individual wave functions are spread out over a large normalization length, guaranteeing that individual level repulsion matrix elements are negligible compared to any residual broadening.

In contrast, the 0d-0d, 1d-1d\_edge and 2d-2d\_face cases are confined along the tunneling direction, restricting the normalization length. This means that the tunnel interaction matrix element, \( |M_f| \), can take on a large finite value, promoting level repulsion and preventing On/Off switching action. To avoid this and wash out the level repulsion, the level broadening, \( \gamma \), needs to be greater than the level repulsion matrix element:

\[
\gamma > |M_f| = \frac{1}{\pi} \sqrt{E_{z,i} \times E_{z,f} \times \langle 1 \rangle}
\]

[27]

This is the same as Eq. 21, but applies to the 1d-1d\_edge and 2d-2d\_face cases in addition to 0d-0d.

The broadening \( \gamma \) is typically caused by coupling to the contacts or by various scattering mechanisms. While this level broadening smears out the sharp I-V curve of the 0d-0d, 1d-1d\_edge and 2d-2d\_face junctions, it is required to prevent level repulsion. Consequently, it is necessary to engineer the tradeoff between the smearing and the tunnel conductance.

Another major broadening limit occurs for the 1d-2d, 2d-3d, 1d-1d\_edge and 2d-2d\_face cases when the overlap length, \( L_\alpha \), is reduced. Consider the 1d-1d\_edge case shown in Fig. 2(f). The electrons in the overlap region can tunnel, but they also need to escape from the overlap region into the contacts. This leads to a level broadening. The broadening is given by the energy of an electron confined by the overlap length \( L_x \). The escape time, \( \tau \), for an electron in an overlap length \( L_x \) is \( L_x/v \), and \( v \) is obtained from the quantum confinement velocity \( h k_x / m = h \pi / mL_x \), within the confinement length \( L_x \). The escape rate \( 1/\tau = v/L_x = h \pi / mL_x^2 \) leads to an "escape time" energy broadening:

\[
\gamma = \frac{h^2 \pi}{4 m L_x^2} \approx 2 \frac{E_x}{\pi}
\]

[28]

where \( E_x \) is confinement energy along the overlap region. For all the cases, 1d-1d\_edge, 1d-2d, 2d-3d and 2d-2d\_face, where overlap is important, the onset of the I-V thresholds will be smeared by Eq. 28.

In addition to contact broadening, and "escape time" broadening, there are a wide variety of additional broadening mechanisms that can smear out the initial turn on: phonon bandtails, phonon side-bands, Coulomb Blockade threshold shift, charge noise, etc. There are also device problems such spatial inhomogeneity, doping-induced inhomogeneity and trap states.

Comparing the Different Dimensionalities

Now that we have considered many different tunneling junction geometries, we've plotted a comparison of the different cases in Fig. 7. To plot the figures we used a reasonable tunneling probability of 1%. We assumed confinement energies of 130 meV, an effective mass of 0.1m\_o, overlap lengths of 20 nm, and a barrier height of \( \Delta V = 100 \) meV. For the 0d-0d case we assumed \( \overline{\Delta V} = 1/4 \times \overline{\Delta V}_{\text{contact}} \) to satisfy Eq. 21. We also consider four intrinsic broadening mechanisms that will limit the initial turn on, as indicated by the dotted lines. Using the above constants, the broadening mechanisms and the affected dimensionalities are summarized below:
The conductance curves for the different dimensionalities are plotted using the following parameters: $\frac{dV}{dt}=1\%$, $E_g=130\text{meV}$, $L_x=20\text{nm}$, $m^*=0.1m_e$ and $dV=100\text{meV}$. The dotted lines represent the initial broadened turn on where the lineshape is uncertain. (a) The 1d-1dend, 0d-1d and 0d-0d cases are plotted. (b) The 2d-2dedge, 1d-2d and 1d-1dedge cases are plotted. (c) The 3d-3d, 2d-3d and 2d-2dface cases are plotted. For the 0d-0d case the entire line-shape is linked to the broadening and is thus unknown, but the calculated width and height are still represented in the figure.

Conclusions

Dimensionality significantly affects the I-V characteristics of tunneling diodes, including Backward Diodes and tunneling Field Effect Transistors. For pn-junctions, it becomes now necessary to specify the dimensionality of the p-region, and the dimensionality of the n-region.
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Supplementary Information for “Pronounced Effect of pn-Junction Dimensionality on Tunnel Switch Threshold Shape”

SI Appendix A: Transfer Matrix Element Derivation

In our derivation of the tunnel matrix element by the transfer Hamiltonian method we will consider 3d-3d case as shown in Fig. S1(a). The method for the other reduced dimensionality cases is very similar and we will note some of the changes that would be necessary for those cases as we go through the derivation.

First we consider a simple Type III junction band diagram as shown in Fig. S1(b). The total Hamiltonian $H$, is illustrated in Fig. S1(b). The incomplete initial Hamiltonian, $H_i$, on the left is in Fig. S1(c), and the incomplete final state Hamiltonian $H_f$ on the right is in Fig. S1(d). For the cases in Figs. S1(c-d), the incomplete Hamiltonians lead to their own stationary Schrodinger’s equations: $H_i|\Psi_i\rangle=E_i|\Psi_i\rangle$ and $H_f|\Psi_f\rangle=E_f|\Psi_f\rangle$ respectively. The subscript ‘$i$’ represents the initial electron in the valence band and the subscript ‘$f$’ represents the final electron in the conduction band.

In the true full Hamiltonian, $H$, a valence band electron on the left decays exponentially into the barrier, and tunnels to the conduction band on the right. The perturbation Hamiltonian with respect to the starting Hamiltonian is therefore $H'=H- H_i$. The Fermi’s Golden Rule transition rate for an electron in the valence band on the left, tunneling to the conduction band on the right, is:

$$R_{if} = \frac{2\pi}{\hbar} \left\langle \psi_f | H | \psi_i \right\rangle^2 \frac{dN}{dE} = \frac{2\pi}{\hbar} \left\langle \psi_f | H - H_i | \psi_i \right\rangle^2 \frac{dN}{dE} = \frac{2\pi}{\hbar} \left\langle \psi_f | (H - E_f) | \psi_i \right\rangle^2 \frac{dN}{dE}$$ \[S.1\]

where we used the fact that $H_i|\Psi_i\rangle=E_i|\Psi_i\rangle$, and $dN/dE$ represents the density of final states.

The exact Hamiltonian, in Fig. S1(b) naturally divides into three regions. For $z<0$ the system resembles $H_i$, whose eigenstates are in the valence band on the left. For $0<z<W_B$, there is a barrier which the electron must tunnel through, and for $z>W_B$ the system resembles $H_f$ with eigenstates in the conduction band on the right. $\Psi_i$ is a free particle in the valence band and the exponential decay can be modeled by the WKB approximation. For convenience we segregate the problem into halves, picking a surface somewhere in the barrier so that we can divide the junction into a left half and a right half. For simplicity we choose the dividing plane to be at $W_B/2$ as shown in Fig. S1(b).

Since $(H_i-E_i)|\Psi_i\rangle=0$ everywhere, and $H=H_i$ in the left half space, then $(H-E_i)|\Psi_f\rangle=0$, in the left half-space; $z<W_B/2$. Likewise, since $(H_f-E_f)|\Psi_f\rangle=0$ everywhere, and $H=H_f$ in the right half-space, $(H-E_f)|\Psi_f\rangle=0$ in the right half-space; $z>W_B/2$.

Following refs. (1)&(2), the matrix element, $M_{fi} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d^3r \left\langle \psi_f^* (H-E_i) \psi_i \right\rangle$ can be simplified by recognizing that the integral is certainly zero for $z<W_B/2$ and by subtracting $0 = \left\langle \psi_i^* (H-E_f) \psi_f \right\rangle$ for $z>W_B/2$. Further simplification arises when we express the Hamiltonian in the standard format:

$$H = -\frac{\hbar^2}{2m} \nabla^2 + V(r)$$ \[S.2\]

where $V(r)$ describes the entire potential of the junction. By substituting this into $M_{fi}$:

$$M_{fi} = \int_{Z>W_B/2} d^3r \left\langle \psi_f^* (H-E_i) \psi_i - \psi_f (H-E_f) \psi_f \right\rangle$$ \[S.3\]

and using both energy conservation, $E_i=E_f$, and the cancellation of terms involving $V(r)$, we will be left with:

$$M_{fi} = \frac{-\hbar^2}{2m} \int_{Z>W_B/2} d^3r \nabla \psi_f \nabla \psi_i - \psi_f \nabla^2 \psi_f$$ \[S.4\]

Now we use Gauss’s law to express the matrix element as:
Fig. S1: (a) The 3d-3d junction that is modelled. (b) The exact total Hamiltonian $H$. (c) The incomplete Hamiltonian $H_i$ whose eigenstate represents the initial valence electron of energy $E_i$. (d) The incomplete Hamiltonian $H_f$ whose eigenstate represents the final conduction band electron of energy $E_f$.

\[ M_{fi} = \hbar \int Z = L/2 \tilde{G}_{fi} \cdot d\vec{S} \]  \[ \text{with } \tilde{G}_{fi} = \frac{i\hbar}{2m} \left( \psi_f^* \nabla \psi_i - \psi_i \nabla \psi_f^* \right) \]  

Thus the matrix element is expressed as a surface integral of $\tilde{G}_{fi}$ which is nonzero only at the $z=W_B/2$ surface.

**WKB Wavefunction**

To determine the tunneling matrix element, Eq. S.5 in the case of 3d-3d bulk tunneling we must first write down $\Psi_i$ and $\Psi_f$ in order to evaluate $G_{fi}$. Within the effective mass approximation, we can use the WKB approximation to write down the wave functions. In the low energy limit, the WKB approximation breaks down as we will see in the next section. We neglect the underlying Bloch functions, but for a more complete treatment see ref. (3). We also assume that most of the probability density is outside of the barrier region and so the barrier region can be neglected when calculating the normalization constant. The normalized WKB wavefunction becomes:

\[
\psi_i = \sqrt{\frac{2k_{zi,i}}{L_x L_y L_{z,i}}} \exp\left(ik_{x,i}x + ik_{y,i}y\right) \times \begin{cases} 
\sin\left(\frac{z}{L_x}k(z)dz + \frac{\pi}{4}\right), & z < 0 \\
\frac{1}{2} \exp\left(-\frac{z}{L_x}k(z)dz\right), & z \geq 0 
\end{cases}
\]

\[
\psi_f = \sqrt{\frac{2k_{zf,f}}{L_x L_y L_{z,f}}} \exp\left(ik_{x,f}x + ik_{y,f}y\right) \times \begin{cases} 
\sin\left(\frac{W_B}{L_x}k(z)dz + \frac{\pi}{4}\right), & z > W_B \\
\frac{1}{2} \exp\left(-\frac{W_B}{L_x}k(z)dz\right), & z \leq W_B 
\end{cases}
\]

In these equations $k_{a,i}$ and $k_{a,f}$ are the $\alpha$-component of the $k$-vector in the initial and final states respectively. $k_z(z)$ is the spatially dependent value of $k_z$ that varies within the barrier. $L_x, L_y, L_{z,i},$ and $L_{z,f}$ are the dimensions of the device as shown in Fig. S1(a). $L_{z,i}$ represents the length of the left half of the device for $z < 0$. $L_{z,f}$ represents the length of the right half of the device for $z > W_B$. Plugging these wavefunctions into $\tilde{G}_{fi}$ and evaluating it at $z=W_B/2$ gives:

\[ G_{fi,Z} = -\frac{\hbar}{L_x L_y L_{z,i}} k_{zf,f} \exp\left(i\Delta k_{x,i}x + i\Delta k_{y,i}y\right) \times \exp\left(-\int_0^{W_B} k_z dz\right) \]

where $\Delta k_x = (k_{x,i} - k_{x,f})$ and $\Delta k_y = (k_{y,i} - k_{y,f})$. Using this and evaluating the expression for the matrix element we get:
Fig. S2: (a) A rectangular band to band tunneling barrier. (b) A rectangular single band tunneling barrier.

\[ M_{fi} = \frac{\hbar^2}{2m} \sqrt{\frac{k_{z,i}k_{z,f}}{L_{z,f}L_{z,i}}} \times \exp\left(\int_{0}^{W_B} k_z dz\right) \times \delta_{k_x,i,k_x,f} \delta_{k_y,i,k_y,f} \]  

[S.9]

The kronecker deltas represent the conservation of transverse momentum and show that the conservation is a natural result of calculating the matrix element. For the case of incomplete conservation of momentum, the kronecker deltas will be replaced by the actual surface integral in Eq. S.5. At this point, we replace the WKB integral \( \exp\left(-\frac{\hbar}{2m} k_z dz\right) \) with \( \int \). In practice, the tunneling probability may vary from the simple WKB integral in some situations (4) and so \( \int \) can be generalized to reflect those changes. Thus the matrix element is given by:

\[ M_{fi} = \frac{\hbar^2}{2m} \sqrt{\frac{k_{z,f}k_{z,i}}{L_{z,f}L_{z,i}}} \times \sqrt{\int} \times \delta_{k_x,i,k_x,f} \delta_{k_y,i,k_y,f} \]  

[S.10]

Interestingly, this expression is also valid for all of the reduced dimensionality cases, we just need to sum over fewer k-states.

For the reduced dimensionality cases we can use \( k_z = \pi/L_z \) and \( E_z = \hbar^2 k_z^2/(2m) \) to further simplify the matrix element. For 0d-1d we get the following matrix element:

\[ M_{fi,0d-1d} = \sqrt{\frac{E_{z,i}}{\pi} \times \frac{h^2}{2m} \frac{k_{z,f}}{L_{z,f}}} \times \int \]  

[S.11]

For 0d-0d both sides of the junction are confined which gives:

\[ M_{fi,0d-0d} = \frac{1}{\pi} \sqrt{E_{z,i} \times E_{z,f} \times \int} \]  

[S.12]

**Rectangular Barrier Wavefunction**

Instead of using the WKB approximation, we can also use the wavefunctions that correspond to a rectangular barrier as shown in Fig S2(a). In this case, we can write down the exact wavefunction, but we cannot account for exact barrier shape. This will allow us to see the low energy dependence of the tunneling probability where the WKB approximation fails.

The normalized wavefunctions for a rectangular barrier are:

\[ \psi_i = \sqrt{\frac{2}{L_x L_y L_{z,i}}} \times \exp\left(ik_{x,i} x + ik_{y,i} y\right) \times \begin{cases} \cos\left(k_{z,f}\left(z + L_{z,i}/2\right)\right), & z < 0 \\ \frac{1}{\sqrt{1 + \left(k_z/k_{z,f}\right)^2}} \times \exp\left(-\kappa \ z\right), & z \geq 0 \end{cases} \]  

[S.13a]

\[ \psi_f = \sqrt{\frac{2}{L_x L_y L_{z,f}}} \times \exp\left(ik_{x,f} x + ik_{y,f} y\right) \times \begin{cases} \cos\left(k_{z,f}\left(z - L_{z,f}/2 - W_B\right)\right), & z > W_B \\ \frac{1}{\sqrt{1 + \left(k_z/k_{z,f}\right)^2}} \times \exp\left(\kappa \left(z - W_B\right)\right), & z \leq W_B \end{cases} \]  

[S.13b]
κ is the wavevector in the barrier and is given by: \( \kappa = \sqrt{2m\Delta V / \hbar} \). \( \Delta V \) is the barrier height relative to the energy as shown in Fig. S2(a). Plugging these wavefunctions into S.5 and evaluating the matrix element gives:

\[
M_{fi} = \frac{\hbar^2}{2m} \sqrt{\frac{k_{z,i}k_{z,f}}{L_{z,i}L_{z,f}}} \times \left( \frac{4\kappa \sqrt{k_{z,i}k_{z,f}}}{\left(k_{z,j}^2 + \kappa^2\right)^{3/2}} \right) \exp(-\kappa W_B) \times \delta_{k_{y,i},k_{y,f}} \delta_{k_{y,i},k_{y,f}} \tag{S.14}
\]

Comparing this with Eq. S.10 we find that:

\[
T = \left( \frac{16\kappa^2 k_{z,j} k_{z,f}}{\left(k_{z,j}^2 + \kappa^2\right)^2} \right) \exp(-2\kappa W_B) = \frac{16\Delta V \sqrt{E_{z,i} E_{z,f}}}{(E_{z,j} + \Delta V)(E_{z,f} + \Delta V)} \exp(-2\kappa W_B) \tag{S.15}
\]

At small energies, \( E \ll \Delta V \), we get:

\[
\T = \frac{16\Delta V \sqrt{E_{z,i} E_{z,f}}}{\Delta V} \exp(-2\kappa W_B) \tag{S.16}
\]

Thus we see that there is an energy dependent pre-factor to the WKB exponential. As the energy goes to zero, the tunneling probability goes to zero. Near turn on, this can have a significant effect.

When there is no confinement in the tunneling direction in the 1d-1d, 2d-2d edge and 3d-3d cases, the available kinetic energy, \( E_z \), is limited by \( V_{OL} \) and this gives a voltage dependent turn on. The tunneling probability, Eq. S.16, will be maximized when \( E_{z,i} = E_{z,f} = qV_{OL}/2 \):

\[
\T_{max} \approx \frac{8V_{OL}}{\Delta V} \exp(-2\kappa W_B) \tag{S.17}
\]

This means that the tunneling probability will be linearly proportional to \( V_{OL} \) at turn-on and a finite \( V_{OL} \) of \( \Delta V/8 \) is needed for the prefactor to reach 1. Once the prefactor is 1, we assume the WKB approximation is valid.

For the 0d-1d, 1d-2d and 2d-3d cases, one side of the junction is confined and so we need to use Eq. S.16 with \( E_{z,f} = qV_{OL} / 2 \). The turn on will be broadened until the prefactor is equal to 1 at which point the WKB approximation is valid:

\[
16\sqrt{E_{z,i} qV_{OL} / 2} / \Delta V = 1 \tag{S.18}
\]

**One Band Rectangular Barrier**

To verify the matrix element derivation, the tunnel probability derived from computing the matrix element can be compared to the 1 band tunneling probability through a single barrier as shown in Fig. 3(b). The 1 band tunneling probability through a rectangular barrier can be found be matching boundary conditions using propagation matrices (5) and is given by:

\[
\T = \frac{1}{4 \sqrt{E_{z,i} E_{z,f}} + \frac{(E_{z,i} + \Delta V)(E_{z,f} + \Delta V)}{4\Delta V \sqrt{E_{z,i} E_{z,f}}} \sinh^2(kW_B)} \tag{S.19}
\]

We considered the situation where the initial and final energy, \( E_{z,i} \) and \( E_{z,f} \) respectively, are different as shown in Fig. S2(b). The barrier height relative to the tunneling energy, \( E_z \), is given by \( \Delta V \). The barrier width is \( W_B \). The wavevector in the tunneling barrier is given by: \( \kappa = \sqrt{2m\Delta V / \hbar} \). For a typical barrier the sinh term will be large and so we get:

\[
\T \approx \frac{16\Delta V \sqrt{E_{z,i} E_{z,f}}}{(E_{z,i} + \Delta V)(E_{z,f} + \Delta V)} \exp(-2\kappa W_B) \tag{S.20}
\]

This is identical to Eq. S.15 and thus we verified that computing the matrix element gives the same tunneling probability as directly calculating it by matching boundary conditions. Since we are using the effective mass approximation, same band tunneling and band to band tunneling give the same result so long as the correct definition of \( E_z \) is used.
SI Appendix B: Using the Transfer Matrix Element to Derive Current

In SI Appendix A we found the matrix element that can be used with Fermi’s golden rule. Using this, we can now find the current in any of the different cases. To aid in correctly counting the number of states, we use the delta function version of Fermi’s golden rule. The transition rate between two states is:

\[ R_{gf} = \frac{2\pi}{\hbar} |\langle \psi_f | H | \psi_i \rangle|^2 \delta(E_i - E_f) \]  

[S.21]

We convert the transition rate to a tunneling current by multiplying the rate by the electron charge, summing over initial and final states, and multiplying by the Fermi-Dirac occupation probabilities.

\[ J_{Tunnel} = 2q \sum_{k_i,k_f} R_{gf} f_v (1 - f_c) - R_{ff} f_c (1 - f_v) \] 

[S.22a]

\[ = 2q \sum_{k_i,k_f} R_{ff} f_c - f_v) \] 

[S.22b]

\[ = 4\pi q \sum_{k_i,k_f} \left| M_{fi} \right|^2 \delta(E_i - E_f) ( f_c - f_v) \]  

[S.22c]

Where

\[ f_v = \frac{1}{\exp[(E_i - F_p)/k_B T] + 1} \]  

[S.23a]

\[ f_c = \frac{1}{\exp[(E_f - F_n)/k_B T] + 1} \]  

[S.23b]

\( F_n \) and \( F_p \) are the quasi Fermi levels for electrons and holes respectively. Plugging the matrix element Eq. S.10 into Eq. S.22c for tunneling current gives:

\[ I_{Tunnel} = \frac{\pi q \hbar^3}{m^2} \sum_{k_i,k_f} \frac{k_{z,i} k_{z,f}}{L_{z,i} L_{z,f}} \left( f_c - f_v \right) \times \int \delta(k_{x,i} k_{x,f}) \delta(k_{y,i} k_{y,f}) \delta(E_i - E_f) \]  

[S.24a]

\[ I_{Tunnel} = \frac{8q}{\hbar} \sum_{k_i,k_f} \left( \frac{\hbar^2 k_{z,i}}{2m L_{z,i}} \right) \times \left( \frac{\hbar^2 k_{z,f}}{2m L_{z,f}} \right) \left( f_c - f_v \right) \times \int \delta(k_{x,i} k_{x,f}) \delta(k_{y,i} k_{y,f}) \delta(E_i - E_f) \]  

[S.24b]

Interestingly, this expression is also valid for all of the reduced dimensionality cases, we just need to sum over fewer k-states.

3d-3d Bulk Junction

For 3d to 3d bulk we break the sums up into a transverse \((k_t)\) and z component \((k_z)\) and then we convert the sums over \(k_z\) and into integrals of \(E_z\) using:

\[ \sum_{k_z} = \frac{L_z m}{\pi \hbar^2} \int \frac{dE_z}{k_z} \]  

[S.25]

Plugging this into Eq. S.24a gives:

\[ I_{Tunnel} = \frac{4q}{\hbar} \sum_{k_i} \int \frac{dE_{z,i}}{k_i} \int dE_z \left( f_C - f_V \right) \times \int \delta(E_i - E_f) \]  

[S.26]

The sum over \(k_t\) can be converted to an energy integral using the following:

\[ \sum_{k_t} = \frac{m}{2\hbar^2} \int dE_t \]  

[S.27]

Plugging this into Eq. S.26 and eliminating one of the energy integrals by evaluating the delta function gives:

\[ I_{Tunnel} = \frac{q m A}{2 \pi^2 \hbar^3} \int dE_t \int dE_z \left( f_C - f_V \right) \times \int \]  

[S.28]
Next, we can then convert the integrals over $E_{z,i}$ to an integral over total energy, $E$, by a change of variables and change the order of the integrals:

$$I_{3d-3d} = \frac{q m A}{2 \pi^2 \hbar^3} \int_0^{V_{OL}} dE_i \int_0^{\min(E, V_{OL} - E)} dE_t \left( f_C - f_T \right) \times \left\langle T \right\rangle$$  \[S.29\]

Here we take the zero of energy to be at the conduction band edge on the n-side. The transverse energy can be no more than the total energy on either side of the junction. For reduced dimensionalities we will be summing over fewer $k$-states and so there may be only one or even no integrals.

If we assume a full valence band and empty conduction band we can set $(f_C - f_T) = 1$ and evaluate the integrals to recover Eq. 8

$$I_{3d-3d} = \frac{1}{2} \left( \frac{A m^*}{2 \pi^2 \hbar^2} \times \frac{q V_{OL}}{2} \right) \times \frac{2 k^2}{\hbar} V_{OL} \times \left\langle T \right\rangle$$  \[S.30\]

Thus we have finally recovered the equation for 3d-3d bulk tunneling current. We can also consider small biases less than $k_B T$ by setting $(f_C - f_T) \approx q V_{SD}/(4k_B T)$.

### 2d-3d Bulk Junction

Next, we consider the 2d-3d case to demonstrate the general applicability of Eq. S.24. In this case we sum over the transverse states ($k_t$) and only the final $k_z$ states. After converting the sums to energy integrals and evaluating the delta function we get:

$$I_{2d-3d} = \frac{A m}{2 \pi^2 \hbar^2} \times \frac{q V_{OL}}{2} \times \frac{2 q^2}{\hbar} dE_t \left( f_C - f_T \right) \times \left\langle T \right\rangle$$  \[S.31\]

Assuming a full valence band and empty conduction we recover Eq. 13

$$I_{2d-3d} = \left( \frac{A m}{2 \pi^2 \hbar^2} \times \frac{q V_{OL}}{2} \right) \times \left( \frac{2 q}{\hbar} E_z \times \left\langle T \right\rangle \right)$$  \[S.32\]

### 2d-2d$\text{face}$ Junction

For the 2d-2d face junction we have only a single $k_{z,i}$ and a single $k_{z,f}$ corresponding to the confinement energies. Starting from Eq. S.24b and evaluating the kronecker delta function gives:

$$I_{2d-2d, \text{face}} = \frac{8 q}{\hbar} \sum_{k_i} E_{z,i} \times E_{z,f} \times (f_c - f_T) \times \left\langle T \right\rangle \times \delta(E_i - E_f)$$  \[S.33\]

Next we convert the sum over tranverse states into an integral over energy using Eq. S.27. This gives Eq. 23:

$$I_{2d-2d, \text{face}} = 2 q \frac{A m}{\pi^2 \hbar^3} \int E_{z,i} \times E_{z,f} \times \left\langle T \right\rangle \times \delta(E_i - E_f) dE_i$$  \[S.34\]

Finally evaluating the integral recovers Eq. 24:

$$I_{2d-2d, \text{face}} = \frac{q m A}{\pi^2 \hbar^3} \times E_{z,i} \times E_{z,f} \times \left\langle T \right\rangle$$  \[S.35\]

Similarly, we can derive the current for any of the cases using Eq. S.24
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