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Abstract

Low-Complexity Message-Passing Algorithms for Distributed Computation

by

Nima Noorshams

Doctor of Philosophy in Engineering-Electrical Engineering & Computer Sciences

University of California, Berkeley

Professor Martin J. Wainwright, Chair

Central to many statistical inference problems is the computation of some quantities defined
over variables that can be fruitfully modeled in terms of graphs. Examples of such quantities
include marginal distributions over graphical models and empirical average of observations
over sensor networks. For practical purposes, distributed message-passing algorithms are well
suited to deal with such problems. In particular, the computation is broken down into pieces
and distributed among different nodes. Following some local computations, the intermediate
results are shared among neighboring nodes via the so called messages. The process is
repeated until the desired quantity is obtained. These distributed inference algorithms have
two primary aspects: statistical properties, in which characterize how mathematically sound
an algorithm is, and computational complexity that describes the efficiency of a particular
algorithm. In this thesis, we propose low-complexity (efficient), message-passing algorithms
as alternatives to some well known inference problems while providing rigorous mathematical
analysis of their performances. These problems include the computation of the marginal
distribution via belief propagation for discrete as well as continuous random variables, and
the computation of the average of distributed observations in a noisy sensor network via
gossip-type algorithms.
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Chapter 1

Introduction

Many practical systems are affected by random variations such as observational error,
communication noise, model uncertainty, and so on. Examples of such systems can be found
in different fields including telecommunications, signal and image processing, computer vi-
sion, machine learning, finance, bioinformatics, among others. The purpose of statistical
inference is to draw conclusions based on data arising from such systems. To characterize
their behavior, the stochastic systems are first modeled, which means the relationship be-
tween random variables are formalized (typically via a set of parameters). Then, based on
some realizations of the data, an estimate of the parameters that best describe the system are
determined. Inference problems have two fundamental aspects: statistical properties that
characterize the behavior of an algorithm (such as consistency, rate of convergence, etc.)
as well as computational complexity that describes the efficiency of a particular algorithm.
In this dissertation, our primary focus will be on the latter. We will provide efficient, low-
complexity solutions to some algorithms with wide range of applications, while analyzing
their statistical behavior.

To describe these concepts more clearly, we consider a concrete example in telecommu-
nication and signal processing. Suppose we want to find the location of a moving access
terminal (such as a smart phone) in an indoor environment where GPS fails [79, 91, 98, 54].
One approach would be to exploit the signal strength received from access points (WiFi
routers). In that case, the problem can be modeled as a hidden Markov chain [21], where
the location of the access terminal is the latent variable, evolving according to a Markov
chain, and at each location the received signal strengths is the observable variable. Given
the movement model and the communication channels, we can formalize the relationship be-
tween the latent random variables (i.e. access terminal locations along the route) via a joint
distribution. In order to estimate a particular location, we need to compute the marginal
distribution, from which maximization or averaging yields the MAP or Bayesian estimates
respectively. Suppose we have n latent variables and also the state space (floor plane) is
discretized so that there exists d possible outcomes for each variable. A naive approach to
solve this problem, that is summing over all variables but one, requires ndn−1 operations.
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This solution is exact and it always works; however from complexity point of view it is not
feasible. It requires exponentially growing number of computations that can be prohibitive
even for a moderate-size problem. The sum-product algorithm has been proposed [4, 119]
for solving the marginalization problem. It is an iterative message-passing algorithm, where
at each iteration an estimate of the marginals are computed. Moreover, it can be shown that
the estimates on a hidden Markov model converge to the exact solution in a finite number
of iterations, so that the computational complexity is much lower than that of the naive
approach. More precisely, one requires of the order of nd2 computations in order to calculate
all the marginals. In Chapter 3, we show that the dependency of the computational com-
plexity on the state dimension d can be further reduced to linear (as opposed to quadratic)
while preserving the favorable statistical properties.

Central to the inference problems is the computation of some statistical quantities. Ex-
amples of such quantities include the marginal distributions of a joint distribution (in the
case of the previous example), likelihoods, regression functions, averages over a collection
of random variables obtained from a sensor network. Typically, the computation involves
variables that can be well modeled with a graph [30, 16]. A graph G = (V , E) consists of
a set of nodes V and a set of edges E and provides an abstract representation of a set of
objects some of which are connected. In more precise terms, every object is associated to a
unique node or vertex i ∈ V ; moreover, two vertices i, and j are connected by an edge or
link if and only if the pair (i, j) belongs to the set E ⊂ V ×V . The links represent statistical
dependencies among random variables or communication links among physically separated
sensors when nodes represent random variables or sensors respectively.

Due to their nature, distributed computation is well suited for problems on graphs. The
existence of the required infrastructure for the centralized computation is not necessarily
guaranteed in the sensor network application. Also, as will become clear in the following
chapter, a form of the divide and conquer algorithm on graphs can significantly increases the
efficiency of the marginalization algorithm. The general idea behind distributed computation
is to break down the calculation and distribute the pieces among different nodes. Then
following some local computations, every node shares its information with other nodes by
passing the so called messages to its neighbors along the edges of the graph. The received
messages constitute the intermediate results and could be of the form of a d-dimensional
vector, a real-valued function, or a noise-corrupted signal. Every node, uses the received
messages in order to update an estimate of the desired quantity. Of interested to us are the
statistical properties of these estimates, as well as the efficiency of the local computations.
But first we need to formally introduce two popular mathematical models for distributed
computations, graphical models and sensor networks.
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Figure 1.1: Examples of graphical models: (a) a Bayesian network, and (b) a Markov random field. There is a one-to-one
mapping between random variables and nodes of the graph. Moreover, in a Baysian netowrk edges are directed (ordered pairs
of nodes), whereas in a Markov ranodm field edges are undirected (unordered pairs of nodes).

1.1 Graphical Models

By bringing together graph theory and probability theory, graphical models provide a general
and flexible framework for describing statistical interactions among random variables [92, 61,
119, 90, 118, 121, 44, 69, 102, 4, 62]. A broad range of fields—among them statistical signal
processing, computer vision, coding theory, bioinformatics, natural language processing—
involve problems with large number of random variables that can be fruitfully formulated in
terms of graphs. A few of such eamples include, positioning and tracking problems that can
be modeled by chains [79, 54, 35], low-density parity-check codes that can be described by
factor graphs [99], some image processing as well as vision problems that can be formulated
by two dimensional grids [112, 60, 15], and text processing that can be modeled by Bayesian
networks [107].

The statistical dependencies among random variables are encoded by the structure of
the graph. This is accomplished by first mapping the random variables to the nodes of
the graph and then factorizing the joint probability distribution over local functions defined
on the graph. There are two common families of graphical models, directed models also
known as Bayesian networks and undirected models also known as Markov random fields.
See Figure 1.1 for an illustration of these two models. Bayesian networks are defined on
directed graphs that is every edge consists of an ordered pair of nodes. It can be shown
that if the directed graphical model is acyclic (i.e. does not include any directed cycles), the
joint probability density becomes equal to the product of a collection of local conditional
probability densities [61]. In contrast to Bayesian networks, Markov random fields are de-
fined on undirected graphs in which each edge is an unordered pair of nodes. As we will see
in the next chapter, probability densities over such graphs also have local factorization, in
particular over positive functions defined on the fully connected sub-graphs. Even though
these two models are closely related, they make different assertions of conditional indepen-
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dence between random variables. Therefore, depending on the application one might be a
better option than the other. For instance, a Markov random field could a better choice for
problems that involve random variables with no clear causal relationships.

Generally in a graphical model application, we are interested in a conditional distribution
of a set of random variables given another set of random variables. A popular special case
of this problem is the marginalization, meaning the computation of the marginal distribu-
tions from the joint distribution by summing over all the variables but one. The marginal
distributions can be used in a wide range of applications some of which include estimating
the location of a moving target in the positioning application, or estimating the transmitted
signal given the received noisy version in the error-correction application, or detecting an ob-
ject’s movement in a series of video frames in the optical flow application. There are different
approaches to solve these problems efficiently, most notably sampling techniques [44, 69, 102]
and variational algorithms [61, 119, 90, 118, 121].

There are several different sampling methods (such as importance sampling, Gibbs sam-
pling, Metropolis Hastings, etc.) all of which attempt to draw samples from the joint proba-
bility distribution, defined on a graph. Typically, these techniques are a variation of Markov
chain Monte Carlo [69, 102]. They are based on constructing a Markov chain that has the
desired distribution as its stationary distribution and work as follows: the Markov chain is
first initialized arbitrarily and then updated with random jumps. The state of the chain
after many iterations are used as a sample of the desired distribution. This process is re-
peated until enough samples are gathered. Having drawn several joint samples, discarding
the irrelevant components yields an estimate of the marginal distributions.

Parallel to the sampling techniques are the variational algorithms. The basic idea be-
hind variational methods is to characterize the probability distribution as the solution to an
optimization problem and solve the optimization problem (or its relaxed version) instead.
The sum-product algorithm is an attempt to solve the Bethe free energy optimization [121].
Limiting the optimization to the so called “tractable” distributions leads to the mean field
algorithm [90]. Convex relaxation of the optimization space yields the tree-reweighted belief
propagation algorithm [77, 118]. In this thesis our primary focus is on the sum-product
algorithm also known as belief propagation (BP). Belief propagation is an iterative algo-
rithm consisting of a set of local message-passing rounds that provides a fast and efficient
mechanism for computing either exact or approximate marginal distributions [92, 119, 61, 4].
As it turns out BP is a form of divide and conquer algorithm that exploits the particular
form of the factorization induced by a graph. The fundamental idea behind the BP is noth-
ing but the simple distributive law and can be easily applied to other semi-rings such as
max-product, min-sum, etc. suitable for computing the MAP estimator [4].

Even though BP provides and efficient algorithm for the marginalization problem, its
computational and communication costs could be prohibitive for large-scale problems. There-
fore, in the first part of the thesis, we focus on ways to reduce these complexities. In doing
so we will propose lower-complexity alternatives to the BP algorithm for both discrete and
continuous-valued random variables and provide rigorous mathematical analysis of their be-
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havior. In addition, we will confirm the mathematical guarantees by some experimental
results.

1.2 Sensor Networks

A sensor network is a collection of specially separated autonomous sensors with limited
memory, communication, computation and energy resources. Telecommunications and envi-
ronment monitoring under harsh conditions such as forests fire detection, air quality, ocean
level, and glacier temperature monitoring are among the primary applications of the sensor
networks [120, 117, 122, 67]. Sensors are small, cheap, and easy to implement; therefore, a
large number of them are typically scattered in an environment to be monitored. Lack of
the necessary infrastructure, massive databases, and insufficient memory at each mote all
preclude storing all the data at a central location. Therefore, sensor networks must be ac-
companied with distributed computation techniques. On the other hand, sensors are prone
to failure and have a short life span, which makes designing efficient and robust algorithms
even more essential for such systems.

Graphs provide a natural framework for modeling and understanding problems arising in
sensor networks. More specifically, every sensor is associated to a node in a graph and two
nodes are connected if and only if there is a communication link (normally a two-way channel)
between them. A common model for wireless sensor networks is the random geometric graph
(RGG) [94], where nodes are assumed to be distributed uniformly at random inside the unite
square and two nodes are connected if and only if their euclidean distance is bellow some
threshold. Moreover, there are several different models for communication channels. A
simple model, used by various researchers [28, 116, 18, 31, 12, 11], in order to study sensor
networks, is the noiseless model in which the transmitted signal by a sensor is received by
its neighbors unaltered. A somewhat more realistic model is to consider the effect of noise,
for instance additive white Gaussian noise (AWGN), packet dropping, quantization noise,
etc. [95, 45, 7, 56]. It is also conceivable to consider more complicated and realistic stochastic
models such as flat fading or frequency selective for wireless communication channels [115].

In a typical application of sensor networks, we are interested in reaching a global decision,
based on local information sharing among individual sensors. Each mote, following some
simple processing, transmits its information to its neighbors until they all reach a global
consensus. A class of such problems, of interest to us in this thesis, is the network-constrained
averaging [18, 31, 12, 95, 37]. In more details, we are interested in computing the average
of a set of numbers distributed throughout a network, using an algorithm that is allowed to
pass messages only along edges of the graph. In applications, the average might represent
a statistical estimate of some physical quantity (e.g. temperature, pressure, etc.), or an
intermediate quantity in a more complex algorithm (e.g. log-likelihood for estimation or
gradient for distributed optimization).

A major bulk of the work in the literature focuses on the case of noise-less averaging [18,
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31, 57, 8, 11, 22]. Moreover, in the noisy case the current algorithms are not optimal [95,
45, 37, 56, 9]. In the last part of the thesis, we propose an order optimal algorithm for the
problem of network-constrained averaging with AWGN channels.

1.3 Contributions and Dissertation Overview

The reminder of the dissertation is organized as follows. We will begin by an overview of
some necessary background, including materials on undirected graphical models, the sum-
product or belief propagation algorithm, stochastic approximation techniques and gossip
type algorithms in Chapter 2. In Chapter 3, we focus on pairwise Markov random fields
with discrete random values and propose the stochastic belief propagation (SBP), a low-
complexity alternative to the belief propagation algorithm. In more specific terms, for pair-
wise Markov random fields over d-state discrete random variables, the SBP algorithm reduces
the per-iteration computational complexity to order d as opposed to d2 for the case of BP.
In addition, the SBP algorithm reduces the per-iteration communication complexity to log d
bits in contrast to order d bits for the usual BP message updates. We also provide nu-
merous mathematical guarantees for SBP including consistency, rate of convergence, and
bounds with high probability for tree-structured as well as general graphical models. More-
over, we provide various experimental results to support theoretical guarantees. Chapter 4
is devoted to a similar problem but one involving continuous-valued random variables. We
propose stochastic orthogonal series message-passing (SOSMP), an efficient message-passing
algorithm for continuous state spaces. We also analyze SOSMP by providing rigorous mathe-
matical guarantees for general graphical models (including almost sure convergence and rate
of convergence), and characterizing the complexity-accuracy trade-off for the models involv-
ing positive semidefinite kernels. In Chapter 5, we turn to a somewhat different problem.
We propose an order optimal algorithm for the network-constrained averaging with AWGN
channels. We prove this claim by providing non-asymptotic bounds on the mean-squared
error for several types of networks including regular cycles and two-dimensional grids as well
as random geometric graphs. Some of the more technical aspects of each chapter will be
deferred to Appendices A, B, and C.
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Chapter 2

Background

In this chapter, we will review some of the mathematical concepts that will be employed
throughout this thesis. These will include graphical models, the belief propagation algorithm,
stochastic approximation, and gossip algorithms. We begin by reviewing the basic concepts
of undirected graphical models as well as the belief propagation algorithm in Sections 2.1
and 2.2 respectively. Since stochastic approximation and optimization techniques are a
crucial part of this work, we turn to this subject in Section 2.3. Finally, we provide some
basics on gossip algorithms in Section 2.4.

2.1 Undirected Graphical Models

Consider a random vectorX := {X1, X2, . . . , Xn}, where for each v = 1, 2, . . . , n, the variable
Xv takes values

1 in some discrete or continuous space X .2 We assign these random variables
to the vertex set of an undirected graph G = (V , E), indexed by V := {1, 2, . . . , n}. Although
they are certainly different, we sometime ignore the distinction and refer to node v as random
variable Xv and vice versa. In addition to the vertex set, the graph G consists of a collection
of edges E ⊂ V × V , where an unordered pair (u, v) ∈ E if and only if nodes u and v are
connected by an edge. Also self-edges are forbidden, meaning that (v, v) /∈ E for all v ∈ V .

An undirected graphical model, also known as a Markov random field, defines a family of
joint probability distributions over the random vector X. These probability distributions are
assumed to be absolutely continuous with respect to a given measure µ, typically the counting
measure for the case of discrete random variables or the Lebesgue measure for continuous
random variables. The structure of the graph describes the statistical dependencies among
the different random variables—in particular via the notion of graph separation. For a set

1In this thesis, random variables are represented with capital letters such as X,Y, . . ., whereas their
realizations are represented with lowercase letters such as x, y, . . ..

2Although our theory allows for distinct state spaces at each node, to streamline our presentation, we
drop the node dependence and assume Xv = X for all v ∈ V.
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A
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C

X1
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X4

X5

X6

X7

X8

Figure 2.1: The notion of graph separation. Set B separates sets A and C. More precisely, every path from a node in set A to
a node in set C goes through a node in set B. Accordingly, the set of random variables {X1, X2, X3} is independent of the set
{X5, X6, X7, X8} given X4.

A, define the sub-vector XA := {Xv|v ∈ A}, similarly defined for sets B and C. We say that

“the random vector XA is independent of XC given XB” (2.1)

if and only if set B separates sets A and C. More specifically, every path from a node in set
A to a node in set C goes through the set B. See Figure 2.1 for an illustration of the graph
separation notion. Every graph G, induces a set of such conditional independence statements
also known as Markov properties. Moreover, it should be noted that such Markov properties
must hold for all members of the family of the probability distributions associated with G.
Therefore, the family of acceptable probability distributions is constrained by the set of all
Markov properties and thus have a particular form of factorization. In order to make this
statement precise, we need to define the notion of cliques. A clique I of a graph is a subset of
vertices that are all joined by edges, and so form a fully connected sub-graph. For instance in
Figure 2.1, the set of variables {X1, X2, X3} and {X5, X6, X7, X8} form cliques of size three
and four respectively. The close connection of the Markov properties induced by the graph
(via graph separation) and cliques are captured by the next theorem. Indeed it can be shown
that a distribution defined on G respects all such conditional independence statements if and
only if it can be factorized over the cliques of G [40, 14].

Theorem 1 (Hammersley-Clifford). Let G be an undirected graphical model with a set of
cliques C. Suppose that the probability density P over a discrete random vector X is factorized
over the cliques of G

P(x1, x2, . . . , xn) ∝
∏

I∈C
ψI(xI), (2.2)

where ψI : X |I| → [0,∞) is the compatibility function. Then the underlying process respects
all the Markov properties (2.1) induced by the graph G. Conversely if P(x) is positive for all
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ψuv

ψu ψv

Figure 2.2: A two-dimensional grid, an example of pairwise Markov random fields. The potential functions ψu and ψv are
associated with nodes u and v, respectively, whereas the potential function ψuv is associated with edge (u, v).

x ∈ X n, and respects all the Markov properties induced by G, then it has a factorization of
the form (2.2).

2.1.1 Pairwise Markov Random Fields

Many applications involve pairwise interactions among nodes. In those instances, since
cliques consist of the set of all vertices V together with the set of all edges E , the general
factorization (2.2) takes the special form

P(x1, x2, . . . , xn) ∝
∏

u∈V
ψu(xu)

∏

(u,v)∈E
ψuv(xu, xv), (2.3)

where ψu : X → (0,∞) is the node potential function for node u, and ψuv : X ×X → (0,∞)
is the edge potential function for the edge (u, v). A factorization of this form (2.3) is known
as a pairwise Markov random field. As a concrete example, consider the two-dimensional
grid shown in Figure 2.2, used in image processing and computer vision applications. It
is important to note that for discrete random variables, there is no loss of generality in
assuming a pairwise factorization of this form; indeed, any graphical model with discrete
random variables can be converted into a pairwise form by suitably augmenting the state
space (e.g., see Yedidia et al. [121] or Wainwright and Jordan [119], Appendix E.3). For the
remainder of this thesis, we focus on the case of a pairwise Markov random fields.
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X1 X2 X3 X4 X5 X6

Y1 Y2 Y3 Y4 Y5 Y6

Figure 2.3: A hidden Markov model including both hidden variables (X1, X2, X3, X4, X5, X6), represented as white nodes, and
observed variables (Y1, Y2, Y3, Y4, Y5, Y6), represented as shaded nodes.

2.1.2 Inference via Marginalization

In various application contexts, the random vector (X1, X2, . . . , Xn) is an unobserved or
“hidden” quantity, and the goal is to draw inferences on the basis of a collection of obser-
vations (Y1, Y2, . . . , Yn). (See Figure 2.3 for illustration.) The link between the observed
and hidden variables is specified in terms of a conditional probability distribution, which in
many cases can be written in the product form P(y | x) =

∏n
v=1 P(yv | xv). For instance,

in error-control coding using a low-density parity-check code, the vector X takes values in a
linear subspace of GF (2)n, corresponding to valid codewords, and the observation vector Y
is obtained from some form of memoryless channel (e.g., binary symmetric, additive white
Gaussian noise, etc.). In image denoising applications, the vector X represents a rasterized
form of the image, and the observation Y corresponds to a corrupted form of the image.
In terms of drawing conclusions about the hidden variables based on the observations, the
central object is the posterior distribution P(x | y). From the definition of the conditional
probability and the form of the prior and likelihoods, this posterior can also be factorized in
pairwise form

P(x | y) ∝ P(x1, x2, . . . , xn)
n∏

v=1

P(yv | xv)

=
∏

v∈V
ψ̃v(xv)

∏

(u,v)∈E
ψuv(xu, xv), (2.4)

where ψ̃v(xv) := ψv(xv)P(yv | xv) is the new node compatibility function. (Since the obser-
vation yv is fixed, there is no need to track its functional dependence.) Thus, the problem of
inferring data from a posterior distribution can be cast3 as an instance of a pairwise Markov
random field (2.3).

3For illustrative purposes, we have assumed here that the distribution P(y | x) has a product form, but
a somewhat more involved reduction also applies to a general observation model.
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A computational challenge central to the data inference problem is the marginalization
problem, meaning the computation of the single-node marginal distributions

P(xv) :=

∫

X
. . .

∫

X︸ ︷︷ ︸
(n−1) times

P(x1, x2, . . . , xn)
∏

u∈V\{v}
µ(dxu), (2.5)

for each v ∈ V and more generally, higher-order marginal distributions on edges and cliques.
For instance in the error-control coding application, computing the marginal distribution of
a particular bit given the output of a channel, we can detect the most likely value of the bit
that was transmitted. Similarly, in the image denoising problem, the marginal distribution
of a pixel’s value given the corrupted image yields the most likely value of that pixel. Naively
approached, this problem suffers from the curse of dimensionality, since it requires computing
a multi-dimensional integral (for continuous random variables) or summation (for discrete
random variables) over an (n−1)-dimensional space. To clarify a bit, for the case of discrete
random variables, where µ is the counting measure, we have

P(xv) :=
∑

{x′ |x′v=xv}
P (x′1, x

′
2, . . . , x

′
n) . (2.6)

To calculate this summation, brute force is not tractable and requires dn−1 computations.
For any graph without cycles—known as a tree—this computation can be carried far more
efficiently using an algorithm known as the belief propagation, to which we now turn.

2.2 Belief Propagation Algorithm

Belief propagation is an iterative algorithm consisting of a set of local message-passing
rounds, for computing either exact or approximate marginal distributions defined on a graph.
As discussed in the previous section, if approached naively, computing marginal distributions
is intractable. However, exploiting the particular form of the factorization induced by the
graph, BP provides a fast and efficient method for dealing with this problem. In this section,
we will provide an overview of the BP algorithm over the sum-product semi-ring.

In order to formally introduce the message-passing updates, we first need to define the
notion of the factor graph. A factor graph is a graphical representation of factorizations (2.2).
In precise terms, it is a bipartite graph G ′ := (V1∪V2, E ′), consisting of variable nodes indexed
by V1 := {1, 2, . . . , n} and factor nodes V2 := {I|I ∈ C}. Moreover, an edge connects the
variable node i to the factor I (i.e. (i, I) ∈ E ′) if and only if xi belongs to the local function
ψI(·). Figure 2.4 illustrates the factor graph representation of the graphical model depicted in
Figure 2.1. To provide some intuition regarding the message-passing algorithm, we proceed
with a simple example.
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{1, 2, 3} {2, 4} {4, 5} {5, 6, 7, 8}

x1 x2 x3 x4 x5 x6 x7 x8

Figure 2.4: Factor graph representation of the graphical model in Figure 2.1. The bipartite graph has a node corresponding to
each variable (circular nodes) and a node corresponding to each factor (square nodes). The variable node xi is connected to
the factor node I if and only if xi belongs to the factor I.

x1

x2

x3 x4

x1 x2 x3 x4

{1, 3} {2, 3} {3} {3, 4}

(a) (b)

Figure 2.5: Graphical representation of Example 1. (a) Pairwise Markov random field, (b) Factor graph.

Example 1. Consider the probability distribution

P(x1, x2, x3, x4) = ψ13(x1, x3) ψ23(x2, x3) ψ3(x3) ψ34(x3, x4),

defined over the discrete random variables {X1, X2, X3, X4} (see Figure 2.5 for the corre-
sponding graphical representation). Our goal is to compute P(x4), the marginal density over
X4. By definition and use of the distributive law we have

P(x4) =
∑

x1,x2,x3

ψ13(x1, x3) ψ23(x2, x3) ψ3(x3) ψ34(x3, x4)

=
(∑

x3

(∑

x1

ψ13(x1, x3)

︸ ︷︷ ︸
m{1,3}→3

) (∑

x2

ψ23(x2, x3)

︸ ︷︷ ︸
m{2,3}→3

)
ψ3(x3)︸ ︷︷ ︸
m{3}→3

︸ ︷︷ ︸
m3→{3,4}

ψ34(x3, x4)

︸ ︷︷ ︸
m{3,4}→4

)
. (2.7)
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x1 x2 x3 x4

{1, 3} {2, 3} {3} {3, 4}

m{1,3}→3

m{2,3}→3 m{3}→3

x1 x2 x3 x4

{1, 3} {2, 3} {3} {3, 4}

m3→{3,4}

(a) (b)

Figure 2.6: Message flow from (a) factor nodes to variable nodes, and (b) from variable nodes to factor nodes.

The previous equation can be expressed as a set of local message-passing between variable
and factor nodes as depicted in equation (2.7). The message-passing rounds are also shown
in Figure 2.6.

In order to setup the message-passing updates properly, we require some further notation.
For every variable node i ∈ V1 let N (i) := {I|i ∈ I} ⊂ V2 be the set of neighboring factor
nodes and similarly for every I ∈ V2 define N (I) := {i|i ∈ I} ⊂ V1, the set of neighboring
variable nodes. In the BP algorithm, a pair of messages (µ-measurable functions) is assigned
to every edge (i, I) ∈ E ′, one for each direction. In particular, let mi→I be the message sent
from the variable node i to the factor node I, and similarly let mI→i be the message sent
from the factor node I to the variable node i. Then, the message transmitted from a variable
node to a factor node is the product of all incoming messages from neighboring factor nodes.
(For instance, in our previous example, we have m3→{3,4} = m{1,3}→3 m{2,3}→3 m{3}→3.) On
the other hand, the message sent from a factor node to a variable node is obtained by the
product of the local factor and the incoming messages summarized for the desired variable.
(In the example discussed, we have m{3,4}→4 =

∑
x3
m3→{3,4} ψ34(x3, x4)). Upon receiving

all the messages from neighboring factor nodes, each variable node updates its estimate of
the marginal distribution by the product of the incoming messages. The set of BP message-
passing rounds are summarized in Figure 2.7.

For tree-structured (cycle-free) graphs, BP message updates can be derived as a divide-
and-conquer algorithm: we solve a large problem by breaking it down to a set of smaller
ones. The structure of trees provide a natural way of such decomposition. By solving the
problem for the sub-trees emanating from the root first, it can be shown that BP message-
based marginals converge to the exact marginals in a finite number of iterations [92, 62, 119].
More precisely, let diameter of the graph G, denoted by diam(G), be the length of the longest
path between any pair of nodes. Then, we have the following theorem:

Theorem 2 (BP on trees). Consider the sequence of marginals {τ t+1
i (xi)}∞t=0, for i = 1, 2, . . . , n,

generated by the BP algorithm on a tree-structured graphical model G. Then, we have
τ
diam(G)
i (xi) = P(xi).
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Belief Propagation Algorithm:

(I) For all factor nodes I and variable nodes i ∈ I, initialize the messages m0
i→I(xi) = 1

at iteration t = 0.

(II) For iterations t = 0, 1, 2, . . . and i ∈ I, update the messages according to:

• factor to variable node:

mt+1
I→i(xi) =

∫ (
ψI(xI)

∏

j∈N (I)\{i}
mt
j→I(xj)

) ∏

j∈N (I)\{i}
µ(dxj)

• variable to factor node:

mt+1
i→I(xi) =

∏

J∈N (i)\{I}
mt+1
J→i(xi)

• node i update its marginal distribution

τ t+1
i (xi) ∝

∏

I∈N (i)

mt+1
I→i(xi)

Figure 2.7: Specification of the belief propagation algorithm on factor graphs.

Given the local form of the updates (Figure 2.7), the same message-passing updates can also
be applied to more general graphs, which yields the “loopy” form of the belief propagation.
(In this thesis we do not differentiate between the loopy and the normal form of the BP
and we refer to both as BP.) The behavior of the ordinary BP algorithm to a graph with
cycles—in contrast to the tree-structured case—is more complicated. On one hand, for
strictly positive potential functions (as considered here), a version of Brouwer’s fixed point
theorem can be used to establish existence of fixed points [119]. However, in general, there
may be multiple fixed points, and BP convergence is not guaranteed. Accordingly, various
researchers have studied conditions that are sufficient to guarantee uniqueness of fixed points
and/or convergence of the ordinary BP algorithm (e.g., [113, 49, 78, 103]). In addition,
BP is known to be extremely effective for computing approximate marginals in numerous
applications [62, 4, 121, 119].
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2.3 Stochastic Approximation

In this section, we review some of the stochastic approximation techniques that are a crucial
part of this thesis. Basically, stochastic approximation provides a general framework for
analyzing the behavior of dynamical systems and associated algorithms in the presence of
random variates. The range of scientific fields and applications that are affected by such
techniques are astonishing. From a simple application of finding the roots of an unknown
function from noise-corrupted observations to more complicated applications in adaptive
signal processing, communication systems, artificial neural networks, and control theory,
one can find footprints of stochastic approximation and optimization techniques. A common
thread in all these applications is having a dynamical system in the presence of uncertainty
(noise). In order to track the behavior of such systems, one requires adaptive algorithms
with small increments that fits well within the framework of stochastic approximation. Since
the seminal work of Robbins and Monro [101] in 1951, there has been a tremendous amount
of research both in theory and in application. In this section we provide a brief overview of
stochastic approximation referring the interested readers to numerous books and papers [65,
13, 23, 17, 71, 72, 59, 70, 63, 64].

2.3.1 General Framework and Motivating Examples

Stochastic approximation, in its abstract form, consists of a simple stochastic difference
equation with small step size. Consider a dynamical system with parameter vector θt ∈ Rn

at time t = 0, 1, . . .. In order to monitor and tune these parameters, we require to monitor
the system. This task can be accomplished via the stochastic state vector X t+1 ∈ Rm.
Typically, the adaptive rule to update the system parameters from time t to t+ 1 will be of
the form:4

θt+1 = θt + ηt H
(
θt, X t+1

)
. (2.8)

Here ηt is a small positive step size and H is the observation function, which essentially
determines how the parameters are updated. In order to motivate this formulation and
demonstrate its widespread appeal, let us consider some simple examples.

Example 2 (Robbins-Monro). Our first example concerns finding a root of a function
from noisy observations. Consider a real-valued function f : R → R with a unique root θ∗

and suppose our goal is to estimate the root. If the function were known and differentiable,

4It is also possible to consider second order perturbation of the form

θt+1 = θt + ηt H
(
θt, Xt+1

)
+ (ηt)2 ǫt

(
θt, Xt+1

)
.

For in depth analysis of such systems see the book [13].
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then classic numerical techniques such as Newton’s method could be applied. More precisely,
one can form a sequence of estimators {θt}∞t=0 from the recursion

θt+1 = θt − f(θt)

f ′(θt)
,

where f ′(·) denotes the derivative of the function f(·). It is known [19] that if f ′(θ), is
negative and bounded in the neighborhood of θ∗, and |θ0 − θ∗| is sufficiently small, then
θt → θ∗ geometrically fast as t → ∞. An alternative method, which does not require
differentiability, is to consider the following recursion for sufficiently small step size η,

θt+1 = θt + η f(θt).

Now suppose that the function f is not known and we only have access to it via noisy
observations. More specifically, instead of f(θt) at time t, we observe its noise-corrupted
version Y t. To deal with this problem, Robbins and Monro [101] proposed the estimators
{θt}∞t=0 derived from

θt+1 = θt + ηt Y t,

where the positive step sizes {ηt}∞t=0 satisfy η
t → 0 as t→∞,

∑∞
t=0 η

t =∞, and
∑∞

t=0(η
t)2 <∞.

It should be noted that the observation error Y t − f(θt) could be a complicated function
of the past ( i.e. {θτ}tτ=0); however, the necessary condition for convergence is to have
E
[
Y t − f(θt) | {θτ}tτ=0

]
= 0.

Example 3 (Kiefer-Wolfowitz). Consider a concave function f(θ) (f : Rn → R), and
suppose we want to find its unique maximizer θ∗. If the function were known and differ-
entiable, then standard algorithms such as gradient ascent [19] can be used to estimate θ∗.
More specifically, we can form the estimators

θt+1 = θt + η ∇f(θt), for t = 0, 1, . . .,

where η > 0 is a small step size and ∇f(θt) denotes the gradient of the function f , computed
at θt. Now suppose we don’t have access to the function f and wish to maximize it only by
observing a random function F with the correct mean ( i.e. E[F (θ)] = f(θ)). Intuitively,
one could replace the gradient in the previous equation with its stochastic approximate and
hope the estimators converge to the correct maximizer. Kiefer and Wolfowitz proposed
and analyzed the following algorithm [59]. Let ei denote the standard unite vector in the
ith direction for i = 1, 2, . . . , n and let {at}∞t=0 be a sequence of finite difference intervals.
Composing the approximate derivative in the ith direction by

Y t
i :=

1

2 at
[
F (θt + atei) − F (θt − atei)

]
,
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we define the approximate gradient

Y t := [Y t
1 , Y

t
2 , . . . , Y

t
n ]
T ∈ Rn,

at each iteration t = 0, 1, . . .. Then, we update the parameter θt according to

θt+1 = θt + ηt Y t.

In this algorithm, the sequences {at}∞t=0, and {ηt}∞t=0 satisfy a
t → 0,

∑∞
t=0 η

t =∞,
∑∞

t=0 a
tηt <∞,

and
∑∞

t=0(η
t/at)2 <∞ (e.g. ηt = t−1, and at = t−1/3).

Example 4 (Adaptive equalization). Our final example deals with a more practical
problem that is of great importance in adaptive signal processing and telecommunication
systems [89]. Suppose we wish to transmit information through a linear time-invariant
channel with impulse response h = [h0, h1, . . . , hℓ−1]T . Denoting the data to be transmitted
by {xi}∞i=0 and adopting the convention that xi = 0 for i < 0, the output of the channel will
be

yk =
ℓ−1∑

i=0

hi xk−i + νk, for k ≥ 0,

where νk denotes the contaminating noise, normally modeled as an additive white Gaussian
random variable. The receiver’s objective is to estimate the transmitted signal from the
output of the channel by maximizing the likelihood

x̂k = argmax
xk

P(xk | y0, y1, . . .).

Typically in telecommunication systems, we have ℓ ≥ 2 that leads to inter-symbol interfer-
ence and could seriously affect the communication’s quality, even if the noise is negligible.
Therefore, we need to devise a method to invert the effect of the channel. There are differ-
ent approaches to deal with this issue. A popular method is to first learn the channel by
transmitting a universally known training sequence and then reverse its effect. However, in
many instances (specially in wireless communications) the channel is subject to significant
temporal variations and requires an adaptive algorithm to keep track of the changes. An
alternative approach is to consider an equalizer (a linear time-invariant filter) and gradually
tune its parameters to match the inverse channel. Let θ := [θ0, θ1, . . . , θn−1]T denote the
equalizer’s parameters. Passing the channel output through the equalizer, we obtain

zk =
n−1∑

i=0

θi yk−i, for k ≥ 0,

from which quantization yields x̂k = Π(zk), the estimate of the input signal xk. Here, Π(·)
denotes a quantization scheme that maps the space of the output of the equalizer to the space
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of the input signal. In order to minimize the mean-squared error E[(xk− x̂k)2] and keep track
of the changes in the channel, we need to tune the equalizer’s parameters adaptively. This
task can be accomplished as follows: we first initialize the equalizer at time t = 0. Then, for
each iteration t = 0, 1, . . ., we compute the output of the equalizer at instant t according to
zt =

∑n−1
i=0 θ

t
iyt−i. Finally, defining

Y t := (Π(zt)− zt) [yt, yt−1, . . . , yt−n+1]
T ,

we update the equalizer via

θt+1 = θt + ηt Y t,

where ηt is a small positive step size. This procedure is repeated until convergence.

So far we have stated the general form of the stochastic approximation and provided
motivating examples. As illustrated by these examples, typically, the purpose of an adaptive
algorithm is to track an unknown parameter θ∗. Therefore, a few questions can be raised
regarding the stochastic sequence {θt}∞t=0 generated by the update equation (2.8). The first
question concerns the asymptotic consistency of the algorithm. Given the assumption that
the desired quantity θ∗ is unique, under what conditions do we have θt → θ∗ almost surely as
t→∞? The second question concerns the asymptotic efficiency of the algorithm. Assuming
that θt converges to θ∗, how fast does it take place? Here, we are interested in the asymp-
totic distribution of a suitably normalized random sequence of the form {

√
t (θt − θ∗)}∞t=0.

The reminder of this section is devoted to addressing these questions. Later on the thesis,
we develop more refined, non-asymptotic bounds (similar to the ones developed by other
researchers in the optimization context [55, 46]) on the mean-squared error E

[
‖θt− θ∗‖22

]
at

each iteration t = 0, 1, . . ..

2.3.2 Theoretical Guarantees

There are numerous asymptotic results regarding the stochastic approximation in the lit-
erature, results concerning the “finite vs. infinite horizon”, “constant vs. decreasing step
size”, “bounded vs. unbounded state space”, “Martingale difference vs. correlated noise”,
etc. Here, we only present some of the typical results relevant to our work. For an exten-
sive treatment of the subject matter, see the excellent books by Kushner and Yin [65] and
Benveniste, Metivier, and Priouret [13].

Much of the asymptotic analysis of stochastic approximation is based on exploiting the
so-called ordinary differential equation (ODE) method [70, 63, 64, 13]. At a high level, the
main idea is that the noise effect becomes averaged out in the long run (asymptotically);
thus the behavior of the system can be explained by a mean ODE. The analysis is based
on interpolating the discrete sequence {θt}∞t=0 into a continuous-time process with intervals
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equal to {ηt}tt=0. Denoting the continuous-time parameter by ζ ∈ R+, one can define the
interpolated process

θ(ζ) := θt, for
t∑

τ=0

ητ ≤ ζ <

t+1∑

τ=0

ητ .

The asymptotic of the discrete sequence (t → ∞) is the same as the asymptotic of the
interpolated process (ζ → ∞). It is the asymptotic behavior of the interpolated sequence
that is modeled by that of a mean ODE. In order to make these ideas precise, we need to
make some assumptions:

Assumption 1. The dynamic process of the state vector X t+1 can be represented by a
Markov chain controlled by θt i.e.

P(X t+1 | X t, X t−1, . . . ; θt, θt−1, . . .) = P(X t+1 | X t; θt).

Assumption 2. There exist a regular mean vector field defined by

h(θ) := lim
t→∞

Eθ[H(θ,X t)], (2.9)

where the expectation is taken place with respect to X t for a fixed value of θ. Moreover, the
ODE

d θ

d ζ
= h(θ), (2.10)

has an attractor θ∗ with the domain of attraction D∗.5

Assumption 3. The sequence of step sizes {ηt}∞t=0, satisfy ηt ≥ 0,
∑∞

t=0 η
t = ∞, and∑∞

t=0(η
t)α <∞, for some α > 1.

With these assumptions we have the following theorem:

Theorem 3 (Asymptotic consistency). Consider the sequence {θt}∞t=0, generated by the
update equation (2.8) with the initial point θ0 ∈ Q, where Q is a compact subset of the
domain of attraction D∗. Also for a fixed compact set Q′ ∈ Rm, consider the set of trajectories
(θt, X t+1) that hit the compact set Q×Q′ infinitely often. Then, under the Assumptions 1, 2,
and 3, we have

θt
a.s.−→ θ∗, almost surely as t→∞.

5Normally the attractor is a single point but this may not always be the case. Also the domain of
attraction is the set of starting points θ(0), such that θ(ζ)→ θ∗ as ζ →∞.
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Theorem 3 is rather general. It does not address the verification of the boundedness condition
that is the trajectory (θt, X t+1) intersect a compact set infinitely often. However, it should
be noted that often in practice, parameters {θt}∞t=0 belong to a closed and bounded space;
therefore, the condition is automatically satisfied. In order to guarantee the validity of the
boundedness condition, several authors [65, 72] have proposed a two-phase algorithm, in
which after the update (2.8) the parameter θt+1 gets projected onto some compact space.
There are other results that does not require the verification of the boundedness condition.
The next theorem, associated to the case of Robbins and Monro, provides the same result
under somewhat more restrictive conditions. (We will make use of the this theorem in the
following chapters). Suppose the problem of stochastic approximation satisfy:

Assumption 4. The dynamic process of the state vector X t+1 can be controlled by θt i.e.

P(X t+1 | X t, X t−1, . . . ; θt, θt−1, . . .) = P(X t+1 | θt).
Assumption 5. There exist a constant c such that

Eθ
[
‖H(θ,X)‖22

]
≤ c (1 + ‖θ‖22),

where the expectation is taken place with respect to the random variable X for a fixed θ.

Assumption 6. The mean vector field defined in (2.9), satisfy the following stability con-
dition: there exists θ∗ such that

sup
θ 6=θ∗

(θ − θ∗)T h(θ) < 0.

With these assumptions, we have:

Theorem 4 (Robbins-Monro). Consider the sequence {θt}∞t=0, generated by the update
equation (2.8). Then, under the Assumptions 3 (for α = 2), 4, 5, and 6, we have

θt
a.s.−→ θ∗, almost surely as t→∞.

In addition to consistency, we are also interested in the rate of convergence to which we now
turn. But first, we need to define some further notation. Let h′ denote the Hessian matrix
of the mean vector field

h′ :=
d h

d θ
.

Moreover, let Σ be the covariance matrix

Σ(θ) :=
∞∑

t=0

covθ[H(θ,X t), H(θ,X0)],

where covθ denotes the covariance operator when the parameter θ is fixed.
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Assumption 7. Assume the covariance Σ(θ) exists for θ = θ∗, the attractor of the ODE (2.10).
In addition, suppose eigenvalues of the Hessian matrix h′(θ∗), computed at θ = θ∗, have real
values strictly less than −1/2.

The following theorem, address the issue of the rate of convergence.

Theorem 5 (Asymptotic efficiency). Suppose the step size ηt is of the order of 1/t, i.e.
there exist constants c1 and c2 such that c1/t ≤ ηt ≤ c2/t, for all t = 1, 2, . . .. Then under
the Assumptions 1, 2, and 7, we have

√
t (θt − θ∗)

d−→ N(0, C), as t→∞,

where the convergence is in distribution, and N(0, C) is a multivariate Gaussian random
variable with zero mean and covariance C. Moreover, C is the unique, symmetric, positive
semi definite solution of the Lyapunov equation

C
(I
2
+ h′(θ∗)

)T
+
(I
2
+ h′(θ∗)

)
C + Σ(θ∗) = 0. (2.11)

Theorem 5 provides a more refined result for the stochastic approximation algorithm. Under
some stability condition (Assumption 7), the sequence of normalized errors, {

√
t(θt − θ∗)}∞t=0,

converges to a Gaussian distribution with zero mean and finite covariance. This result state
that, roughly speaking, the squared error ‖θt−θ∗‖22 decays as c/t, for some constant c derived
from the Lyapunov equation (2.11).

2.4 Gossip Algorithms

As discussed in the previous chapter, normally in sensor and peer-to-peer networks, we are
interested in computing a global quantity based on local observations made by every mote.
Obviously flooding the network—that is, having nodes act as relays and pass along whatever
they receive until everybody obtains the whole information—is not feasible due to memory
and energy constraints. Gossip type algorithms provide a distributed method to achieve that
objective. As suggested by its name, it is inspired by the way a “gossip” gets distributed
in a social network. In a nutshell, at every iteration a sensor wakes up, chooses one of its
neighbors at random and pass along the “gossip” (the estimate of the desired quantity).
Upon acquiring the new information, the receiving sensor updates its own “gossip”. This
procedure is repeated till the entire network obtains the whole information and reaches a
consensus.

Network-constrained averaging is a special but important instance of such problems. Con-
sider a graph G = (V , E) modeling a sensor network and suppose every sensor i = 1, 2, . . . , n
has an observation θ0i at time t = 0. By exchanging messages along edges of the graph,
the network’s objective is to reach a consensus on the global average θ := (

∑n
i=1 θ

0
i )/n. In
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particular, denoting the vector of estimates θt = [θt1, θ
t
2, . . . , θ

t
n]
T at iteration t = 0, 1, . . ., we

are interested in the convergence θt → θ~1 as t → ∞, where ~1 denotes the all one vector.
There are various ways of achieving this objective. For illustrative purposes, we consider the
one proposed by Boyd et al. [18] concerning the case of noiseless communication.

At iteration t, one node, say node i, wakes up and picks one of its neighbors,6 say node
j, with probability pij. Then, nodes i and j update their estimates at time t + 1 with the
average of their current estimates; more specifically, they set θt+1

i = θt+1
j = (θti + θtj)/2. The

rest of the nodes remain unchanged, i.e. θt+1
k = θtk, for k 6= i, j. These updates can be

written in the vector form

θt+1 = W t θt for t = 0, 1, . . ., (2.12)

where W t is a symmetric and stochastic averaging matrix. Boyd et al. proved that the
algorithm is strongly consistent meaning that θt

a.s.−→ θ~1, almost surely as t→∞. Moreover,
they showed that the rate of convergence is inversely proportional to the second smallest
eigenvalue of the matrix I−E

[
W t
]
, also known as the spectral radius. This quantity that is

closely related to the mixing time of a random walk with jump probabilities [pij], provides a
measure of information diffusion in the network.

As it turns out, even for the optimum set of jump probabilities, the previous algorithm
diffuses very slowly. In particular, for popular sensor network models of grid and random
geometric graph, obtaining an accurate solution requires order n2 iterations. Changing
the averaging matrix W t, in order to obtain faster diffusion, researcher have proposed more
efficient averaging algorithms [31, 12]. By averaging nodes that are not necessarily neighbors,
Dimakis et al. [31] proposed geographic gossip that drops factors of

√
n and

√
n/ log n from

the required number of communications for the cases of grid and RGG respectively. On
the other hand, by establishing a stochastic route and averaging alongside it, Benezit et
al. [12] reduced the number of communications to n (essentially the optimal scaling) for the
cases of grid and RGG. Both of these algorithms consider perfect, noiseless communications.
However, more realistic models should account for random variations such as noise. Simple
updates of the form (2.12) will fail in the noisy environments. Therefore, we need to use
stochastic approximation techniques (discussed in Section 2.3), suitable for dealing with
noise effects. When the communication channels are modeled as AWGN, Rajagopal and
Wainwright [95] analyzed a damped version of the usual consensus updates, and provided
scaling of the iteration number as a function of the graph topology and size. We will discus
the problem of network scaling for noisy averaging in more detail in Chapter 5.

6Here the set of neighbors include the node i itself. In the case of choosing i, the update will not change,
i.e. θt+1

i = θti .
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Chapter 3

Stochastic Belief Propagation

3.1 Introduction

In this chapter, we focus on the problem of implementing the belief propagation message-
passing for high-dimensional discrete random variables. In many applications of BP, the
messages themselves are high-dimensional in nature, either due to discrete random variables
with a very large number of possible realizations d (which will be referred to as the number
of states), due to factor nodes with high degree, or due to continuous random variables that
are discretized. Examples of such problems include disparity estimation in computer vision,
tracking problems in sensor networks, and error-control decoding. For such problems, it
may be expensive to compute and/or store the messages, and as a consequence, BP may
run slowly, and be limited to small-scale instances. Motivated by this challenge, researchers
have studied a variety of techniques to reduce the complexity of BP in different applications
(e.g., see the papers [38, 110, 76, 51, 53, 58, 27, 106, 50, 20, 66, 105, 114, 97] and references
therein). At the core of the BP message-passing is a matrix-vector multiplication, with
complexity scaling quadratically in the number of states d. Certain graphical models have
special structures that can be exploited so as to reduce this complexity. For instance, in
applications to the decoding of low-density parity-check codes in channel coding (e.g., [39,
62]), the complexity of message-passing, if performed naively, would scale exponentially in
the factor degrees. However, a clever use of the fast Fourier transform over GF(2r) reduces
this complexity to linear in the factor degrees (e.g., see the paper [105] for details). Other
problems arising in computer vision involve pairwise factors with a circulant structure for
which the fast Fourier transform can also reduce complexity [38]. Similarly, computation can
be accelerated by exploiting symmetry in factors [58], or additional factorization properties of
the distribution [76]. In the absence of structure to exploit, other researchers have proposed
different types of quantization strategies for BP message updates [27, 53], as well as stochastic
methods based on particle filtering or non-parametric belief propagation (e.g., [5, 110, 32])
that approximate continuous messages by finite numbers of particles. For certain classes
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of these methods, it is possible to establish consistency as the number of particles tends to
infinity [32], or to establish non-asymptotic results inversely proportional to the square root
of the number of particles [51]. As the number of particles diverges, the approximation error
becomes negligible, a property that underlies such consistency proofs. Researchers have also
proposed stochastic techniques to improve the decoding efficiency of binary error-correcting
codes [114, 97]. These techniques, which are based on encoding messages with sequences of
Bernoulli random variables, lead to efficient decoding hardware architectures.

The main contribution of this chapter is to propose a novel low-complexity algorithm,
which we refer to as stochastic belief propagation (SBP) and provide rigorous mathematical
analysis of its performance. As suggested by its name, it is an adaptively randomized version
of the BP algorithm, where each node only passes randomly selected partial information to
its neighbors at each round. The SBP algorithm has two features that make it practically
appealing. First, it reduces the computational cost of BP by an order of magnitude; in
concrete terms, for arbitrary pairwise potentials over d states, it reduces the per iteration
computational complexity from quadratic to linear—that is, from Θ

(
d2
)
to Θ

(
d
)
.1 Second,

it significantly reduces the message/communication complexity, requiring transmission of
only log2 d bits per edge as opposed to (d− 1) real numbers in the case of BP.

Even though SBP is based on low-complexity updates, we are able to establish conditions
under which it converges (in a stochastic sense) to the exact BP fixed point, and moreover,
to establish quantitative bounds on this rate of convergence. These bounds show that SBP
can yield provable reductions in the complexity of computing a BP fixed point to a toler-
ance δ > 0. In more precise terms, we first show that SBP is strongly consistent on any
tree-structured graph, meaning that it converges almost surely to the unique BP fixed point;
in addition, we provide non-asymptotic upper bounds on the ℓ∞ norm (maximum value) of
the error vector as a function of iteration number (Theorem 6). For general graphs with
cycles, we show that when the ordinary BP message updates satisfy a type of contraction
condition, then the SBP message updates are strongly consistent, and converge in normal-
ized mean-squared error at the rate O(1/t) to the unique BP fixed point, where t is the
number of iterations. We also show that the typical performance is sharply concentrated
around its mean (Theorem 7). These theoretical results are supported by simulation studies,
showing the convergence of the algorithm on various graphs, and the associated reduction
in computational complexity that is possible.

The remainder of this chapter is organized as follows. We begin in Section 3.2 with
background and problem statement. In Section 3.3, we provide a precise description of the
SBP, before turning in Section 3.4 to statements of our main theoretical results, as well
as discussion of some of their consequences. Section 3.5 is devoted to the proofs of our
results, with more technical aspects of the proofs deferred to the Appendices. In Section 3.6,

1The notation f(d) = O(g(d)) means that there exists a fixed constant c so that f(d) ≤ c g(d), whereas
f(d) = Θ(g(d)) means that there exists constants c and c′ such that c′ g(d) ≤ f(d) ≤ c g(d), for sufficiently
large d.
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we demonstrate the correspondence between our theoretical predictions and the algorithm’s
practical behavior. Finally, we conclude the chapter in Section 3.7.

3.2 Background and Problem Statement

In this section, we set-up the notation and state the precise formulation of the problem.
Consider a pair wise Markov random field G = (V , E) over the discrete random variables
{X1, X2, . . . , Xn} each of which taking values in some space X := {1, 2, . . . , d} with cardinal-
ity d. The probability densities associated with this graphical model is factorized accroding
to

P(x1, x2, . . . , xn) ∝
∏

u∈V
ψu(xu)

∏

(u,v)∈E
ψvu(xv, xu), (3.1)

where ψu : X → (0,∞) denotes the node potential for u ∈ V , and ψuv : X ×X → (0,∞) de-
notes the edge potential for (u, v) ∈ E . As discussed in the previous chapter, a computational
challenge important to many applications is the computation of the marginal distributions

P(x1) :=
∑

x′
2

· · ·
∑

x′n

P (x1, x
′
2, . . . , x

′
n) , (3.2)

similarly defined for other variables. A naive approach to this problem would incur dn−1 com-
putation which becomes intractable even for small problems. However, this computational
challenge can (to some extent) be resolved by the BP algorithm. Since all factor nodes on
a pairwise Markov random field have degree less than or equal to two, BP message updates
take a simple form on such graphical models.

In order to define the message-passing updates, we require some further notation. For
each node u ∈ V , let ~E(u) := {(u→ v) | v ∈ N (u)} denote the set of all directed edges
emanating from u, where N (u) := {v | (u, v) ∈ E} denote its set of neighbors. Moreover, we

define ~E := ∪u∈V ~E(u), the set of all directed edges in the graph; note that ~E has cardinality
2|E|. In the BP algorithm, one message mu→v ∈ Rd is assigned to every directed edge

(u → v) ∈ ~E . By concatenating all of these d-dimensional vectors, one for each of the 2|E|
members of ~E , we obtain a D-dimensional vector of messages m = {mu→v}(u→v)∈~E , where
D := 2|E|d.

At each round t = 0, 1, 2, . . ., every node u ∈ V calculates a message mt+1
u→v ∈ Rd to be

sent to its neighbor v ∈ N (u). In mathematical terms, this operation can be represented as
an update of the form mt+1

u→v = Fu→v(mt) where Fu→v : RD → Rd is the local update function
of the directed edge (u→ v). In more detail, for each xv ∈ X , we have

mt+1
u→v(xv) = [Fu→v(m

t)](xv) = κ
∑

xu∈X

(
ψvu(xv, xu) ψu(xu)

∏

w∈N (u)\{v}
mt
w→u(xu)

)
, (3.3)
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Figure 3.1: Graphical representation of message-passing algorithms. (a) Node u transmits the message mu→v = Fu→v(m),
derived from (3.3), to its neighbor v. (b) Upon receiving all the messages, node v updates its marginal estimate.

where κ is a normalization constant chosen to ensure that
∑

xv
mt+1
u→v(xv) = 1. Figure 3.1(a)

provides a graphical representation of the flow of information in this local update. It is
worth mentioning that mt+1

u→v is only a function of the messages mt
w→u for w ∈ N (u)\{v}.

Therefore, we have Fu→v : R(ρu−1)d → Rd, where ρu is the degree of the node u. Since it
is clear from the context and for the purpose of reducing the notation overhead, we say
mt+1
u→v = Fu→v(mt) instead of mt+1

u→v = Fu→v({mt
w→u}w∈N (u)\{v}).

By concatenating the local updates (3.3), we obtain a global update function F : RD → RD

of the form

F (m) = {Fu→v(m)}(u→v)∈~E . (3.4)

Typically, the goal of message-passing is to obtain a fixed point, meaning a vector m∗ ∈ RD

such that F (m∗) = m∗ and (3.3) can be seen as an iterative way of solving this fixed-point
equation. For any tree-structured graph, it is known that the update (3.4) has a unique
fixed point. For a general graph (with some mild conditions on the potentials; see Yedidia et
al. [121] for details), it is known that the global update (3.4) has at least one fixed point, but
it is no longer unique in general. However, there are various types of contraction conditions
that can be used to guarantee uniqueness on a general graph (e.g., [113, 49, 78, 103]). Given
a fixed point m∗, node v computes its marginal (approximation) τ ∗v by combining the local
potential function ψv with a product of all incoming messages as

τ ∗v (xv) = κ ψv(xv)
∏

u∈N (v)

m∗u→v(xv), (3.5)

where κ is a normalization constant chosen so that
∑

xv∈X τ
∗
v (xv) = 1. See Figure 3.1(b) for

an illustration of this computation. For any tree-structured graph, the quantity τ ∗v (xv) is
equal to the single-node marginal P(xv), as previously defined (3.2). For a graph with cycles,
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the vector τ ∗v represents an approximation to the single-node marginal, and is known to be
a useful approximation for many classes of graphical models.

When applied to a pairwise graphical model with random variables taking d states,
the number of summations and/or multiplications required by the original BP algorithm
is Θ

(
d2
)
per iteration and per edge as can be seen by inspection of the message update

equation (3.3). This quadratic complexity—which is incurred on a per iteration, per edge
basis—is prohibitive in many applications, where the state dimension may be on the order
of thousands. As discussed earlier in Section 3.1, although certain graphical models have
particular structures that can be exploited to reduce the complexity of the updates, not all
problems have such special structures, so that a general-purpose approach is of interest. In
addition to computational cost, a standard BP message update can also be expensive in
terms of communication cost, since each update requires transmitting (d− 1) real numbers
along each edge. For applications that involve power limitations, such as sensor networks,
reducing this communication cost is also of interest.

3.3 Description of the SBP Algorithm

We now turn to a description of the SBP, a low-complexity message-passing algorithm on
pairwise Markov random fields. Stochastic belief propagation is an adaptively randomized
form of the usual BP message updates that yields savings in both computational and com-
munication costs. It is motivated by a simple observation—namely, that the message-passing
update along the directed edge (u → v) can be formulated as an expectation over suitably
normalized columns of a compatibility matrix (see (3.6)). Here the probability distribution
in question depends on the incoming messages, and changes from iteration to iteration. This
perspective leads naturally to an adaptively randomized variant of BP: instead of computing
and transmitting the full expectation at each round—which incurs Θ(d2) computational cost
and requires sending Θ(d) real numbers—the SBP algorithm simply picks a single normalized
column with the appropriate (message-dependent) probability, and performs a randomized
update. As we show, each such operation can be performed in Θ(d) time and requires trans-
mitting only log2 d bits, so that the SBP message updates are less costly by an order of
magnitude.

With this intuition in hand, we are now ready for a precise description of the SBP
algorithm. Let us view the edge potential function ψuv as a matrix of numbers ψuv(i, j), for
i, j = 1, . . . , d. For the directed edge (u→ v), define the collection of column vectors

Γuv(:, j) :=
ψvu(:, j)∑d
i=1 ψvu(i, j)

, (3.6)

and marginal weights βuv(j) :=
(∑d

i=1 ψvu(i, j)
)
ψu(j), for j = 1, 2, . . . , d. Note that, the

columns of the compatibility matrix Γuv are normalized to sum to one: i.e.,
∑d

i=1 Γuv(i, j) = 1
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for all j = 1, 2, . . . , d. We assume that the column vectors Γuv(:, j) and normalization
constants βuv(j) have been pre-computed and stored, which can be done in an off-line manner
and requires Θ(d2) operations. In addition, the algorithm makes use of a positive sequence
of step sizes {λt}∞t=0. In terms of these quantities, the SBP algorithm consists of the steps
shown in Figure 3.2.

Stochastic Belief Propagation Algorithm:

(I) Initialize the message vector m0 ∈ RD
+ .

(II) For iterations t = 0, 1, 2, 3, . . ., and for each directed edge (u→ v) ∈ ~E :

(a) Compute the product of incoming messages:

M t
u→v(j) =

∏

w∈N (u)\{v}
mt
w→u(j) for j ∈ {1, . . . , d}. (3.7)

(b) Pick a random index J t+1
u→v ∈ {1, 2, . . . , d} according to the probability distri-

bution

ptu→v(j) ∝ M t
u→v(j) βuv(j) for j ∈ {1, . . . , d}. (3.8)

(c) For a given step size λt ∈ (0, 1), update the message mt+1
u→v ∈ Rd

+ via

mt+1
u→v = (1− λt)mt

u→v + λt Γuv(:, J
t+1
u→v). (3.9)

Figure 3.2: Specification of stochastic belief propagation.

The per iteration per edge computational complexity of the SBP algorithm lies in calcu-
lating the probability mass function pu→v, defined in (3.8); generating a random index Ju→v
according to the mass function (3.8), and performing the weighted update (3.9). Denoting
the maximum degree of the graph by ρmax, we require at most (ρmax − 1)d multiplications
to compute Mu→v. Moreover, an additional 2d operations are needed to compute the prob-
ability mass function pu→v. On the other hand, generating a random index Ju→v, can be
done with less than d operations by picking a number U uniformly at random from [0, 1]
and setting2 Ju→v := inf

{
j :
∑j

ℓ=1 pu→v(ℓ) > U
}
. Finally the update (3.9) needs 3d + 3

operations. Adding up these contributions, we find that the SBP algorithm requires at most

2It is known that for any distribution function G(·), the random variable G−1(U) has the distribution
G(·).
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(ρmax+5)d+3 multiplications and/or summations per iteration per edge to update the mes-
sages. As can be seen from (3.3), the regular BP complexity is Θ

(
d2
)
. Therefore, for graphs

with bounded degree (of most interest in practical applications), the SBP message updates
have reduced the per iteration computational complexity by a factor of d. In addition to
computational efficiency, SBP provides us with a significant gain in message/communication
complexity over BP. This can be observed from the fact that the normalized compatibility
matrix Γuv is only a function of edge potentials ψvu, hence known to the node v. There-
fore, node u has to transmit only the random column index Ju→v to node v, which can be
done with log2 d bits. This is a significant gain over BP that requires transmitting a (d− 1)-
dimensional vector of real numbers per edge at every round. Here we summarize the features
of our algorithm that make it appealing for practical purposes.

• Computational complexity : SBP reduces the per iteration complexity by an order of
magnitude from Θ(d2) to Θ(d).

• Communication complexity : SBP requires transmitting only log2 d bits per edge in
contrast to transmitting a (d − 1)-dimensional vector of real numbers in the case of
BP.

The remainder of this chapter is devoted to understanding when, and if so, how quickly
the SBP message updates converge to a BP fixed point. Let us provide some intuition as to
why such a behavior might be expected. Recall that the update (3.9) is random, depending
on the choice of index J chosen in step II(b). Suppose that we take expectations of the
update (3.9) only over the distribution (3.8), in effect conditioning on all past randomness in
the algorithm. (We make this idea precise via the notion of σ-fields in our analysis.) Doing
so yields that the expectation of the update (3.9) is given by

E
[
mt+1
u→v | mt

u→v
]
= (1− λt)mt

u→v + λt
d∑

j=1

Γuv(:, j) p
t
u→v(j).

Recalling the definitions (3.6) and (3.8) of the matrix Γuv and mass function pu→v, respec-
tively, and performing some algebra yields

E
[
mt+1
u→v | mt

u→v
]
= (1− λt)mt

u→v

+ λt
d∑

j=1

ψvu(:, j)∑d
i=1 ψvu(i, j)

∏
w∈N (u)\{v}m

t
w→u(j) βuv(j)∑d

ℓ=1

∏
w∈N (u)\{v}m

t
w→u(ℓ) βuv(ℓ)

= (1− λt)mt
u→v + λt Fu→v(m

t).

Therefore, in an average sense, the SBP message update is equivalent to (a damped version
of the) usual BP message update. The technical difficulties lie in showing that despite the
fluctuations around this average behavior, the SBP updates still converge to the BP fixed
point when the stepsize or damping parameter λt is suitably chosen. We now turn to precisely
this task.
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3.4 Main Theoretical Results

Thus far, we have proposed a low-complexity stochastic variant of the usual belief propaga-
tion algorithm. In contrast to the usual deterministic updates, this algorithm generates a
random sequence {mt}∞t=0 of message vectors. This randomness raises two natural questions:

• Is the SBP algorithm strongly consistent? More precisely, assuming that the ordinary
BP algorithm has a unique fixed point m∗, under what conditions do we have mt → m∗

almost surely as t→∞?

• When convergence occurs, how fast does it take place? The computational complexity
per iteration is significantly reduced, but what are the trade-offs incurred by the number
of iterations required?

The goal of this section is to provide some precise answers to these questions, ones which
show that under certain conditions, there are provable gains to be achieved by the SBP
algorithm. We begin with the case of trees, for which the ordinary BP message updates
are known to have a unique fixed point for any choice of potential functions. For any tree-
structured problem, the upcoming Theorem 6 guarantees that the SBP message updates are
strongly consistent, and moreover that in terms of the elementwise ℓ∞ norm they converge
in expectation at least as quickly as O(1/

√
t), where t is the number of iterations. We then

turn to the case of general graphs. Although the BP fixed point need not be unique in
general, a number of contractivity conditions that guarantee uniqueness and convergence of
ordinary BP have been developed (e.g., [113, 49, 78, 103]). Working under such conditions,
we show in Theorem 7 that the SBP algorithm is strongly consistent, and we show that
the normalized mean-squared error decays at least as quickly as O(1/t). In addition, we
provide high probability bounds on the error at each iteration, showing that the typical
performance is highly concentrated around its average. Finally, in Section 3.4.3, we provide
a new set of sufficient conditions for contractivity in terms of node/edge potentials and
the graph structure. As we discuss, our theoretical analysis shows not only that SBP is
provably correct, but also that in various regimes, substantial gains in overall computational
complexity can be obtained relative to the ordinary BP.

3.4.1 Guarantees for Tree-Structured Graphs

We begin with the case of a tree-structured graphical models. As a special case, the hidden
Markov chain shown in Figure 2.3 is an instance of such graphs. Recall that for some integer
r ≥ 1, a square matrix A is said to be nilpotent of degree r if Ar = 0. (We refer the reader to
Horn and Johnson [47] for further background on nilpotent matrices and their properties.)
Also recall the definition of the diameter of a graph G, denoted by diam(G), as the length
(number of edges) of the longest path between any pair of nodes in the graph. For a tree, this
diameter can be at most n− 1, a bound achieved by the chain graph. In stating Theorem 6,
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we make use of the following definition: for vectors x, y ∈ RD, we write x � y if and only
if x(i) ≤ y(i) for all i = 1, 2, . . . , D. Moreover, for an arbitrary x ∈ RD, let |x| denote the
vector obtained from taking the absolute value of its elements. With this notation in hand,
we are now ready to state our first result.

Theorem 6 (Tree-structured graphs). For any tree-structured Markov random field, the
sequence of messages {mt}∞t=0 generated by the SBP algorithm with step size λt = 1/(t+ 1),
has the following properties:

(a) The message sequence {mt}∞t=0 converges almost surely to the unique BP fixed point m∗

as t→∞.

(b) There exist a nilpotent matrix A ∈ RD×D of degree at most r = diam(G) such that the
D-dimensional error vector mt −m∗ satisfies the elementwise inequality

E
[
|mt −m∗|

]
� 4 (I − 2A)−1

~1√
t

(3.10)

for all iterations t = 1, 2, . . ..

Remarks: The proof of this result is given in Section 3.5.1. Part (a) shows that the SBP
algorithm is guaranteed to converge almost surely to the unique BP fixed point, regardless
of the choice of node/edge potentials and the initial message vector. Part (b) refines this
claim by providing a quantitative upper bound on the rate of convergence: in expectation,
the ℓ∞ norm of the error vector is guaranteed to decay at the rate O(1/

√
t). It is worth

noting that the upper bound in part (b) is likely to be conservative at times, since the inverse
matrix (I − 2A)−1 may have elements that grow exponentially in the graph diameter r. As
shown by our experimental results, the theory is overly conservative in this way, as SBP still
behaves well on trees with large diameters (such as chains). Indeed, in the following section,
we provide results for general graphs under contractive conditions that are less conservative.

3.4.2 Guarantees for General Graphs

Our next theorem addresses the case of general graphs. In contrast to the case of tree-
structured graphs, depending on the choice of potential functions, the BP message updates
may have multiple fixed points, and need not converge in general. A sufficient condition
for both uniqueness and convergence of the ordinary BP message updates, which we assume
in our analysis of SBP, is that the update function F , defined in (3.4), is contractive. In
particular, it suffices that there exist some 0 < µ < 2 such that

‖F (m)− F (m′)‖2 ≤
(
1− µ

2

)
‖m−m′‖2. (3.11)
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Recalling the normalized compatibility matrix with columns Γuv(:, j) := ψvu(:, j)ψu(j)/βuv(j),
we define its minimum and maximum values per row as follows:3

B0
uv(i) := min

j∈X
Γuv(i, j) > 0, and B

0

uv(i) := max
j∈X

Γuv(i, j) < 1. (3.12)

The pre-factor in our bounds involves the constant

K(ψ) := 4

∑
(u→v)∈~E

(
maxi∈X B

0

uv(i)
)

∑
(u→v)∈~E

(
mini∈X B

0
uv(i)

) . (3.13)

With this notation, we have the following result:

Theorem 7 (General graphs). Suppose that the BP update function F : RD → RD satisfies
the contraction condition (3.11).

(a) Then BP has a unique fixed point m∗, and the SBP message sequence {mt}∞t=0, generated
with the step size λt = O(1/t), converges almost surely to m∗ as t→∞.

(b) With the step size λt = α/(µ · (t+ 2)) for some fixed 1 < α < 2, we have

E
[
‖mt −m∗‖22

]

‖m∗‖22
≤ 3α K(ψ) α2

2α µ2(α− 1)

(
1

t

)
+
‖m0 −m∗‖22
‖m∗‖22

(
2

t

)α
(3.14)

for all iterations t = 1, 2, . . . .

(c) With the step size λt = 1/(µ · (t+ 1)), we have

E
[
‖mt −m∗‖22

]

‖m∗‖22
≤ K(ψ)

µ2

(
1 + log t

t

)
; (3.15)

also for every 0 < ǫ < 1 and t ≥ 2, we have

‖mt −m∗‖22
‖m∗‖22

≤ K(ψ)

µ2

(
1 +

8√
ǫ

)(
1 + log t

t

)
(3.16)

with probability at least 1− ǫ.
3As will be discussed later, we can obtain a sequence of more refined (tighter) lower {Bℓ

uv(i)}∞ℓ=0
and

upper {Bℓ

uv(i)}∞ℓ=0
bounds by confining the space of feasible messages.
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Remarks: The proof of Theorem 7 is given in Section 3.5.2. Here we discuss some of
the various guarantees that it provides. First, part (a) of the theorem shows that the SBP
algorithm is strongly consistent, in that it converges almost surely to the unique BP fixed
point. This claim is analogous to the almost sure convergence established in Theorem 6(a)
for trees. Second, the bound (3.14) in Theorem 7(b) provides a non-asymptotic bound on
the normalized mean-squared error E[‖mt −m∗‖22]/‖m∗‖22. For the specified choice of step-
size (1 < α < 2), the first component of the bound (3.14) is dominant, hence the expected
error (in squared ℓ2-norm) is of the order 1/t. Therefore, after t = Θ(1/δ) iterations, the
SBP algorithm returns a solution with MSE at most O(δ). At least superficially, this rate
might appear faster than the 1/

√
t rate established for trees in Theorem 6(b); however, the

reader should be careful to note that Theorem 6 involves the element-wise ℓ∞-norm, which
is not squared, as opposed to the squared ℓ2-norm studied in Theorem 7. Finally, part (c)
provides bounds, both in expectation and with high probability, for a slightly different step
size choice. On one hand, the bound in expectation (3.15) is of the order O(log t/t), and
so includes an additional logarithmic factor not present in the bounds from part (b). How-
ever, as shown in the high probability bound (3.16), the squared error is also guaranteed
to satisfy a sample-wise version of the same bound with high probability. This theoretical
claim is consistent with our later experimental results, showing that the error exhibits tight
concentration around its expected behavior.

Let us now compare the guarantees of SBP to those of BP. Under the contraction condi-
tion of Theorem 7, the ordinary BP message updates are guaranteed to converge geometri-
cally quickly, meaning that Θ(log(1/δ)) iterations are sufficient to obtain δ-accurate solution.
In contrast, under the same conditions, the SBP algorithm requires Θ(1/δ) iterations to re-
turn a solution with MSE at most δ, so that its iteration complexity is larger. However, as
noted earlier, the BP message updates require Θ(d2) operations for each edge and iteration,
whereas the SBP message updates require only Θ(d) operations. Putting the pieces together,
we conclude that:

• on one hand, ordinary BP requires Θ
(
|E| d2 log(1/δ)

)
operations to compute the fixed

point to accuracy δ;

• in comparison, SBP requires Θ
(
|E| d (1/δ)

)
operations to compute the fixed point to

expected accuracy δ.

Consequently, we see that as long the desired tolerance is not too small—in particular, if
δ ≥ 1/d—then SBP leads to computational savings. In many practical applications, the
state dimension is on the order of 103 to 105, so that the precision δ can be of the order 10−3

to 10−5 before the complexity of SBP becomes of comparable order to that of BP. Given that
most graphical models represent approximations to reality, it is likely that larger tolerances
δ are often of interest.
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3.4.3 Sufficient Conditions for Contractivity

Theorem 7 is based on the assumption that the update function is contractive, meaning
that its Lipschitz constant L is less than one. In past work, various authors have developed
contractivity conditions, based on analyzing the log messages, that guarantee uniqueness
and convergence of ordinary BP (e.g., [113, 49, 78, 103]). Our theorem requires contractivity
on the messages (as opposed to log messages), which requires a related but slightly different
argument. In this section, we show how to control L and thereby provide sufficient conditions
for Theorem 7 to be applicable.

Our contractivity result applies when the messages under consideration belong to a set
of the form

S :=
{
m ∈ RD

∣∣∣
∑

i∈X
mu→v(i) = 1, Buv(i) ≤ mu→v(i) ≤ Buv(i) ∀(u→ v) ∈ ~E , ∀i ∈ X

}
,

(3.17)

for some choice of the upper and lower bounds—namely, Buv(i) and Buv(i) respectively. It
turns out that the BP update function on the directed edge (u→ v) is a convex combination
of the normalized columns Γuv(:, j) for j = 1, . . . , d. Therefore, recalling the definition (3.12),

we haveB0
uv(i) ≤ muv(i) ≤ B

0

uv(i), for all i = 1, . . . , d. Thus, for all iterations t = 0, 1, . . ., the

messages always belong to a set of the form (3.17) with Buv(i) = B0
uv(i) and Buv(i) = B

0

uv(i).

Since the bounds (B0
uv(i), B

0

uv(i)) do not involve the node potentials, one suspects that they
might be tightened at subsequent iterations, and indeed, there is a progressive refinement of
upper and lower bounds of this form. Assuming that the messages belong to a set S at an
initial iteration, then for any subsequent iterations, we are guaranteed the inclusion

m ∈ F (S) :=
{
F (m′) ∈ RD | m′ ∈ S

}
, (3.18)

which then leads to the refined upper and lower bounds

B1
uv(i) := inf

m∈S

{ d∑

j=1

Γuv(i, j)
βuv(j)Mu→v(j)∑d
ℓ=1 βuv(ℓ)Mu→v(ℓ)

}
, and

B
1

uv(i) := sup
m∈S

{ d∑

j=1

Γuv(i, j)
βuv(j)Mu→v(j)∑d
ℓ=1 βuv(ℓ)Mu→v(ℓ)

}
,

where we recall the quantity Mu→v(j) =
∏

w∈N (u)\{v}mw→u(j) previously defined (3.7).
While such refinements are possible, in order to streamline our presentation, we focus pri-

marily on the zero’th order bounds Buv(i) = B0
uv(i) and Buv(i) = B

0

uv(i).
Given a set S of the form (3.17), we associate with the directed edges (u → v) and
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(w → u) (where w ∈ N (u)\{v}) the non-negative numbers

Φ1(u→ v) :=
∑

w∈N (u)\{v}

(
φu→v,w→u (φu→v,w→u + χu→v,w→u)

) 1

2 , and (3.19a)

Φ2(w → u) :=
∑

v∈N (u)\{w}

(
φu→v,w→u (φu→v,w→u + χu→v,w→u)

) 1

2 , (3.19b)

where

φu→v,w→u := max
j∈X

sup
m∈S

{
βuv(j)Mu→v(j)∑d
k=1 βuv(k)Mu→v(k)

1

mw→u(j)

}
, and (3.20a)

χu→v,w→u := max
j∈X

sup
m∈S

{
βuv(i)Mu→v(i)(∑d

k=1 βuv(k)Mu→v(k)
)2

d∑

j=1

βuv(j)Mu→v(j)

mw→u(j)

}
. (3.20b)

Recall the normalized compatibility matrix Γuv ∈ Rd×d on the edge (u, v), as previously
defined in (3.6). Since Γuv is a stochastic matrix with positive entries, the Perron-Frobenius
theorem [47] guarantees that the maximal eigenvalue is equal to one, and is associated with
a pair of left and right eigenvectors (unique up to scaling) with positive entries. Since Γuv is
column-stochastic, any multiple of the all-one vector ~1 can be chosen as the left eigenvector.
Letting zuv ∈ Rd denote the right eigenvector with positive entries, we are guaranteed that
~1T zuv > 0, and hence we may define the matrix Γuv − zuv~1T/(~1T zuv). By construction, this
matrix has all of its eigenvalues strictly less than 1 in absolute value (Lemma 8.2.7, [47]).

Proposition 1. The global update function F : RD → RD defined in (3.4) is Lipschitz with
constant at most

L := 2 max
(u,v)∈E

|||Γuv −
zuv~1

T

~1T zuv
|||2 max

(u→v)∈~E
Φ1(u→ v) max

(w→u)∈~E
Φ2(w → u), (3.21)

where ||| · |||2 denotes the maximum singular value of a matrix.

In order to provide some intuition for Proposition 1, let us consider a simple but illuminating
example.

Example 5 (Potts model). The Potts model [38, 112, 60] is often used for denoising,
segmentation, and stereo computation in image processing and computer vision. It is a
pairwise Markov random field that is based on edge potentials of the form

ψvu(i, j) =

{
1 if i = j, and

γ if i 6= j.
,

for all edges (u, v) ∈ E and i, j ∈ {1, 2, . . . , d}. The parameter γ ∈ (0, 1] can be tuned to en-
force different degrees of smoothness: at one extreme, setting γ = 1 enforces no smoothness,
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whereas a choice close to zero enforces a very strong type of smoothness. (To be clear, the
special structure of the potts model can be exploited to compute the BP message updates
quickly; our motivation in considering it here is only to provide a simple illustration of our
contractivity condition.)

For the Potts model, we have βuv(j) = ψu(j) (1+(d−1)γ), and hence Γuv is a symmetric
matrix with

Γuv(i, j) =

{
1

1+(d−1)γ if i = j
γ

1+(d−1)γ if i 6= j.

Some straightforward algebra shows that the second largest singular value of Γuv is given by
(1− γ)/(1 + (d− 1)γ), whence

max
(u,v)∈E

|||Γuv −
zuv~1

T

~1T zuv
|||2 =

1− γ
1 + (d− 1)γ

.

The next step is to find upper bounds on the terms Φ1(u → v) and Φ2(w → u), in
particular by upper bounding the quantities φu→v,w→u and χu→v,w→u, as defined in equa-
tions (3.20a) and (3.20b) respectively. In Appendix A.1, we show that the Lipschitz function
of F is upper bounded as

L ≤ 4 (1− γ) (1 + (d− 1)γ) max
u∈V

{
(ρu − 1)2

γ2ρu
max
j∈X

{
ψu(j)∑d
ℓ=1 ψu(ℓ)

}2}
,

where ρu is the degree of node u. Therefore, a sufficient condition for contractivity in the
case of the Potts model is

max
u∈V

{
(ρu − 1)

γρu
max
j∈X

{
ψu(j)∑d
ℓ=1 ψu(ℓ)

}}
<

(
1

4 (1− γ) (1 + (d− 1)γ)

) 1

2

. (3.22)

To gain intuition, consider the special case in which the node potentials are uniform, so
that ψu(j)/(

∑d
ℓ=1 ψu(ℓ)) = 1/d for j = 1, 2, . . . , d. In this case, for any graph with bounded

node degrees, the bound (3.22) guarantees contraction for all γ in an interval [ǫ, 1]. For
non-uniform node potentials, the inequality (3.22) is weaker, but it can be improved via the
refined sets (3.18) discussed previously.

3.5 Proof of the Main Results

We now turn to the proofs of our two main results, namely Theorems 6 and 7, as well
as the auxiliary result, Proposition 1, on contractivity of the BP message updates. For
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our purposes, it is convenient to note that the ordinary BP update can be written as an
expectation of the form

Fu→v(m
t) = E [Γuv(:, J

t+1
u→v)], (3.23)

for all t = 0, 1, . . .. Here the expectation is taken place over the randomness induced by J t+1
u→v

chosen randomly according to the probability mass function ptu→v (3.8).

3.5.1 Proof of Theorem 6

We begin by stating a lemma that plays a central role in the proof of Theorem 6.

Lemma 1. For any tree-structured Markov random field, there exists a nilpotent matrix
A ∈ RD×D of degree at most r = diam(G) such that

|F (m)− F (m′)| � A |m−m′|, (3.24)

for all m,m′ ∈ S.
The proof of this lemma is somewhat technical, so that we defer it to Appendix A.2. In
interpreting this result, the reader should recall that for vectors x, y ∈ RD, the notation
x � y denotes inequality in an elementwise sense—i.e., x(i) ≤ y(i) for i = 1, . . . , D.

An immediate corollary of this lemma is the existence and uniqueness of the BP fixed
point. Since we may iterate inequality (3.24), we find that

|F (ℓ)(m)− F (ℓ)(m′)| � Aℓ |m−m′|,
for all iterations ℓ = 1, 2, . . ., and arbitrary messages m, m′, where F (ℓ) denotes the com-
position of F with itself ℓ times. The nilpotence of A ensures that Ar = 0, and hence
F (r)(m) = F (r)(m′) for all messages m, and m′. Let m∗ = F (r)(m) denote the common
value. The claim is that m∗ is the unique fixed point of the BP update function F . This can
be shown as follows: from Lemma 1 we have

|F (m∗) − m∗| = |F (r+1)(m) − F (r)(m)| � A |F (r)(m) − F (r−1)(m)|.
Iterating the last inequality for the total of r times, we obtain

|F (m∗) − m∗| � Ar |F (m) − m| = 0,

and hence F (m∗) = m∗. On the other hand, the uniqueness of the BP fixed point is a direct
consequence of the facts that for any fixed point m∗ we have F (r)(m∗) = m∗, and for all
arbitrary messages m, m′ we have F (r)(m) = F (r)(m′). Accordingly, we see that Lemma 1
provides an alternative proof of the well-known fact that BP converges to a unique fixed
point on trees after at most r = diam(G) iterations.

We now show how Lemma 1 can be used to establish the two claims of Theorem 6.
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Part (a): Almost Sure Consistency

We begin with the almost sure consistency claim of part (a). By combining all the local
updates, we form the global update rule

mt+1 = (1− λt)mt + λt νt+1 for iterations t = 0, 1, 2, . . ., (3.25)

where νt+1 := {Γuv(:, J t+1
u→v)}(u→v)∈~E is the D-dimensional vector obtained from stacking up

all the normalized columns Γuv(:, J
t+1
u→v). Defining the vector Y t+1 := νt+1−F (mt) ∈ RD, we

can rewrite the update equation (3.25) as

mt+1 = (1− λt)mt + λt F (mt) + λt Y t+1 for t = 0, 1, 2, . . .. (3.26)

With our step size choice λt = 1/(t + 1), unwrapping the recursion (3.26) yields the repre-
sentation

mt =
1

t

t−1∑

ℓ=0

F (mℓ) +
1

t

t∑

ℓ=1

Y ℓ.

Subtracting the unique fixed point m∗ from both sides then leads to

mt −m∗ =
1

t

t−1∑

ℓ=1

(F (mℓ)− F (m∗)) +
1

t

t∑

ℓ=1

Y ℓ +
1

t
(F (m0)− F (m∗))

︸ ︷︷ ︸
Zt

, (3.27)

where we have introduced the convenient shorthand Zt. We may apply the triangle inequality
to each element of this vector equation; doing so and using Lemma 1 to upper bound the
terms |F (mℓ)− F (m∗)|, we obtain the element-wise inequality

|mt −m∗| � 1

t

t−1∑

ℓ=1

A |mℓ −m∗| + |Zt| for t = 1, 2, . . ..

Since Ar is the all-zero matrix, unwrapping the last inequality r = diam(G) times yields the
element-wise upper bound

|mt −m∗| � Gt
0 + AGt

1 + A2Gt
2 + · · ·+ Ar−1Gt

r−1, (3.28)

where the terms Gt
ℓ are defined via the recursion Gt

ℓ :=
(∑t−1

j=1G
j
ℓ−1
)
/t for ℓ = 1, . . . , r − 1,

with initial conditions Gt
0 := |Zt|.

It remains to control the sequences {Gt
ℓ}∞t=1 for ℓ = 0, 1, . . . , r − 1. In order to do so, we

first establish a martingale difference property for the variables Y t defined prior to (3.26).
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For each t = 0, 1, 2, . . ., define the σ-field F t := σ(m0,m1, . . . ,mt), as generated by the
randomness in the messages up to time t. Based on the representation (3.23), we see that
E
[
Y t+1|F t

]
= ~0, showing that {Y t+1}∞t=0 forms martingale difference sequence with respect

to the filtration {F t}∞t=0. From the definition, it can be seen that the entries of Y t+1 are
bounded; more precisely, we have |Y t+1(i)| ≤ 1 for all iterations t = 0, 1, 2, . . ., and all
states i = 1, 2, . . . D. Consequently, the sequence {Y ℓ}∞ℓ=1 is a bounded martingale difference
sequence.

We begin with the term Gt
0. Since Y ℓ is a bounded martingale difference, standard

convergence results [34] guarantee that |∑t
ℓ=1 Y

ℓ|/t → ~0 almost surely. Moreover, we have

the bound |F (m0)−F (m∗)|/t � ~1/t. Recalling the definition of Zt from (3.27), we conclude
that Gt

0 = |Zt| converges to the all-zero vector almost surely as t → ∞. In order to extend
our argument to the terms Gt

ℓ for ℓ = 1, . . . , r − 1, we make use of the following fact: for
any sequence of real numbers {xt}∞t=0 such that xt → 0, we also have (

∑t−1
ℓ=0 x

ℓ)/t→ 0 (e.g.,
see Royden [104]). Consequently, for any realization ω such that the deterministic sequence
{Gt

0(ω)}∞t=0 converges to zero, we are also guaranteed that the sequence {Gt
1(ω)}∞t=0, with

elements Gt
1(ω) = (

∑t−1
j=1G

j
0(ω))/t, converges to zero. Since we have shown that Gt

0
a.s.→ 0, we

conclude that Gt
1

a.s.→ 0 as well. This argument can be iterated, thereby establishing almost
sure convergence for all of the terms Gt

ℓ. Putting the pieces together, we conclude that the
vector |mt−m∗| converges almost surely to the all-zero vector as t→∞, thereby completing
the proof of part (a).

Part (b): Bounds on Expected Absolute Error

We now turn to part (b) of Theorem 6, which provides upper bounds on the expected
absolute error. We establish this claim by exploiting some martingale concentration inequal-
ities [24]. From part (a), we know that {Y t}∞t=1 is a bounded martingale difference sequence,
in particular with |Y t(i)| ≤ 1. Applying the Azuma-Hoeffding inequality [24] yields the tail
bound

P

(
1

t
|

t∑

ℓ=1

Y ℓ(i)| > γ

)
≤ 2 exp

(
− t γ2

2

)
,

for all γ > 0, and i = 1, 2, . . . , D. By integrating this tail bound, we can upper bound the
mean: in particular, we have

E

[
1

t
|

t∑

ℓ=1

Y ℓ(i)|
]

=

∫ ∞

0

P

(
1

t
|

t∑

ℓ=1

Y ℓ(i)| > γ

)
dγ ≤

√
2π

t
,

and hence

E
[
Gt

0

]
= E

[
|Zt|

]
�
√

2π

t
~1 +

~1

t
� 4√

t
~1. (3.29)
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Turning to the term Gt
1, we have

E[Gt
1] =

1

t

t−1∑

ℓ=1

E[Gℓ
0]

(i)

� 1

t

t−1∑

ℓ=1

4√
ℓ
~1

(ii)

� 2 · 4√
t
~1,

where step (i) uses the inequality (3.29), and step (ii) is based on the elementary upper

bound
∑t−1

ℓ=1 1/
√
ℓ ≤ 1 +

∫ t−1
1

1/
√
x dx < 2

√
t. By repeating this same argument in a re-

cursive manner, we conclude that E
[
Gt
ℓ

]
� (2ℓ · 4/

√
t)~1 for ℓ = 2, 3, . . . , r − 1. Taking the

expectation on both sides of the the inequality (3.28) and substituting these upper bounds,
we obtain

E
[
|mt −m∗|

]
� 4

( r−1∑

ℓ=0

2ℓAℓ
)

~1√
t

= 4 (I − 2A)−1
~1√
t
,

where we have used the fact that Ar = 0.

3.5.2 Proof of Theorem 7

We now turn to the proof of Theorem 7. Note that since the update function is contractive,
the existence and uniqueness of the BP fixed point is an immediate consequence of the
Banach fixed-point theorem [3].

Part (a): Almost Sure Consistency

We establish part (a) by applying the Robbins-Monro theorem, a classical result from
stochastic approximation theory (see Theorem 4 from Section 2.3). In order to do so, we
begin by writing the update (3.9) in the form

mt+1
u→v = mt

u→v − λt
[
mt
u→v − Γuv(:, J

t+1
u→v)

]
︸ ︷︷ ︸

Huv(mt
u→v ,J

t+1
u→v)

,

where for any realization J̄u→v ∈ {1, 2, . . . , d}, the mapping mu→v 7→ Huv(mu→v, J̄u→v)
should be understood as a function from Rd to Rd. By concatenating together all of these
mappings, one for each directed edge (u→ v), we obtain a family of mappings H(·, J̄) from
RD to RD, one for each realization J̄ ∈ {1, 2, . . . , d}2|~E| of column indices.

With this notation, we can write the message update of the SBP algorithm in the compact
form

mt+1 = mt − λt H(mt, J t+1), (3.30)
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valid for for t = 1, 2, . . ., and suitable for application of the Robbins-Monro theorem. In
order to apply this result, we need to verify its hypotheses. First of all, it is easy to see that
we have a bound of the form

E
[
‖H(m, J)‖22

]
≤ c (1 + ‖m‖22),

for some constant c. Moreover, the conditional distribution of the vector J t+1, given the
past, depends only on mt; more precisely we have

P
(
J t+1|J t, J t−1, . . . ,mt,mt−1, . . .

)
= P

(
J t+1|mt

)
.

Lastly, defining the averaged function h(m) := E
[
H(m, J)|m

]
= m − F (m), the final

requirement is to verify that the fixed point m∗ satisfies the stability condition

inf
m∈S\{m∗}

〈m−m∗, h(m)〉 > 0, (3.31)

where 〈·, ·〉 denotes the Euclidean inner product, and S denotes the compact set in which
the messages lie. Using the Cauchy-Schwartz inequality and the fact that F is Lipschitz
with constant L = 1− µ/2, we obtain

〈m−m∗, h(m)− h(m∗)〉 = ‖m−m∗‖22 − 〈m−m∗, F (m)− F (m∗)〉
≥ µ

2
‖m−m∗‖22 > 0, (3.32)

where the strict inequality holds for all m 6= m∗. Since m∗ is a fixed point, we must have
h(m∗) = m∗ − F (m∗) = 0, which concludes the proof.

Part (b): Non-Asymptotic Bounds on Normalized Mean-Squared Error

Let et := (mt −m∗)/‖m∗‖2 denote the re-normalized error vector. In order to upper bound
E
[
‖et‖22

]
for all t = 1, 2, . . ., we first control the quantity ‖et+1‖22 − ‖et‖22, corresponding to

the increment in the squared error. Doing some simple algebra yields

‖et+1‖22 − ‖et‖22 =
1

‖m∗‖22
(
‖mt+1 −m∗‖22 − ‖mt −m∗‖22

)

=
1

‖m∗‖22
〈mt+1 −mt, mt+1 +mt − 2m∗〉.

Recalling the update equation (3.30), we obtain

‖et+1‖22 − ‖et‖22 =
1

‖m∗‖22
〈−λtH(mt, J t+1), −λtH(mt, J t+1) + 2(mt −m∗)〉

=
(λt)2

‖m∗‖22
‖H(mt, J t+1)‖22 −

2λt

‖m∗‖22
〈H(mt, J t+1), mt −m∗〉. (3.33)
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Now taking the expectation on both sides of (3.33) yields

E[‖et+1‖22]− E[‖et‖22] =
(λt)2

‖m∗‖22
E
[
‖H(mt, J t+1)‖22

]
− 2λt

‖m∗‖22
E
[
E
[
〈H(mt, J t+1), mt −m∗〉|F t

]]

=
(λt)2

‖m∗‖22
E
[
‖H(mt, J t+1)‖22

]
− 2λt

‖m∗‖22
E
[
〈h(mt)− h(m∗), mt −m∗〉

]
,

(3.34)

where we used the facts that E[H(mt, J t+1)|F t] = h(mt) and h(m∗) = 0. We continue
by upper bounding the term G1 = ‖H(mt, J t+1)‖22/‖m∗‖22 and lower bounding the term
G2 = 〈h(mt)− h(m∗), mt −m∗〉/‖m∗‖22.

Lower bound on G2: Recalling (3.32) from our proof of part (a), we see that

G2 ≥
µ

2
‖et‖22. (3.35)

Upper bound on G1: From the definition of the update function, we have

‖H(mt, J t+1)‖22 =
∑

(u→v)∈~E

‖mt
u→v − Γuv(:, J

t
u→v)‖22 ≤ 2

∑

(u→v)∈~E

(
‖mt

u→v‖22 + ‖Γuv(:, J tu→v)‖22
)
.

Recalling the bounds (3.12) and using the fact that vectors mt
u→v and Γuv(:, J

t
u→v) sum to

one, we obtain

‖H(mt, J t+1)‖22 ≤ 2
∑

(u→v)∈~E

(
max
i∈X

B
0

uv(i)
) (
‖mt

u→v‖1 + ‖Γuv(:, J tu→v)‖1
)

= 4
∑

(u→v)∈~E

(
max
i∈X

B
0

uv(i)
)
.

On the other hand, we also have

‖m∗‖22 ≥
∑

(u→v)∈~E

(
min
i∈X

B0
uv(i)

)
‖m∗uv‖1 =

∑

(u→v)∈~E

(
min
i∈X

B0
uv(i)

)
.

Combining the pieces, we conclude that the term G1 is upper bounded as

G1 ≤ K(ψ) := 4

∑
(u→v)∈~E

(
maxi∈X B

0

uv(i)
)

∑
(u→v)∈~E

(
mini∈X B

0
uv(i)

) . (3.36)

Since both G1 and G2 are non-negative, the bounds (3.36) and (3.35) also hold in ex-
pectation. Combining these bounds with the representation (3.34), we obtain the upper
bound

E[‖et+1‖22]− E[‖et‖22] ≤ K(ψ) (λt)2 − λtµ E[‖et‖22],
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or equivalently

E[‖et+1‖22] ≤ K(ψ) (λt)2 + (1− λtµ) E[‖et‖22].

Setting λt = α/(µ(t+ 2)) and unwrapping this recursion yields

E[‖et+1‖22] ≤
K(ψ) α2

µ2

t+2∑

i=2

(
1

i2

t+2∏

ℓ=i+1

(
1− α

ℓ

))
+

t+2∏

ℓ=2

(
1− α

ℓ

)
E[‖e0‖22], (3.37)

where we have adopted the convention that the inside product is equal to one for i = t+ 2.
The following lemma, proved in Appendix A.3, provides a useful upper bound on the products
arising in this expression:

Lemma 2. For all i ∈ {1, 2, . . . , t+ 1}, we have

t+2∏

ℓ=i+1

(
1− α

ℓ

)
≤
(
i+ 1

t+ 3

)α
.

Substituting this upper bound into the inequality (3.37) yields

E[‖et+1‖22] ≤
K(ψ) α2

µ2(t+ 3)α

t+2∑

i=2

(i+ 1)α

i2
+

(
2

t+ 3

)α
E[‖e0‖22]

≤ K(ψ) α2

µ2(t+ 3)α
(3
2

)α t+2∑

i=2

1

i2−α
+

(
2

t+ 3

)α
E[‖e0‖22].

It remains to upper bound the term
∑t+2

i=2 1/i
2−α. Since the function 1/x2−α is decreasing in

x for α < 2, we have the integral upper bound
∑t+2

i=2 1/i2−α ≤
∫ t+2

1
1/x2−α dx, which yields

E[‖et+1‖22] ≤





(
3
2

)α K(ψ) α2

µ2(1−α)
1

(t+3)α
+
(

2
t+3

)α
E[‖e0‖22] if 0 < α < 1

3
2
K(ψ)
µ2

log(t+2)
t+3

+ 2
t+3

E[‖e0‖22] if α = 1(
3
2

)α K(ψ) α2

µ2(α−1)
(t+2)α−1

(t+3)α
+
(

2
t+3

)α
E[‖e0‖22] if 1 < α < 2

.

If we now focus on the range of α ∈ (1, 2), which yields the fastest convergence rate, some
simple algebra yields the form of the claim given in the theorem statement.

Part (c): High Probability Bounds

Recall the algebra at the beginning of Section 3.5.2. Adding and subtracting the conditional
mean of the second term of (3.33) yields

‖et+1‖22 − ‖et‖22 =
(λt)2

‖m∗‖22
‖H(mt, J t+1)‖22 −

2λt

‖m∗‖22
〈h(mt), mt −m∗〉+ 2λt 〈Y t+1, et〉,
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where we have denoted the term

Y t+1 :=
h(mt)−H(mt, J t+1)

‖m∗‖2
.

Recalling the bounds on G1 = ‖H(mt, J t+1)‖22 / ‖m∗‖22 and G2 = 〈h(mt), mt −m∗〉 / ‖m∗‖22
from part (b), we have

‖et+1‖22 − ‖et‖22 ≤ K(ψ) (λt)2 − µλt‖et‖22 + 2λt 〈Y t+1, et〉,

or equivalently

‖et+1‖22 ≤ K(ψ) (λt)2 + (1− µλt)‖et‖22 + 2λt 〈Y t+1, et〉.

Substituting the step size choice λt = 1/(µ(t+1)) and then unwrapping this recursion yields

‖et+1‖22 ≤
K(ψ)

µ2(t+ 1)

t+1∑

τ=1

1

τ
+

2

µ (t+ 1)

t∑

τ=0

〈Y τ+1, eτ 〉

≤ K(ψ)

µ2

1 + log(t+ 1)

t+ 1
+

2

µ (t+ 1)

t∑

τ=0

〈Y τ+1, eτ 〉. (3.38)

Note that by construction, the sequence {Y τ}∞τ=1 is a martingale difference sequence with
respect to the filtration F τ = σ(m0,m1, . . . ,mτ ) that is E

[
Y τ+1 | F τ

]
= ~0 and accord-

ingly E
[
〈Y τ+1, eτ 〉

]
= 0 for τ = 0, 1, 2, . . .. We continue by controlling the stochastic term

(
∑t

τ=0〈Y τ+1, eτ 〉)/(t+ 1)—namely its variance,

var

(
1

t+ 1

t∑

τ=0

〈Y τ+1, eτ 〉
)

=
1

(t+ 1)2
E

[( t∑

τ=0

〈Y τ+1, eτ 〉
)2
]

=
1

(t+ 1)2

t∑

τ=0

E
[
〈Y τ+1, eτ 〉2

]

︸ ︷︷ ︸
T1

+
2

(t+ 1)2

∑

0≤τ2<τ1≤t
E
[
〈Y τ1+1, eτ1〉〈Y τ2+1, eτ2〉

]

︸ ︷︷ ︸
T2

.

Since we have

E
[
〈Y τ1+1, eτ1〉〈Y τ2+1, eτ2〉

]
= E

[
E
[
〈Y τ1+1, eτ1〉〈Y τ2+1, eτ2〉 | F τ1

]]

= E
[
〈Y τ2+1, eτ2〉 E

[
〈Y τ1+1, eτ1〉 | F τ1

]]
= 0,
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for all τ1 > τ2, the cross product term T2 vanishes. On the other hand, the martingale
difference sequence is bounded. This can be shown as follows: from part (b) we know
‖H(mτ , Jτ+1)‖2/‖m∗‖2 ≤

√
K(ψ); also using the fact that ‖·‖2 is convex, Jensen’s inequality

yields ‖h(mτ )‖2/‖m∗‖2 ≤
√
K(ψ); therefore, we have

‖Y τ+1‖2 ≤
‖H(mτ , Jτ+1)‖2

‖m∗‖2
+
‖h(mτ )‖2
‖m∗‖2

≤ 2
√
K(ψ).

Moving on to the first term T1, we exploit the Cauchy Schwartz inequality in conjunction
with the fact that the martingale difference sequence is bounded to obtain

E
[
〈Y τ+1, eτ 〉2

]
≤ E

[
‖Y τ+1‖22 ‖eτ‖22

]
≤ 4K(ψ) E

[
‖eτ‖22

]
.

Taking the expectation on both sides of the inequality (3.38) yields

E
[
‖eτ‖22

]
≤ K(ψ)

µ2

1 + log τ

τ
;

and hence we have

E
[
〈Y τ+1, eτ 〉2

]
≤ 4K(ψ)2

µ2

1 + log τ

τ
,

for all τ ≥ 1. Moreover, since

‖m0‖2
‖m∗‖2

≤
(∑

(v←u)∈~E
(
maxi∈X B

0

uv(i)
)

∑
(v←u)∈~E

(
mini∈X B

0
uv(i)

)
) 1

2

=

√
K(ψ)

4
,

the initial term E
[
〈Y 1, e0〉2

]
≤ 4 K(ψ) E

[
‖e0‖22

]
is upper bounded by 4 K(ψ)2. Finally,

putting all the pieces together, we obtain

var

(
1

t+ 1

t∑

τ=0

〈Y τ+1, eτ 〉
)
≤ 4K(ψ)2

µ2 (t+ 1)2

t∑

τ=1

1 + log τ

τ
+

4K(ψ)2

(t+ 1)2

(i)

≤ 4K(ψ)2

µ2

(1 + log(t+ 1))2 + 4

(t+ 1)2
,

where inequality (i) follows from the facts
∑t

τ=1(1 + log τ)/τ ≤ (1 + log t)2, and µ < 2.
Consequently, we may apply Chebyshev’s inequality [24] to control the stochastic deviation∑t+1

τ=1 〈Y τ+1, eτ 〉/(t+ 1). More specifically, for γ > 0 (to be specified) we have

P

(∣∣ 2

µ (t+ 1)

t∑

τ=0

〈Y τ+1, eτ 〉
∣∣ > γ

)
≤ 16K(ψ)2

µ4 γ2
(1 + log(t+ 1))2 + 4

(t+ 1)2
. (3.39)
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We now combine our earlier bound (3.38) with the tail bound (3.39), making the specific
choice

γ =
4K(ψ)

µ2
√
ǫ

√
(1 + log(t+ 1))2 + 4

t+ 1
,

for a fixed 0 < ǫ < 1, thereby concluding that

‖et+1‖22 ≤
K(ψ)

µ2

1 + log(t+ 1)

t+ 1
+

4K(ψ)

µ2
√
ǫ

√
(1 + log(t+ 1))2 + 4

t+ 1
,

with probability at least 1− ǫ. Simplifying the last bound, we obtain

‖et+1‖22 ≤
K(ψ)

µ2

(
1 +

8√
ǫ

)
1 + log(t+ 1)

t+ 1
,

for all t ≥ 1, with probability at least 1− ǫ.

3.5.3 Proof of Proposition 1

Recall the definition (3.8) of the probability mass function {pu→v(j)}j∈X used in the update
of directed edge (u→ v). This probability depends on the current value of the message, so
we can view it as being generated by a function qu→v : RD → Rd that performs the mapping
m 7→ {pu→v(j)}j∈X . In terms of this function, we can rewrite the BP message update equa-
tion (3.3) on the directed edge (u→ v) as Fu→v(m) = Γuv qu→v(m), where the renormalized
compatibility matrix Γuv was defined previously (3.6). We now define the D × D block
diagonal matrix Γ := blkdiag{Γuv}(u→v)∈~E , as well as the function q : RD → RD obtained
by concatenating all of the functions qu→v, one for each directed edge. In terms of these
quantities, we rewrite the global BP message update in the compact form F (m) = Γ q(m).

With these preliminaries in place, we now bound the Lipschitz constant of the mapping
F : RD → RD. Given an arbitrary pair of messages m,m′ ∈ S, we have

‖F (m)− F (m′)‖22 = ‖Γ
(
q(m)− q(m′)

)
‖22 =

∑

(u→v)∈~E

‖Γuv
(
qu→v(m)− qu→v(m′)

)
‖22. (3.40)

By the Perron-Frobenius theorem [47], we know that Γuv has a unique maximal eigenvalue
of 1, achieved for the left eigenvector ~1 ∈ Rd, where ~1 denotes the vector of all ones. Since
the d-dimensional vectors qu→v(m) and qu→v(m′) are both probability distributions, we have
〈~1, qu→v(m)− qu→v(m′)〉 = 0. Therefore, we conclude that

Γuv
(
qu→v(m)− qu→v(m′)

)
=
(
Γuv −

zuv~1
T

~1T zuv

)(
qu→v(m)− qu→v(m′)

)
,
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where zuv denotes the right eigenvector of Γuv corresponding to the eigenvalue one. Com-
bining this equality with the representation (3.40), we find that

‖F (m)− F (m′)‖22 =
∑

(u→v)∈~E

‖
(
Γuv −

zuv~1
T

~1T zuv

)(
qu→v(m)− qu→v(m′)

)
‖22

≤ max
(u,v)∈E

|||Γuv −
zuv~1

T

~1T zuv
|||22 ‖q(m)− q(m′)‖22. (3.41)

It remains to upper bound the Lipschitz constant of the mapping q : RD → RD previously
defined.

Lemma 3. For all m 6= m′, we have

‖q(m)− q(m′)‖2
‖m−m′‖2

≤ 2 max
(u→v)∈~E

Φ1(u→ v) max
(w→u)∈~E

Φ2(w → u), (3.42)

where the quantities Φ1(u→ v), and Φ2(w → u) were previously defined in (3.19a) and (3.19b).

As the proof of Lemma 3 is somewhat technical, we defer it to Appendix A.4. Combining
the upper bound (3.42) with the earlier bound (3.41) completes the proof of the proposition.

3.6 Experimental Results

In this section, we present a variety of experimental results that confirm the theoretical pre-
dictions, and show that SBP is a practical algorithm. We provide results both for simulated
graphical models, and real-world applications to image denoising and disparity computation.

3.6.1 Simulations on Synthetic Problems

We start by performing some simulations for the potts model, in which the edge potentials
are specified by a parameter γ ∈ (0, 1], as discussed in Example 5. The node potentials are
generated randomly, on the basis of fixed parameters µ ≥ σ > 0 satisfying µ + σ < 1, as
follows: for each u ∈ V and label i 6= 1, we generate an independent random variable Zu;i
uniformly distributed on the interval (−1,+1), and then set

ψu(i) =

{
1 i = 1

µ+ σZu;i i ≥ 2
.

For a fixed graph topology and collection of node/edge potentials, we first run BP to
compute the fixed point m∗.4 We then run the SBP algorithm to find the sequence of

4We stop the BP iterations when ‖mt+1 −mt‖2 becomes less than 10−4.
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Figure 3.3: The panels illustrate the normalized squared error ‖mt−m∗‖2
2
/‖m∗‖2

2
versus the number of iterations t for a chain

of size n = 100 and state dimension d = 64. Each plot contains 10 different sample paths. Panel (a) corresponds to the coupling
parameter γ = 0.02 whereas panel (b) corresponds to γ = 0.05. In all cases, the SBP algorithm was implemented with step size
λt = 2/(t+ 1), and the node potentials were generated with parameters (µ, σ) = (0.1, 0.1).

messages {mt}∞t=0 and compute the normalized squared error ‖mt −m∗‖22/‖m∗‖22. In cases
where the normalized mean-squared error is reported, we computed it by averaging over 20
different runs of the algorithm. (Note that the runs are different, since the SBP algorithm
is randomized.)

In our first set of experiments, we examine the consistency of the SBP on a chain-
structured graph, as illustrated in Figure 2.3, representing a particular instance of a tree.
We implemented the SBP algorithm with step size λt = 2/(t + 1), and performed simula-
tions for a chain with n = 100 nodes, state dimension d = 64, node potential parameters
(µ, σ) = (0.1, 0.1), and for two different choices of edge potential γ ∈ {0.02, 0.05}. The result-
ing traces of the normalized squared error versus iteration number are plotted in Figure 3.3;
each panel contains 10 different sample paths. These plots confirm the prediction of strong
consistency given in Theorem 6(a)—in particular, the error in each sample path converges
to zero. We also observe that the typical performance is highly concentrated around its
average, as can be observed from the small amount of variance in the sample paths.

Our next set of simulations are designed to study the effect of increasing of the state
dimension d on convergence rates. We performed simulations both for the chain with n = 100
nodes, as well as a two-dimensional square grid with n = 100 nodes. In all cases, we
implemented the SBP algorithm with step sizes λt = 2/(t+1), and generated the node/edge
potentials with parameters (µ, σ) = (0.1, 0.1) and γ = 0.1 respectively. In Figure 3.4, we plot
the normalized mean-squared error (estimated by averaging over 20 trials) versus the number
of iterations for the chain in panel (a), and the grid in panel (b). Each panel contains four
different curves, each corresponding to a choice of state dimension d ∈ {128, 256, 512, 1024}.
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Figure 3.4: Effect of increasing state dimension on convergence rates. Plots of the normalized mean-squared error
E
[

‖mt −m∗‖2
2

]

/‖m∗‖2
2

versus the number of iterations for two different graphs: (a) chain with n = 100 nodes, and
(b) two-dimensional square grid with n = 100 nodes. In both panels, each curve corresponds different state dimension
d ∈ {128, 256, 512, 1024}. All simulations were performed with step sizes λt = 2/(t + 1), and the node/edge parameters
were generated with parameters (µ, σ) = (0.1, 0.1) and γ = 0.1 respectively.

For the given step size, Theorem 7 guarantees that the convergence rate should be upper
bounded by 1/tα (α ≤ 1) with the number of iterations t. In the log-log domain plot, this
convergence rate manifests itself as a straight line with slope −α. For the chain simulations
shown in panel (a), all four curves exhibit exactly this behavior, with the only difference with
increasing dimension being a vertical shift (no change in slope). For the grid simulations
in panel (b), problems with smaller state dimension exhibit somewhat faster convergence
rate than predicted by theory, whereas the larger problems (d ∈ {512, 1024}) exhibit linear
convergence on the log-log scale.

As discussed previously, the SBP message updates are less expensive by a factor of d.
The top two rows of Table 3.1 show the per iteration running time of both BP and SBP
algorithms, for different state dimensions as indicated. As predicted by theory, the SBP
running time per iteration is significantly lower than BP, scaling linearly in d in contrast
to the quadratic scaling of BP. To be fair in our comparison, we also measured the total
computation time required for either BP or SBP to converge to the fixed point up to a
δ-tolerance, with δ = 0.01. This comparison allows for the fact that BP may take many
fewer iterations than SBP to converge to an approximate fixed point. Nonetheless, as shown
in the bottom two rows of Table 3.1, in all cases except one (chain graph with dimension
d = 128), we still see significant speed-ups from SBP in this overall running time. This gain
becomes especially pronounced for larger dimensions, where these types of savings are more
important.
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d = 128 d = 256 d = 512 d = 1024

Chain

BP (per iteration) 0.0700 0.2844 2.83 18.0774
SBP (per iteration) 0.0036 0.0068 0.0145 0.0280

BP (total) 0.14 0.57 5.66 36.15
SBP (total) 0.26 0.27 0.29 0.28

Grid

BP (per iteration) 0.1300 0.5231 5.3125 32.5050
SBP (per iteration) 0.0095 0.0172 0.0325 0.0620

BP (total) 0.65 3.66 10.63 65.01
SBP (total) 0.21 1.31 0.65 0.62

Table 3.1: Comparison of BP and SBP computational cost for two different graphs each with n = 100 nodes. For each graph
type, the top two rows show per iteration running time (in seconds) of the BP and SBP algorithms for different state dimensions.
The bottom two rows show total running time (in seconds) to compute the message fixed point to δ = 0.01 accuracy.

3.6.2 Applications in Image Processing and Computer Vision

In our next set of experiments, we study the SBP on some larger scale graphs and more
challenging problem instances, with applications to image processing and computer vision.
Message-passing algorithms can be used for image denoising, in particular, on a two dimen-
sional square grid where every node corresponds to a pixel. Running the BP algorithm on
the graph, one can obtain (approximations to) the most likely value of every pixel based on
the noisy observations. In this experiment, we consider a 200 × 200 image with d = 256
gray-scale levels, as showin in Figure 3.5(a). We then contaminate every pixel with an
independent Gaussian random variable with standard deviation σ = 0.1, as shown in Fig-
ure 3.5(b). Enforcing the potts model with smoothness parameter γ = 0.05 as the edge
potential, we run BP and SBP for the total of t = 5 and t = 100 iterations, respectively,
to obtain the refined images (see panels (c) and (d), respectively, in Figure 3.5). Figure 3.6
illustrates the mean-squared error versus the running time for both BP and SBP denoising.
As one can observe, despite smaller jumps in the error reduction, the per-iteration running
time of SBP is substantially lower than BP. Overall, SBP has done a marginally better job
than BP in a substantially shorter amount of time in this instance. Note that the purpose
of this experiment is not to analyze the potential of SBP (or for that matter BP) in image
denoising, but to rather observe their relative performances and computational complexities.

Finally, in our last experiment, we apply SBP to a computer vision problem. Graphical
models and message-passing algorithms are popular in application to the stereo vision prob-
lem [112, 60], in which the goal is to estimate objects depth based on the pixel dissimilarities
in two (left and right view) images. Adopting the original model in Sun et al. [112], we use a
form of the prior to enforce smoothness, and also use the observation potentials given in the
Sun et al. paper. We then run BP and SBP (with step size 3/(t + 2)) for a total of t = 10
and t = 50 iterations respectively in order to estimate the pixel dissimilarities. The results
for the test image “map” are presented in Figure 3.7. Here, the maximum pixel dissimilarity
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(a) (b)

(c) (d)

Figure 3.5: Image denoising application, (a) original image, (b) noisy image, (c) refined image obtained from BP after t = 5
iterations, and (d) refined image obtained from SBP after t = 100 iterations. The image is 200 × 200 with d = 256 gray-scale
levels. The SBP step size, the potts model parameter, and noise standard deviation are set to λt = 1/(t + 1), γ = 0.05, and
σ = 0.1, respectively.

is d = 32, which makes stereo vision a relatively low-dimensional problem. In this particular
application, the SBP is faster by about a factor of 3 − 4 times per iteration; however, the
need to run more iterations makes it comparable to BP. This is to be expected since the
state dimension d = 32 is relatively small, and the relative advantage of SBP becomes more
significant for larger state dimensions d.

3.7 Conclusion

In this chapter, we have developed and analyzed a new and low-complexity alternative to the
BP message-passing. The SBP algorithm has per iteration computational complexity that
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Figure 3.6: Mean-squared error versus the running time (in seconds) for both BP and SBP image denoising. The simulations
are performed with the step size λt = 1/(t + 1), and the potts model parameter γ = 0.05 on a 200 × 200 image with d = 256
gray-scale levels. The noise is assumed to be additive, independent Gaussian random variables with standard deviation σ = 0.1.

scales linearly in the state dimension d, as opposed to the quadratic dependence of BP, and
a communication cost of log2 d bits per edge and iteration, as opposed to d− 1 real numbers
for standard BP message updates. Stochastic belief propagation is also easy to implement,
requiring only random number generation and the usual distributed updates of a message-
passing algorithm. Our main contribution was to prove a number of theoretical guarantees
for the SBP message updates, including convergence for any tree-structured problem, as
well as for general graphs for which the ordinary BP message update satisfies a suitable
contraction condition. In addition, we provided non-asymptotic upper bounds on the SBP
error, both in expectation and in high probability.

The results described here suggest a number of directions for future research. First, the
ideas exploited here have natural generalizations to problems involving continuous random
variables and also other algorithms that operate over the sum-product semi-ring, including
the generalized belief propagation algorithm [121] as well as reweighted sum-product algo-
rithms [118]. More generally, the BP algorithm can be seen as optimizing the dual of the
Bethe free energy function [121], and it would be interesting to see if SBP can be interpreted
as a stochastic version of this Bethe free energy minimization. It is also natural to consider
whether similar ideas can be applied to analyze stochastic forms of message-passing over other
semi-rings, such as the max-product algebra that underlies the computation of maximum
a posteriori (MAP) configurations in graphical models. In this paper, we have developed
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(a) (b)

(c) (d)

Figure 3.7: Stereo vision, depth recognition, application, (a) reference image, (b) ground truth, (c) BP estimate after t = 10
iterations, and (d) SBP estimate after t = 50 iterations. The algorithms are applied to the standard “map” image with
maximum pixel dissimilarity d = 32. The SBP step size is set to λt = 3/(t+ 2).

SBP for applications to Markov random fields with pairwise interactions. In principle, any
undirected graphical model with discrete variables can be reduced to this form [121, 119];
however, in certain applications, such as decoding of LDPC codes over non-binary state
spaces, this could be cumbersome. For such cases, it would be useful to derive a variant
of SBP that applies directly to factor graphs with higher-order interactions. Moreover, the
results derived in this paper are based on the assumption that the co-domain of the potential
functions do not include zero. We suspect that these condition might be relaxed, and similar
results could be obtained. Finally, our analysis for general graphs has been done under a
contractivity condition, but it is likely that this requirement could be loosened. Indeed, the
SBP algorithm works well for many problems where this condition need not be satisfied.5

5The materials of this chapter have been published in papers [84, 87].



54

Chapter 4

Stochastic Orthogonal Series
Message-Passing

4.1 Introduction

In the previous chapter, we proposed a new low-complexity alternative to the belief prop-
agation algorithm for the case of discrete random variables. However, in many applica-
tions of graphical models, we encounter random variables that take on continuous values
(as opposed to discrete). For instance, in computer vision, the problem of optical flow
calculation is most readily formulated in terms of estimating a vector field in R2. Other
applications involving continuous random variables include tracking problems in sensor net-
works, vehicle localization, image geotagging, and protein folding in computational biol-
ogy. With certain exceptions (such as multivariate Gaussian problems), the marginaliza-
tion problem is very challenging for continuous random variables: in particular, the mes-
sages correspond to functions, so that they are expensive to compute and transmit, in
which case BP may be limited to small-scale problems. Motivated by this challenge, re-
searchers have proposed different techniques to reduce complexity of BP in different ap-
plications [5, 110, 111, 52, 32, 51, 27, 53, 20, 66, 106, 1]. For instance, various types of
quantization schemes [27, 53] have used to reduce the effective state space and consequently
the complexity. In another line of work, researchers have proposed stochastic methods in-
spired by particle filtering [5, 110, 111, 32, 51, 52]. These techniques are typically based on
approximating the messages as weighted particles [32, 51], or mixture of Gaussians [111, 52].
Other researchers [106] have proposed the use of kernel methods to simultaneously estimate
parameters and compute approximate marginals in a simultaneous manner.

In this chapter, we present a low-complexity alternative to BP with continous variables.
Our method, which we refer to as stochastic orthogonal series message-passing (SOSMP), is
applicable to general pairwise Markov random fields, and is equipped with various theoretical
guarantees. As suggested by its name, the algorithm is based on combining two ingredients:
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orthogonal series approximation of the messages, and the use of stochastic updates for effi-
ciency. In this way, the SOSMP updates lead to a randomized algorithm with substantial
reductions in communication and computational complexity. Our main contributions are to
analyze the convergence properties of the SOSMP algorithm, and to provide rigorous bounds
on the overall error as a function of the associated computational complexity. In particular,
for tree-structured graphs, we estabish almost sure convergence, and provide an explicit in-
verse polynomial convergence rate (Theorem 8). For loopy graphical models on which the
usual BP updates are contractive, we also establish similar convergence rates (Theorem 9).
Our general theory provides quantitative upper bounds on the number of iterations required
to compute a δ-accurate approximation to the BP message fixed point, as we illustrate in
the case of kernel-based potential functions (Theorem 10).

The reminder of this chapter is organized as follows. We begin in Section 4.2, with
the necessary background and the problem statement. Section 4.3 is devoted to a precise
description of the SOSMP algorithm. In Section 4.4, we state our main theoretical results and
develop some of their corollaries. In Section 4.5, we provide the proofs of our main results,
with some of the technical aspects deferred to the appendices. In order to demonstrate the
algorithm’s effectiveness and confirm theoretical predictions, we provide some experimental
results, on both synthetic and real data, in Section 4.6. Finally, we conclude the chapter in
Section 4.7.

4.2 Background and Problem Statement

We begin by giving a precise description of the problem. Consider a pairwise Markov random
field G = (V , E), consisting of a collection of vertices V = {1, 2, . . . , n}, along with a collection
of edges E ⊂ V × V . For each v ∈ V , let Xv be a random variable taking values in some
continuous space X . As discussed in the previous chapters, the pairwise Markov random field,
defines a family of joint probability distributions over the random vector X = {Xv|v ∈ V},
in which each density must factorize in terms of local potential functions associated with
edges and nodes of the graph. More precisely, we consider the probability density p that
respect the graph structure

p(x1, x2, . . . , xn) ∝
∏

u∈V
ψu(xu)

∏

(u,v)∈E
ψvu(xv, xu). (4.1)

Here ψu : X → (0,∞) is the node potential function, whereas ψvu : X ×X → (0,∞) denotes
the edge potential function.

The problem of marginalization, of utmost importance to many applications (see Sec-
tion 2.1), suffers from the curse of dimensionality, since it requires computing a multi-
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dimensional integral over an (n− 1)-dimensional space

p(xv) :=

∫

X
. . .

∫

X︸ ︷︷ ︸
(n−1) times

p(x1, x2, . . . , xn)
∏

u∈V\{v}
dxu (4.2)

at each node v ∈ V . Part of this exponential explosion can be circumvented by the use of
the BP algorithm. In order to define the message-passing updates, we require some further
notation. For each node u ∈ V , recall the definition of the neighborhood N (u) = {v ∈ V |
(u, v) ∈ E}, the set of directed edges emanating from u, ~E(u) = {(u→ v) | v ∈ N (u)}, as
well as ~E = ∪u∈V ~E(u), from Section 3.2. LetM denote the set of all probability densities
defined on the space X—that is

M =
{
m : X → [0,∞)

∣∣
∫

X
m(x)dx = 1

}
.

The messages passed by the BP algorithm are density functions, taking values in the space
M. More precisely, we assign one message mu→v ∈ M to every directed edge (u→ v) ∈ ~E ,
and we denote the collection of all messages by m := {mu→v, (u→ v) ∈ ~E}. Note that the

full collection of messages m takes values in the product spaceM|~E|.
At an abstract level, the BP algorithm generates a sequence of message densities {mt}

in the space M|~E|, where t = 0, 1, 2 . . . is the iteration number. The update of message
mt to message mt+1 can be written in the form mt+1 = F(mt), where F :M|~E| →M|~E|

is a non-linear operator. This global operator is defined by the local update operators1

Fu→v :M|~E| → M, one for each directed edge of the graph, such that mt+1
u→v = Fu→v(mt).

In more detail, the message update takes the form

[Fu→v(mt)](·)︸ ︷︷ ︸
mt+1

u→v(·)

:= κ

∫

X

{
ψvu(·, xu) ψu(xu)

∏

w∈N (u)\{v}
mt
w→u(xu)

}
dxu, (4.3)

where κ is a normalization constant chosen to enforce the normalization condition
∫

X
mt+1
u→v(xv) dxv = 1.

Moreover, at each iteration t = 0, 1, . . ., each node u ∈ V transmits the message mt+1
u→v (that

is a real-valued function) to neighbor v ∈ N (u).

By concatenating the local updates (4.3), we obtain a global update operator F :M|~E| →M|~E|,
as previously discussed. The goal of the BP message-passing is to obtain a fixed point, mean-
ing an element m∗ ∈M|~E| such that F(m∗) = m∗. Given a fixed point m∗, each node v ∈ V

1 It is worth mentioning, and important for the computational efficiency of BP , that mu→v is only a
function of the messages mw→u for w ∈ N (u)\{v}. Therefore, we have Fu→v :Mρu−1 → M, where ρu is
the degree of the node u. However, we suppress this local dependence so as to reduce notational clutter.
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computes its marginal approximation τ ∗v ∈ M by combining the local potential function ψv
with a product of all incoming messages as

τ ∗v (xv) ∝ ψv(xv)
∏

u∈N (v)

m∗u→v(xv). (4.4)

Although the BP algorithm is considerably more efficient than the brute force approach
to marginalization, the message update equation (4.3) still involves computing an integral
and transmitting a real-valued function (message). With certain exceptions (such as multi-
variate Gaussians), these continuous-valued messages do not have finite representations, so
that this approach is computationally very expensive. Although integrals can be computed
by numerical methods, the BP algorithm requires performing many such integrals at each
iteration, which becomes very expensive in practice. In this chapter, our goal is to develop
low-complexity alternatives to BP for the case of continuous-valued random variables. Before
doing so, we begin with some background on the main underlying ingredients: orthogonal
series expansion, and stochastic message updates.

4.2.1 Orthogonal Series Expansion

As mentioned before, for continuous random variables, each message is a density function
in the space M ⊂ L2(X ). We measure distances in this space using the usual L2 norm
‖f − g‖22 :=

∫
X (f(x)− g(x))2 dx. A standard way in which to approximate functions is via

orthogonal series expansion. In particular, let {φj}∞j=1 be an orthonormal basis of L2(X ),
meaning a collection of functions such that

∫

X
φi(x)φj(x) dx

︸ ︷︷ ︸
:=〈φi, φj〉

=

{
1 when i = j

0 otherwise.
(4.5)

Any function f ∈ M ⊂ L2(X ) then has an expansion of the form f =
∑∞

j=1 ajφj, where
aj = 〈f, φj〉 are the basis expansion coefficients.

Of course, maintaining the infinite sequence of basis coefficients {aj}∞j=1 is also compu-
tationally intractable, so that any practical algorithm will maintain only a finite number r
of basis coefficients. For a given r, we let f̂r ∝

[∑r
j=1 ajφj

]
+
be the approximation based

on the first r coefficients. (Applying the operator [t]+ = max{0, t} amounts to projecting∑r
j=1 ajφj onto the space of non-negative functions, and we also normalize to ensure that it

is a density function.) In using only r coefficients, we incur the approximation error

‖f̂r − f‖2L2

(i)

≤ ‖
r∑

j=1

ajφj − f‖2L2

(ii)
=

∞∑

j=r+1

a2j (4.6)

where inequality (i) uses non-expansivity of the projection, and step (ii) follows from Parse-
val’s theorem [88]. Consequently, the approximation error will depend both on
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• how many coefficients r that we retain, and

• the decay rate of the expansion coefficients {aj}∞j=1.

For future reference, it is worth noting that the local message update (4.3) is defined in
terms of an integral operator of the form

f(·) 7→
∫

X
ψvu(·, x) f(x) dx. (4.7)

Consequently, whenever the edge potential function ψvu has desirable properties—such as
differentiability and/or higher order smoothness—then the messages also inherit these prop-
erties. With an appropriate choice of the basis {φj}∞j=1, such properties translate into decay
conditions on the basis coefficients {aj}∞j=1. For instance, for α-times differentiable functions
expanded into the Fourier basis, the Riemann-Lebesgue lemma [100] guarantees that the
coefficients aj decay faster than (1/j)2α. We develop these ideas at greater length in the
sequel.

4.2.2 Stochastic Message Updates

In order to reduce the approximation error (4.6), the number of coefficients r needs to be
increased (as a function of the ultimate desired error δ). Since increases in r lead to increases
in computational complexity, we need to develop effective reduced-complexity methods. In
this section, we describe (at a high-level) how this can be done via a stochastic version of
the BP message-passing updates.

We begin by observing that message update (4.3), following some appropriate normaliza-
tion, can be cast as an expectation operation. This equivalence is essential, because it allows
us to obtain unbiased approximations of the message update using stochastic techniques. In
particular, let us define the normalized compatibility function

Γuv(·, xu) := ψvu(·, xu)
ψu(xu)

βuv(xu)
, where βuv(xu) := ψu(xu)

∫

X
ψvu(xv, xu) dxv. (4.8)

By construction, for each xu, we have
∫
X Γuv(xv, xu) dxv = 1.

Lemma 4. Given an input collection of messages m, let Y be a random variable with density
proportional to

[pu→v(m)](y) ∝ βuv(y)
∏

w∈N (u)\{v}
mw→u(y). (4.9)

Then the message update equation (4.3) can be written as

[Fu→v(m)](·) = EY
[
Γuv(·, Y )

]
. (4.10)
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Proof. Let us introduce the convenient shorthand M(y) =
∏

w∈N (u)\{v}
mw→u(y). By defini-

tion (4.3) of the message update, we have

[Fu→v(m)](·) =

∫
X
(
ψvu(·, y) ψu(y)M(y) dy∫

X
∫
X
(
ψvu(x, y) ψu(y)M(y)

)
dy dx

.

Since the integrand is positive, by Fubini’s theorem [34], we can exchange the order of
integrals in the denominator. Doing so and simplifying the expression yields

[Fu→v(m)](·) =

∫

X

ψvu(·, y)∫
X ψvu(x, y) dx︸ ︷︷ ︸

Γuv(·,y)

βuv(y)M(y)∫
X βuv(z)M(z) dz︸ ︷︷ ︸

[pu→v(m)](y)

dy, (4.11)

which establishes the claim.

Based on Lemma 4, we can obtain a stochastic approximation to the message update by
drawing k i.i.d. samples Yi from the density (4.9), and then computing

∑k
i=1 Γuv(·, Yi) / k.

Given the non-negativity and chosen normalization of Γuv, note that this estimate belongs to
M by construction. Moreover, it is an unbiased estimate of the correctly updated message,
which plays an important role in our analysis. It is also worth mentioning that a similar idea
is used in the stochastic belief propagation algorithm proposed in Chapter 3.

4.3 Description of the SOSMP Algorithm

In this section, we turn to the description of the SOSMP algorithm. The SOSMP algorithm
involves a combination of the orthogonal series expansion techniques and stochastic methods
previously described. Any particular version of the algorithm is specified by the choice of
basis functions {φj}∞j=1 and two positive integers: the number of coefficients r that are
maintained, and the number of samples k used in the stochastic update. Prior to running
the algorithm, for each directed edge (u→ v), we pre-compute the inner products

γuv;j(xu) :=

∫

X
Γuv(xv, xu)φj(xv) dxv,

︸ ︷︷ ︸
〈Γuv(·, xu), φj(·)〉

for j = 1, . . . , r. (4.12)

When ψvu is a symmetric and positive semidefinite kernel function, these inner products
have an explicit and simple representation in terms of its Mercer eigendecomposition (see
Section 4.4.3). In the general setting, these r inner products can be computed via standard
numerical integration techniques. Note that this is a fixed (one-time) cost prior to running
the algorithm.
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SOSMP algorithm for marginalization:

1. At time t = 0, initialize the message coefficients

a0u→v;j =
1

r
for all j = 1, . . . , r, and (u→ v) ∈ ~E .

2. For iterations t = 0, 1, 2, . . ., and for each directed edge (u→ v)

(a) Form the projected message approximation m̂t
w→u(·) =

[∑r
j=1 a

t
w→u;jφj(·)

]
+
,

for all w ∈ N (u)\{v}.
(b) Draw k i.i.d. samples Yi from the probability density proportional to

βuv(y)
∏

w∈N (u)\{v}
m̂t
w→u(y), (4.13)

where βuv was previously defined in equation (4.8).

(c) Use the samples {Y1, Y2, . . . , Yk} from step (b) to compute

b̃t+1
u→v;j :=

1

k

k∑

i=1

γuv;j(Yi) for j = 1, 2, . . . , r, (4.14)

where the function γuv;j is defined in equation (4.12).

(a) For step size ηt = 1/(t + 1), update the r-dimensional message coefficient
vectors atu→v 7→ at+1

u→v via

at+1
u→v = (1− ηt) atu→v + ηt b̃t+1

u→v. (4.15)

Figure 4.1: The SOSMP algorithm for continuous state spaces.

At each iteration t = 0, 1, 2, . . ., the algorithm maintains an r-dimensional vector of basis
expansion coefficients

atu→v = (atu→v;1, . . . , a
t
u→v;r)

T ∈ Rr, on directed edge (u→ v) ∈ ~E .

This vector should be understood as defining the current message approximation mt
u→v on

the directed edge (u→ v) via the expansion

mt
u→v(·) :=

r∑

j=1

atu→v;j φj(·) (4.16)
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We use at =
{
atu→v | (u → v) ∈ ~E

}
to denote the full set of r |~E| coefficients that are

maintained by the algorithm at iteration t. With this notation, the algorithm consists of
a sequence of steps, detailed in Figure 4.1, that perform the update at 7→ at+1, and hence
implicitly the update mt 7→ mt+1.

As can be seen by inspection of the steps in Figure 4.1, each iteration requires O(rk)
floating point operations per directed edge, which yields a total of O(rk |~E|) operations per
iteration.

4.4 Main Theoretical Results

We now turn to the theoretical analysis of the SOSMP algorithm, and guarantees relative
to the fixed points of the true BP algorithm. For any tree-structured graph, the BP algo-
rithm is guaranteed to have a unique message fixed point m∗ = {m∗u→v, (u → v) ∈ ~E}.
For graphs with cycles, uniqueness is no longer guaranteed, which would make it difficult to
compare with the SOSMP algorithm. Accordingly, in our analysis of the loopy graph, we
make a natural contractivity assumption, which guarantees uniqueness of the fixed point m∗.

The SOSMP algorithm generates a random sequence {at}∞t=0, which define message ap-
proximations {mt}∞t=0 via the expansion (4.16). Of interest to us are the following questions:

• under what conditions do the message iterates approach a neighborhood of the BP
fixed point m∗ as t→ +∞?

• when such convergence takes place, how fast is it?

In order to address these questions, we separate the error in our analysis into two terms:
algorithmic error and approximation error. For a given r, let Πr denote the projection
operator onto the span of {φ1, φ2, . . . , φr}. In detail, given a function f represented in terms
of the infinite series expansion f =

∑∞
j=1 ajφj, we have

Πr(f) :=
r∑

j=1

ajφj.

For each directed edge (u→ v) ∈ ~E , define the functional error

∆t
u→v := mt

u→v − Πr(m∗u→v) (4.17)

between the message approximation at time t, and the BP fixed point projected onto the
first r basis functions. Moreover, define the approximation error at the BP fixed point as

Aru→v := m∗u→v − Πr(m∗u→v). (4.18)
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Since ∆t
u→v belongs to the span of the first r basis functions, the Pythagorean theorem

implies that the overall error can be decomposed as

‖mt
u→v −m∗u→v‖2L2 = ‖∆t

u→v‖2L2︸ ︷︷ ︸
Estimation error

+ ‖Aru→v‖2L2︸ ︷︷ ︸
Approximation error

. (4.19)

Note that the approximation error term is independent of the iteration number t, and can
only be reduced by increasing the number r of coefficients used in the series expansion. Our
analysis of the estimation error is based on controlling the |~E|-dimensional error vector

ρ2
(
∆t
)

:=
{
‖∆t

u→v‖2L2 , (u→ v) ∈ ~E
}
∈ R|

~E|, (4.20)

and in particular showing that it decreases as O(1/t) up to a lower floor imposed by the
approximation error. In order to analyze the approximation error, we introduce the r-
dimensional vector of approximation errors

ρ2
(
Ar
)
:=
{
‖Aru→v‖2L2 , (u→ v) ∈ ~E

}
∈ R|

~E|. (4.21)

By increasing r, we can reduce this approximation error term, but at the same time, we
increase the computational complexity of each update. In Section 4.4.3, we discuss how
to choose r so as to trade-off the estimation and approximation errors with computational
complexity.

4.4.1 Bounds for Tree-Structured Graphs

With this set-up, we now turn to bounds for tree-structured graphs. Our analysis of the
tree-structured case controls the vector of errors ρ2

(
∆t
)
using a nilpotent matrix N ∈ Rr×r

determined by the tree structure (see the previous chapter). Recall that a matrix N is
nilpotent with order ℓ if N ℓ = 0 and N ℓ−1 6= 0 for some ℓ. As illustrated in Figure 4.2, the
rows and columns of N are indexed by directed edges. For the row indexed by (u → v),
there can be non-zero entries only for edges in the set {(w → u), w ∈ N (u)\{v}}. These
directed edges are precisely those that pass messages relevant in updating the message from
u to v, so that N tracks the propagation of message information in the graph. As shown
in Chapter 3 (see Lemma 1), the matrix N with such structure is nilpotent with degree at
most the diameter of the tree.

Moreover, our results on tree-structured graphs impose one condition on the vector of
approximation errors Ar, namely that

inf
y∈X

Πr
(
Γuv(x, y)

)
> 0, and |Aru→v(x)| ≤

1

2
inf
y∈X

Πr
(
Γuv(x, y)

)
(4.22)

for all x ∈ X and all directed edges (u → v) ∈ ~E . This condition ensures that the L2-norm
of the approximation error is not too large relative to the compatibility functions. Since
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1

2

3 4

m1→2

m1→2

m2→1

m2→1 m3→2

m3→2

m2→3

m2→3

m2→4

m2→4

m4→2

m4→2

(a) (b)

Figure 4.2: (a) A simple tree with |E| = 3 edges and hence |~E| = 6 directed edges. (b) Structure of nilpotent matrix N ∈ R|~E|×|~E|

defined by the graph in (a). Rows and columns of the matrix are indexed by directed edges (u → v) ∈ ~E; for the row indexed
by (u→ v), there can be non-zero entries only for edges in the set {(w → u), w ∈ N (u)\{v}}.

supx,y∈X |Πr
(
Γuv(x, y)

)
− Γuv(x, y)| → 0 and supx∈X |Aru→v(x)| → 0 as r → +∞, assuming

that the compatibility functions are uniformly bounded away from zero, condition (4.22)
will hold once the number of basis expansion coefficients r is sufficiently large. Finally, our
bounds involve the constants

Bj := max
(u,v)∈E

sup
y∈X
〈Γuv(·, y), φj〉. (4.23)

With this set-up, we have the following guarantees:

Theorem 8. Suppose that X is closed and bounded, the node and edge potential functions are
continuous, and that condition (4.22) holds. Then for any tree-structured model, the sequence
of messages {mt}∞t=0 generated by the SOSMP algorithm have the following properties:

(a) There is a nilpotent matrix N ∈ R|
~E|×|~E| such that the error vector ρ2

(
∆t
)
converges

almost surely to the set

B :=
{
e ∈ R|

~E| | |e| � N(I −N)−1ρ2
(
Ar
)}
, (4.24)

where � denotes elementwise inequality for vectors.

(b) Furthermore, for all iterations t = 1, 2, . . ., we have

E
[
ρ2
(
∆t
)]
�
(
12

r∑

j=1

B2
j

) (I − log t N)−1

t
(N ~1 + 8) + N(I −N)−1ρ2

(
Ar
)
. (4.25)
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Remarks: To clarify the statement in part (a), it guarantees that the difference ρ2
(
∆t
)
−

ΠB
(
ρ2
(
∆t
))

between the error vector and its projection onto the set B converges almost
surely to zero. Part (b) provides a quantitative guarantee on how quickly the expected
absolute value of this difference converges to zero. In particular, apart from logarithmic
factors in t, the convergence rate guarantees is of the order O(1/t).

4.4.2 Bounds for General Graphs

Our next theorem addresses the case of general graphical models. To ensure the uniqueness
of the fixed point and convergence of BP, a sufficient condition is contraction of the BP
update operator. In our analysis of the SOSMP algorithm for a general graph, we impose
the following form of contractivity: there exists a constant 0 < γ < 2 such that

‖Fu→v(m)−Fu→v(m′)‖L2 ≤
(
1− γ

2

) √ 1

|N (u)\{v}|
∑

w∈N (u)\{v}
‖mw→u −m′w→u‖2L2 , (4.26)

for all directed edges (u → v) ∈ ~E , and feasible messages m, and m′. We say that the
ordinary BP algorithm is γ-contractive when condition (4.26) holds.

Theorem 9. Suppose that the ordinary BP algorithm is γ-contractive, and consider the
sequence of messages {mt}∞t=0 generated with step-size ηt = 1/(γ (t + 1)). Then for all
t = 1, 2, . . ., the error sequence {∆t

u→v}∞t=0 is bounded in mean-square as

E
[
ρ2
(
∆t
)]
�
[(

8
∑r

j=1B
2
j

γ2

)
log t

t
+

1

γ
max

(u→v)∈~E
‖Aru→v‖2L2

]
~1. (4.27)

where Aru→v = m∗u→v − Πr(m∗u→v) is the approximation error on edge (u→ v).

Remarks: Theorem 9 guarantees that under the contractivity condition (4.26), the SOSMP
iterates converge to a neighborhood of the BP fixed point. The error offset depends on the
approximation error term that decays to zero as r is increased. Moreover, disregarding the
logarithmic factor, the convergence rate is O(1/t), which is the best possible for a stochastic
approximation scheme of this type [81, 2].

4.4.3 Explicit Rates for Kernel Classes

Theorems 8 and 9 are generic results that apply to any choices of the edge potential functions.
In this section, we pursue a more refined analysis of the number of arithmetic operations
that are required to compute a δ-uniformly accurate approximation to the BP fixed point
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m∗, where δ > 0 is a user-specified tolerance parameter. By a δ-uniformly accurate approx-
imation, we mean a collection of messages m such that

max
(u→v)∈~E

E
[
‖mu→v −m∗u→v‖2L2

]
≤ δ. (4.28)

In order to obtain such an approximation, we need to specify both the number of coefficients
r to be retained, and the number of iterations that we should perform. Based on these
quantities, our goal is to the specify the minimal number of basic arithmetic operations T (δ)
that are sufficient to compute a δ-accurate message approximation.

We study this issue in the context of kernel-based potential functions. In many applica-
tions, the edge potentials ψvu : X ×X → R+ are symmetric and positive semidefinite (PSD)
functions, frequently referred to as kernel functions. In detail, a PSD kernel function has
the property that for all natural numbers n and {x1, . . . , xn} ⊂ X , the n× n kernel matrix
with entries ψvu(xi, xj) is symmetric and positive semidefinite. Commonly used examples
include the Gaussian kernel ψvu(x, y) = exp(−γ‖x− y‖22), the closely related Laplacian ker-
nel, and other types of kernels that enforce smoothness priors. Any kernel function defines a
positive semidefinite integral operator, namely via equation (4.7). When X is compact and
the kernel function is continuous, then Mercer’s theorem [100] guarantees that this integral
operator has a countable set of eigenfunctions {φj}∞j=1 that form an orthonormal basis of
L2(X ). Moreover, the kernel function has the expansion

ψvu(x, y) =
∞∑

j=1

λj φj(x)φj(y), (4.29)

where λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues, all guaranteed to be non-negative. In general,
the eigenvalues might differ from edge to edge, but we suppress this dependence for simplicity
in exposition. We study kernels that are trace class, meaning that the eigenvalues are
absolutely summable (i.e.,

∑∞
j=1 λj <∞).

For a given eigenvalue sequence {λj}∞j=1 and some tolerance δ > 0, we define the critical
dimension r∗ = r∗(δ; {λj}) to be the smallest positive integer r such that

λr ≤ δ. (4.30)

Since λj → 0, the existence of r∗ < +∞ is guaranteed for any δ > 0.

Theorem 10. In addition to the conditions of Theorem 9, suppose that the compatibility
functions are defined by a symmetric PSD trace-class kernel with eigenvalues {λj}. If we
run the SOSMP algorithm with r∗ = r∗(δ; {λj}) basis coefficients, then it suffices to perform

T (δ; {λj}) = O
(
r∗ ·

( r∗∑

j=1

λ2j
) (

1/δ
)
log(1/δ)

)
(4.31)

arithmetic operations per edge in order to obtain a δ-accurate message vector m.
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The proof of Theorem 10 is provided in Section 4.5.3. It is based on showing that the
choice (4.30) suffices to reduce the approximation error to O(δ), and then bounding the
total operation complexity required to also reduce the estimation error.

Theorem 10 can be used to derive explicit estimates of the complexity for various types of
kernel classes. We begin with the case of kernels in which the eigenvalues decay at an inverse
polyomial rate: in particular, given some α > 1, we say that they exhibit α-polynomial decay
if there is a universal constant C such that

λj ≤
C

jα
for all j = 1, 2, . . .. (4.32)

Examples of kernels in this class include Sobolov spline kernels [42], which are a widely used
type of smoothness prior. For example, the spline class associated with functions that are
s-times differentiable satisfies the decay condition (4.32) with α = 2s.

Corollary 1. In addition to the conditions of Theorem 9, suppose that the compatibility
functions are symmetric kernels with α-polynomial decay (4.32). Then it suffices to perform

Tpoly(δ) = O
((

1/δ
) 1+α

α log(1/δ)
)

(4.33)

operations per edge in order to obtain a δ-accurate message vector m.

The proof of this corollary is immediate from Theorem 10: given the assumption λj ≤ C/jα,

we see that r∗ ≤ (C/δ)
1

α and
∑r∗

j=1 λ
2
j = O(1). Substituting into the bound (4.31) yields the

claim. Corollary 1 confirms a natural intuition—namely, that it should be easier to compute
an approximate BP fixed point for a graphical model with smooth potential functions. Dis-
regarding the logarithmic factor (which is of lower-order), the operation complexity Tpoly(δ)
ranges ranges from O

(
(1/δ)2

)
, obtained as α → 1+ all the way down to O

(
1/δ
)
, obtained

as α→ +∞.
Another class of widely used kernels are those with exponentially decaying eigenvalues:

in particular, for some α > 0, we say that the kernel has α-exponential decay if there are
universal constants (C, c) such that

λj ≤ C exp(−cjα) for all j = 1, 2, . . .. (4.34)

Examples of such kernels include the Gaussian kernel, which satisfies the decay condi-
tion (4.34) with α = 2 (e.g., [108]).

Corollary 2. In addition to the conditions of Theorem 9, suppose that the compatibility
functions are symmetric kernels with α-exponential decay (4.34). Then it suffices to perform

Texp(δ) = O
(
(1/δ)

(
log(1/δ)

) 1+α
α

)
. (4.35)

operations per edge in order to obtain a uniformly δ-accurate message vector m.
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As with our earlier corollary, the proof of this claim is a straightforward consequence of Theo-
rem 10. Corollary 2 demonstrates that kernel classes with exponentially decaying eigenvalues
are not significantly different from parametric function classes, for which a stochastic algo-
rithm would have operation complexity O(1/δ). Apart from the lower order logarithmic
terms, the complexity bound (4.35) matches this parametric rate.

4.5 Proof of the Main Results

We now turn to the proofs of our main results. They involve a collection of techniques from
concentration of measure, stochastic approximation, and functional analysis.

4.5.1 Proof of Theorem 8

Our goal is to bound the error

‖∆t+1
u→v‖2L2 = ‖mt+1

u→v − Πr(m∗u→v)‖2L2 =
r∑

j=1

[
at+1
u→v;j − a∗u→v;j

]2
, (4.36)

where the final equality follows by Parseval’s theorem. Here {a∗u→v;j}rj=1 are the basis expan-
sion coefficients that define the best r approximation to the BP fixed pointm∗. The following
lemma provides an upper bound on this error in terms of two related quantities. First, we
let {btu→v;j}∞j=1 denote the basis function expansion coefficients of the Fu→v(m̂t)—that is,

Fu→v(m̂t) =
∞∑

j=1

btu→v;jφj.

Second, for each j = 1, 2, . . . , r, define the deviation

ζt+1
u→v;j := b̃t+1

u→v;j − btu→v;j,

where the coefficients b̃t+1
u→v;j are updated in Step 2(c) Figure 4.1.

Lemma 5. For each iteration t = 0, 1, 2, . . ., we have

‖∆t+1
u→v‖2L2 ≤ 2

t+ 1

r∑

j=1

t∑

τ=0

[
bτu→v;j − a∗u→v;j

]2

︸ ︷︷ ︸
Deterministic term Dt+1

u→v

+
2

(t+ 1)2

r∑

j=1

{ t∑

τ=0

ζτ+1
u→v;j

}2

︸ ︷︷ ︸
Stochastic term St+1

u→v

(4.37)

The proof of this lemma is relatively straightforward; see Appendix B.1 for the details. Note
that inequality (4.37) provides an upper bound on the error that involves two terms: the
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first term Dt+1
u→v depends only on the expansion coefficients {bτu→v;j, τ = 0, . . . , t} and the BP

fixed point, and therefore is a deterministic quantity when we condition on all randomness in
stages up to step t. The second term St+1

u→v, even when conditioned on randomness through

step t, remains stochastic, since the coefficients b̃t+1
u→v (involved in the error term ζt+1

u→v) are
updated stochastically in moving from iteration t to t+ 1.

We split the remainder of our analysis into three parts: (a) control of the deterministic
component; (b) control of the stochastic term; and (c) combining the pieces to provide a
convergence bound.

Upper-bounding the deterministic term

By the Pythagorean theorem, we have

t∑

τ=0

r∑

j=1

[
bτu→v;j − a∗u→v;j

]2 ≤
t∑

τ=0

‖Fu→v(m̂t)−Fu→v(m∗)‖2L2 (4.38)

In order to control this term, we make use of the following lemma, proved in Appendix B.2:

Lemma 6. For all directed edges (u→ v) ∈ ~E , there exist constants {Lu→v,w→u, w ∈ N (u)\{v}}
such that

‖Fu→v(m̂t) − Fu→v(m∗)‖L2 ≤
∑

w∈N (u)\{v}
Lu→v,w→u ‖m̂t

w→u − m∗w→u‖L2

for all t = 1, 2, . . ..

Substituting the result of Lemma 6 in equation (4.38) and performing some algebra, we find
that

t∑

τ=0

r∑

j=1

[
bτu→v;j − a∗u→v;j

]2 ≤
t∑

τ=0

( ∑

w∈N (u)\{v}
Lu→v,w→u ‖m̂τ

w→u − m∗w→u‖L2

)2

≤ (ρu − 1)
t∑

τ=0

∑

w∈N (u)\{v}
L2
u→v,w→u ‖m̂τ

w→u − m∗w→u‖2L2 , (4.39)

where ρu is the degree of node u ∈ V . By definition, the message m̂τ
w→u is the L2-projection

of mτ
w→u ontoM. Since m∗w→u ∈M and projection is non-expansive, we have

‖m̂τ
w→u − m∗w→u‖2L2 ≤ ‖mτ

w→u − m∗w→u‖2L2

= ‖∆τ
w→u‖2L2 + ‖Arw→u‖2L2 , (4.40)
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where in the second step we have used the Pythagorean identity and recalled the definitions
of estimation error as well as approximation error from (4.17) and (4.18). Substituting the
inequality (4.40) into the bound (4.39) yields

t∑

τ=0

r∑

j=1

[
bτu→v;j − a∗u→v;j

]2 ≤ (ρu − 1)
t∑

τ=0

∑

w∈N (u)\{v}
L2
u→v,w→u

(
‖∆τ

w→u‖2L2 + ‖Arw→u‖2L2

)
.

Therefore, introducing the convenient shorthand L̃u→v,w→u := 2 (ρu − 1) L2
u→v,w→u, we have

shown that

Dt+1
u→v ≤

1

t+ 1

t∑

τ=0

∑

w∈N (u)\{v}
L̃u→v,w→u

(
‖∆t

w→u‖2L2 + ‖Arw→u‖2L2

)
. (4.41)

We make further use of this inequality shortly.

Controlling the stochastic term

We now turn to the stochastic part of the inequality (4.37). Our analysis is based on the
following fact, proved in Appendix B.3:

Lemma 7. For each t ≥ 0, let Gt := σ(m0,m1, . . . ,mt) be the σ-field generated by all mes-

sages through time t. Then for every fixed j = 1, 2, . . . , r, the sequence ζt+1
u→v;j = b̃t+1

u→v;j − btu→v;j
is a bounded martingale difference with respect to {Gt}∞t=0. In particular, we have |ζt+1

u→v;j| ≤ 2Bj,
where Bj was previously defined (4.23).

Based on Lemma 7, standard martingale convergence results [34] guarantee that for each
j = 1, 2, . . . , r, we have

∑t
τ=0 ζ

τ+1
u→v;j/(t + 1) converges to 0 almost surely (a.s.) as t → ∞,

and hence

St+1
u→v =

2

(t+ 1)2

r∑

j=1

{ t∑

τ=0

ζτ+1
u→v;j

}2

= 2
r∑

j=1

{ 1

t+ 1

t∑

τ=0

ζτ+1
u→v;j

}2 a.s.−→ 0. (4.42)

Furthermore, we can apply the Azuma-Hoeffding inequality [24] in order to characterize
the rate of convergence. For each j = 1, 2, . . . , r, define the non-negative random variable

Zj :=
{∑t

τ=0 ζ
τ+1
u→v;j

}2
/(t+ 1)2. Since |ζτ+1

u→v;j| ≤ 2Bj, for any δ ≥ 0, we have

P
(
Zj ≥ δ

)
= P

(√
Zj ≥

√
δ
)
≤ 2 exp

(
− (t+ 1) δ

8 B2
j

)
,

for all δ > 0. Moreover, Zj is non-negative; therefore, integrating its tail bound we can
compute the expectation

E[Zj] =

∫ ∞

0

P
(
Zj ≥ δ

)
dδ ≤ 2

∫ ∞

0

exp
(
− (t+ 1) δ

8 B2
j

)
dδ =

16B2
j

t+ 1
,
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and consequently

E[|St+1
u→v|] ≤

32
∑r

j=1B
2
j

t+ 1
. (4.43)

Establishing convergence

We now make use of the results established so far to prove the claims. Substituting the
upper bound (4.41) on Dt+1

u→v into the decomposition (4.37) from Lemma 5, we find that

‖∆t+1
u→v‖2L2 ≤ 1

t+ 1

t∑

τ=0

∑

w∈N (u)\{v}
L̃u→v,w→u

{
‖∆τ

w→u‖2L2 + ‖Arw→u‖2L2

}
+ St+1

u→v. (4.44)

For convenience, let us introduce the vector T t+1 = {T t+1
u→v | (u→ v) ∈ ~E} ∈ Rr with entries

T t+1
u→v :=

1

t+ 1

{ ∑

w∈N (u)\{v}
L̃u→v,w→u ‖∆0

w→u‖2L2

}
+ St+1

u→v. (4.45)

Now define a matix N ∈ Rr×r with entries indexed by the directed edges and set to

Nu→v, w→s :=

{
L̃u→v,w→u if s = u and w ∈ N (u)\{v}
0 otherwise.

(4.46)

In terms of this matrix and the error terms ρ2
(
·
)
previously defined in equations (4.20)

and (4.21), the scalar inequalities (4.44) can be written in the matrix form

ρ2
(
∆t+1

)
� N

[ 1

t+ 1

t∑

τ=1

ρ2
(
∆τ
)]

+ N ρ2
(
Ar
)
+ T t+1, (4.47)

where � denotes the element-wise inequality based on the orthant cone.
From Lemma 1 in Chapter 3, the matrix N is guaranteed to be nilpotent with degree ℓ

equal to the graph diameter. Consequently, unwrapping the recursion (4.47) for a total of
ℓ = diam(G) times yields

ρ2
(
∆t+1

)
� T t+1

0 + N T t+1
1 + . . . + N ℓ−1 T t+1

ℓ−1 + (N + N2 + . . . + N ℓ) ρ2
(
Ar
)
,

where we define T t+1
0 ≡ T t+1, and then recursively T t+1

s := (
∑t

τ=1 T
τ
s−1)/(t+1) for s = 1, 2, . . . , ℓ− 1.

By the nilpotency of N , we have the identity I +N + . . .+N ℓ−1 = (I −N)−1; so we can
further simplify the last inequality

ρ2
(
∆t+1

)
�

ℓ−1∑

s=0

N s T t+1
s + N (I −N)−1 ρ2

(
Ar
)
. (4.48)
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Recalling the definition B :=
{
e ∈ Rr | |e| � N(I −N)−1ρ2

(
Ar
)}

, inequality (4.48) implies
that

∣∣ρ2
(
∆t+1

)
− ΠB

(
ρ2
(
∆t+1

))∣∣ �
ℓ−1∑

s=0

N s T t+1
s . (4.49)

We now use the bound (4.49) to prove both parts of Theorem 8.

Proof of Theorem 8(a): To prove the almost sure convergence claim in part (a), it suffices
to show that for each s = 0, 1, . . . , ℓ−1, we have T ts

a.s.−→ 0 as t→ +∞. From equation (4.42)
we know St+1

u→v → 0 almost surely as t→∞. In addition, the first term in (4.45) is at most
O(1/t), so that also converges to zero as t → ∞. Therefore, we conclude that T t0

a.s.−→ 0 as
t→∞.

In order to extend this argument to higher-order terms, let us recall the following elemen-
tary fact from real analysis [104]: for any sequence of real numbers {xt}∞t=0 such that xt → 0,
then we also have (

∑t
τ=0 x

τ )/t → 0. In order to apply this fact, we observe that T t0
a.s.−→ 0

means that for almost every sample point ω the deterministic sequence {T t+1
0 (ω)}∞t=0 con-

verges to zero. Consequently, the above fact implies that T t+1
1 (ω) = (

∑t
τ=1 T

τ
0 (ω))/(t+ 1)→ 0

as t → ∞ for almost all sample points ω, which is equivalent to asserting that T t1
a.s.−→ ~0.

Iterating the same argument, we establish T t+1
s

a.s.−→ ~0 for all s = 0, 1, . . . , ℓ − 1, thereby
concluding the proof of Theorem 8(a).

Proof of Theorem 8(b): Taking the expectation on both sides of the inequality (4.48)
yields

E
[
|ρ2
(
∆t+1

)
− ΠB

(
ρ2
(
∆t+1

))
|
]
�

ℓ−1∑

s=0

N s E[T t+1
s ]. (4.50)

so that it suffices to upper bound the expectations E[T t+1
s ] for s = 0, 1, . . . , ℓ − 1. In Ap-

pendix B.4, we prove the following result:

Lemma 8. Define the r-vector ~v :=
{∑r

j=1B
2
j

}
(4N~1 + 32). Then for all s = 0, 1, . . . , ℓ− 1

and t = 0, 1, 2, . . .,

E[T t+1
s ] � ~v

t+ 1

( s∑

u=0

(log(t+ 1))u

u!

)
, (4.51)

Using this lemma, the proof of part (b) follows easily. In particular, substituting the
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bounds (4.51) into equation (4.50) and doing some algebra yields

E
[
|ρ2
(
∆t+1

)
− ΠB

(
ρ2
(
∆t+1

))
|
]
�

ℓ−1∑

s=0

N s

s∑

u=0

(log(t+ 1))u

u!

( ~v

t+ 1

)

� 3
ℓ−1∑

s=0

(log (t+ 1))s N s
( ~v

t+ 1

)

� 3 (I − log (t+ 1)N)−1
( ~v

t+ 1

)
,

where again we used the fact that N ℓ = 0.

4.5.2 Proof of Theorem 9

Recall the definition of the estimation error ∆t
u→v from (4.17). By Parseval’s identity we

know that ‖∆t
u→v‖2L2 =

∑r
j=1(a

t
u→v;j − a∗u→v;j)2. For convenience, we introduce the following

shorthands for mean squared error on the directed edge (u→ v)

ρ2(∆t
u→v) := E[‖∆t

u→v‖2L2 ] = E

[ r∑

j=1

(atu→v;j − a∗u→v;j)2
]
,

as well as the ℓ∞ error

ρ2
max

(∆t) := max
(u→v)∈~E

E[‖∆t
u→v‖2L2 ],

similarly defined for approximation error

ρ2
max

(Ar) := max
(u→v)∈~E

‖Aru→v‖2L2 .

Using the definition of ρ2(∆t
u→v), some algebra yields

ρ2(∆t+1
u→v)− ρ2(∆t

u→v) = E

[ r∑

j=1

(
at+1
u→v;j − a∗u→v;j

)2 −
r∑

j=1

(
atu→v;j − a∗u→v;j

)2]

= E

[ r∑

j=1

{
at+1
u→v;j − atu→v;j

} {(
at+1
u→v;j − atu→v;j

)
+ 2

(
atu→v;j − a∗u→v;j

)}]
.

From the update equation (4.15), we have

at+1
u→v;j − atu→v;j = ηt

(̃
bt+1
u→v;j − atu→v;j

)
,
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and hence

ρ2(∆t+1
u→v)− ρ2(∆t

u→v) = U t
u→v + V t

u→v, (4.52)

where

U t
u→v := (ηt)2

r∑

j=1

E
[(̃
bt+1
u→v;j − atu→v;j

)2]
, and (4.53a)

V t
u→v := 2ηt

r∑

j=1

E
[(̃
bt+1
u→v;j − atu→v;j

) (
atu→v;j − a∗u→v;j

)]
. (4.53b)

The following lemma, proved in Appendix B.5, provides upper bounds on these two terms.

Lemma 9. For all iterations t = 0, 1, 2, . . ., we have

U t
u→v ≤ 4 (ηt)2

r∑

j=1

B2
j , and (4.54a)

V t
u→v ≤ ηt

(
1− γ

2

)
ρ2

max
(Ar) + ηt

(
1− γ

2

)
ρ2

max
(∆t) − ηt(1 +

γ

2
)ρ2(∆t

u→v). (4.54b)

We continue upper-bounding ρ2(∆t+1
u→v) by substituting the results of Lemma 9 into equa-

tion (4.52), thereby obtaining

ρ2(∆t+1
u→v) ≤ 4 (ηt)2

r∑

j=1

B2
j + ηt

(
1− γ

2

)
ρ2

max
(Ar)

+ ηt
(
1− γ

2

)
ρ2

max
(∆t) +

{
1− ηt(1 + γ

2
)
}
ρ2(∆t

u→v)

≤ 4 (ηt)2
r∑

j=1

B2
j + ηt

(
1− γ

2

)
ρ2

max
(Ar) +

(
1− ηtγ

)
ρ2

max
(∆t).

Since this equation holds for all directed edges (u → v), taking the maximum over the
left-hand side yields the recursion

ρ2
max

(∆t+1) ≤ (ηt)2B2 + ηt
(
1− γ

2

)
ρ2

max
(Ar) +

(
1− ηtγ

)
ρ2

max
(∆t), (4.55)

where we have introduced the shorthand B2 = 4
∑r

j=1B
2
j . Setting ηt = 1/(γ (t + 1)) and

unwrapping this recursion, we find that

ρ2
max

(∆t+1) ≤ B2

γ2

t+1∑

τ=1

1

τ (t+ 1)
+

2− γ
2γ

ρ2
max

(Ar)

≤ 2B2

γ2
log(t+ 1)

t+ 1
+

1

γ
ρ2

max
(Ar),

which establishes the claim.
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4.5.3 Proof of Theorem 10

As discussed earlier, each iteration of the SOSMP algorithm requires O(r) operations per
edge. Consequently, it suffices to show that running the algorithm with r = r∗ coefficients
for (

∑r
j=1 λ

2
j)(1/δ) log(1/δ) iterations suffices to achieve mean-squared error less than δ.

The bound (4.27) consists of two terms. In order to characterize the first term (estimation
error), we need to bound Bj defined in (4.23). Using the orthonormality of the basis functions
and the fact that the supremum is attainable over the compact space X , we obtain

Bj = max
(u,v)∈E

sup
y∈X

λj φj(y)∫
X ψvu(x, y) dx

= O(λj).

Therefore, the estimation error decays at the rate O
(
(
∑r

j=1 λ
2
j) (log t/t)

)
, so that t =

O
(
(
∑r

j=1 λ
2
j)(1/δ) log(1/δ)

)
iterations are sufficient to reduce it to O(δ).

The second term (approximation error) in the bound (4.27) depends only on the choice
of r, and in particular on the r-term approximation error ‖Aru→v‖2L2 = ‖m∗u→v−Πr(m∗u→v)‖2L2 .
To bound this term, we begin by representingm∗u→v in terms of the basis expansion

∑∞
j=1 a

∗
jφj.

By the Pythagorean theorem, we have

‖m∗u→v − Πr(m∗u→v)‖2L2 =
∞∑

j=r+1

(a∗j)
2. (4.56)

Our first claim is that
∑∞

j=1(a
∗
j)

2/λj < ∞. Indeed, since m∗ is a fixed point of the
message update equation, we have

m∗u→v(·) ∝
∫

X
ψvu(·, y)M(y) dy,

where M(·) := ψu(·)
∏

w∈N (u)\{v}m
∗
w→u(·). Exchanging the order of integrations using Fu-

bini’s theorem, we obtain

a∗j = 〈m∗u→v, φj〉 ∝
∫

X
〈φj(·), ψvu(·, y)〉M(y) dy. (4.57)

By the eigenexpansion of ψvu, we have

〈φj(·), ψvu(·, y)〉 =
∞∑

k=1

λk 〈φj, φk〉 φk(y) = λj φj(y).

Substituting back into our initial equation (4.57), we find that

a∗j ∝ λj

∫

X
φj(y)M(y) dy = λj ãj,
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where ãj are the basis expansion coefficients of M . Since the space X is compact, one can
see that M ∈ L2(X ), and hence

∑∞
j=1 ã

2
j <∞. Therefore, we have

∞∑

j=1

(a∗j)
2

λj
∝

∞∑

j=1

λj ã
2
j < +∞,

where we used the fact that
∑∞

j=1 λj <∞.
We now use this bound to control the approximation error (4.56). For any r = 1, 2, . . .,

we have

∞∑

j=r+1

(a∗j)
2 =

∞∑

j=r+1

λj
(a∗j)

2

λj
≤ λr

∞∑

j=r+1

(a∗j)
2

λj
= O(λr),

using the non-increasing nature of the sequence {λj}∞j=1. Consequently, by definition of r∗

(4.30), we have

‖m∗u→v − Πr∗(m∗u→v)‖2L2 = O(δ),

as claimed.

4.6 Experimental Results

In this section, we describe some experimental results that help to illustrate the theoretical
predictions discussed in Section 4.4.

4.6.1 Synthetic Data

We begin by running some experiments for a simple model, in which both the node and edge
potentials are mixtures of Gaussians. More specifically, we form a graphical model with
potential functions of the form

ψu(y) =
3∑

i=1

πu;i exp

(
−(y − µu;i)2

2σ2
u;i

)
, for all u ∈ V , and (4.58a)

ψvu(x, y) =
3∑

i=1

πvu;i exp

(
−(x− y)2

2σ2
vu;i

)
for all (u, v) ∈ E , (4.58b)

where the non-negative mixture weights are normalized (i.e.,
∑3

i=1 πvu;i =
∑3

i=1 πu;i = 1).
For each vertex and edge and for all i = 1, 2, 3, the mixture parameters are chosen randomly
from uniform distributions over the range σ2

u;i, σ
2
vu;i ∈ (0, 0.5] and µu;i ∈ [−3, 3].
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Figure 4.3: Plot of normalized error et/e0 vs. the number of iterations t for 10 different sample paths on a chain of size n = 100.
The dashed lines are sample paths whereas the solid line is the mean square error. In this experiment node and edge potentials
are mixtures of three Gaussians (4.58) and we implemented SOSMP using the first r = 10 Fourier coefficients with k = 5
samples.

For a chain-structured graph with n = 100 nodes, we first compute the fixed point of
standard BP, using direct numerical integration to compute the integrals, so to compute (an
extremely accurate approximation of) the fixed point m∗. In particular, we approximate the
integral update (4.3) with its Riemann sum over the range X = [−5, 5] and with 100 samples
per unit time. We compare this “exact” answer to the approximation obtained by running
the SOSMP algorithm using the first r = 10 Fourier basis coefficients and k = 5 samples.
Having run the SOSMP algorithm, we compute the average squared error

et :=
1

2|~E|r
∑

(u→v)∈~E

r∑

j=1

[atu→v;j − a∗u→v;j ]2 (4.59)

at each time t = 1, 2, . . ..
Figure 4.3 provides plots of the error (4.59) versus the number of iterations for 10 different

trials of the SOSMP algorithm. (Since the algorithm is randomized, each path is slightly
different.) The plots support our claim of of almost sure convergence, and moreover, the
straight lines seen in the log-log plots confirm that convergence takes place at a rate inverse
polynomial in t.

In the next few simulations, we test the algorithm’s behavior with respect to the number of
expansion coefficients r, and number of samples k. In particular, Figure 4.4(a) illustrates the
expected error, averaged over several sample paths, vs. the number of iterations for different
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Figure 4.4: Normalized mean squared error E[et/e0] verses the number of iterations for a Markov chain with n = 100 nodes, using
potential functions specified by the mixture of Gaussians model (4.58). (a) Behavior as the number of expansion coefficients is
varied over the range r ∈ {2, 3, 5, 10} with k = 5 samples in all cases. As predicted by the theory, the error drops monotonically
with the number of iterations until it hits a floor. The error floor, which corresponds to the approximation error incurred by
message expansion truncation, decreases as the number of coefficients r is increased. (b) Mean squared error E[et] verses the
number of iterations t for different number of samples k ∈ {1, 2, 5, 10}, in all cases using r = 10 coefficients. Increasing the
number of samples k results in a downward shift in the error.

number of expansion coefficients r ∈ {2, 3, 5, 10} when k = 5 fixed; whereas Figure 4.4(b)
depicts the expected error vs. the number of iterations for different number of samples
k ∈ {1, 2, 5, 10} when r = 10 is fixed. As expected, in Figure 4.4(a), the error decreases
monotonically, with the rate of 1/t, till it hits a floor corresponding the offset incurred by
the approximation error. Moreover, the error floor decreases with the number of expansion
coefficients. On the other hand, in Figure 4.4(b), increasing the number of samples causes a
downward shift in the error. This behavior is also expected since increasing the number of
samples reduces the variance of the empirical expectation in equation (4.14).

In our next set of experiments, still on a chain with n = 100 vertices, we test the behavior
of the SOSMP algorithm on graphs with edge potentials of varying degrees of smoothness.
In all cases, we use node potentials from the Gaussian mixture ensemble (4.58) previously
discussed, but form the edge potentials in terms of a family of kernel functions. More
specifically, consider the basis functions

φj(x) = sin

(
(2j − 1)π(x+ 5)

10

)
for j = 1, 2, . . ..

each defined on the interval [−5, 5]. It is straightforward that the family {φj}∞j=1 forms an
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Figure 4.5: Plot of the estimation error et/e0 verses the number of iterations t for the cases of (a) α = 0.1 and (b) α = 1. The
BP messages are smoother when α = 1, and accordingly the SOSMP estimates are more accurate with the same number of
expansion coefficients. Moreover, the error decays with the rate of 1/t till it hits a floor corresponding to the approximation
error incurred by truncating the message expansion coefficients.

orthonormal basis of L2[−5, 5]. We use this basis to form the edge potential functions

ψvu(x, y) =
1000∑

j=1

(1
j

)α
φj(x) φj(y), (4.60)

where α > 0 is a parameter to be specified. By construction, each edge potential is a positive
semidefinite kernel function satisfying the α-polynomial decay condition (4.32).

Figure 4.5 illustrate the error curves for two different choices of the smoothness parameter:
panel (a) shows α = 0.1, whereas panel (b) shows α = 1. For the larger value of α shown in
panel (b), the messages in the BP algorithm are smoother, so that the SOSMP estimates are
more accurate with the same number of expansion coefficients. Moreover, similar to what
we have observed previously, the error decays with the rate of 1/t till it hits the error floor.
Note that this error floor is lower for the smoother kernel (α = 1) compared to the rougher
case (α = 0.1); note the difference in axis scaling between panels (a) and (b). Moreover, as
predicted by our theory, the approximation error decays faster for the smoother kernel, as
shown by the plots in Figure 4.6, in which we plot the final error, due purely to approximation
effects, versus the number of expansion coefficients r. The semilog plot of Figure 4.6 shows
that the resulting lines have different slopes, as would be expected.

4.6.2 Computer Vision Application

Moving beyond simulated problems, we conclude by showing the SOSMP algorithm in ap-
plication to a larger scale problem that arises in computer vision—namely, that of optical
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Figure 4.6: Final approximation error vs. the number of expansion coefficients for the cases of α = 0.1 and α = 1. As predicted
by the theory, the error floor decays with a faster pace for the smoother edge potential.

flow estimation [10]. In this problem, the input data are two successive frames of a video
sequence. We model each frame as a collection of pixels arrayed over a

√
n×√n grid, and

measured intensity values at each pixel location of the form {I(i, j), I ′(i, j)}
√
n

i,j=1. Our goal
is to estimate a 2-dimensional motion vector xu = (xu,1, xu,2) that captures the local motion
at each pixel u = (i, j), i, j = 1, 2, . . . ,

√
n of the image sequence.

In order to cast this optical flow problem in terms of message-passing on a graph, we
adopt the model used by Boccignone et al. [15]. We model the local motion Xu as a 2-
dimensional random vector taking values in the space X = [−d, d] × [−d, d], and associate
the random vector Xu with vertex u, in a 2-dimensional grid (see Figure 2.2). At node
u = (i, j), we use the change between the two image frames to specify the node potential

ψu(xu,1, xu,2) ∝ exp

(
− (I(i, j)− I ′(i+ xu,1, j + xu,2))

2

2σ2
u

)
.

On each edge (v, u), we introduce the potential function

ψvu(xv, xu) ∝ exp

(
− ‖xv − xu‖

2

2σ2
vu

)
,

which enforces a type of smoothness prior over the image.
To estimate the motion of a truck, we applied the SOSMP algorithm using the 2-

dimensional Fourier expansion as our orthonormal basis to two 250 × 250 frames from a
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(a) (b)

Figure 4.7: Two frames, each of dimension 250× 250 pixels, taken from a video sequence of moving cars.

truck video sequence (see Figure 4.7). We apply the SOSMP algorithm using the first r = 9
coefficients and k = 3 samples. Figure 4.8 shows the HSV (hue, saturation, value) codings
of the estimated motions after t = 1, 10, 40 iterations, in panels (a), (b) and (c) respectively.
Panel (d) provides an illustration of the HSV encoding: hue is used to represent the an-
gular direction of the motion whereas the speed (magnitude of the motion) is encoded by
the saturation (darker colors meaning higher speeds). The initial estimates of the motion
vectors are noisy, but it fairly rapidly converges to a reasonable optical flow field. (To be
clear, the purpose of this experiment is not to show the effectiveness of SOSMP or BP as a
particular method for optical flow, but rather to demonstrate its correctness and feasibility
of the SOSMP in an applied setting.)

4.7 Conclusion

In this chapter, we have presented and analyzed the SOSMP algorithm for running BP in
models with continuous variables. It is based on two forms of approximation: a deterministic
approximation that involves projecting messages onto the span of r basis functions, and a
stochastic approximation that involves approximating integrals by Monte Carlo estimates.
These approximations, while leading to an algorithm with substantially reduced complexity,
are also controlled: we provide upper bounds on the convergence of the stochastic error,
showing that it goes to zero as O(log t/t) with the number of iterations, and also control on
the deterministic error. For graphs with relatively smooth potential functions, as reflected
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in the decay rate of their basis coefficients, we provided a quantitative bound on the total
number of basic arithmetic operations required to compute the BP fixed point to within δ-
accuracy. We illustrated our theoretical predictions using experiments on simulated graphical
models, as well as in a real-world instance of optical flow estimation.

Our work leaves open a number of interesting questions. First, although we have focused
exclusively on models with pairwise interactions, it should be possible to develop forms of
SOSMP for higher-order factor graphs. Second, the bulk of our analysis was performed
under a type of contractivity condition, as has been used in past work [113, 49, 78, 103] on
convergence of the standard BP updates. However, we suspect that this condition might be
somewhat relaxed, and doing so would demonstrate applicability of the SOSMP algorithm
to a larger class of graphical models.2

2The materials of this chapter have been published in [86] and submitted to [85].
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(a) (b)

(c) (d)

Figure 4.8: Color coded images of the estimated motion vectors after (a) t = 1, (b) t = 10, (c) t = 40 iterations. Panel (d)
illustrates the HSV color coding of the flow. The color hue is used to encode the angular dimension of the motion, whereas
the saturation level corresponds to the speed (length of motion vector). We implemented the SOSMP algorithm by expanding
in the two-dimensional Fourier basis, using r = 9 coefficients and k = 3 samples. Although the initial estimates are noisy, it
converges to a reasonable optical flow estimate after around 40 iterations.
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Chapter 5

Efficient Distributed Averaging

5.1 Introduction

As disscused in Chappter 1, the problem of network-constrained averaging is to compute
the average of a set of numbers distributed throughout a graph, using an algorithm that
is allowed to pass messages only along edges of the graph. The focus of this chapter is a
noisy version of this problem, in which inter-node communication is modeled by an additive
white Gaussian noise (AWGN) channel. There is now an extensive literature on network-
averaging, consensus problems, as well as distributed optimization and estimation (e.g., see
the papers [18, 31, 28, 116, 57, 8, 11, 12, 22, 74, 73]). The bulk of the earlier work has focused
on the noiseless variant, in which communication between nodes in the graph is assumed
to be noiseless. A more recent line of work has studied versions of the problem with noisy
communication links (e.g., see the papers [45, 37, 95, 7, 109, 56, 9] and references therein).

Given the communication randomness, any algorithm is necessarily stochastic, and the
corresponding sequence of random variables can be analyzed in various ways. The simplest
question to ask is whether the algorithm is consistent—that is, does it compute an approxi-
mate average or achieve consensus in an asymptotic sense for a given fixed graph? A more
refined analysis seeks to provide information about this convergence rate. In this chapter,
we do so by posing the following question: for a given algorithm, how does number of itera-
tions required to compute the average to within δ-accuracy scale as a function of the graph
topology and number of nodes n? For obvious reasons, we refer to this as the network scaling
of an algorithm, and we are interested in finding an algorithm that has optimal scaling law.

The issue of network scaling has been studied by a number of authors in the noiseless
setting, in which the communication between nodes is perfect. Of particular relevance here is
the work of Benezit et al. [12], who in the case of perfect communication, provided a scheme
that has essentially optimal message scaling law for random geometric graphs. A portion
of the method proposed in this chapter is inspired by their scheme, albeit with suitable
extensions to multiple paths that are essential in the noisy setting. The issue of network
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scaling has also been studied in the noisy setting; in particular, past work by Rajagopal and
Wainwright [95] analyzed a damped version of the usual consensus updates, and provided
scalings of the iteration number as a function of the graph topology and size. However, our
new algorithm has much better scaling than the method [95].

The main contributions of this work are the development of a novel two-phase (outer
and inner phase) algorithm for network-constrained averaging with noise, and establishing
the near-optimality of its network scaling. At a high level, the outer phase of our algorithm
produces a sequence of iterates {θτ}∞τ=0 based on a recursive linear update with decaying
step size, as in stochastic approximation methods. The system matrix in this update is a
time-varying and random quantity, whose structure is determined by the updates within the
inner phase. These inner rounds are based on establishing multiple paths between pairs of
nodes, and averaging along them simultaneously. By combining a careful analysis of the
spectral properties of this random matrix with stochastic approximation theory, we prove
that this two-phase algorithm computes a δ-accurate version of the average using a number of
iterations that grows with the graph diameter (up to logarithmic factors).1 As we discuss in
more detail following the statement of our main result, this result is optimal up to logarithmic
factors, meaning that no algorithm can be substantially better in terms of network scaling.

The remainder of this chapter is organized as follows. We begin in Section 5.2 with
background and formulation of the problem. In Section 5.3, we describe our algorithm, and
state various theoretical guarantees on its performance. We then provide the proof of our
main result in Section 5.4. Section 5.5 is devoted to some simulation results that confirm
the sharpness of our theoretical predictions.

5.2 Background and Problem Statement

We begin in this section by introducing necessary background and setting-up the problem
more precisely.

5.2.1 Network-Constrained Averaging

Consider a collection {θ0i }ni=1 of n numbers. In statistical settings, these numbers would be
modeled as independent identically distributed (i.i.d.) draws from an unknown distribution
Q with mean µ. In a centralized setting, a standard estimator for the mean is the sample
average θ :=

[∑n
i=1 θ

0
i

]
/n. When all of the data can be aggregated at a central location, then

computation of θ is straightforward. In this paper, we consider the network-constrained ver-
sion of this estimation problem, modeled by an undirected graph G = (V , E) that consists
of a vertex set V = {1, 2, . . . , n}, and a collection of edges E , where (i, j) ∈ E if and only if
vertices i and j are connected. For i ∈ V , we view each measurement θ0i as associated with

1Recall that the graph diameter is the minimal number of edges needed to connect any two pairs of nodes
in the graph.
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vertex i. (For instance, in the context of sensor networks, each vertex would contain a mote
and collect observations of the environment.) The edge structure of the graph enforces com-
munication constraints on the processing: in particular, the presence of edge (i, j) indicates
that it is possible for sensors i and j to exchange information via a noisy communication
channel. Conversely, sensor pairs that are not joined by an edge are not permitted to com-
municate directly.2 Every node has a synchronized internal clock, and acts at discrete times
t = 1, 2, . . .. For any given pair of sensors (i, j) ∈ E , we assume that the message sent from i
to j is perturbed by an independent identically distributed N(0, σ2) variate. Although this
additive white Gaussian noise (AWGN) model is more realistic than a noiseless model, it is
conceivable that other stochastic channel models might be more suitable for certain types of
sensor networks, and we leave this exploration for future research.

Given this set-up, of interest to us are stochastic algorithms that generate sequences
{θt}∞t=0 of iterates contained within Rn, and we require that the algorithm be graph-respecting,
meaning that in each iteration, it is allowed to send at most one message for each direction
of every edge (i, j) ∈ E . At time t, we measure the distance between θt and the desired
average θ via the average (per node) mean-squared error, given by

MSE(θt) :=
1

n

n∑

i=1

E
[
(θti − θ)2

]
. (5.1)

In this chapter, our goal is for every node to compute the average θ up to an error
tolerance δ. In addition, we require almost sure consensus among nodes, meaning

P
(
θti = θtj ∀ i, j = 1, 2, . . . , n

)
→ 1 as t→∞.

Our primary goal is in characterizing the rate of convergence as a function of the graph
topology and the number of nodes, to which we refer as the network-scaling function of the
algorithm. More precisely, in order to study this network scaling, we consider sequences of
graphs {Gn} indexed by the number of nodes n. For any given algorithm (defined for each
graph Gn) and a fixed tolerance parameter δ > 0, our goal is to determine bounds on the
quantity

TG(n; δ) := inf
{
t = 1, 2, . . . | MSE(θt) ≤ δ

}
. (5.2)

Note that TG(n; δ) is a stopping time, given by the smallest number of iterations required to
obtain mean-squared error less than δ on a graph of type G with n nodes.

5.2.2 Graph topologies

Of course, the question that we have posed will depend on the graph type, and this paper
analyzes three types of graphs, as shown in Figure 5.1. The first two graphs have regular

2Moreover, since the edges are undirected, there is no difference between edge (i, j) and (j, i); moreover,
we exclude self-edges, meaning that (i, i) /∈ E for all i ∈ V.
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Figure 5.1: Illustration of graph topologies. (a) A single cycle graph. (b) Two-dimensional grid with four-nearest-neighbor
connectivity. (c) Illustration of a random geometric graph (RGG). Two nodes are connected if their distance is less than r(n).
The solid circles represent the center of squares.

topologies: the single cycle graph in panel (a) is degree two-regular, and the two-dimensional
grid graph in panel (b) is degree four-regular. In addition, we also analyze an important class
of random graphs with irregular topology, namely the class of random geometric graphs.
As illustrated in Figure 5.1(c), a random geometric graph (RGG) in the plane is formed
according by placing n nodes uniformly at random in the unit square [0, 1]× [0, 1], and the
connecting two nodes if their Euclidean distance is less than some radius r(n). It is known
that an RGG will be connected with high probability as long as r(n) = Ω(

√
log n/n) that

is there exists a constant c such that r(n) ≥ c
√
log n/n. See Penrose [94] for discussion of

this and other properties of random geometric graphs.
A key graph-theoretic parameter relevant to our analysis is the graph diameter, denoted

by Dn = diam(Gn). The path distance between any pair of nodes is the length of the shortest
path joining them in the graph, and by definition, the graph diameter is the maximum
path distance taken over all node pairs in the graph. It is straightforward to see that
Dn = Θ(n) for the single cycle graph, and that Dn = Θ(

√
n) for the two-dimensional grid.

For a random geometric graph with radius chosen to ensure connectivity, it is known that
Dn = Θ(

√
n/ log n).3

Finally, in order to simplify the routing problem explained later, we divide the unit square
into m2 sub-regions (squares) of side length

√
1/n in case of grid, and for some constant

c > 0, of side length
√
c log n/n in case of RGG. Here we have m =

√
n for the regular

grid, and m =
√
n/(c log n) for the RGG. We also assume that each node knows its location

and is aware of the center of these m2 sub-regions namely (xi, yj) i, j = 1, 2, . . . ,m. As a
convention, we assume that (x1, y1) is the left bottom square, to which we refer to as the

3The notation f(n) = O(g(n)) means that there exists some constant c ∈ (0,∞) and n0 ∈ N such
f(n) ≤ cg(n) for all n ≥ n0, whereas f(n) = Ω(g(n)) means that f(n) ≥ c′g(n) for all n ≥ n0. The notation
f(n) = Θ(g(n)) means that f(n) = O(g(n)) and f(n) = Ω(g(n)).
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first square.
By construction, in a regular grid, each square will contain one and only one node which

is located at the center of the square. Also, from known properties of RGGs [94, 43], each of
the given subregions will contain at least one node with high probability (w.h.p.). Moreover,
an RGG is regular w.h.p, meaning that each square contains Θ (log n) nodes (see Lemma
1 in the paper [31]). Accordingly, in the remainder of the paper, we assume without loss
of generality that any given RGG is regular. Note that by construction, the transmission
radius r(n) is selected so that each node in each square is connected to every other node in
four adjacent squares.

5.3 Proposed Algorithm and its Properties

In this section we state our main result which is followed by a detailed description of the
proposed algorithm.

5.3.1 Theoretical Guarantees

Our main result guarantees the existence of a graph-respecting algorithm with desirable
properties. Recall the definition of the graph respecting scheme, as well as the definition of
our AWGN channel model given in Section 5.2. In the following statement, the quantity c0
denotes a universal constant, independent of n, δ, and σ2.

Theorem 11. For the communication model in which each link is an AWGN channel with
variance σ2, there is a graph-respecting algorithm such that:

a) Nodes almost surely reach a consensus. More precisely, we have

θt
a.s.−→ θ̃ ~1 as t→∞, (5.3)

for some θ̃ ∈ R.

b) After T = TG(n; δ) iterations, the algorithm satisfy the following bounds on the MSE(θT ):

i) For fixed tolerance δ > 0 sufficiently small, we have MSE(θT ) = O(σ2δ) after

Tcyc(n; δ) ≤ c0 n max
{1
δ
log

1

δ
,
MSE(θ0)

σ2δ2

}

iterations for a single cycle graph.

ii) For fixed tolerance δ > 0 sufficiently small, we have MSE(θT ) = O(σ2δ) after

Tgrid(n; δ) ≤ c0
√
n max

{1
δ
log

1

δ
,
MSE(θ0)

σ2δ2

}

iterations for the regular grid in two dimensions.
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iii) Assume that δ = δ̃/(log n)2, for some fixed δ̃ sufficiently small. Then we have

MSE(θT ) = O
(
σ2δ̃
)
after

TRGG(n; δ) ≤ c0
√
n(log n)3 max

{1
δ̃
log

(log n)2

δ̃
,
MSE(θ0)

σ2δ̃2

}

iterations for a regular random geometric graph.

Here c0 is some constant independent of n, δ, and σ2, whose value may change from line
to line.

Remarks: A few comments are in order regarding the interpretation of this result. First,
it is worth mentioning that the quality of the different links does not have to be the same.
Similar arguments apply to the case where noises have different variances. Second, although
nodes almost surely reach a consensus, as guaranteed in part (a), this consensus value is not

necessarily the same as the sample mean θ̄. The choice of θ̃ is intentional to emphasize this
point. However, as guaranteed by part (b), this consensus value is within σ2δ distance of
the actual sample mean. Since the sample mean itself represents a noisy estimate of some
underlying population quantity, there is little point to computing it to arbitrary accuracy.
Third, it is worthwhile comparing part (b) with previous results on network scaling in the
noisy setting. Rajagopal and Wainwright [95] analyzed a simple set of damped updates,
and showed that Tcyc(n; δ) = O

(
n2
)
for the single cycle, and that Tgrid(n) = O

(
n
)
for the

two-dimensional grid. By comparison, the algorithm proposed here and our analysis thereof
has removed factors of n and

√
n from this scaling.

5.3.2 Optimality of the Results

As we now discuss, the scalings in Theorem 11 are optimal for the cases of cycle and grid and
near-optimal (up to logarithmic factor) for the case of RGG. In an adversarial setting, any
algorithm needs at least Ω(Dn) iterations, where Dn denotes the graph diameter, in order to
approximate the average; otherwise, some node will fail to have any information from some
subset of other nodes (and their values can be set in a worst-case manner). Theorem 11
provides upper bounds on the number of iterations that, at most, are within logarithmic
factors of the diameter, and hence are also within logarithmic factors of the optimal latency
scaling law. For the graphs given here, the scalings are also optimal in a non-adversarial
setting, in which {θ0i }ni=1 are modeled as chosen i.i.d. from some distribution. Indeed, for a
given node j ∈ V , and positive integer t, we let N (j; t) denote the depth t neighborhood of
j, meaning the set of nodes that are connected to j by a path of length at most t. We then
define the graph spreading function ψG(t) = minj∈V |N (j; t)|. Note that the function ψG is
non-decreasing, so that we may define its inverse function ψ−1G (s) = inf{t | ψG(t) ≤ s}. As
some examples:

• for a cycle on n nodes, we have ψG(t) = 2t, and hence ψ−1G (s) = s/2.
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• for a n-grid in two dimensions, we have the upper bound ψG(t) ≤ 2t2, and hence the
lower bound ψ−1G (s) ≥

√
s/2.

• for a random geometric graph (RGG), we have the upper bound ψG(t) = Θ(t2 log n),
which implies the lower bound ψ−1G (s) = Θ(

√
s/ log n)

After t steps, a given node can gather the information of at most ψG(t) nodes. For the
average based on ψG(t) nodes to be comparable to θ, we require that ψG(t) = Ω(n), and
hence the iteration number t should be at least Ω(ψ−1G (n)). For the three graphs considered
here, this leads to the same conclusion, namely that Ω(Dn) iterations are required. We note
also that using information-theoretic techniques, Ayaso et al. [6] proved a lower bound on
the number of iterations for a general graph in terms of the Cheeger constant [25]. For the
graphs considered here, the Cheeger constant is of the order of the diameter.

5.3.3 Description of the Algorithm

We now describe the algorithm that achieves the bounds stated in Theorem 11. At the
highest level, the algorithm can be divided into two types of phases: an inner phase, and
an outer phase. The outer phase produces a sequence of iterates {θτ}, where τ = 0, 1, 2, . . .
is the outer time scale parameter. By design of the algorithm, each update of the outer
parameters requires a total ofM message-passing rounds (these rounds corresponding to the
inner phase), where in each round the algorithm can pass at most two messages per edge (one
for each direction). To put everything in a nutshell, the algorithm is based on establishing
multiple routes, averaging along them in an inner phase and updating the estimates based
on the noisy version of averages along routes in an outer phase. Consequently, if we use
the estimate θτ , then in the language of Theorem 11, it corresponds to T = Mτ rounds of
message-passing. Our goal is to establish upper bounds on T that guarantee the MSE is
O(σ2δ). Figure 5.2 illustrates the basic operations of the algorithm.

Outer phase

In the outer phase, we produce a sequence of iterates {θτ}∞τ=1 according to the recursive
update

θτ+1 = θτ − ǫτ
{
Lτ θτ + vτ

}
. (5.4)

Here {ǫτ}∞τ=1 is a sequence of positive decreasing step sizes. For a given precision, δ, we set
ǫτ = 1/(τ +1/δ). For each τ , the quantity Lτ ∈ Rn×n is a random matrix, whose structure is
determined by the inner phase, and vτ ∈ Rn is an additive Gaussian term, whose structure
is also determined in the inner phase. As will become clear in the sequel, even though L and
v are dependent, they are both independent of θ. Moreover, given L, the random vector v
is Gaussian with bounded variance.
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Two-phase algorithm for distributed consensus:

• Inner phase:

– Deciding the averaging direction

– Choosing the head nodes

– Establishing the routes

– Averaging along the routes

• Outer phase:

– Based on the averages along the routes, update the estimates according to

θτ+1 = θτ − ǫτ
{
Lτ θτ + vτ

}

Figure 5.2: Basic operations of a two-phase algorithm for distributed consensus.

Inner phase

The inner phase is the core of the algorithm and it involves a number of steps, as we describe
here. We use s = 1, 2, . . . ,M to index the iterations within any inner phase, and use {γs}Ms=1

to denote the sequence of inner iterates within Rn. For the inner phase corresponding to
outer update from θτ → θτ+1, the inner phase takes the initialization γ1 ← θτ , and then
reduces as output γM → θτ+1 to the outer iteration. In more detail, the inner phase can be
broken down into three steps, which we now describe in detail.

Step 1, deciding the averaging direction: The first step is to choose a direction in
which to perform averaging. In a single cycle graph, since left and right are viewed as the
same, there is only one choice, and hence nothing to be decided. In contrast, the grid or RGG
graphs require a decision-making phase, which proceeds as follows. One node in the first
(bottom left) square, wakes up and chooses uniformly at random to send in the horizontal
or vertical direction. We code this decision using the random variable ζ ∈ {−1, 1}, where
ζ = −1 (respectively ζ = +1) represents the horizontal (respectively vertical) direction. To
simplify matters, we assume in the remainder of this description that the averaging direction
is horizontal, with the modifications required for vertical averaging being standard.

Step 2, choosing the head nodes: This step applies only to the grid and RGG graphs.
Given our assumption that the node in the first square has chosen the horizontal direction,
it then passes a token message to a randomly selected node in the above adjacent square.
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Figure 5.3: (a) The node labeled s11 in the first square, chooses the horizontal direction for averaging (ζ = −1); it passes the
token vertically to inform other nodes to average horizontally. Nodes who receive the token pass it to another node in the above
adjacent square. (b) The head nodes s1j , j = 1, 2, . . . ,m, as determined in the first step, establish routes horizontally (Pj ,
j = 1, 2, . . . ,m) and then average along these paths.

The purpose of this token is to determine which node (referred to as the head node) should
be involved in establishing the route passing through the given square. After receiving the
token, the receiving node passes it to another randomly selected node in the above adjacent
square and so on. Note that in the special case of grid, there is only one node in each
square, and so no choices are required within squares. After m rounds, one node in each
square (x1, yj), j = 1, 2, . . . ,m ((xi, y1), i = 1, 2, . . . ,m) receives the token, as illustrated in
Figure 5.3. Note that again in a single cycle graph, there is nothing to be decided, since the
direction and head nodes are all determined.

Step 3, establishing routes and averaging: In this phase, each of the head nodes
establishes a horizontal path, and then perform averaging along the path, as illustrated in
Figure 5.3(b). This part of algorithm involves three substeps, which we now describe in
detail.
• For j = 1, 2, . . . ,m, each head node s1j selects a node s2j uniformly at random (u.a.r.) from

within the right adjacent square, and passes to it the quantity γ11j. Given the Gaussian
noise model, node s2j then receives the quantity

γ̃11j = γ11j + v1j, where v1j ∼ N(0, σ2),

and then updates its own local variable as γ22j = γ12j + γ̃11j. We then iterate this same
procedure—that is, node s2j selects another s3j u.a.r. from its right adjacent square, and
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passes the message γ22j. Overall, at round i of this update procedure, we have

γi+1
(i+1)j = γi(i+1)j + γ̃iij,

where γ̃iij = γiij + vij, and vij ∼ N(0, σ2). At the end of round m, node smj can compute a
noisy version of the average along the path Pj : s1j → s2j → · · · → smj, in particular via
the rescaled quantity

ηj :=
γmmj
m

=
1

m

m∑

l=1

θτslj + vj for j = 1, 2, . . . ,m.

Here the variable vj ∼ N(0, σ2/m), since the noise variables associated with different edges
are independent.

• At this point, for each j = 1, 2, . . . ,m, each node smj which has the noisy version, ηj,
of the path average along route Pj; can share this information with other nodes in the
path by sending ηj back to the head node. A naive way to do this is as follows: node

smj makes m copies of ηj—namely, η
(l)
j = ηj, l = 1, 2, . . . ,m—and starts transmitting one

copy at a time back to the head node. Nodes along the path simply forward what they
receive, so that after m − i + m − 1 time steps, node sij receives m noisy copies of the

average, η̃
(l)
ij = η

(l)
j + v

(l)
ij where v

(l)
ij ∼ N(0, (m − i)σ2). Averaging the m copies, node sij

can compute the quantity

γ3m−i−1ij :=
1

m

m∑

l=1

η̃
(l)
ij =

1

m

m∑

l=1

θτslj + wij,

where wij = vj +
(∑m

l=1 v
(l)
ij

)
/m. Since the noise on different links and different time steps

are independent Gaussian random variables, we have wij ∼ N(0, σ2
i ), with

σ2
i =

1

m
σ2 +

(
1− i

m

)
σ2 =

(
1− (i− 1)

m

)
σ2 ≤ σ2.

Therefore, at the end of M = Θ(m) rounds, for each j = 1, 2, . . . ,m, all nodes have the
average of the estimates in the path Pj that is perturbed by Gaussian noise with variance
at most σ2. Since m = Θ(Dn), we have M = Θ(Dn).

• At the end of the inner phase τ , nodes that were involved in a path use their estimate
of the average along the path to update θτ , while estimate of the nodes that were not
involved in any route remain the same. A given node sij on a path updates its estimate
via

θτ+1
sij

=
(
1− ǫτ1

)
θτsij + ǫτ1 γ

3m
ij , (5.5)

where ǫτ1 = O
(
1/(τ + 1/δ)

)
. On the other hand, using 〈·, ·〉 to denote the Euclidean

inner product, we have γ3mij = 〈w, θτ 〉+ vsij , where w is the averaging vector of the route
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Pj with the entries w(slj) = 1/m for l = 1, 2, . . . ,m, and zero otherwise. Combining the
scalar updates (5.5) yields the matrix-form update

θτ+1 = θτ − ǫτ1
[
(I −W τ ) θτ + vτ1

]
, (5.6)

where the matrix W τ = W (τ ;P1,P2, . . . ,Pm, ζ) is a random averaging matrix induced
by the choice of routes P1,P2, . . . ,Pm and the random directions ζ. The noise vector
vτ1 ∼ N(0, C ′) is additive noise. Note that for any given time, the noise at different nodes
are correlated via the matrix C ′, but for different time instants τ 6= τ ′, the noise vectors vτ1
and vτ

′

1 are independent. Moreover, from our earlier arguments, we have the upper bound
max
i=1,...,n

C ′ii ≤ σ2.

5.4 Proof of Theorem 11

We now turn to the proof of Theorem 11. At a high-level, the structure of the argument
consists of decomposing the vector θτ ∈ Rn into a sum of two terms: a component within
the consensus subspace (meaning all values of the vector are identical), and a component in
the orthogonal complement. Using this decomposition, the mean-squared error splits into a
sum of two terms and we use standard techniques to bound them. As will be shown, these
bounds depend on the parameter δ, noise variance, the initial MSE, and finally the (inverse)
spectral gap of the update matrix. The final step is to lower bound the spectral gap of our
update matrix.

5.4.1 Setting-Up the Proof

Recalling the averaging matrix W τ from the update (5.6), we define the Laplacian matrix
Sτ := I −W τ . We then define the average matrix W := E

[
W τ
]
, where the expectation is

taken place over the randomness due to the choice of routes;4 in a similar way, we define the
associated (average) Laplacian S := I −W . Finally, we define the rescaled quantities

ǫτ := λ2(S) ǫ
τ
1, Lτ :=

1

λ2(S)
Sτ , and vτ :=

1

λ2(S)
vτ1 , (5.7)

where we recall that λ2(·) denotes the second smallest eigenvalue of a symmetric matrix. In
terms of these rescaled quantities, our algorithm has the form

θτ+1 = θτ − ǫτ [Lτ θτ + vτ ], (5.8)

4 For the single cycle graph, there is only one route that involves all the nodes at each round, so W τ is
deterministic in this case.
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as stated previously in the update equation (5.4). Moreover, by construction, we have
vτ ∼ N(0, C) where C = C ′/[λ2(S̄)]2. We also, for theoretical convenience, set

ǫτ1 =
1

λ2(S̄) (τ + 1/δ)
, (5.9)

or equivalently ǫτ = 1/(τ + 1/δ) for τ = 1, 2, . . ..
We first claim that the matrix W is symmetric and (doubly) stochastic. The symmetry

follows from the fact that different routes do not collide, whereas the matrix is stochastic
because every row of W (depending on whether the node corresponding to that row partici-
pates in a route or not) either represents an averaging along a route or is the corresponding
row of the identity matrix. Consequently, we can interpret W as the transition matrix of
a reversible Markov chain. It is an irreducible Markov chain, because within any updating
round, there is a positive chance of averaging nodes that are in the same column or row,
which implies that the associated Markov chain can transition from one state to any other
in at most two steps. Moreover, the stationary distribution of the chain is uniform (i.e.,
π = ~1/n).

We now use these properties to simplify our study of the sequence {θτ}∞τ=1 generated by
the update equation (5.8). Since S is real and symmetric, it has the eigenvalue decomposition
S = UΛU∗, where U = [u1 u2 . . . un] is a unitary matrix (that is, U∗U = In).

5 Moreover,
we have Λ = diag{λ1(S), λ2(S), . . . , λn(S)}, where λi(S) is the eigenvalue corresponding to
the eigenvector ui, for i = 1, 2, . . . , n. Since L = (I −W )/λ2(S), the eigenvalues of L and
W are related via

λi(L) =
1

λ2(S)
(1− λn+1−i(W ))

=
1

1− λn−1(W )
(1− λn+1−i(W )).

Since the largest eigenvalue of an irreducible Markov chain is one (with multiplicity one) [41],
we have 1 = λn(W ) > λn−1(W ) ≥ . . . ≥ λ1(W ), or equivalently

0 = λ1(L) < λ2(L) ≤ . . . ≤ λn(L),

with λ2(L) = 1. Moreover, we have S~1 = L~1 = ~0, so that the first eigenvector u1 = ~1/
√
n

corresponds to the eigenvalue λ1(L) = 0. Let Ũ denote the matrix obtained from U by
deleting its first column, u1. Since the smallest eigenvalue of L is zero, we may write
L = Ũ Λ̃Ũ∗, where Λ̃ = diag{λ2(L), . . . λn(L)}, Ũ∗Ũ = In−1, and Ũ Ũ∗ = In − ~1~1∗/n. With
this notation, our analysis is based on the decomposition

θτ = ατ
~1√
n

+ Ũ βτ , (5.10)

5In this chapter, we denote the transpose of a matri or a vector by (·)∗.



CHAPTER 5. EFFICIENT DISTRIBUTED AVERAGING 95

where we have defined ατ := 〈~1/√n, θτ 〉 ∈ R and βτ := Ũ∗θτ ∈ Rn−1. Since ~1∗Lτ = ~0∗ for all
τ = 1, 2, . . ., from the decomposition (5.10) and the form of the updates (5.8), we have the
following recursions,

ατ+1 = ατ − ǫτ
~1∗√
n
vτ , and (5.11)

βτ+1 = βτ − ǫτ
[
Lτ βτ + Ũ∗vτ

]
. (5.12)

Here L is an (n− 1)× (n− 1) matrix defined by the relation

U∗LτU =

[
0 ~0∗

~0 Lτ

]

n×n
.

5.4.2 Main Steps

As we show, part (a) of the theorem requires some intermediate results of the proof of
part (b); accordingly, we defer it to Appendix C.3. With this set-up, we now state the
two main technical lemmas that form the core of Theorem 11. Our first lemma, proved
in Appendix C.1, concerns the behavior of the component sequences {ατ}∞τ=0 and {βτ}∞τ=0

which evolve according to equations (5.11) and (5.12) respectively.

Lemma 10. Given the random sequence {θτ}∞τ=0 generated by the update equation (5.4), we
have

MSE(θτ ) =
1

n
var
(
ατ
)

︸ ︷︷ ︸
eτ
1

+
1

n
E[‖βτ‖22]

︸ ︷︷ ︸
eτ
2

. (5.13)

Furthermore, eτ1 and eτ2 satisfy the following bounds:

(a) For each iteration τ = 1, 2, . . ., we have

eτ1 ≤
2 σ2 δ

[λ2(S̄)]2
. (5.14)

(b) Moreover, for each iteration τ = 1, 2, . . . we have

eτ2 ≤
σ2

[λ2(S̄)]2
log(τ + 1/δ − 1)

τ + 1/δ − 1
+ e02

1/δ − 1

τ + 1/δ − 1
, (5.15)
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From Lemma 10, we conclude that in order to guarantee an O
(
σ2δ/[λ2(S̄)]

2
)
bound on the

MSE, it suffices to take τ such that

1/δ − 1

τ + 1/δ − 1
≤ σ2 δ

e02 [λ2(S̄)]
2
, and

log(τ + 1/δ − 1)

τ + 1/δ − 1
≤ δ.

Note that the first inequality is satisfied when τ ≥ e02[λ2(S̄)]
2/(σ2δ2). Moreover, doing a

little bit of algebra, one can see that τ = (2/δ) log(1/δ)− (1/δ− 1) is sufficient to satisfy the
second inequality. Accordingly, we take

τ = max
{1
δ
log

1

δ
,
e02 [λ2(S̄)]

2

σ2 δ2

}

outer iterations.
The last part of the proof is to bound the second smallest eigenvalue of the Laplacian

matrix S. The following lemma, which we prove in Appendix C.2, addresses this issue.
Recall that λ2(·) denotes the second smallest eigenvalue of a matrix.

Lemma 11. The averaged matrix S that arises from our protocol has the following properties:

(a) For a cycle and a regular grid we have λ2(S̄) = Ω(1), and

(b) for a random geometric graph, we have λ2(S̄) = Ω(1/ log n), with high probability.

It is important to note that the averaged matrix S is not the same as the graph Laplacian
that would arise from standard averaging on these graphs. Rather, as a consequence of
establishing many paths and averaging along them in each inner phase, our protocol ensures
that the matrix behaves essentially like the graph Laplacian for the fully connected graph.

As established previously, each outer step requires M = O(Dn) iterations. Therefore, we
have shown that it is sufficient to take a total of

T = O
(
Dn max

{1
δ
log

1

δ
,
e02 [λ2(S̄)]

2

σ2 δ2

})

transmissions per edge in order to guarantee a O(σ2δ/[λ2(S̄)]
2) bound on the MSE. As we

will see in the next section, assuming that the initial values are fixed, we have e01 = 0,
hence MSE(θ0) = e02. The claims in Theorem 11 then follow by standard calculations of the
diameters of the various graphs and the result of the Lemma 11.

5.5 Simulation Results

In order to demonstrate the effectiveness of the proposed algorithm, we conducted a set of
simulations. More specifically, we apply the proposed algorithm to four nearest-neighbor
square grids of different sizes. We initially generate the data θ0i , i = 1, 2, . . . , n as random
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Figure 5.4: Mean-squared error versus the number of outer loop iterations for grids with n ∈ {302, 502} nodes. As expected
the MSE monotonically decreases, which supports the convergence claim.

N(1, 1) variables and fix them throughout the simulation. So for each run of the algorithm
the initial data is fixed. In implementing the algorithm, we adopt σ2 = 1 as the channel noise
variance, and we set the tolerance parameter δ = 0.1, leading to the step size ǫτ = 1/(10+τ).
We estimated the mean-squared error, defined in equation (5.1), by taking the average over
50 sample paths. As discussed in Section 5.3, every outer phase update requiresM = O

(√
n
)

time steps.
Figure 5.4 shows the mean-squared error versus the number of outer loop iterations; the

panel contains two different curves, one for a graph with n = 302 nodes, and the other for
n = 502 nodes. As expected, the MSE monotonically decreases as the number of iterations
increases, showing convergence of the algorithm. More importantly, the gap between the two
plots is negligible. This phenomenon, which is predicted by our theory, is explored further
in our next set of experiments.

In order to study the network scaling of the grid more precisely, for a given set of graph
sizes, we compute the number of the outer iterations τ = τ(n, δ), such that MSE(θτM) ≤ σ2δ.
Recall that this stopping time is the focus of Theorem 11(b). Figure 5.5 provides a box plot
of this stopping time τ versus the graph size n. Theorem 11(b) predicts that this stopping
time should be inversely proportional to the spectral gap of the Laplacian matrix S, which
for the grid scales as Ω(1) (in particular, see Lemma 11). As shown in Figure 5.5, over a
range of graphs of size varying from n = 1000 to n = 10000, the stopping time is roughly
constant (τ ≈ 25), which is consistent with the theory.
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Figure 5.5: Stopping time τ = τ(n, δ) vs. the graph size n. For different graph sizes, we compute the first outer phase time
instance τ(n, δ), such that MSE(θτM ) ≤ σ2δ. Here we have fixed the parameters to σ2 = 1, and δ = 0.1. As you can see, over
a range of graphs of size varying from 1000 to 10000, this stopping time is roughly constant (≈ 25), which is consistent with
the theory (Theorem 11(b) and Lemma 11).

5.6 Conclusion

In this paper, we proposed and analyzed a two-phase graph-respecting algorithm for comput-
ing averages in a network, where communication is modeled as an additive white Gaussian
noise channel. We showed that it achieves consensus, and we characterized the rate of con-
vergence as a function of the graph topology and graph size. For our algorithm, this network
scaling is within logarithmic factors of the graph diameter, showing that it is near-optimal,
since the graph diameter provides a lower bound for any algorithm.

There are various issues left open in this work. First, while the AWGN model is more
realistic than noiseless communication, many channels in wireless networks may be more
complicated, for instance involving fading, interference and other types of memory. In prin-
ciple, our algorithm could be applied to such channels and networks, but its behavior and
associated convergence rates remain to be analyzed. In a separate direction, it is also worth
noting that gossip-type algorithms can be used to solve other problems, such as distributed
optimization problems (e.g., [80, 96, 33]) and kernel density estimation (e.g., [48]). Com-
plexity reduction and studying the issue of optimal network scaling for such problems is also
of interest.6

6The materials of this chapter have been published in papers [82, 83].



99

Appendix A

Proofs for Chapter 3

A.1 Details of Example 5

In this appendix, we verify the sufficient condition for contractivity (3.22). Recall the defi-
nition (3.12) of the zero’th order bounds. By construction, we have the relations

Buv(i) = B0
uv(i) =

γ

1 + (d− 1)γ
, and

Buv(i) = B
0

uv(i) =
1

1 + (d− 1)γ
for all i ∈ X and (u→ v) ∈ ~E .

Substituting these bounds into the definitions (3.20a) and (3.20b) and doing some simple
algebra yields the upper bounds

φu→v,w→u ≤ max
j∈X

{
βuv(j)

∏
s∈N (u)\{v,w}Bus(j)

∑d
ℓ=1 βuv(ℓ)

∏
s∈N (u)\v Bus(ℓ)

}

=
1 + (d− 1)γ

γρu−1
max
j∈X

{
ψu(j)∑d
ℓ=1 ψu(ℓ)

}
,

and

χu→v,w→u ≤ max
j∈X

{
βuv(j)

∏
s∈N (u)\v Bus(j)

∑d
ℓ=1 βuv(ℓ)

∏
s∈N (u)\v Bus(ℓ)

}
max
j∈X

{
1

Bwu(j)

}

=
1 + (d− 1)γ

γρu
max
j∈X

{
ψu(j)∑d
ℓ=1 ψu(ℓ)

}
,

where we have denoted the degree of the node u by ρu. Substituting these inequalities
into expression (3.21) and noting that γ ≤ 1, we find that the global update function has
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Lipschitz constant at most

L ≤ 4 (1− γ)(1 + (d− 1)γ) max
u∈V

{
(ρu − 1)2

γ2ρu
max
j∈X

{
ψu(j)∑
ℓ ψu(ℓ)

}2}
,

as claimed.

A.2 Proof of Lemma 1

By construction, for each directed edge (u → v), the message vector mu→v belongs to the
probability simplex—that is,

∑
i∈X mu→v(i) = 1, and mu→v � ~0. From equation (3.23),

the vector mu→v is a convex combination of the columns of the matrix Γuv. Recalling
bounds (3.12), we conclude that the message vector must belong to the set S, as defined

in (3.17), in particular with Buv(i) = B0
uv(i) and Buv(i) = B

0

uv(i). Note that the set S is
compact, and any member of it has strictly positive elements under our assumptions.

For directed edges (u → v) and (w → s), let ∂Fu→v

∂mw→s
∈ Rd×d denote the Jacobian matrix

obtained from taking the partial derivative of the update function Fu→v with respect to
the message vector mw→s. By inspection, the function Fu→v is continuously differentiable;
consequently, the function ∂Fu→v(i;m)

∂mw→s(j)
is continuous, and hence must achieve its supremum over

the compact set S. We may use these Jacobian matrices to define a matrix Au→v,w→s ∈ Rd×d

with entries

Au→v,w→s(i, j) := max
m∈S

∣∣∣∣
∂Fu→v(i;m)

∂mw→s(j)

∣∣∣∣, for i, j = 1, . . . , d.

We then use these matrices to define a larger matrix A ∈ RD×D, consisting of 2|E|×2|E| sub-
blocks each of size d×d, with the sub-blocks indexed by pairs of directed edges (u→ v) ∈ ~E .
In particular, the matrix Au→v,w→s occupies the sub-block indexed by the edge pair (u→ v)
and (w → s). Note that by the structure of the update function F , the matrix Au→v,w→s
can be non-zero only if s = u and w ∈ N (u)\{v}.

Now let ∇F ∈ RD×D denote the Jacobian matrix of the update function F . By the
integral form of the mean value theorem, we have the representation

F (m)− F (m′) =

[ ∫ 1

0

∇F (m′ + τ(m−m′)) dτ
]
(m−m′).

Applying triangle inequality separately to each component of this D-dimensional vector and
then using the definition of A, we obtain the elementwise upper bound

|F (m)− F (m′)| � A |m−m′|.
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It remains to show that A is nilpotent: more precisely, we show that Ar is the all-zero
matrix, where r = diam(G) denotes the diameter of the graph G. In order to do so, we first
let B ∈ R2|E|×2|E| be the “block indicator” matrix—that is, its entries are given by

B(u→ v, w → s) =

{
1 if Au→v,w→s 6= 0

0 otherwise.

Based on this definition, it is straightforward to verify that if Br = 0 for some positive integer
r, then we also have Ar = 0. Consequently, it suffices to show that Br = 0 for r = diam(G).

Fix a pair of directed edges (u → v) and (w → s), and some integer ℓ ≥ 1. We first
claim that the matrix entry Bℓ(u→ v, w → s) is non-zero only if there exists a backtrackless
directed path of length ℓ + 1 from w to v that includes both s and u, meaning that there
exist nodes s1, s2, . . . , sℓ−2 such that

w ∈ N (s) \ s1, s1 ∈ N (s2) \ s3, . . . , and sℓ−2 ∈ N (u) \ v.
We prove this claim via induction. The base case ℓ = 1 is true by construction. Now
supposing that the claim holds at order ℓ, we show that it must hold at order ℓ + 1. By
definition of matrix multiplication, we have

Bℓ+1(u→ v, w → s) =
∑

(y→x)∈~E

Bℓ(u→ v, y → x) B(y → x, w → s).

In order for this entry to be non-zero, there must exist a directed edge (y → x) that forms
a (ℓ + 1)-directed path to (u → v), and moreover, we must have s = y, and w ∈ N (y) \ x.
These conditions are equivalent of having a backtrackless directed path of length ℓ+ 2 from
w to v, with s and u as intermediate nodes, thereby completing the proof of our intermediate
claim.

Finally, we observe that in a tree-structured graph, there can be no directed path of
length greater than r = diam(G). Consequently, our intermediate claim implies that Br = 0
for any tree-structured graph, which completes the proof.

A.3 Proof of Lemma 2

Noting that it is equivalent to bound the logarithm, we have

log
t+2∏

ℓ=i+1

(
1− α

ℓ

)
=

t+2∑

ℓ=i+1

log

(
1− α

ℓ

)
≤ −α

t+2∑

ℓ=i+1

1

ℓ
, (A.1)

where we used the fact that log(1 − x) ≤ −x for x ∈ (0, 1). Since the function 1/x is
decreasing, we have

t+2∑

ℓ=i+1

1

ℓ
≥
∫ t+3

i+1

1

x
dx = log(t+ 3) − log(i+ 1). (A.2)
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Substituting inequality (A.2) into (A.1) yields

log
t+2∏

ℓ=i+1

(
1− α

ℓ

)
≤ α

(
log(i+ 1) − log(t+ 3)

)
,

from which the claim stated in the lemma follows.

A.4 Proof of Lemma 3

Let ∇q(m) ∈ RD×D denote the Jacobian matrix of the function q : RD → RD evaluated at
m. Since q is differentiable, we can apply the integral form of the mean value theorem to
write

q(m)− q(m′) =
[ ∫ 1

0

∇q(m′ + τ(m−m′)) dτ
]
(m−m′).

From this representation, we obtain the upper bound

‖q(m)− q(m′)‖2 ≤
[ ∫ 1

0

|||∇q(m′ + λ(m−m′))|||2 dλ
]
‖m−m′‖2

≤ sup
m∈S
|||∇q(m)|||2 ‖m−m′‖2,

showing that it suffices to control the quantity supm∈S |||∇q(m)|||2.
Let ∂qu→v(m)

∂mw→s
be the d × d matrix of partial derivatives of the function qu→v : RD → Rd

obtained from taking the partial derivatives with respect to the message vector mw→s ∈ Rd.
We then define a 2|E| × 2|E|-dimensional matrix A with the entries

A(u→ v, w → s) :=

{
supm∈S |||∂qu→v(m)

∂mw→s
|||2 if s = u, and w ∈ N (u)\{v}

0 otherwise.
(A.3)

Our next step is to show that supm∈S |||∇q(m)|||2 ≤ |||A|||2. Let y = {yu→v}(u→v)∈~E be

an arbitrary D-dimensional vector, where each sub-vector yu→v is an element of Rd. By
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exploiting the structure of ∇q(m) and y, we have

‖∇q(m) y‖22 =
∑

(u→v)∈~E

‖
∑

w∈N (u)\{v}

∂qu→v(m)

∂mw→u
yw→u‖22

(i)

≤
∑

(u→v)∈~E

( ∑

w∈N (u)\{v}
‖∂qu→v(m)

∂mw→u
yw→u‖2

)2

(ii)

≤
∑

(u→v)∈~E

( ∑

w∈N (u)\{v}
|||∂qu→v(m)

∂mw→u
|||2‖yw→u‖2

)2

(iii)

≤
∑

(u→v)∈~E

( ∑

w∈N (u)\{v}
A(u→ v, w → u)‖yw→u‖2

)2

,

where the bound (i) follows by triangle inequality; the bound (ii) follows from definition of
the operator norm; and the final inequality (iii) follows by definition of A.

Defining the vector z ∈ R2|E| with the entries zw→u = ‖yw→u‖2, we have established the
upper bound ‖∇q(m) y‖22 ≤ ‖Az‖22, and hence that

‖∇q(m) y‖22 ≤ |||A|||22 ‖z‖22 = |||A|||22 ‖y‖22,
where the final equality uses the fact that ‖y‖22 = ‖z‖22 by construction. Since both the
message m and vector y were arbitrary, we have shown that supm∈S |||∇q(m)|||2 ≤ |||A|||2, as
claimed.

Our final step is to control the quantities supm∈S |||∂qu→v(m)
∂mw→s

|||2 that define the entries of
A. In this argument, we make repeated use of the elementary matrix inequality [47]

|||B|||22 ≤
(

max
i=1,...,n

n∑

j=1

|Bij|
)

︸ ︷︷ ︸
|||B|||∞

(
max
j=1,...,n

n∑

i=1

|Bij|
)

︸ ︷︷ ︸
|||B|||1

, (A.4)

valid for any n× n matrix.
Recall the definition of the probability distribution (3.8) that defines the function qu→v : RD → Rd,

as well as our shorthand notation Mu→v(k) =
∏

w∈N (u)\{v}mw→u(k). Taking the derivatives
and performing some algebra yields

∂qu→v(i ; m)

∂mw→u(j)
=

d∑

k=1

∂qu→v(i ; m)

∂Mu→v(k)

∂Mu→v(k)

∂mw→u(j)

=
∂qu→v(i ; m)

∂Mu→v(j)

Mu→v(j)

mw→u(j)

=
−βuv(i)Mu→v(i) βuv(j)(∑d

k=1 βuv(k)Mu→v(k)
)2

Mu→v(j)

mw→u(j)
,
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for i 6= j, and w ∈ N (u)\{v}. For i = j, we have

∂qu→v(i ; m)

∂mw→u(i)
=

∂qu→v(i ; m)

∂Mu→v(i)

Mu→v(i)

mw→u(i)

=

[
βuv(i)∑d

k=1 βuv(k)Mu→v(k)
− βuv(i)

2 Mu→v(i)(∑d
k=1 βuv(k)Mu→v(k)

)2
]
Mu→v(i)

mw→u(i)
.

Putting together the pieces leads to the upper bounds

|||∂qu→v(m)

∂mw→u
|||1 ≤ 2 max

j∈X

{
βuv(j)Mu→v(j)∑d
k=1 βuv(k)Mu→v(k)

1

mw→u(j)

}
, and

|||∂qu→v(m)

∂mw→u
|||∞ ≤ max

i∈X

{
βuv(i)Mu→v(i)∑d
k=1 βuv(k)Mu→v(k)

1

mw→u(i)

+
βuv(i)Mu→v(i)(∑d

k=1 βuv(k)Mu→v(k)
)2

d∑

j=1

βuv(j)Mu→v(j)

mw→u(j)

}
.

Recalling the definitions (3.20a) and (3.20b) of φu→v,w→u and χu→v,w→u respectively, we find
that

|||∂qu→v(m)

∂mw→u
|||1 ≤ 2 φu→v,w→u, and |||∂qu→v(m)

∂mw→u
|||∞ ≤ φu→v,w→u + χu→v,w→u.

Thus, by applying inequality (A.4) with B = ∂qu→v(m)
∂mw→u

, we conclude that

|||∂qu→v(m)

∂mw→u
|||22 ≤ 2 φu→v,w→u (φu→v,w→u + χu→v,w→u).

Since this bound holds for any message m ∈ S, we conclude that each of the matrix entries
A(u→ v, w → u) satisfies the same inequality. Again applying the basic matrix inequal-
ity (A.4), this time with B = A, we conclude that |||A|||2 is upper bounded by

2
(

max
(u→v)∈~E

∑

w∈N (u)\{v}

(
φu→v,w→u (φu→v,w→u + χu→v,w→u)

) 1

2

)

(
max

(w→u)∈~E

∑

v∈N (u)\w

(
φu→v,w→u (φu→v,w→u + χu→v,w→u)

) 1

2

)
,

which concludes the proof.
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Appendix B

Proofs for Chapter 4

B.1 Proof of Lemma 5

Subtracting a∗u→v;j from both sides of the update (4.15) in Step 2(c), we obtain

at+1
u→v;j − a∗u→v;j = (1− ηt)

[
atu→v;j − a∗u→v;j

]
+ ηt

[
btu→v;j − a∗u→v;j

]
+ ηt ζt+1

u→v;j. (B.1)

Setting ηt = 1/(t+ 1) and unwrapping the recursion (B.1) then yields

at+1
u→v;j − a∗u→v;j =

1

t+ 1

t∑

τ=0

[
bτu→v;j − a∗u→v;j

]
+

1

t+ 1

t∑

τ=0

ζτ+1
u→v;j.

Squaring both sides of this equality and using the upper bound (a + b)2 ≤ 2a2 + 2b2, we
obtain

(
at+1
u→v;j − a∗u→v;j

)2 ≤ 2

(t+ 1)2

{ t∑

τ=0

[
bτu→v;j − a∗u→v;j

]}2

+
2

(t+ 1)2

{ t∑

τ=0

ζτ+1
u→v;j

}2

.

Summing over indices j = 1, 2, . . . , r and recalling the expansion (4.36), we find that

‖∆t
u→v‖2L2 ≤

r∑

j=1

{
2

(t+ 1)2

{ t∑

τ=0

[
bτu→v;j − a∗u→v;j

]}2

+
2

(t+ 1)2

{ t∑

τ=0

ζτ+1
u→v;j

}2
}

(i)

≤ 2

(t+ 1)

r∑

j=1

t∑

τ=0

[
bτu→v;j − a∗u→v;j

]2

︸ ︷︷ ︸
Deterministic term Dt+1

u→v

+
2

(t+ 1)2

r∑

j=1

{ t∑

τ=0

ζτ+1
u→v;j

}2

.

︸ ︷︷ ︸
Stochastic term St+1

u→v

Here step (i) follows from the elementary inequality

{ t∑

τ=0

[
bτu→v;j − a∗u→v;j

]}2

≤ (t+ 1)
t∑

τ=0

[
bτu→v;j − a∗u→v;j

]2
.
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B.2 Proof of Lemma 6

Recall the probability density

[pu→v(m)](·) ∝ βuv(·)
∏

w∈N (u)\{v}
mw→u(·)

defined in Step 2 of the SOSMP algorithm. Using this shorthand notation, the claim of
Lemma 4 can be re-written as [Fu→v(m)](x) = 〈Γuv(x, ·), [pu→v(m)](·)〉. Therefore, applying
the Cauchy-Schwartz inequality yields

|[Fu→v(m)](x)− [Fu→v(m′)](x)|2 ≤ ‖Γvu(x, ·)‖2L2 ‖pu→v(m) − pu→v(m
′)‖2L2 .

Integrating both sides of the previous inequality over X and taking square roots yields

‖Fu→v(m) − Fu→v(m′)‖L2 ≤ Cuv ‖pu→v(m) − pu→v(m
′)‖L2 ,

where we have denoted the constant Cuv :=
( ∫
X |Γuv(x, y)|2dydx

)1/2
.

Next step would be to upper bound the term ‖pu→v(m) − pu→v(m′)‖L2 . In order to do
so, we first show that pu→v(m) is a Frechet differentiable operator [36, 68, 26] on the space
M′ := convhull{m∗,⊕(u→v)∈~EM′

u→v}, where

M′
u→v :=

{
m̂u→v

∣∣∣ m̂u→v =
[
EY∼f

[
Πr
(
Γuv(·, Y )

)]]
+
, for some probability density f

}
,

denotes the space of all feasible SOSMP messages on the directed edge (u→ v). Doing some
calculus using the chain rule, we calculate the partial directional (Gateaux) derivative [26,
93] of the operator pu→v(m) with respect to the function mw→u. More specifically, for an
arbitrary function hw→u, we have

[Dw→u pu→v(m)](hw→u) =
βuv
∏

s∈N (u)\{v,w}ms→u

〈Muv, βuv〉
hw→u

− βuvMuv

〈Muv, βuv〉2
〈hw→u, βuv

∏

s∈N (u)\{v,w}
ms→u〉,

whereMuv =
∏

w∈N (u)\{v}mw→u. Clearly the Gateaux derivative is linear and continuous. It
is also bounded as will be shown now. Massaging the operator norm’s definition, we obtain

sup
m∈M′

|||Dw→u pu→v(m)|||2 = sup
m∈M′

sup
hw→u∈M′

w→u

‖[Dw→u pu→v(m)](hw→u)‖L2

‖hw→u‖L2

≤ sup
m∈M′

supx∈X βuv(x)
∏

s∈N (u)\{v,w}ms→u(x)

〈Muv, βuv〉

+ sup
m∈M′

‖βuvMuv‖L2 ‖βuv
∏

s∈N (u)\{v,w}ms→u‖L2

〈Muv, βuv〉2
. (B.2)
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Since the space X is compact, the continuous functions βuv andms→u achieve their maximum
over X . Therefore, the numerator of (B.2) is bounded and we only need to show that the
denominator is bounded away from zero.

For an arbitrary messagemu→v ∈M′
u→v there exist 0 < α < 1 and a bounded probability

density f so that

mu→v(x) = α m∗u→v(x) + (1− α)
[
EY∼f

[
Γ̃uv(x, Y )

]]
+
,

where we have introduced the shorthand Γ̃uv(·, y) := Πr(Γuv(·, y)). According to Lemma 4,
we know m∗u→v = EY [Γuv(·, Y )], where Y ∼ pu→v(m∗). Therefore, denoting p∗ = pu→v(m∗),
we have

mu→v(x) ≥ α EY∼p∗ [Γuv(x, Y )] + (1− α) EY∼f [Γ̃uv(x, Y )]

= EY∼(αp∗+(1−α)f)[Γ̃uv(x, Y )] + α EY∼p∗ [Γuv(x, Y )− Γ̃uv(x, Y )]. (B.3)

On the other hand, since X is compact, we can exchange the order of expectation and
projection using Fubini’s theorem to obtain

EY∼p∗ [Γuv(·, Y )− Γ̃uv(·, Y )] = m∗u→v − Πr(m∗u→v) = Aru→v.

Substituting the last equality into the bound (B.3) yields

mu→v(x) ≥ inf
y∈X

Γ̃uv(x, y) − |Aru→v(x)|.

Recalling the assumption (4.22), one can conclude that the right hand side of the above
inequality is positive for all directed edges (u → v). Therefore, the denominator of the
expression (B.2) is bounded away from zero and more importantly supm∈M |||Dw→upu→v(m)|||2
is attainable.

Since the derivative is a bounded, linear, and continuous operator, the Gateaux and
Frechet derivatives coincides [26, 93] and we can use the mean value theorem (Luenberger
[75], page 176) to obtain the following upper bound

‖pu→v(m) − pu→v(m
′)‖L2 ≤

∑

w∈N (u)\{v}
sup

0≤α≤1
|||Dw→u pu→v(m′ + α (m−m′))|||2 ‖mw→u − m′w→u‖L2 .

Setting Lu→v,w→u := Cuv supm∈M′ |||Dw→u pu→v(m)|||2 and putting the pieces together yields

‖Fu→v(m) − Fu→v(m′)‖L2 ≤
∑

w∈N (u)\{v}
Lu→v,w→u ‖mw→u − m′w→u‖L2 ,

for all m,m′ ∈M′.
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The last step of the proof is to verify that m∗ ∈M′, and m̂t ∈M′ for all t = 1, 2, . . .. By
definition we have m∗ ∈M′. On the other hand, unwrapping the update (4.15) we obtain

atu→v;j =
1

t

t−1∑

τ=0

b̃τ+1
u→v;j

=
1

t

t−1∑

τ=0

1

k

k∑

ℓ=1

∫

X
Γuv(x, Yℓ) φj(x) dx

=

∫

X
EY∼p̂[Γuv(x, Y )] φj(x) dx,

where p̂ denotes the empirical probability density. Therefore, mt
u→v =

∑r
j=1 a

t
u→v;j φj is

equal to Πr(EY∼p̂[Γuv(·, Y )]), thereby completing the proof.

B.3 Proof of Lemma 7

We begin by taking the conditional expectation of b̃t+1
u→v;j, previously defined (4.14), given

the filteration Gt and with respect to the random samples {Y1, . . . , Yk} i.i.d.∼ [pu→v(m̂)](·).
Exchanging the order of expectation and integral1 and exploiting the result of Lemma 4, we
obtain

E[̃bt+1
u→v;j | Gt] =

∫

X
[Fu→v(m̂t)](x) φj(x) dx = btu→v;j, (B.4)

and hence E[ζt+1
u→v;j | Gt] = 0, for all j = 1, 2, . . . , r and all directed edges (u → v) ∈ ~E .

Also it is clear that ζt+1
u→v;j is Gt-measurable. Therefore, {ζτ+1

u→v;j}∞τ=0 forms a martingale
difference sequence with respect to the filtration {Gτ}∞τ=0. On the other hand, recalling the
bound (4.23), we have

|̃bt+1
u→v;j| ≤

1

k

k∑

ℓ=1

|〈Γuv(·, Yℓ), φj〉| ≤ Bj. (B.5)

Moreover, exploiting the result of Lemma 4 and exchanging the order of the integration and
expectation once more yields

|btu→v;j| = |〈EY [Γuv(·, Y )], φj〉| = |EY [〈Γuv(·, Y ), φj〉]| ≤ Bj, (B.6)

where we have Y ∼ [pu→v(m̂t)](y). Therefore, the martingale difference sequence is bounded,
in particular with

|ζt+1
u→v;j| ≤ |̃bt+1

u→v;j| + | btu→v;j| ≤ 2Bj.

1Since Γuv(x, y)φi(x)[pu→v(m̂
t)](y) is absolutely integrable, we can exchange the order of the integrals

using Fubini’s theorem.
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B.4 Proof of Lemma 8

We start by uniformly upper-bounding the terms E[|T t+1
u→v|]. To do so we first need to bound

‖∆t
u→v‖L2 . By definition we know ‖∆t

u→v‖2L2 =
∑r

j=1[a
t
u→v;j − a∗u→v;j]

2; therefore we only
need to control the terms atu→v;j and a

∗
u→v;j for j = 1, 2, . . . , r.

By construction, we always have |̃bt+1
u→v;j| ≤ Bj for all iterations t = 0, 1, . . .. Also,

assuming that |a0u→v;j| ≤ Bj, without loss of generality, a simple induction using the update
equation (4.15) shows that |atu→v;j| ≤ Bj for all t. Moreover, using a similar argument leading
to (B.6), we obtain

|a∗u→v;j| = |〈EY [Γuv(·, Y )], φj〉| = |EY [〈Γuv(·, Y ), φj〉]| ≤ Bj,

where we have Y ∼ [pu→v(m∗)](y). Therefore, putting the pieces together, recalling the
definition (4.45) of T t+1

u→v yields

E[|T t+1
u→v|] ≤

4

t+ 1

∑

w∈N (u)\{v}
L̃u→v,w→u

r∑

j=1

B2
j +

32

t+ 1

r∑

j=1

B2
j .

Concatenating the previous scalar inequalities yields E[T t+1
0 ] � ~v/(t+1), for all t ≥ 0, where

we have defined the r-vector ~v :=
{∑r

j=1B
2
j

}
(4N~1 + 32).

We now show, using an inductive argument, that

E[T t+1
s ] � ~v

t+ 1

s∑

u=0

(log(t+ 1))u

u!
, (B.7)

for all s = 0, 1, 2, . . . and t = 0, 1, 2, . . .. We have already established the base case s = 0.
For some s > 0, assume that the claim holds for s− 1. By the definition of T t+1

s , we have

E[T t+1
s ] =

1

t+ 1

t∑

τ=1

E[T τs−1]

� ~v

t+ 1

t∑

τ=1

{1
τ

+
s−1∑

u=1

(log τ)u

u! τ

}
,

where the inequality follows from the induction hypothesis. We now make note of the
elementary inequalities

∑t
τ=1 1/τ ≤ 1 + log t, and

t∑

τ=1

(log τ)u

u! τ
≤
∫ t

1

(log x)u

u! x
dx =

(log t)(u+1)

(u+ 1)!
, for all u ≥ 1

from which the claim follows.
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B.5 Proof of Lemma 9

Upper-bounding the term U t
u→v: By construction, we always have |̃bt+1

u→v;j| ≤ Bj for all
iterations t = 0, 1, 2, . . .. Moreover, assuming |a0u→v;j| ≤ Bj, without loss of generality, a sim-
ple induction on the update equation shows that |atu→v;j| ≤ Bj for all iterations t = 0, 1, . . ..
On this basis, we find that

U t
u→v = (ηt)2

r∑

j=1

E
[(̃
bt+1
u→v;j − atu→v;j

)2] ≤ 4 (ηt)2
r∑

j=1

B2
j ,

which establishes the bound (4.54a).

Upper-bounding the term V t
u→v: It remains to establish the bound (4.54b) on V t

u→v. We
first condition on the σ-field Gt = σ(m0, . . . ,mt) and take expectations over the remaining
randomness, thereby obtaining

V t
u→v = 2ηt E

[
E
[ r∑

j=1

(̃
bt+1
u→v;j − atu→v;j

) (
atu→v;j − a∗u→v;j

) ∣∣Gt
]]

= 2ηt E
[ r∑

j=1

(
btu→v;j − atu→v;j

) (
atu→v;j − a∗u→v;j

)]
,

where {btu→v;j}∞j=1 are the expansion coefficients of the function Fu→v(m̂t) (i.e. btu→v;j =

〈Fu→v(m̂t), φj〉), and we have recalled the result E[̃bt+1
u→v;j|Gt] = btu→v;j from (B.4). By Par-

seval’s identity, we have

T :=
r∑

j=1

(
btu→v;j − atu→v;j

) (
atu→v;j − a∗u→v;j

)

= 〈Πr(Fu→v(m̂t))−mt
u→v, m

t
u→v − Πr(m∗u→v)〉.

Here we have used the basis expansions

mt
u→v =

r∑

j=1

atu→v;jφj, and Πr(m∗u→v) =
r∑

j=1

a∗u→v;jφj.

Since Πr(mt
u→v) = mt

u→v and Fu→v(m∗) = m∗u→v, we have

T = 〈Πr
(
Fu→v(m̂t)−Fu→v(m∗)

)
, mt

u→v − Πr(m∗u→v)〉 − ‖mt
u→v − Πr(m∗u→v)‖2L2

(i)

≤ ‖Πr
(
Fu→v(m̂t)−Fu→v(m∗)

)
‖L2 ‖mt

u→v − Πr(m∗u→v)‖L2 − ‖mt
u→v − Πr(m∗u→v)‖2L2

(ii)

≤ ‖Fu→v(m̂t)−Fu→v(m∗)‖L2 ‖mt
u→v − Πr(m∗u→v)‖L2 − ‖mt

u→v − Πr(m∗u→v)‖2L2 .
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where step (i) uses the Cauchy-Schwarz inequality, and step (ii) uses the non-expansivity of
projection. Applying the contraction condition (4.26), we obtain

T ≤
(
1− γ

2

)
√√√√

∑
w∈N (u)\{v}

‖m̂t
w→u −m∗w→u‖2L2

|N (u)| − 1
‖mt

u→v − Πr(m∗u→v)‖L2

− ‖mt
u→v − Πr(m∗u→v)‖2L2

≤
(
1− γ

2

){1

2

∑
w∈N (u)\{v} ‖mt

w→u −m∗w→u‖2L2

|N (u)| − 1
+

1

2
‖mt

u→v − Πr(m∗u→v)‖2L2

}

− ‖mt
u→v − Πr(m∗u→v)‖2L2 ,

where the second step follows from the elementary inequality ab ≤ a2/2 + b2/2 and the
non-expansivity of projection onto the space of non-negative functions. By the Pythagorean
theorem, we have

‖mt
w→u −m∗w→u‖2L2 = ‖mt

w→u − Πr(m∗w→u)‖2L2 + ‖Πr(m∗w→u)−m∗w→u‖2L2

= ‖∆t
w→u‖2L2 + ‖Arw→u‖2L2 .

Using this equality and taking expectations, we obtain

E[T ] ≤
(
1− γ

2

){1

2

∑
w∈N (u)\{v}[ρ

2(∆t
w→u) + ‖Arw→u‖2L2 ]

|N (u)| − 1
+

1

2
ρ2(∆t

u→v)

}
− ρ2(∆t

u→v)

≤
(1
2
− γ

4

)
ρ2

max
(Ar) +

(1
2
− γ

4

)
ρ2

max
(∆t) − (

1

2
+
γ

4
) ρ2(∆t

u→v).

Since V t
u→v = 2ηt E[T ], the claim follows.
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Appendix C

Proofs for Chapter 5

C.1 Proof of Lemma 10

We begin by observing that

E
[
(θτ − θ̄~1) (θτ − θ̄~1)∗

]
= F1 + F2 + F3,

where F1 := E
[
(ατ −√nθ̄)2

]
~1~1∗/n, the second term is given by F2 := E

[
Ũβτ (βτ )∗Ũ∗

]
, and

F3 := E

[
(ατ −√nθ̄)

~1√
n
(βτ )∗Ũ∗

]
+ E

[
(ατ −√nθ̄) Ũβτ

~1∗√
n

]
.

Since Ũ has orthonormal columns, all orthogonal to the all one vector (~1∗Ũ = ~0), it follows
that trace(F2) = E

[
‖βτ‖22], and trace(F3) = 0.

It remains to compute trace(F1). Unwrapping the recursion (5.11) and using the fact
that initialization θ0 implies α0 =

√
nθ yields

ατ =
√
nθ −

τ−1∑

l=0

ǫl 〈
~1√
n
, vl〉, (C.1)

for all τ = 1, 2, . . .. Since vl, l = 0, 1, . . . , τ−1, are zero mean random vectors, from equation
(C.1) we conclude that E[ατ ] =

√
nθ̄ 1 and accordingly, trace(F1) = var

(
ατ
)
. Recalling the

definition of the MSE (5.1) and combining the pieces yields the claim (5.13).

Part (a): From equation (C.1), it is clear that each ατ is Gaussian with mean
√
nθ. It

remains to bound the variance. Using the i.i.d. nature of the sequence vl ∼ N(0, C), we

1Here we have assumed that the initial values, θ0i , i = 1, 2, . . . , n, are given (fixed).
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have

var
(
ατ
)

= E

[( τ−1∑

l=0

ǫl 〈
~1√
n
, vl〉

)2]
=

τ−1∑

l=0

(ǫl)2

n
〈~1, C~1〉 =

τ−1∑

l=0

(ǫl1)
2 〈~1, C ′~1〉

n
,

where we have recalled the rescaled quantities (5.7). Recalling the fact that C ′ii ≤ σ2 and
using the Cauchy-Schwarz inequality, we have C ′ij ≤

√
C ′iiC

′
jj ≤ σ2. Hence, for δ ∈ (0, 1),

we obtain

var
(
ατ
)
≤ n σ2

τ−1∑

l=0

(ǫl1)
2 =

n σ2

[λ2(S̄)]2

τ−1∑

l=0

1

(1/δ + l)2

≤ n σ2

[λ2(S̄)]2

(
δ2 +

∫ ∞

1/δ

1

x2
dx
)

=
n σ2 δ (1 + δ)

[λ2(S̄)]2
≤ 2 n σ2 δ

[λ2(S̄)]2
;

from which rescaling by 1/n establishes the bound (5.14).

Part (b): Defining H(βτ , vτ ) := Lτβτ + Ũ∗vτ , the update equation (5.12) can be written
as

βτ+1 = βτ − ǫ τH(βτ , vτ ),

for τ = 1, 2, . . .. In order to upper bound eτ+1
2 , defined in (5.13), we need to control eτ+1

2 −eτ2.
Doing some algebra yields

eτ+1
2 − eτ2 =

1

n
E
[
〈βτ+1 − βτ , βτ+1 + βτ 〉

]

=
1

n
E
[
〈−ǫ τH(βτ , vτ ), −ǫ τH(βτ , vτ ) + 2 βτ 〉

]
,

and hence

eτ+1
2 − eτ2 =

(ǫτ )2

n
E
[
‖H(βτ , vτ )‖22

]
− 2ǫτ

n
E
[
〈H(βτ , vτ ), βτ 〉

]
.

Since βτ is independent of both Lτ and vτ , by conditioning on the βτ and using the tower
property of expectation, we obtain

E
[
〈H(βτ , vτ ), βτ 〉

]
= E

[
〈E
[
L
]
βτ , βτ 〉

]
.

By construction all the eigenvalues of E
[
L
]
are greater than one, hence

〈E
[
L
]
βτ , βτ 〉 ≥ ‖βτ‖22.
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Putting the pieces together, we obtain

eτ+1
2 ≤ 1

n
(ǫτ )2 E

[
‖H(βτ , vτ )‖22

]
+ (1− 2ǫτ ) eτ2

=
1

n
(ǫτ )2 E

[
‖Lτβτ‖22

]
︸ ︷︷ ︸

F1

+
1

n
(ǫτ )2 E

[
‖Ũ∗vτ‖22

]
︸ ︷︷ ︸

F2

+(1− 2ǫτ ) eτ2, (C.2)

where we used the fact that E
[
〈Lτβτ , Ũ∗vτ 〉

]
= 0. We continue by upper bounding the terms

F1 := E
[
‖Lτβτ‖22

]
, and F2 := E

[
‖Ũ∗vτ‖22

]
. First, we bound the former. By definition of the

l2-operator norm, we have

E
[
‖Lτβτ‖22

]
≤ E

[
|||Lτ |||22 ‖βτ‖22

]
,

where ||| · |||2 denotes the operator norm [47]. On the other hand, using the fact that

Lτ = Ũ∗(I −W τ )Ũ/λ2(S̄) (recall the identities of the Section 5.4.1) yields2

|||Lτ |||2 ≤
1

λ2(S̄)
(1 + |||W τ |||2) =

2

λ2(S̄)
.

Therefore, we have the following bound on F1

F1 ≤
4

[λ2(S̄)]2
E
[
‖βτ‖22

]
. (C.3)

Turning to term F2, we have

F2 = E

[
(vτ )∗

(
I −

~1~1∗

n

)
vτ
]
≤ trace

(
cov(vτ )

)
≤ n σ2

[λ2(S̄)]2
. (C.4)

Substituting the inequalities (C.3) and (C.4) into (C.2), we obtain the following recursive
bound on eτ+1

2

eτ+1
2 ≤ σ2 (ǫτ )2

[λ2(S̄)]2
+
(
1 − 2ǫτ +

4 (ǫτ )2

[λ2(S̄)]2

)
eτ2.

Recall the definitions (5.7) and (5.9). If δ ≤ [λ2(S̄)]
2/4, then we have

1− 2ǫτ +
4(ǫτ )2

[λ2(S̄)]2
≤ 1− ǫτ ,

2Let v be an eigenvector of the matrix W τ corresponding to the eigenvalue λ 6= 1. Since ~1∗v = 0, there
exist an (n− 1)-dimensional vector u such that v = Ũu. Therefore we have,

Ũ∗(I −W τ )Ũu = Ũ∗(I −W τ )v = (1− λ)Ũ∗v = (1− λ)u.

So by subtracting one from the eigenvalues of Ũ∗(I −W τ )Ũ , we obtain the non-one eigenvalues of W τ .
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and hence

eτ+1
2 ≤ σ2 (ǫτ )2

[λ2(S̄)]2
+ (1− ǫτ ) eτ2, (C.5)

for all τ = 1, 2, . . .. Unwrapping the inequality (C.5) yields

eτ+1
2 ≤ σ2

[λ2(S̄)]2

τ∑

k=0

(ǫk)2
τ∏

l=k+1

(1− ǫl) +
τ∏

l=0

(1− ǫl) e02. (C.6)

On the other hand, the product
∏τ

l=k+1(1 − ǫl) forms a telescopic series and is equal to
(k + 1/δ)/(τ + 1/δ). Substituting this fact into the equation (C.6) yields

eτ+1
2 ≤ σ2

[λ2(S̄)]2

τ∑

k=0

1

(k + 1/δ) (τ + 1/δ)
+ e02

1/δ − 1

τ + 1/δ

(i)

≤ σ2

[λ2(S̄)]2
log(τ + 1/δ)

τ + 1/δ
+ e02

1/δ − 1

τ + 1/δ
,

where step (i) uses the following inequality

τ∑

k=0

1

k + 1/δ
≤
∫ τ+1/δ

1/δ−1

1

x
dx ≤ log(τ + 1/δ),

valid for δ ∈ (0, 1/2).

C.2 Proof of Lemma 11

In the case of cycle there is only one averaging path and all the nodes are involved in that at
each round so the averaging matrix, W , is fixed. More precisely, we have W = W = ~1~1∗/n.
Therefore, W is a rank 1 matrix with λn−1(W ) = 0 and accordingly we have λ2(S) =
1− λn−1(W ) = 1.

For the case of grid or random geometric graphs, we use the Poincare inequality [29]. A
version of this theorem can be stated as follows: Let A = [aij ] denote the transition matrix
of an irreducible aperiodic time reversible Markov chain with stationary distribution π. For
each ordered pair of nodes (s, u) in the transition diagram, choose one and only one path
ηsu = (s, s1, s2, . . . , sl, u) between s and u and define

|ηsu| :=
1

πs ass1
+

1

πs1 as1s2
+ . . .+

1

πsl aslu
. (C.7)

Then the Poincare coefficient is

κ := max
e∈E′

∑

ηsu∋e
|ηsu| πs πu, (C.8)
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where E ′ is the set of directed edges formed in the previous step. Defining this quantity, the
theorem states that λn−1(A) ≤ 1− 1/κ or equivalently,

1− λn−1(A) ≥
1

κ
. (C.9)

We apply this theorem to the Markov chain formed by W ; the idea is to upper bound its
Poincare coefficient.

C.2.1 Two Dimensional Grid

We first define a path ηsu for every pair of nodes {s, u}. Two different cases can be distin-
guished here. For an illustration of the path ηsu see Figure C.1.

Case 1: Nodes s and u do not belong to the same column or row. In this case, we
consider a two-hop path ηsu = (s→ w → u), where w = (xu, ys) is the vertex of the rectangle
constructed by s and u. Note that xu is the x-coordinate of u and ys is the y-coordinate of s.
Since nodes {s, w} and {w, u} are averaged 1/2 of the time, we have Wsw = Wwu = 1/(2m).
Substituting this into (C.7) and using the fact that π = ~1/n yields

|ηsu| =
1

Wsw πs
+

1

Wwu πw
= 4mn.

Case 2: Nodes s and u belong to the same row or column. In this case, we set ηsu = (s→ u)
which leads to

|ηsu| =
1

Wsu πs
= 2mn.

Moreover, a given edge e = (s→ w) is involved in at most m paths. As node u varies in
the corresponding column or row, we obtain m− 1 paths in case 1, and one path in case 2.
Combining the pieces, we compute the Poincare coefficient

κ = max
e∈E′

∑

ηsu∋e
|ηsu| πs πu ≤ m

4mn

n2
= 4.

Finally, from equation (C.9), we have

λ2(S) = 1− λn−1(W ) ≥ 1

κ
≥ 1

4
,

which concludes the proof for the case of a grid-structured graph.
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Figure C.1: Illustration of the path ηsu for a grid-structured graph. (a) Case 1, where nodes s and u do not belong to the same
column or row. (b) Case 2, where nodes s and u belong to the same column or row. This choice of ηsu yield a tight upper
bound on the Poincare coefficient.

C.2.2 Random Geometric Graph

For the RGG, we follow the same proof structure: namely, we first find a path for each pair
of nodes {s, u}, and then upper bound the Poincare coefficient for the Markov chain W . We
first introduce some useful notation. Let C : V → {1, 2, . . . ,m}2 be the mapping that takes
a node as its input and returns the sub-square of that node. More precisely, for some s ∈ V
we have

C(s) = (i, j) if s ∈ (i, j)-th square i, j = 1, 2, . . . ,m.

Furthermore, we enumerate the nodes in square C(s) = (i, j) from 1 to nij where nij denotes
the total number of nodes in C(s). Recall that by regularity assumption of the RGG we have
b log n ≥ nij ≥ a log n for some constants b > a. We refer to the label of node s as NC(s)(s)
where NC(s)(·) is the enumeration operator for the square C(s). Also let n∗ = mini,j nij
denote the minimum number of nodes in one sub-square which by assumption is greater
than a log n. We split the problem into three different cases. Figure C.2 illustrates these
there different cases.

Case 1: Nodes s and u do not belong to the the same column or row. In this case, a two
hop path ηsu = (s→ w → u) is considered. First, we pick C(w), the vertex of the rectangle
constructed by C(s) and C(u) with the same x-coordinate as C(u) and the same y-coordinate
as C(s). Now choose a node, w, inside C(w) such that

NC(w)(w) = NC(s)(s) + NC(u)(u) mod n∗. (C.10)
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Since each square has at least n∗ nodes, such a choice can be made. On the other hand, since
nodes in each square is picked uniformly at random in the averaging phase and there are at
most b log n nodes in each square (for some constant b) we haveWsw,Wwu ≥ 1/(2m(b log n)2),
where the factor of 2 is due to the choice of ζ, the averaging direction. Substituting this
inequality into (C.7), we obtain

|ηsu| =
1

Wsw πs
+

1

Wwu πw
≤ 4b2mn (log n)2.

Furthermore, from equation (C.10), we see that for a fixed s there are at most b/a nodes in
the square C(u) that result in choosing w. Therefore, edge e : (s→ w) is involved in at most
(m− 1) b/a such paths.

Case 2: Nodes s and u belong to the same row or column. In this case, by setting
ηsu = (s→ u), we obtain

|ηsu| =
1

Wsu πs
≤ 2b2mn (log n)2.

Note that there is only one path containing e of this type.

Case 3: Nodes s and u belong to the same square, meaning C(s) = C(u). In this case a
node w is chosen in a square adjacent to C(s) according to (C.10) such that C(w) is to the
right of C(s); unless C(s) is in the last column, in which case C(w) is to the left of C(s). The
same argument as case 1 would give us a bound on |ηsu|. As for the upper bound on the
number of paths: the edge e : (s→ w) is involved in at most b/a such paths.

Combining all the pieces, we obtain

|ηsu| ≤ 4b2mn (log n)2 ∀ s, u ∈ V ,

and

max
e∈E′

∑

s,u

I{ηsu ∋ e} ≤ m
b

a
+ 1.

Substituting these two inequalities into (C.8) yields

κ ≤
(
m
b

a
+ 1

) 4b2mn (log n)2

n2
≤ 2mb

a

4b2mn (log n)2

n2
= c1 log n

for some constant c1. Therefore, from Poincare Theorem, we have

λ2(S) = 1− λn−1(W ) ≥ 1

κ
≥ 1

c1 log n
,

which concludes the second part of Lemma 11.
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Figure C.2: Illustration of the path ηsu for the case of RGG. (a) Case 1, where nodes s and u belong to the sub-squares in
different row and columns (b) Case 2, where nodes s and u belong to the sub-squares in the same row or column. (c) Case 3,
nodes s and u belong to the same square.

C.3 Proof of Part (a) of Theorem 11

We now return to the proof of part (a) of Theorem 11. Combining equations (5.10) and
(C.1) yields

θτ = (θ − wτ )~1 + Ũβτ , (C.11)

where wτ =
[∑τ−1

l=0 ǫ
l 〈~1/√n, vl〉

]
/
√
n. As previously established, we know that E[wτ ] = 0

and var(wτ ) ≤ 2σ2δ/[λ2(S̄)]
2 for all τ = 1, 2, . . . and δ ∈ (0, 1). Therefore, invoking a result

on convergence of series with bounded variance (Theorem 8.3 from Chapter 1 of [34]), we
have

wτ
a.s.−→ w as τ →∞, (C.12)

for some random variable w. Since wτ is a sum of independent Gaussian random variables
(and hence Gaussian), it is absolutely integrable [34]. Therefore, we have E[w] = limτ→∞ E[wτ ] = 0
and also var(w) = limτ→∞ var(wτ ) ≤ 2σ2δ/[λ2(S̄)]

2.
Now we move on to the next part of the proof, analyzing the sequence {βτ}∞τ=1. Recalling

the update equation (5.12), our problem can be cast within the framework of the stochastic
approximation theory, discussed in Chapter 2. In particular, the state sequence is {βτ}∞τ=1,
the noise sequence is formed by zero-mean i.i.d. random vectors, the decreasing sequence
is ǫτ = 1/(τ + 1/δ), and finally H(β, v) = −(Lβ + Ũ∗v) is a linear function with the mean
vector field h(β) = E[H(β, v) | β] = −E[L]β. Note because we removed the zero eigenvalue
from the average Laplacian matrix, the matrix E[L] has all positive eigenvalues, and so γ∗ = 0
is the unique stable point of the linear differential equation dγ(ζ)/dζ = −E[L]γ. Therefore,
an application of the Robbins Monro theorem 4 guarantees that

βτ
a.s.−→ 0 as τ →∞. (C.13)
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Substituting the results (C.12) and (C.13) into equation (C.11), we obtain

θτ
a.s.−→ (θ − w)~1 as τ →∞.

In other words, nodes will almost surely reach a consensus; moreover, the consensus value,
θ̃ = θ − w, is within 2σ2δ/[λ2(S̄)]

2 distance of the true sample mean.
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