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Abstract

Data-centric Programming for Distributed Systems

by

Peter Alexander Alvaro

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Joseph M. Hellerstein, Chair

Distributed systems are difficult to reason about and program because of fundamental uncertainty in their executions, arising from sources of nondeterminism such as asynchrony and partial failure. Until relatively recently, responsibility for managing these complexities was relegated to a small group of experts, who hid them behind infrastructure-backed abstractions such as distributed transactions. As a consequence of technology trends including the rise of cloud computing, the proliferation of open-source storage and processing technologies, and the ubiquity of personal mobile devices, today nearly all non-trivial applications are physically distributed and combine a variety of heterogeneous technologies, including “NoSQL” stores, message queues and caches. Application developers and analysts must now (alongside infrastructure engineers) take on the challenges of distributed programming, with only the meager assistance provided by legacy languages and tools which reflect a single-site, sequential model of computation.

This thesis presents an attempt to avert this crisis by rethinking both the languages we use to implement distributed systems and the analyses and tools we use to understand them. We begin by studying both large-scale storage systems and the coordination protocols they require for correct behavior through the lens of declarative, query-based programming languages. We then use these experiences to guide the design of a new class of “disorderly” programming languages, which enable the succinct expression of common distributed systems patterns while capturing uncertainty in their semantics. We first present Dedalus, a language that extends Datalog with a small set of temporal operators that intuitively capture change and temporal uncertainty, and devise a model-theoretic semantics that allows us to formally study the relationship between programs and their outcomes. We then develop Bloom, which provides—in addition to a programmer-friendly syntax and mechanisms for structuring and reuse—powerful analysis capabilities that identify when distributed programs produce deterministic outcomes despite widespread nondeterminism in their executions.

On this foundation we develop a collection of program analyses that help programmers to reason about whether their distributed programs produce correct outcomes in the face of asynchrony and partial failure. Blazes addresses the challenge of asynchrony, providing assurances that distributed systems (implemented in Bloom or in parallel dataflow frameworks such as Apache Storm)
produce consistent outcomes in all executions. When it cannot provide this assurance, Blazes aug-
ments the system with carefully-chosen synchronization code that ensures deterministic outcomes
while minimizing global coordination. Lineage-driven fault injection (LDFI)—which addresses
the challenge of partial failure—uses data lineage to reason about whether programs written in
Dedalus or Bloom provide adequate redundancy to overcome a variety of failures that can occur
during execution, including component failure, message loss and network partitions. LDFI can
find fault-tolerance bugs using an order of magnitude fewer executions than random fault injec-
tion strategies, and can provide guarantees that programs are bug-free for given configurations and
execution bounds.
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Chapter 1

Introduction

Modern data-intensive systems are increasingly distributed across large collections of machines, both to store and process the rapidly-increasing data volumes now produced by even modest-sized enterprises and to satisfy the growing hunger of analysts for “big data.” Distributed systems are difficult to program and reason about because of two fundamental sources of uncertainty in their executions and outcomes. First, due to asynchronous communication, nondeterminism in the ordering and timing of messages delivery can “leak” into program outcomes, leading to data inconsistencies. Second, due to partial failure of components and communication attempts, programs may compute incomplete outcomes or corrupt persistent state. Traditional solutions (e.g., distributed transactions) that hide these complexities from the programmer are considered by many to be untenable at scale, and are increasingly replaced with ad-hoc solutions that trade correctness guarantees for acceptable and predictable performance.

The challenges of programming distributed systems are exacerbated by the fact that they are no longer the sole domain of experts. The relatively recent accessibility of large-scale computing resources (e.g., the public cloud), and proliferation of reusable data management components (e.g., “NoSQL” stores, data processing frameworks, caches and message queues) have created a crisis: all programmers must learn to be distributed programmers. Few tools exist to assist application programmers, data analysts and mobile developers to struggle with these tradeoffs.

In this thesis, we tackle the problem of making distributed systems easier to program and reason about, and report progress in the space of languages, analyses and frameworks. The remainder of this chapter provides an outline of the work presented throughout this thesis.

Disorderly Programming

We hypothesize that many of the challenges of programming distributed systems arise from the mismatch between the sequential model of computation adopted by most programming languages—in which programs are specified as an ordered list of operations to perform on an ordered array of memory cells—and the inherently disorderly nature of distributed systems, in which no total order of events exists. Nondeterminism in message delivery order can cause distributed programs
to produce nondeterministic results, which complicates testing and debugging. For programs that replicate state, this nondeterminism can lead to replica divergence and other consistency anomalies. Exerting control over delivery order to ensure that sequential programs are executed in lock-step can incur unacceptable performance penalties in a distributed execution.

At the other end of the spectrum, purely “declarative” languages like SQL—which shift the programmer’s focus from computation to data—are set-based and lack the ability to even express ordered operations. In exchange for this limited expressivity, statements in such languages can be safely evaluated in a data-parallel, coordination-free manner.

Disorderly programming—a theme that we explore in this thesis through language design—extends the declarative programming paradigm with a minimal set of ordering constructs. Instead of overspecifying order and then exploring ways to relax it (e.g., by using threads and synchronization primitives), a disorderly programming language encourages programmers to underspecify order, to make it easy (and natural) to express safe and scalable computations. As we will show, disorderly programming also enables powerful analysis techniques that recognize when additional ordering constraints are required to produce correct results. Mechanisms ensuring these constraints can then be expressed and inserted at an appropriately coarse grain to achieve the needs of core tasks like mutable state and distributed coordination.

Data-centric system design

Chapter 2 details how the disorderly programming hypothesis arose from my research team’s experiences using query languages to implement distributed systems. The BOOM (Berkeley Orders Of Magnitude) project explored the conjecture that using data-centric programming techniques and declarative languages could dramatically simplify the implementation, maintenance and evolution of large-scale distributed systems. To validate this conjecture, we used a distributed logic programming language based on Datalog to implement two layers of a modern storage stack. First, we implemented the Paxos consensus protocol; Section 2.2 shows how natural it was to translate the specification to a high-level implementation. Next, we used the same language to implement BOOM-FS, an API-complaint HDFS clone [13], which performed competitively with the reference implementation despite having been written in orders of magnitude less code. Section 2.3 then describes how we extended this simple core with features previously unavailable in HDFS, including a Paxos-backed replicated master [15] for high availability, a partitioned namespace for scalability and state-of-the-art tracing and monitoring facilities.

Dedalus: A formal disorderly language

Despite these successes applying a declarative language to protocol and application implementation, the early generation of our distributed logic languages were fraught with semantic difficulties. While ideally suited to expressing relationships among data elements (and hence, according to the disorderly programming hypothesis, the majority of interesting distributed computation), traditional query languages cannot unambiguously express relationships between states in time. Such relationships (e.g., atomicity, sequentiality, mutual exclusion and state mutation) are required to
unambiguously specify or implement critical coordination protocols and algorithms, including locking, atomic commit and consensus. Worse still, the semantics of existing query languages failed to capture the fundamental uncertainty in distributed executions, in which the consequences of certain deductions can be lost or arbitrarily delayed. Together, these weaknesses made it challenging to reason about whether our applications and protocols upheld their correctness contracts in all possible distributed executions.

Section 3.1 describes the disorderly programming language Dedalus [20, 127], which extends Datalog with a small set of temporal operators meant to intuitively capture state change and uncertainty—the signature features of distributed systems—within a relational logic paradigm. Dedalus preserves many of the key benefits of earlier distributed query languages: by uniformly treating state, events, and messages as data, it encourages high-level, disorderly implementations of distributed protocols and applications, delivering the benefits of the declarative programming paradigm. More importantly, by capturing asynchronous communication and the possibility of failure in its formal semantics, Dedalus lays a foundations that enables the formal study of the relationship between logical semantics and consistency in distributed systems.

Bloom: A disorderly language for distributed programming

Dedalus programs are executable, despite the fact that they read like specifications and are amenable (as we shall see) to powerful analysis techniques. Nevertheless Dedalus lacks many desirable features for a practical programming language, including mechanisms for encapsulation and reuse and a syntax familiar to programmers. Section 3.3 presents Bloom [17, 52, 51], a general-purpose programming language that provides these and other usability features while preserving the semantic core of Dedalus.

More importantly, Bloom realizes a group of analyses and tools that we collectively refer to as confluence analysis, which provide programmers with strong guarantees that their distributed programs are robust to uncertainty in their executions.

Confluence Analysis

If we assume that all message are eventually delivered (an assumption that we will relax later in the thesis), it is easy to see that programs that compute the same result for all inputs orderings are eventually consistent [166]. Disorderly programming languages make writing order-insensitive programs the natural mode, and hence make it it easy to write eventually consistent programs.

However, in order to remain sufficiently general to program arbitrary systems, such languages cannot prevent programmers from writing programs that are (by design) sensitive to message ordering. Therefore disorderly languages are an incomplete solution unless they provide analyses that recognize exactly when a program’s outcomes may depend upon particular delivery orderings. When programs are order-sensitive—that is, when nondeterminism in delivery order can lead to nondeterminism in outcomes—these analyses can identify efficient repair strategies that ensure deterministic results.
Given the foundation of disorderly languages for programming distributed systems, the remainder of this thesis focuses on programming tools that help tame distributed uncertainty and provide assurances about program outcomes.

**Monotonicity Analysis: Ensuring consistent outcomes despite asynchrony**

Some programs are robust in the face of uncertainty, producing deterministic outcomes despite pervasive nondeterminism in their executions. Monotonicity analysis, described in Section 3.3 identifies such programs by focusing on when program logic causes distributed data to change in predictable ways regardless of uncertainty in delivery and scheduling timing.

A unique feature of the Bloom language is its ability to perform a static “consistency analysis” of submitted programs, providing visual programmer feedback (based on an *annotated dataflow graph* representation of the program logic) that identifies computations that could produce nondeterministic results when evaluated in a distributed system. This static analysis is based on the CALM Theorem [17], which establishes that monotonic programs produce deterministic outcomes despite nondeterminism in message delivery order. Because both nonmonotonic (i.e., order-sensitive) operations and asynchronous (i.e., order-sacrificing) communication are exposed in Bloom’s syntax, monotonicity analysis can both warn programmers of the potential for inconsistent outcomes and pinpoint individual program statements as repair candidates.

**Blazes: coordination analysis and synthesis**

Monotonicity analysis is essentially a filter; programs that pass are guaranteed to have coordination-free deterministic outcomes in all executions. However, intuition tells us that some programs simply require coordination. Large-scale systems are likely to involve a combination of order-sensitive and order-insensitive components—in such cases, must we throw out the baby with the bathwater and fall back on a classic “strongly consistent” system architecture? Can we exploit monotonicity and other application-specific semantics to achieve “minimally-coordinated” executions?

Blazes [16, 12] extends monotonicity analysis into a language-independent framework that not only identifies potential consistency anomalies in under-coordinated systems, but remedies them by augmenting the given program with judiciously-chosen coordination code. Blazes’ analysis is based on a pattern of properties and composition: it begins with key properties of individual software components, including order-sensitivity, statefulness, and replication; it then reasons transitively about compositions of these properties across dataflows that span components. Second, Blazes automatically *generates* application-aware coordination code to prevent consistency anomalies with a minimum of coordination. The key intuition exploited by Blazes is that even when components are order-sensitive, it is often possible to avoid the cost of global ordering without sacrificing consistency. In many cases, Blazes can ensure consistent outcomes via a more efficient and manageable protocol of asynchronous point-to-point communication between producers and consumers—called sealing—that indicates when partitions of a stream have stopped changing. These partitions are identified and “chased” through a dataflow via techniques from functional dependency analysis.
When systems are written in BLOOM or DEDALUS, BLAZES utilizes static monotonicity analysis to identify code segments as sources of potential consistency anomalies, and hence candidates for repair. If the system is written in a language for which monotonicity analysis is not available (e.g. Apache Storm components implemented in Java), BLAZES relies on simple semantic annotations provided by the user that characterize the order-sensitivity and statefulness of each component.

**Lineage-driven fault injection**

The research described so far focused on the problem of asynchrony in distributed systems, identifying programs that are tolerant to message reordering and choosing efficient coordination strategies for programs that are not. If all nodes continue operating, and all messages are eventually delivered, monotonicity analysis and tools such as Blazes can provide programmers with strong assurances about program correctness. But how does a programmer ensure that all messages are eventually delivered? The lineage-driven fault injection (LDFI) project (described in Chapter 5) rounds out the suite of tools by ensuring that distributed programs are fault-tolerant—that is, that they produce correct outcomes even when a variety of failures (such as message loss, node failure and network partition) occur during their execution.

Like Blazes and Bloom consistency analysis, LDFI [21] takes advantage of the clean semantic core of Dedalus to reason about the effects of nondeterminism arising in a distributed execution. However, instead of using program syntax to reason statically about the space of possible executions, LDFI uses data lineage produced in concrete executions to directly connect system outcomes to the data and messages that led to them. Fine-grained lineage allows LDFI to reason backwards (from effects to causes) about whether a given correct outcome could have failed to occur due to some combination of faults. Rather than generating faults at random (or using application-specific heuristics), LDFI chooses only those failures that could have affected a known good outcome, exercising fault-tolerance code at increasing levels of complexity. Injecting failures in this targeted way allows LDFI to provide completeness guarantees like those achievable with formal methods such as model checking. When bugs are encountered, LDFI’s top-down approach provides—in addition to a counterexample trace—fine-grained data lineage visualizations to help programmers understand the root cause of the bad outcome and consider possible remediation strategies.

**Code examples**

Over the course of this thesis, we ground our discussion in executable code examples, including program fragments, reusable modules and complete applications. As the thesis progresses, the presentation language is steadily refined.

All of the language variants are extensions of Datalog¬ [165], extended with scalar and aggregate functions. In Chapter 2, code examples are given in the Overlog language, which adds the ability to declaratively specify network communication. In Section 3.1, we develop the Dedalus language and present examples in increasingly rich variants of Dedalus; in Section 3.3 and Chapter 4, examples are given in the more refined Bloom language. In Chapter 5, in which the examples
focus on protocol specification, we return to the succinct and germane Dedalus language for examples.
Chapter 2

Disorderly programming: a hypothesis

*It is very similar to the wedding ceremony in which the minister asks “Do you?” and the participants say “I do” (or “No way!”) and then the minister says “I now pronounce you,” or “The deal is off.”*  
– Jim Gray, describing the two-phase commit protocol [73]

Until fairly recently, distributed programming was the domain of a small group of experts. However, a variety of recent technology trends have brought distributed programming to the mainstream of open source and commercial software. The challenges of distribution—concurrency and asynchrony, performance variability, and partial failure—often translate into tricky data management challenges regarding task coordination and data consistency. Given the growing need to wrestle with these challenges, there is increasing pressure on the data management community to help find solutions to the difficulty of distributed programming.

Although distributed programming remains hard today, one important subclass is relatively well-understood by programmers: data-parallel computations expressed using interfaces like MapReduce and SQL [57, 89, 1, 110]. These “disorderly” programming models substantially raise the level of abstraction for programmers: they mask the coordination of threads and events, and instead ask programmers to focus on applying functional or logical expressions to collections of data. These expressions are then auto-parallelized via a dataflow runtime that partitions and shuffles the data across machines in the network. Although easy to learn, these programming models have traditionally been restricted to batch-oriented computations and data analysis tasks—a rather specialized subset of distributed and parallel computing.

Inspired by the success of data-parallel programming, this thesis work began with a series of questions. Could we transform the notoriously difficult problem of distributed programming into the well-understood problem of data-parallel querying? Is it possible to build “real” distributed infrastructure—such as the data-parallel frameworks described above—using a query language? Does this approach generalize across the stack, from applications to infrastructures to low-level protocols? We hypothesized that with the right collection of programming abstractions, we could answer all of these questions in the affirmative. This chapter describes our successes confirming
this hypothesis by using an existing relation logic language to implement both protocols (two-phase commit and Paxos) and a large-scale storage system (BOOM-FS).

Section 2.1 briefly describes Overlog, a Datalog-based language that we used to explore the disorderly programming hypothesis. Section 2.2 recounts our experiences using disorderly programming to implement distributed systems in the small: tackling safety-critical commit and consensus protocols. We observe that the abstractions provided by a rule-based query language such as Overlog map directly to the concepts described in protocol specifications, including state invariants and event dispatch rules. We also describe how the experience led us to think about protocol variants in terms of the composition of higher-level programming idioms, such as voting, sequences and choice. The desire to capture and reuse these idioms motivates the design of Bloom, presented in Section 3.3. Finally, Section 2.3 presents lessons from our experience applying the hypothesis to distributed systems in the large: a complete rewrite of a cluster filesystem. There, we show how combining a data-centric programming style with a disorderly language can yield systems that are substantially easier to implement, easier to understand, and easier to extend than the state of the art, without sacrificing performance.

2.1 Background: Overlog

Overlog is a language for declarative networking developed at UC Berkeley [119, 118, 116, 117]. The goal of the declarative networking project was to combine data-centric design with declarative programming to allow the concise, high-level expression of routing protocols. Because the transitive closure of a reachability relation—the basis of a majority of routing protocols—is easily expressed as a recursive query, Overlog was an excellent fit for the domain.

Overlog is a recursive query language based on Datalog [165] enhanced with communication primitives, integrity constraints, and aggregate and scalar functions. Datalog programs consist of rules that take the form:

\[ \text{head}(A, C) :\neg \text{clause1}(A, B), \text{clause2}(B, C); \]

where head, clause1, and clause2 are relations, “:\neg” denotes implication (\(\Leftarrow\)) and “,” denotes conjunction. A rule may have any number of clauses, but only a single head. Variables are denoted by identifiers that begin with an uppercase letter, or by the symbol “\_”, which indicates that the value of the variable will not be used in the rule. The example rule ensures that the head relation contains a tuple \(\{A, C\}\) for each tuple \(\{A, B\}\) in clause1 and \(\{B, C\}\) in clause2 where the tuples have the same value for \(B\). In practice, it does so by computing the join of clause1 and clause2 on \(B\), and projecting \(A\) and \(C\). A Datalog program begins with some base tuples, and derives new tuples by evaluating rules in a bottom-up fashion (substituting tuples in the clause relations to derive new tuples in the head relations) until no more derivations can be made. Such a computation is called a fixpoint. A set of rules essentially expresses the constraint that base facts and their transitive consequences will always be consistent at fixpoint.

Overlog computes a new fixpoint whenever new tuples arrive at a node. Overlog programs accept input from network events, timers, and native methods, each of which may produce new
tuples. Because evaluation of an Overlog program proceeds in discrete time steps, rules may be interpreted as *invariants* over state: the consistency of the rule specifications will be true at every fixpoint.

Network communication is expressed using a simple extension to the Datalog syntax:

```datalog
recv_msg(@A, Payload) :-
    send_msg(@B, Payload), peers(@B, A);
```

@ denotes the *location specifier* field of a relation, which indicates that the associated variables A and B contain network addresses. Location specifiers in the body clauses are required to be identical, to capture the physical constraint that computation cannot occur on data stored at a remote network endpoint. A tuple moves between nodes if the location specifier in the head relation is distinct from those of the body.

It is often useful to compute an aggregate over a set of tuples, typically to choose an element of the set with a particular property (e.g. `min`, `max`) or to compute a summary statistic over the set (e.g. `count`, `sum`). For example:

```datalog
least_msg(min<SeqNum>) :-
    queued_msgs(SeqNum, _);
```

defines an aggregate relation that contains the smallest sequence number among the queued messages, and

```datalog
next_msg(Payload) :-
    queued_msgs(SeqNum, Payload),
    least_msg(SeqNum);
```

states that the content of `next_msg` is the payload of the queued message with the smallest sequence number. This pair of rules is equivalent to the SQL statement:

```sql
SELECT payload FROM queued_msgs
WHERE seqnum =
    (SELECT min(seqnum) FROM queued_msgs);
```

We encountered this pattern of selection over aggregation frequently when implementing protocols in Overlog.

Finally, Overlog allows special *timer* relations to be defined. The Overlog runtime inserts a tuple into each timer relation at a user-defined period, and the predicate holds only at these intervals. Thus, joining against a timer relation enforces periodic evaluation of a rule.

---

1Note however that rules of this kind do *not* establish state invariants: when the premises of such a rule hold, the conclusions hold at some unknown future time (if ever). Hence computation is local and communication is explicit. We return to this subject in Section 3.1
2.2 Commit and Consensus Protocols

Our first foray into using Overlog as a general-purpose programming language for distributed systems involved tackling a notoriously complicated domain: consensus protocols. Consensus protocols are a common building block for fault-tolerant distributed systems [62]. Paxos is a widely-used consensus protocol, first described by Lamport [106, 107]. While Paxos is conceptually simple, practical implementations are difficult to achieve, and typically require thousands of lines of carefully written code [39, 98, 130].

Much of this implementation difficulty arises because high-level protocol specifications must be translated into low-level imperative code, yielding a significant increase in program size and complexity. In practical implementations of Paxos, the simplicity of the consensus algorithm is obscured by common but often tricky details such as event loops, timer interrupts, explicit concurrency, and the serialization and persistence of data structures.

By contrast, consensus protocols such as two-phase commit and Paxos are specified in the literature at a high level, in terms of messages, invariants, and state machine transitions. Overlog supports all but the last of these concepts directly—we address the difficulty of modeling time-varying state in Section 2.5 and propose a solution in Section 3.1. By using a declarative language to implement consensus protocols, we hoped to achieve a more concise implementation that is conceptually closer to the original protocol specification. We discuss our Paxos implementation below, and describe how we mapped concepts from the Paxos literature into executable Overlog code. We reflect on the design patterns that we discovered while building this classical distributed service in a declarative language. The process of identifying these patterns helped us better understand why a declarative networking language is well-suited to programming distributed systems. It also clarified our thinking about the more general challenge of designing a language for distributed computing.

Two-phase commit

Before tackling Paxos, we used Overlog to build two-phase commit (2PC), a simple agreement protocol that decides on a series of Boolean values (“commit” or “abort”). Unlike Paxos, 2PC does not attempt to make progress in the face of node failures.

Both Paxos and 2PC are based on rounds of messaging and counting. In 2PC, the coordinator node communicates the intent to commit a transaction to the peer nodes. The peer nodes attempt execute the transaction without making its effects visible. If they succeed, they transition to the “prepare” phase and send a “yes” vote to the coordinator; otherwise, they send a “no” vote. The coordinator counts these responses; if all peers respond “yes” then the transaction commits. Otherwise it aborts. In terms of the Overlog primitives described above, this is just messaging, followed by a count aggregate, and a selection for the string “no” in the peers’ responses.

The mechanism that implements this protocol follows directly from the specification (Listing 2.1). The peer_cnt table contains the coordinator address and the number of peers. When vote messages arrive, the second and fourth rules are considered. If the fourth rule is satisfied (with a single “no” vote), the transaction state is updated to “abort”; otherwise, yes_cnt is incre-
Listing 2.1: 2PC coordinator protocol in Overlog. The DDL for `transaction` (not shown) specifies that the first two columns are a primary key.

Listing 2.2: Timeout-based abort. The first two columns of `tick` are a primary key.
mented by the second rule to reflect another positive vote for this transaction. If yes_cnt equals peer_cnt, the vote is unanimous and the transaction moves to the “commit” state. The fifth rule continuously communicates changes to transaction state to every peer node.

A practical 2PC implementation must address two additional details: timeouts and persistence. Timeouts allow the coordinator to unilaterally choose to abort the transaction if the peers take too long to respond. This is straightforward to implement using timer relations (Listing 2.2).

The complete 2PC protocol is naturally specified in terms of aggregation, selection, messaging, timers, and persistence. Focusing on these details led to an implementation whose size and complexity resemble a specification.

Discussion

As we employed the primitives of messaging, timers and aggregation to implement 2PC, we found ourselves reasoning in terms of higher-level constructs that were more appropriate to the domain. We call these higher-level constructs “idioms”, and denote them with italics.

Multicast, a frequently occurring pattern in consensus protocols, can be implemented by composing the messaging primitive described in Section 2.1 with a join against a relation containing the membership list. The last rule in Listing 2.1 implements a multicast.

The tick relation introduced in Listing 2.2 implements a sequence, a single-row relation whose attribute values change over time. A sequence is defined by a base rule that initializes the counter attribute of interest, and an inductive rule that increments this attribute. Combining this pattern with timer relations allows an Overlog program to count the number of clock ticks, and therefore the number of seconds, that have elapsed since some event. This is the basis of our timeout mechanism (Listing 2.2).

A coordinator and a set of peers can participate in a roll call to discover which peers are alive by combining a coordinator-side multicast with a peer-side unicast response. A count aggregate over a table containing network messages implements a barrier: the partial count of rows in the table increases with each received message, and synchronization is achieved when the count is high enough. A round of voting is a roll call with a selection at each peer (which vote to cast, probably implemented as selection over aggregation) and a barrier at the coordinator. The first three rules listed in Listing 2.1 are an example of the voting idiom.

Even with a simple protocol like 2PC, a variety of common distributed design patterns emerge quite naturally from the high-level Overlog specification. We now turn to Paxos, a more complicated protocol, to see if these patterns remain sufficient.

Paxos

Like 2PC, Paxos uses rounds of voting between a leader and a set of participating agents to decide on an update. Unlike 2PC, these roles are not fixed, but may change as a result of failures: this is central to Paxos’ ability to make forward progress in the face of failures, even of the leader. We began by implementing the Synod protocol, which reaches consensus on a single update, and then extended it to make an unbounded series of consensus decisions (“Multipaxos”). In this section,
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```prolog
1  promise(Master, View, OldView, OldUpdate, Agent) :-
2       prepare(Agent, View, Update, Master),
3       prev_vote(Agent, OldView, OldUpdate),
4       View >= OldView;

Listing 2.3: An agent sends a constrained promise if it has voted for an update in a previous view.
```

```prolog
1  agent_cnt(Master, count<Agent>) :-
2       parliament(Master, Agent);
4  promise_cnt(Master, View, count<Agent>) :-
5       promise(Master, View, Agent, _);
7  quorum(Master, View) :-
8       agent_cnt(Master, NumAgents),
9       promise_cnt(Master, View, NumVotes),
10      NumVotes > (NumAgents / 2);
```

Listing 2.4: We have quorum if we have collected promises from more than half of the agents.

we describe our Paxos implementation in terms of the idioms we identified for 2PC, and detail additional constructs that we found necessary.

**Prepare Phase**

Paxos is bootstrapped by the selection of a leader and an accompanying view number: this is called a view change. To initiate a view change, a would-be leader multicasts a prepare message to all agents; this message includes a sequence number that is globally unique and monotonically increasing.

The Paxos protocol dictates that when an agent receives a prepare message, if it has already voted for a lower view number, it must send a constrained promise message containing the update associated with its previous vote. Otherwise, it must send an unconstrained promise message, indicating that it is willing to pass any update the leader proposes. This invariant couples requests with history, and is implemented with a query that joins the prepare stream with the local prev_vote relation (Listing 2.3). Finally, the prospective leader performs a count aggregate over the set of promise messages; if it has received responses from a majority of agents then the new view has quorum (Listing 2.4). In sum, the prepare phase employs the idioms of sequences, multicast and barriers.

**Voting Phase**

Once leadership has been established through a view change, the new leader performs a query to see if any responses constrain the update. If so, the leader chooses an update from one of the constraining responses (by convention, it uses a max aggregate over the view numbers in the promise messages). In the absence of constraining responses, it is free to choose any pending update.
The remainder of the voting phase is a generalization of 2PC. The leader multicasts a vote message, containing the current view number and the chosen update, to all agents in the view. Each agent joins this message against a local relation containing the agent’s current view number. If the two agree, it responds with an accept message. An update is committed once it has been accepted by a quorum of agents; when the leader detects this, it responds to the client who initiated the update. This second phase of Lamport’s original Paxos is a straightforward composition of multicast and barriers.
### Multipaxos

Multipaxos extends the algorithm described above to pass an ordered sequence of updates, and requires the introduction of additional state to capture the update history. A practical implementation performs the `prepare` phase once, and assuming a stable leader, carries out many instances of the voting phase.

Accommodating the notion of instances is a straightforward matter of schema modification. A `prepare` message now includes an instance number indicating the candidate position of the update in the globally ordered log. Each agent records the current instance number, and `promise` and `accept` message transmission is further constrained by joining against this relation: an agent only votes for a proposed update if its sequence number agrees with the current local high-water mark.

### Leader Election

*Leader election* protocols choose Multipaxos leaders, typically in response to leader failure. Detection of leader failure is usually implemented with timeouts: if no progress has been made for a certain period of time, the current leader is presumed to be down and a new leader is chosen. We implemented the leader election protocol of Kirsch and Amir [98] in 19 Overlog rules (the original specification required 31 lines of pseudocode). Our implementation of leader election was based on aggregation, `multicast`, `sequences` and `timeouts`, and left the core of our Multipaxos code unchanged.

### Discussion

Most of the logic of the basic Paxos algorithm is captured by combining `voting` with a `sequence` that allows us to distinguish new from expired views. Hence the idioms we described in our treatment of 2PC were nearly sufficient to express this significantly more complicated consensus protocol. As we reflected on our implementation, two new idioms emerged.
Figure 2.1: Distributed Logic Programming Idioms.

<table>
<thead>
<tr>
<th>Rule Pattern</th>
<th>Idiom</th>
<th>Prepare</th>
<th>Propose</th>
<th>Election</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>13</td>
<td>13</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Messages</td>
<td>Multicast</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>State Update</td>
<td>Sequence</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>GC</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Aggregation</td>
<td>Barrier</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Choice</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Timer</td>
<td>Timeout</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.1: The usage of Overlog primitives and idioms in our Paxos implementation.

Using an exemplary aggregate function like $\min$ in combination with selection implements a choice construct that selects a particular tuple from a set. In Paxos, this construct is necessary for the leader’s choice of a constrained update during the prepare phase. Combining the choice pattern with a conditional delete rule against the base relation allows us to express an atomic dequeue operation, which is useful for implementing data structures such as FIFOs, stacks, and priority queues. We found this construct useful as a flow control mechanism, to ensure that at most one tuple enters the prepare phase dataflow at a time (Listing 2.5).

Figure 2.1 illustrates the composition of the distributed programming idioms we encountered while implementing 2PC and Paxos. To avoid clutter, not every connection is drawn; for example, selection and join occur in nearly every idiom. Instead, we draw connections to emphasize
interesting relationships: join combines with messaging to implement *multicast*, and selection and aggregation combine to implement *choice*. Unanimity, the critical safety property of 2PC, is enforced via a *vote* construct, as is the quorum constraint in both phases of Paxos. The safety of Paxos also relies on the invariant that an update accepted by any agent must be accepted by all: this is maintained by the *choice* of a constrained update in the *prepare* phase. Figure 2.1 shows the breakdown of our Paxos implementation in terms of Overlog primitives and higher-level idioms. Idioms like *multicast, barriers* and *sequences* occur ubiquitously, and aggregation is the most common rule pattern in all modules. “GC” denotes garbage collection rules that explicitly delete tuples that are no longer needed. As we would expect, timer logic is relegated to the time-aware leader election module. When we set out to implement Paxos, our intent was to experiment with the generality of what was originally envisioned as a declarative networking language. As the P2 authors discovered for network protocols [120], we found that a few simple Overlog idioms cover an impressive amount of the design space for consensus protocols. The correspondence between Overlog idioms and consensus protocol specifications allowed us to directly reason about the correctness of our implementations.

In the course of our implementation, we saw significant reuse of higher-level constructs than those provided by Overlog. When comparing protocols, we found ourselves speaking in terms of *barriers, voting, choice* and *sequences* rather than select, project and join.

The use of these idioms made it easier to focus on the relatively small distinctions between protocol variants like 2PC, Synod and the Multipaxos variants, such as the conditions under which agents cast votes and when barriers may be passed. At a conceptual level, this highlights commonalities between these protocols that deserve more attention; at a constructive level, it motivates the need for a language in which key idioms can be expressed once and composed in a variety of ways. We present such a language—Bloom—in Section 3.3.

### 2.3 BOOM-FS

To further evaluate the feasibility of the BOOM vision beyond distributed protocols, we used Overlog to build an API-compliant reimplementation of the Hadoop distributed file system (HDFS) called BOOM-FS. We preserved the Java API “skin” of HDFS, but replaced its complex internals with Overlog. The Hadoop stack appealed to us for two reasons. First, it exercises the distributed power of a cluster. Unlike a farm of independent web service instances, the Hadoop and HDFS code entails coordination of large numbers of nodes toward common tasks. Second, Hadoop is a work in progress, still missing significant distributed features like availability and scalability of master nodes. The difficulty of adding these complex features could serve as a litmus test of the programmability of our approach.

The bulk of this section describes our experience implementing and evolving BOOM-FS, and running it on Amazon EC2. After two months of development, BOOM-FS performed as well as vanilla HDFS, and enabled us to easily develop complex new features including Paxos-supported replicated-master availability, and multi-master state-partitioned scalability. We describe how a data-centric programming style facilitated debugging of tricky protocols, and how by metapro-
gramming Overlog we were able to easily instrument our distributed system at runtime. Our experience implementing BOOM-FS in Overlog was gratifying both in its relative ease, and in the lessons learned along the way: lessons in how to quickly prototype and debug distributed software, and in understanding limitations of Overlog that may contribute to an even better programming environment for datacenter development.

This section presents the evolution of BOOM-FS from a straightforward reimplementaiton of HDFS to a significantly enhanced system. We describe how an initial prototype went through a series of major revisions (“revs”) focused on availability (Section 2.3), scalability (Section 2.3), and debugging and monitoring (Section 2.3). In each case, the modifications involved were both simple and well-isolated from the earlier revisions. In each section we reflect on the ways that the use of a high-level, data-centric language affected our design process.

### Implementation

HDFS is loosely based on GFS [69], and is targeted at storing large files for full-scan workloads. In HDFS, file system metadata is stored at a centralized NameNode, but file data is partitioned into 64MB chunks and distributed across a set of DataNodes. Each chunk is typically stored at three DataNodes to provide fault tolerance. DataNodes periodically send heartbeat messages to the NameNode that contain the set of chunks stored at the DataNode. The NameNode caches this information. If the NameNode has not seen a heartbeat from a DataNode for a certain period of time, it assumes that the DataNode has crashed and deletes it from the cache; it will also create additional copies of the chunks stored at the crashed DataNode to ensure fault tolerance.

Clients only contact the NameNode to perform metadata operations, such as obtaining the list of chunks in a file; all data operations involve only clients and DataNodes. HDFS only supports file read and append operations — chunks cannot be modified once they have been written.

### BOOM-FS In Overlog

We built BOOM-FS from scratch in Overlog, limiting our Hadoop/Java compatibility task to implementing the HDFS client API in Java. We did this by creating a simple translation layer between Hadoop API operations and BOOM-FS protocol commands. The resulting BOOM-FS implementation works with either vanilla Hadoop MapReduce or with BOOM-MR [14], an Overlog implementation of Mapreduce that our research group built concurrently with this work.

Like GFS, HDFS maintains a clean separation of control and data protocols: metadata operations, chunk placement and DataNode liveness are cleanly decoupled from the code that performs bulk data transfers. This made our rewriting job substantially more attractive. We chose to implement the simple high-bandwidth data path “by hand” in Java, and used Overlog for the trickier but lower-bandwidth control path.
File System State

The first step of our rewrite was to represent file system metadata as a collection of relations. We then implemented file system policy by writing queries over this schema. A simplified version of the relational file system metadata in BOOM-FS is shown in Table 2.2.

Table 2.2: BOOM-FS relations defining file system metadata.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Relevant attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>file</td>
<td>Files</td>
<td>fileid, parentfileid, name, isDir</td>
</tr>
<tr>
<td>fqpath</td>
<td>Fully-qualified pathnames</td>
<td>path, fileid</td>
</tr>
<tr>
<td>fchunk</td>
<td>Chunks per file</td>
<td>chunkid, fileid</td>
</tr>
<tr>
<td>datanode</td>
<td>DataNode heartbeats</td>
<td>nodeAddr, lastHeartbeatTime</td>
</tr>
<tr>
<td>hb_chunk</td>
<td>Chunk heartbeats</td>
<td>nodeAddr, chunkid, length</td>
</tr>
</tbody>
</table>

The `file` relation contains a row for each file or directory stored in BOOM-FS. The set of chunks in a file is identified by the corresponding rows in the `fchunk` relation.\(^2\) The `datanode` and `hb_chunk` relations contain the set of live DataNodes and the chunks stored by each DataNode, respectively. The NameNode updates these relations as new heartbeats arrive; if the NameNode does not receive a heartbeat from a DataNode within a configurable amount of time, it assumes that the DataNode has failed and removes the corresponding rows from these tables.

The NameNode must ensure that the file system metadata is durable, and restored to a consistent state after a failure. This was easy to implement using Overlog, because of the natural atomicity boundaries provided by fixpoints. We used the Stasis storage library \(^{[150]}\) to flush durable state changes to disk as an atomic transaction at the end of each fixpoint. Since Overlog allows durability to be specified on a per-table basis, the relations in Table 2.2 were marked durable, whereas “scratch tables” that are used to compute responses to file system requests were transient.

Since a file system is naturally hierarchical, a recursive query language like Overlog was a natural fit for expressing file system policy. For example, an attribute of the `file` table describes the parent-child relationship of files; by computing the transitive closure of this relation, we can infer the fully-qualified pathname of each file (`fqpath`). (The two Overlog rules that derive `fqpath` from `file` are listed in Listing 2.6.) Because this information is accessed frequently, we configured the `fqpath` relation to be cached after it is computed.

At each DataNode, chunks are stored as regular files on the file system. In addition, each DataNode maintains a relation describing the chunks stored at that node. This relation is populated by periodically invoking a table function defined in Java that walks the appropriate directory of the DataNode’s local file system.

Communication Protocols

BOOM-FS uses three different protocols: the metadata protocol which clients and NameNodes use to exchange file metadata, the heartbeat protocol which DataNodes use to notify the NameNode

\(^2\)The order of a file’s chunks must also be specified, because relations are unordered. Currently, we assign chunk IDs in a monotonically increasing fashion and only support append operations, so clients can determine a file’s chunk order by sorting chunk IDs.
Listing 2.6: Example Overlog for computing fully-qualified pathnames from the base file system metadata in BOOM-FS.

Listing 2.7: NameNode rules to return the set of DataNodes that hold a given chunk in BOOM-FS.

about chunk locations and DataNode liveness, and the data protocol which clients and DataNodes use to exchange chunks. We implemented the metadata and heartbeat protocols with a set of distributed Overlog rules in a similar style. The data protocol was implemented in Java because it is simple and performance critical. We proceed to describe the three protocols in order.

For each command in the metadata protocol, there is a single rule at the client (stating that a new request tuple should be “stored” at the NameNode). There are typically two corresponding rules at the NameNode: one to specify the result tuple that should be stored at the client, and another to handle errors by returning a failure message. An example of the NameNode rules for Chunk Location requests is shown in Listing 2.7.

Requests that modify metadata follow the same basic structure, except that in addition to deducing a new result tuple at the client, the NameNode rules also deduce changes to the file system metadata relations. Concurrent requests are serialized by the Overlog runtime at the NameNode.

DataNode heartbeats have a similar request/response pattern, but are not driven by the arrival of network events. Instead, they are “clocked” by joining with the built-in periodic relation [120], which produces new tuples at every tick of a wall-clock timer. In addition, control protocol mes-
Table 2.3: Code size of two file system implementations.

<table>
<thead>
<tr>
<th>System</th>
<th>Lines of Java</th>
<th>Lines of Overlog</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDFS</td>
<td>21,700</td>
<td>0</td>
</tr>
<tr>
<td>BOOM-FS</td>
<td>1,431</td>
<td>469</td>
</tr>
</tbody>
</table>

Discussion

After two months of work, we had a working implementation of metadata handling strictly in Overlog, and it was straightforward to add Java code to store chunks in UNIX files. Adding the necessary Hadoop client APIs in Java took an additional week. Adding metadata durability took about a day. Table 2.3 compares statistics about the code bases of BOOM-FS and HDFS. The DataNode implementation accounts for 414 lines of the Java in BOOM-FS; the remainder is mostly devoted to system configuration, bootstrapping, and a client library. Adding support for accessing BOOM-FS to Hadoop required an additional 400 lines of Java.

BOOM-FS has performance, scaling and failure-handling properties similar to those of HDFS; again, we provide a simple performance validation in Figure 2.2. By following the HDFS architecture, BOOM-FS can tolerate DataNode failures but has a single point of failure and scalability bottleneck at the NameNode.

HDFS sidesteps many of the performance challenges of traditional file systems and databases by focusing nearly exclusively on scanning large files. It avoids most distributed systems challenges regarding replication and fault-tolerance by implementing coordination with a single centralized NameNode. As a result, most of our implementation consists of simple message handling and management of the hierarchical file system namespace.

Validation

While improved performance was not a goal of our work, we wanted to ensure that the performance of BOOM Analytics was competitive with Hadoop. To that end, we conducted a series of performance experiments using a 101-node cluster on Amazon EC2. One node executed the Hadoop JobTracker and the DFS NameNode, while the remaining 100 nodes served as slaves for running the Hadoop TaskTrackers and DFS DataNodes. The master node ran on an “high-CPU extra large” EC2 instance with 7.2 GB of memory and 8 virtual cores. Our slave nodes executed
on “high-CPU medium” EC2 instances with 1.7 GB of memory and 2 virtual cores. Each virtual core is the equivalent of a 2007-era 2.5GHz Intel Xeon processor.

For our experiments, we compared BOOM Analytics with Hadoop 18.1. Our workload was a wordcount job on a 30 GB file. The wordcount job consisted of 481 map tasks and 100 reduce tasks. Each of the 100 slave nodes hosted a single TaskTracker instance that can support the simultaneous execution of 2 map tasks and 2 reduce tasks.

Figure 2.2 compares the performance of BOOM-FS with HDFS. Both graphs report a cumulative distribution of map and reduce task completion times (in seconds). The map tasks complete in three distinct “waves”. This is because only $2 \times 100$ map tasks can be scheduled at once. Although all 100 reduce tasks can be scheduled immediately, no reduce task can finish until all maps have been completed, because each reduce task requires the output of all map tasks.

The left graph describes the performance of Hadoop running on top of HDFS, and hence serves as a baseline. The right graph details the performance of Hadoop MapReduce running on top of BOOM-FS. BOOM-FS performance is slightly worse than HDFS, but remains very competitive.

**The Availability Rev**

Having achieved a fairly faithful implementation of HDFS, we were ready to explore one of our main motivating hypotheses: that data-centric programming would make it easy to add complex distributed functionality to an existing system. We chose an ambitious goal: retrofitting BOOM-FS with high availability failover via “hot standby” NameNodes. A proposal for warm standby was posted to the Hadoop issue tracker in October of 2008 ([109] issue HADOOP-4539). When we started this work in 2009, we felt that a hot standby scheme would be more useful, and we deliberately wanted to pick a more challenging design to see how hard it would be to build in Overlog. A warm standby solution for a high-availability NameNode was incorporated into HDFS in 2012 [5]; a hot standby approach based on consensus was proposed in 2014 by a third party [3].
Paxos-replicated BOOM-FS

Correctly implementing efficient hot standby replication is tricky, since replica state must remain consistent in the face of node failures and lost messages. One solution to this problem is to implement a globally-consistent distributed log, which guarantees a total ordering over events affecting replicated state. The Paxos algorithm is the canonical mechanism for this feature [106]. Once we had Paxos implemented (Section 2.2), it was straightforward to support the replication of the distributed file system metadata. All state-altering actions are represented in the revised BOOM-FS as Paxos decrees, which are passed into the Paxos logic via a single Overlog rule that intercepts tentative actions and places them into a table that is joined with Paxos rules. Each action is considered complete at a given site when it is “read back” from the Paxos log, i.e. when it becomes visible in a join with a table representing the local copy of that log. A sequence number field in the Paxos log table captures the globally-accepted order of actions on all replicas.

We also had to ensure that Paxos state was durable in the face of crashes. The support for persistent tables in Overlog made this straightforward: Lamport’s description of Paxos explicitly distinguishes between transient and durable state. Our implementation already divided this state into separate relations, so we simply marked the appropriate relations as durable.

We validated the performance of our implementation experimentally: in the absence of failure replication has negligible performance impact, but when the primary NameNode fails, a backup NameNode takes over reasonably quickly.

The Availability revision was our first foray into serious distributed systems programming, and we continued to benefit from the high-level abstractions provided by Overlog. Most of our attention was focused at the appropriate level of complexity: faithfully capturing the reasoning involved in distributed protocols.

Validation

After adding support for high availability to the BOOM-FS NameNode (Section 2.3), we wanted to evaluate two properties of our implementation. At a fine-grained level, we wanted to ensure that our complete Paxos implementation was operating according to the specifications in the literature. This required logging and analyzing network messages sent during the Paxos protocol. This was a natural fit for the metaprogrammed tracing tools we discussed in Section 2.3. We created unit tests to trace the message complexity of our Paxos code, both at steady state and under churn. When the message complexity of our implementation matched the specification, we had more confidence in the correctness of our code.

Second, we wanted to see the availability feature “in action”, and to get a sense of how our implementation would perform in the face of master failures. Specifically, we evaluated the impact of the consensus protocol on BOOM Analytics system performance, and the effect of failures on overall completion time. We ran a Hadoop wordcount job on a 5GB input file with a cluster of 20 EC2 nodes, varying the number of master nodes and the failure condition. These results are summarized in Table 2.4. We then used the same workload to perform a set of simple fault-injection experiments to measure the effect of primary master failures on job completion rates at a
<table>
<thead>
<tr>
<th>Number of NameNodes</th>
<th>Failure Condition</th>
<th>Avg. Completion Time (secs)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>None</td>
<td>101.89</td>
<td>12.12</td>
</tr>
<tr>
<td>3</td>
<td>None</td>
<td>102.70</td>
<td>9.53</td>
</tr>
<tr>
<td>3</td>
<td>Backup</td>
<td>100.10</td>
<td>9.94</td>
</tr>
<tr>
<td>3</td>
<td>Primary</td>
<td>148.47</td>
<td>13.94</td>
</tr>
</tbody>
</table>

Table 2.4: Job completion times with a single NameNode, 3 Paxos-enabled NameNodes, backup NameNode failure, and primary NameNode failure.

Figure 2.3: CDF of completed tasks over time (secs), with and without primary master failure.

finer grain, observing the progress of the map and reduce jobs involved in the wordcount program. Figure 2.3 shows the cumulative distribution of the percentage of completed map and reduce jobs over time, in normal operation and with a failure of the primary NameNode during the map phase. Note that Map tasks read from HDFS and write to local files, whereas Reduce tasks read from Mappers and write to HDFS. This explains why the CDF for Reduce tasks under failure goes so crisply flat in Figure 2.3: while failover is underway after an HDFS NameNode failure, some nearly-finished Map tasks may be able to complete, but no Reduce task can complete.

The Scalability Rev

HDFS NameNodes manage large amounts of file system metadata, which is kept in memory to ensure good performance. The original GFS paper acknowledged that this could cause significant memory pressure [69], and NameNode scaling was often an issue in practice at Yahoo! citeyahoo-hdfs. Given the data-centric nature of BOOM-FS, we hoped to very simply scale out the NameNode across multiple NameNode-partitions. From a database design perspective this seemed trivial — it involved adding a “partition” column to the Overlog tables containing NameNode state. The resulting code composes cleanly with our availability implementation: each NameNode-partition can be a single node, or a Paxos group.

There are many options for partitioning the files in a directory tree. We opted for a simple strategy based on the hash of the fully qualified pathname of each file. We also modified the
client library to broadcast requests for directory listings and directory creation to each NameNode-partition. Although the resulting directory creation implementation is not atomic, it is idempotent; recreating a partially-created directory will restore the system to a consistent state, and will preserve any files in the partially-created directory.

For all other BOOM-FS operations, clients have enough information to determine the correct NameNode-partition. We do not support atomic “move” or “rename” across partitions. This feature is not exercised by Hadoop, and complicates distributed file system implementations considerably. In our case, it would involve the atomic transfer of state between otherwise-independent Paxos instances. We believe this would be relatively clean to implement — we have a two-phase commit protocol implemented in Overlog — but decided not to pursue this feature at present.

Discussion

By isolating the file system state into relations, it became a textbook exercise to partition that state across nodes. It took 8 hours of developer time to implement NameNode partitioning; two of these hours were spent adding partitioning and broadcast support to the Overlog code. This was a clear win for the data-centric approach.

The simplicity of file system scale-out made it easy to think through its integration with Paxos, a combination that might otherwise seem very complex. Our confidence in being able to compose techniques from the literature is a function of the compactness and resulting clarity of our code.

It is worth noting that the issue of scalability of NameNode state was addressed in 2011 when HDFS Federation [4] was released in 2011 (two years after the work reported here). Federation support multiple NameNode namespaces, as opposed to the transparent partitioning in BOOM-FS.

The Monitoring Rev

As our BOOM Analytics prototype matured and we began to refine it, we started to suffer from a lack of performance monitoring and debugging tools. Singh et al. pointed out that Overlog is well-suited to writing distributed monitoring queries, and offers a naturally introspective approach: simple Overlog queries can monitor complex protocols [154]. Following that idea, we decided to develop a suite of debugging and monitoring tools for our own use.

Invariants

One advantage of a logic-oriented language like Overlog is that it encourages the specification of system invariants, including “watchdogs” that provide runtime checks of behavior induced by the program. For example, one can confirm that the number of messages sent by a protocol like Paxos matches the specification. Distributed Overlog rules induce asynchrony across nodes; such rules are only attempts to achieve invariants. An Overlog program needs to be enhanced with global coordination mechanisms like two-phase commit or distributed snapshots to convert distributed
Overlog rules into global invariants [42]. Singh et al. have shown how to implement Chandy-Lamport distributed snapshots in Overlog [154]; we did not go that far in our own implementation.

To simplify debugging, we wanted a mechanism to integrate Overlog invariant checks into Java exception handling. To this end, we added a relation called die to JOL; when tuples are inserted into the die relation, a Java event listener is triggered that throws an exception. This feature makes it easy to link invariant assertions in Overlog to Java exceptions: one writes an Overlog rule with an invariant check in the body, and the die relation in the head.

We made extensive use of these local-node invariants in our code and unit tests. Although these invariant rules increase the size of a program, they improve readability in addition to reliability. Assertions that we specified early in the implementation of Paxos aided our confidence in its correctness as we added features and optimizations.

### Monitoring via Metaprogramming

Our initial prototypes of both BOOM-MR and BOOM-FS had significant performance problems. Unfortunately, Java-level performance tools were of little help. A poorly-tuned Overlog program spends most of its time in the same routines as a well-tuned Overlog program: in dataflow operators like Join and Aggregation. Java-level profiling lacks the semantics to determine which rules are causing the lion’s share of the dataflow code invocations.

Fortunately, it is easy to do this kind of bookkeeping directly in Overlog. In the simplest approach, one can replicate the body of each rule in an Overlog program and send its output to a log table (which can be either local or remote). For example, the Paxos rule that tests whether a particular round of voting has reached quorum:

```
quorum(@Master, Round) :-
  priestCnt(@Master, Pcnt),
  lastPromiseCnt(@Master, Round, Vcnt),
  Vcnt > (Pcnt / 2);
```

might have an associated tracing rule:

```
trace_r1(@Master, Round, RuleHead, Tstamp) :-
  priestCnt(@Master, Pcnt),
  lastPromiseCnt(@Master, Round, Vcnt),
  Vcnt > (Pcnt / 2),
  RuleHead = "quorum",
  Tstamp = System.currentTimeMillis();
```

This approach captures per-rule dataflow in a trace relation that can be queried later. Finer levels of detail can be achieved by “tapping” each of the predicates in the rule body separately in a similar fashion. The resulting program passes no more than twice as much data through the system, with one copy of the data being “teed off” for tracing along the way. When profiling, this overhead is often acceptable. However, writing the trace rules by hand is tedious.
Using the metaprogramming approach of Evita Raced [50], we were able to automate this task via a trace rewriting program written in Overlog, involving the meta-tables of rules and terms. The trace rewriting expresses logically that for selected rules of some program, new rules should be added to the program containing the body terms of the original rule, and auto-generated head terms. Network traces fall out of this approach naturally: any dataflow transition that results in network communication is flagged in the generated head predicate during trace rewriting.

Using this idea, it took less than a day to create a general-purpose Overlog code coverage tool that traced the execution of our unit tests and reported statistics on the “firings” of rules in the JOL runtime, and the counts of tuples deduced into tables. Our metaprogram for code coverage and network tracing consists of 5 Overlog rules that are evaluated by every participating node, and 12 summary rules that are run at a centralized location. Several hundred lines of Java implement a rudimentary front end to the tool. We ran our regression tests through this tool, and immediately found both “dead code” rules in our programs, and code that we knew needed to be exercised by the tests but was as-yet uncovered.

2.4 Related Work

Related Work

Until recently, declarative and data-centric languages were considered useful only in narrow domains such as SQL databases and spreadsheets [108], but in the last decade this view has changed substantially. MapReduce [57] and its inheritors [173, 110] have popularized functional dataflow programming with new audiences in computing. And a surprising breadth of research projects have proposed and prototyped declarative languages in recent years, including overlay networks [120], three-tier web services [170], natural language processing [60], modular robotics [26], video games [167], file system metadata analysis [80], and compiler analysis [103].

Most of the languages cited above are declarative in the same sense as SQL: they are based in first-order logic. Some — notably MapReduce, but also SGL [167] — are algebraic or dataflow languages, used to describe the composition of operators that produce and consume sets or streams of data. Although arguably imperative, they are far closer to logic languages than to traditional imperative languages like Java or C, and are often amenable to set-oriented optimization techniques developed for declarative languages [167]. Declarative and dataflow languages can also share the same runtime, as demonstrated by recent integrations of MapReduce and SQL in Hive [161], DryadLINQ [172], HadoopDB [10], and products from vendors such as Greenplum and Aster.

Concurrent with our work, the Erlang language was used to implement a simple MapReduce framework called Disco [139], and a transactional DHT called Scalaris with Paxos support [149]. Philosophically, Erlang revolves around programming concurrent processes, rather than data. In Section 2.5 we reflect on some benefits of a data-centric language over Erlang’s approach. For the moment, Disco is significantly less functional than BOOM Analytics, lacking a distributed file system, multiple scheduling policies, and high availability via consensus.
Distributed state machines are the traditional formal model for distributed system implementations, and can be expressed in languages like Input/Output Automata (IOA) and the Temporal Logic of Actions (TLA) [123]. By contrast, our approach is grounded in Datalog and its extensions. The pros and cons of starting with a database foundation are a recurring theme of this paper.

Our use of metaprogrammed Overlog was heavily influenced by the Evita Raced Overlog meta-compiler [50], and the security and typechecking features of Logic Blox’ LBTrust [128]. Some of our monitoring tools were inspired by Singh et al. [154], although our metaprogrammed implementation is much simpler and more elegant than that of P2.

2.5 Reflections

Our experience writing protocols and applications in Overlog was mostly positive. Using tables as a uniform data representation dramatically simplified the problem of state management. In the protocols and systems we built, everything is data, represented as tuples in tables. This includes traditional persistent information like file system metadata, runtime state like TaskTracker status, summary statistics like those used by the JobTracker’s scheduling policy, in-flight messages, system events, execution state of the system, and even parsed code. With a few significant exceptions, it was also natural to express these systems and protocols with high-level declarative queries, describing continuous transformations over that state.

As we hypothesized, recasting the problem of manipulating distributed state into the problem of parallel data management simplified distributed programming. Features that should have been difficult were trivial to implement once the metadata was represented as relations accessible via queries. The benefits of this approach are perhaps best illustrated by the extreme simplicity with which we scaled out the NameNode via partitioning (Section 2.3): by having the relevant state stored as data, we were able to use standard data partitioning to achieve what would ordinarily be a significant rearchitecting of the system. Similarly, the ease with which we implemented system monitoring — via both system introspection tables and rule rewriting — arose because we could easily write rules that manipulated concepts as diverse as transient system state and program semantics (Section 2.3).

The uniformity of data-centric interfaces also enabled interposition [90] of components in a natural manner: the dataflow “pipe” between two system modules can be easily rerouted to go through a third module. Because dataflows can be routed across the network (via the location specifier in a rule’s head), interposition can also involve distributed logic — this is how we easily added Paxos support into the BOOM-FS NameNode (Section 2.3).

The last data-centric programming benefit we observed related to the timestepped dataflow execution model, which we found to be simpler than traditional notions of concurrent programming. Traditional models for concurrency include event loops and multithreaded programming. Our concern regarding event loops — and the state machine programming models that often accompany them — is that one needs to reason about combinations of states and events. That would seem to put a quadratic reasoning task on the programmer. In principle our logic programming deals with the same issue, but we found that each composition of two tables (or tuple-streams) could be
thought through in isolation, much as one thinks about composing relational operators or piping Map and Reduce tasks. Given our prior experience writing multi-threaded code with locking, we were happy that the simple timestep model of Overlog obviated the need for this entirely — there is no explicit synchronization logic in any of the BOOM-FS code, and we view this as a clear victory for the programming model.

Despite these successes at a high level, Overlog’s ambiguous temporal semantics were a stumbling block. Overlog was designed for routing protocols, which are best-effort systems with soft state. A simple language that exposed a single data type (the relation) and a single operator (logical implication) was sufficient to express protocols that accumulate more information over time. However, using implication (“given what I know, what else follows”) to express both the accumulation of information and state change was problematic [137, 126]. Consider the following example, ubiquitous in distributed systems: a counter that is incremented on message receipt. When a request message is received, we increment the counter, and send a reply containing the (pre-increment) value of the counter.

An attempt to implement such a counter in Overlog is shown in Listing 2.8. There are a number of possible interpretations of this code. If there is a request, there should be a response message whose payload is:

1. the value in `counter` before the update.
2. the value in `counter` after the update.
3. all of the natural numbers.

In practice, a seasoned Overlog programmer can rule out #3 by placing a key constraint on `counter` to ensure that it only ever contains one row—this constraint implements a hidden “last writer wins” semantics, simulating “updates.” Unfortunately, this approach blends declarative and imperative semantics, establishing a hidden ordering dependency in an ostensibly order-free language. Moreover, key constraints do not remove the ambiguity from the example above; it is still not clear whether the response message will contain 0 or 1.

Another weakness of Overlog is that its semantics does not model asynchronous communication. The last line of the example above states that if there is a request and a counter, then there will be a response at the location indicated by From, containing the counter payload. This is not a true implication, because its premises (RHS) may hold without its conclusion holding—a message is never received immediately, and indeed may never be received at all. Critically absent from Overlog is the ability to characterize uncertainty about when (and indeed whether) the conclusions of such an implication will hold.

Listing 2.8: An Overlog implementation of a counter.

```
1  counter(0).
2  counter(X+1) :- counter(X), request(_, _).
3  response(0From, X) :- counter(X), request(To, From).
```
In the next chapter, we will present Dedalus, a Datalog-based distributed programming language that addresses these issues by incorporating an explicit representation of time.
Chapter 3

Disorderly languages

*Time is a device that was invented to keep everything from happening at once.*
– Graffiti on a wall at Cambridge University [9].

In this chapter, we present the disorderly programming languages Dedalus and Bloom. Dedalus, described in Section 3.1, provides a formal semantics that captures the salient details of distributed programming: namely, asynchronous communication and partial failure. Like Overlog, Dedalus’s terse syntax is based on Datalog. Section 3.3 presents Bloom, which builds on Dedalus to provide a programmer-friendly syntax, a module system to enable encapsulation and reuse in software projects, and a collection of built-in analyses and tools to aid the programmer in the software development process.

Despite their differences in syntax and structuring conventions, Dedalus and Bloom share the same model-theoretic semantics (presented in Section 3.1), which capture the fundamental uncertainty in distributed executions and the relationship between that uncertainty and program outcomes. As we will see, this correspondence will provide a formal basis for confluence analysis (Section 3.2), coordination placement (Section 4.4) and lineage-driven fault injection (Chapter 5).

### 3.1 Dedalus

Despite its expressive limitations, Overlog made it easy to implement substantial systems functionality. To address its shortcomings, we designed the Dedalus language, whose syntax and semantics we present below.

In designing Dedalus, we sought to preserve the “disorderly” feel of Overlog—in which systems are implemented as continuous queries—as much as possible. Like Overlog, Dedalus has a concise syntax based on Datalog. It extends this core with a small set of temporal operators that resolve the semantic ambiguities discussed in the last section. Like Overlog, Dedalus blurs the distinction between various representations of program state and varieties of control flow in order to focus the programmer’s attention on the transformation of data. Unlike Overlog, Dedalus also forces the programmer to reason explicitly about the role of time in state change and communication.
Instead of introducing an operational semantics to accomodate state change [45, 58] and asynchronous communication [76], Dedalus has a purely declarative semantics based on the reification of logical time into data. As we shall see, the “meaning” of a Dedalus program is precisely its set of ultimate models, or the facts (or equivalently, database records) that are eventually always true. The notion of ultimate models provides a useful finite characterization of infinite executions as well as a means of comparing executions that differ only superficially (e.g. only in the values of timestamps). Programs with a unique ultimate model have the valuable property of being deterministic despite pervasive nondeterminism in their distributed executions, a property that will become the basis for confluence analysis, described in Section 3.3. Dedalus provides a formal basis for studying exactly which programs have unique ultimate models.

We begin by defining Dedalus0, a restricted sublanguage of Datalog (Section 3.1). In Section 3.1, we show how Dedalus0 supports a variety of stateful programming patterns. Finally, we introduce Dedalus by adding support for asynchrony to Dedalus0 in Section 3.1. Throughout this chapter, we demonstrate the expressivity and practical utility of our work with specific examples, including a number of building-block routines from classical distributed computing, such as sequences, queues, distributed clocks, and reliable broadcast. We also discuss the correspondence between Dedalus and our prior work implementing full-featured distributed services in Overlog.

**Dedalus0**

We take as our foundation the language Datalog¬ [165]: Datalog enhanced with negated subgoals. We will be interested in the classes of syntactically stratifiable and locally stratifiable programs [141], which we revisit below. For conciseness, when we refer to “Datalog” below our intent is to admit negation—i.e., Datalog¬.

As a matter of notation, we refer to a countably infinite universe of constants C—in which C1, C2, ... are representations of individual constants—and a countably infinite universe of variable symbols А = A1, A2, ... We will capture time in Dedalus0 via an infinite relation successor isomorphic to the successor relation on the integers; for convenience we will in fact refer to the domain N when discussing time, though no specific interpretation of the symbols in N is intended beyond the fact that successor(x, y) is true exactly when y = x + 1.

**Syntactic Restrictions**

Dedalus0 is a restricted sublanguage of Datalog. Specifically, we restrict the admissible schemata and the form of rules with the four constraints that follow.

**Schema:** We require that the final attribute of every Dedalus0 predicate range over the domain Z. In a typical interpretation, Dedalus0 programs will use this final attribute to connote a “timestamp,” so we refer to this attribute as the time suffix of the corresponding predicate.

**Time Suffix:** In a well-formed Dedalus0 rule, every subgoal must use the same variable T as its time suffix. A well-formed Dedalus0 rule must also have a time suffix S in its head predicate, which must be constrained in the rule body in exactly one of the following two ways:
1. The rule is *deductive* if $S$ is bound to the value $T$; that is, the body contains the subgoal $S = T$.

2. The rule is *inductive* if $S$ is the successor of $T$; that is, the body contains the subgoal $\text{successor}(T, S)$.

In Section 3.1, we will define Dedalus as a superset of Dedalus$_0$ and introduce a third kind of rule to capture asynchrony.

**Example 1** The following are examples of well-formed deductive and inductive rules, respectively.

**Deductive:**

$$p(A, B, S) \leftarrow e(A, B, T), S = T;$$

**Inductive:**

$$q(A, B, S) \leftarrow e(A, B, T), \text{successor}(T, S);$$

### Abbreviated Syntax and Temporal Interpretation

We have been careful to define Dedalus$_0$ as a subset of Datalog; this inclusion allows us to take advantage of Datalog’s well-known semantics and the rich literature on the language.

Dedalus$_0$ programs are intended to capture temporal semantics. For example, a fact $p(C_1, \ldots, C_n, C_{n+1})$, with some constant $C_{n+1}$ in its time suffix can be thought of as a fact that is true “at time $C_{n+1}$.”

Deductive rules can be seen as instantaneous statements: their deductions hold for predicates agreeing in the time suffix and describe what is true “for an instant” given what is known at that instant. Inductive rules are temporal—theyir consequents are defined to be true “at a different time” than their antecedents.

To simplify Dedalus$_0$ notation for this typical interpretation, we introduce some syntactic “sugar” as follows:

- **Implicit time-suffixes in body predicates**: Since each body predicate of a well-formed rule has an existential variable $T$ in its time suffix, we optionally omit the time suffix from each body predicate and treat it as implicit.

- **Temporal head annotation**: Since the time suffix in a head predicate may be either equal to $T$ or equal to $T$’s successor, we omit the time suffix from the head—and its relevant constraints from the body—and instead attach an identifier to the head predicate of each temporal rule, to indicate the change in time suffix. A temporal head predicate is of the form:

  $$r(A_1, A_2, \ldots, A_n)@\text{next}$$

  The identifier @next stands in for $\text{successor}(T, S)$ in the body.
• Timestamped facts: For notational consistency, we write the time suffix of facts (which must be given as a constant) outside the predicate. For example:

\[ r(A_1, A_2, \ldots, A_n)@C \]

Example 2 The following are “sugared” versions of deductive and inductive rules from Example 1, and a temporal fact:

Deductive:
\[ p(A, B) \leftarrow e(A, B); \]

Inductive:
\[ q(A, B)@next \leftarrow e(A, B); \]

Fact:
\[ e(1, 2)@10; \]

State in Logic

Given our definition of Dedalus₀, we now address the persistence and mutability of data across time—one of the two signature features of distributed systems for which we provide a model-theoretic foundation.

The intuition behind Dedalus₀’s successor relation is that it models the passage of (logical) time. In our discussion, we will say that ground atoms with lower time suffixes occur “before” atoms with higher ones. The constraints we imposed on Dedalus₀ rules restrict how deductions may be made with respect to time. First, rules may only refer to a single time suffix variable in their body, and hence subgoals cannot join across different “timesteps.” Second, rules may specify deductions that occur concurrently with their ground facts or in the next timestep—in Dedalus₀, we rule out induction “backwards” in time or “skipping” into the future.

This notion of time allows us to consider the contents of the EDB—as well as models of the IDB—with respect to an “instant in time”. Intuitively, we can imagine the successor relation gradually being revealed over time: this produces a sequence of models (one per timestep), providing an unambiguous way to declaratively express persistence and state changes across time. In this section, we give examples of language constructs that capture state-oriented motifs such as persistent relations, deletion and update, sequences, and queues. Later we will consider the model-theoretic formal semantics of Dedalus.

Simple Persistence

A fact in predicate \( p \) at time \( T \) may provide ground for deductive rules at time \( T \), as well as ground for deductive rules in timesteps greater than \( T \), provided there exists a simple persistence rule of the form:
A simple persistence rule of this form ensures that a \( p \) fact true at time \( i \) will be true \( \forall j \in \mathbb{Z} : j \geq i \).

**Mutable State**

To model deletions and updates of a fact, it is necessary to break the induction in a simple persistence rule. Adding a \( p_{\text{neg}} \) subgoal to the body of a simple persistence rule accomplishes this:

\[
| p(A_1, A_2, \ldots, A_n) \@ \text{next} \leftarrow p(A_1, A_2, \ldots, A_n); \\
p(A_1, A_2, \ldots, A_n), \neg \ p_{\text{neg}}(A_1, A_2, \ldots, A_n);
\]

If, at any time \( k \), we have a fact \( p_{\text{neg}}(C_1, C_2, \ldots, C_n) \@ k \), then we do not deduce a \( p(C_1, C_2, \ldots, C_n) \@ k+1 \) fact. Furthermore, we do not deduce a \( p(C_1, C_2, \ldots, C_n) \@ j \) fact for any \( j > k \), unless this \( p \) fact is re-derived at some timestep \( j > k \) by another rule. That is, a persistent fact, once stated, remains true until it is retracted; once retracted, a fact remains false until it is re-asserted.

**Example 3**  Consider the following Dedalus program and ground facts:

\[
| p(A, B) \@ \text{next} \leftarrow p(A, B), \neg p_{\text{neg}}(A, B); \\
p(1,2) \@ 101; \\
p(1,3) \@ 102; \\
p_{\text{neg}}(1,2) \@ 300;
\]

The following facts are true: \( p(1,2) \@ 200, p(1,3) \@ 200, p(1,3) \@ 300 \). However, \( p(1,2) \@ 301 \) is false because \( p(1,2) \) was “deleted” at timestep 300.

Since mutable persistence occurs frequently in practice, we provide the \( \text{persist} \) macro, which takes three arguments: a predicate name, the name of another predicate to hold “deleted” facts, and the (matching) arity of the two predicates. The macro expands to the corresponding mutable persistence rule. For example, the above \( p \) persistence rule may be equivalently specified as \( \text{persist}[p] \).

**Sequences**

One may represent a database sequence—an object that retains and monotonically increases a counter value—with a pair of inductive rules. One rule increments the current counter value when some condition is true, while the other persists the value of the sequence when the condition is false. We can capture the increase of the sequence value without using arithmetic, because the infinite series of \( \text{successor} \) has the monotonicity property we require:

\[
| \text{seq}(B) \@ \text{next} \leftarrow \text{seq}(A), \text{successor}(A, B), \text{event}(\_); \\
\text{seq}(A) \@ \text{next} \leftarrow \text{seq}(A), \neg \text{event}(\_); \\
\text{seq}(0);
\]

Note that these three rules produce only a single value of \( \text{seq} \) at each timestep, but they do so in a manner slightly different than our standard persistence template.
**Queues**

While sequences are useful for assigning integers to (and hence imposing a total ordering on) tuples, programs will in some cases require that tuples are processed in a particular (partial) order—that is, they require that tuples are assigned timestamps in an order consistent with their contents. To this end, we introduce a queue template, which employs inductive persistence and aggregate functions in rule heads to “reveal” tuples according to a data-dependent order, rather than as a set.

Aggregate functions simplify our discussion of queues. Mumick and Shmueli observe correspondences in the expressivity of Datalog with stratified negation and stratified aggregation functions [133]. Adding aggregation to our language does not affect its expressive power, but is useful for writing natural constructs for distributed computing including queues and ordering.

In **Dedalus** we allow aggregate functions to appear in the heads of deductive rules in the form:

\[ p(A_1, \ldots, A_n, \rho_1(A_{n+1}), \ldots, \rho_m(A_{n+m})) \]

In such a rule (whose body must bind \( A_1, \ldots, A_{n+m} \)), the predicate \( p \) contains one row for each satisfying assignment of \( A_1, \ldots, A_n \)—akin to the distinct “groups” of SQL’s “GROUP BY” notation.

Consider a predicate `priority_queue` that represents a series of tasks to be performed in some predefined order. Its attributes are a string representing a user, a job, and an integer indicating the priority of the job in the queue:

\[
\begin{align*}
\text{priority_queue}('bob', 'bash', 200)@123; \\
\text{priority_queue}('eve', 'ls', 1)@123; \\
\text{priority_queue}('alice', 'ssh', 204)@123; \\
\text{priority_queue}('bob', 'ssh', 205)@123;
\end{align*}
\]

Observe that all the time suffixes are the same. Given this schema, we note that a program would likely want to process `priority_queue` events individually in a data-dependent order, in spite of their coincidence in logical time.

In the program below, we define a table `m_priority_queue` that serves as a queue to feed `priority_queue`. The queue must persist across timesteps because it may take multiple timesteps to drain it. At each timestep, for each value of \( A \), a single tuple is projected into `priority_queue` and deleted (atomic with the projection) from `m_priority_queue`, changing the value of the aggregate calculated at the subsequent step:

\[
\begin{align*}
\text{persist}[m\_priority\_queue] \\
\text{omin}(A, \text{min}(<C>)) \leftarrow // \text{identify the lowest priority value} \\
\quad m\_priority\_queue(A, _, C); \\
\text{priority_queue}(A, B, C)\@\text{next} \leftarrow // \text{dequeue tuple with lowest priority} \\
\quad m\_priority\_queue(A, B, C), \\
\quad \text{omin}(A, C); \\
\quad m\_priority\_queue\neg(A, B, C) \leftarrow // \ldots \text{and concurrently remove it} \\
\quad m\_priority\_queue(A, B, C), \\
\quad \text{omin}(A, C);
\end{align*}
\]

Under such a queueing discipline, deductive rules that depend on `priority_queue` are constrained to consider only min-priority tuples at each timestep per value of the variable \( A \), thus implementing...
a per-user FIFO discipline. To enforce a global FIFO ordering over priority_queue, we may redefine omi and any dependent rules to exclude the A attribute.

A queue establishes a mapping between D\textsc{edalus}_0’s timesteps and the priority-ordering attribute of the input relation. By doing so, we take advantage of the monotonic property of timestamps to enforce an ordering property over our input that is otherwise difficult to express in a logic language. We return to this idea in our discussion of temporal “entanglement” in Section 3.1.

**Asynchrony**

In this section we introduce D\textsc{edalus}, a superset of D\textsc{edalus}_0 that also admits the choice construct [77] to bind time suffixes. Choice allows us to model the inherent non-determinism in communication over unreliable networks that may delay, lose or reorder the results of logical deductions. We then describe a syntactic convention for rules that model communication between agents, and show how D\textsc{edalus} can be used to implement common distributed computing idioms like Lamport clocks and reliable broadcast.

**Choice**

An important property of distributed systems is that individual computers cannot control or observe the temporal interleaving of their computations with other computers. One aspect of this uncertainty is captured in network delays: the arrival “time” of messages cannot be directly controlled by either sender or receiver. In this section, we enhance our language with a traditional model of non-determinism from the literature to capture these issues: the choice construct as defined by Greco and Zaniolo [77].

The subgoal $\text{choose}((X_1), (X_2))$ may appear in the body of a rule, where $X_1$ and $X_2$ are vectors whose constituent variables occur elsewhere in the body. Such a subgoal enforces the functional dependency $X_1 \rightarrow X_2$, “choosing” a single assignment of values to the variables in $X_2$ for each variable in $X_1$.

The choice construct is meant to capture non-determinism in program executions. In a model-theoretic interpretation of logic programming, an unstratifiable program must have a multiplicity of stable models: one for each possible choice of variable assignments. Greco and Zaniolo define choice in precisely this fashion: the choice construct is expanded into an unstratifiable strongly-connected component of rules, and each possible choice is associated with a different model. Each such model has a unique assignment that respects the given functional dependencies. In our discussion, it may be helpful to think of one such model chosen non-deterministically—a non-deterministic “assignment of timestamps to tuples.”

**Distribution Model**

The choice construct captures the non-determinism of communicating agents in a distributed system: we use it in a stylized way to model typical notions of distribution. To this end, D\textsc{edalus}
adopts the “horizontal partitioning” convention introduced by Loo et al. [121]. To represent a distributed system, we consider some number of agents, each running a copy of the same program against a disjoint subset (horizontal partition) of each predicate’s contents. We require one attribute in each predicate to be used to identify the partitioning for tuples in that predicate. We call such an attribute a location specifier, and prefix it with a # symbol in Dedalus.

Finally, we constrain Dedalus rules in such a way that the location specifier variable in each body predicate is the same—i.e., the body contains tuples from exactly one partition of the database, logically colocated (on a single “machine”). If the head of the rule has the same location specifier variable as the body, we call the rule “local,” since its results can remain on the machine where they are computed. If the head has a different variable in its location specifier, we call the rule a communication rule. We now proceed to our model of the asynchrony of this communication, which is captured in a syntactic constraint on the heads of communication rules.

**Asynchronous Rules**

In order to represent the non-determinism introduced by distribution, we admit a third type of rule, called an asynchronous rule. A rule is asynchronous if the relationship between the head time suffix $S$ and the body time suffix $T$ is unknown. Furthermore, $S$ (but not $T$) may take on the special value $\top$ which means “never.” Derivation at $\top$ indicates that the deduction is “lost,” as time suffixes in rule bodies do not range over $\top$.

We model network non-determinism using the choice construct to choose from a value in the special time predicate, which is defined using the following Datalog rules:

\[
\begin{align*}
time(\top); \\
time(S) &\leftarrow \text{successor}(S, _);
\end{align*}
\]

Each asynchronous rule with head predicate $p(A_1, \ldots, A_n)$ has the following additional subgoals in its body:

\[
\begin{align*}
time(S), \text{choose}((A_1, \ldots, A_n, T), (S)),
\end{align*}
\]

where $S$ is the timestamp of the rule head. Note that our use of choose incorporates all variables of each head predicate tuple, which allows a unique choice of $S$ for each head tuple. We further require that communication rules include the location specifier appearing in the rule body among the functionally-determining attributes of the choose predicate, even if it does not occur in the head.

**Example 4** A well-formed asynchronous Dedalus rule:

\[
\begin{align*}
r(A, B, S) &\leftarrow \\
\quad e(A, B, \top), \\
\quad \text{time}(S), \\
\quad \text{choose}((A, B, \top), (S));
\end{align*}
\]

We admit a new temporal head annotation to sugar the rule above. The identifier async implies that the rule is asynchronous, and stands in for the additional body predicates. The example above expressed using async is:

**Example 5** A sugared asynchronous Dedalus rule:
Asynchrony and Distribution in Dedalus

As noted above, communication rules must be asynchronous. This restricts our model of communication between agents in two important ways. First, by restricting all rule bodies to a single agent, the only communication modeled in Dedalus occurs via communication rules. Second, because all communication rules are asynchronous, agents may only learn about time values at another agent by receiving messages (with unbounded delay) from that agent. Note that this model says nothing about the relationship between the agents’ clocks.

Temporal Monotonicity

Nothing in our definition of asynchronous rules prevents tuples in the head of a rule from having a timestamp that precedes the timestamp in the rule’s body. This is a significant departure from Dedalus₀, since it violates the monotonicity assumptions upon which we based our proof of temporal stratification. On an intuitive level, it may also trouble us that rules can derive head tuples that exist “before” the body tuples on which they are grounded; this situation violates intuitive notions of causality and admits the possibility of temporal paradoxes.

We have avoided restricting Dedalus to rule out such issues, as doing so would reduce its expressiveness. Recall that simple monotonic Datalog (without negation) is insensitive to the values in any particular attribute. As we will discuss in detail in Section 3.2, Dedalus programs without negation are also well-defined regardless of any “temporal ordering” of deductions: in monotonic programs, even if tuples with timestamps “in the future” are used to derive tuples “from the past,” there is an unambiguous unique minimal model.

Practical Implications Given this discussion, in practice we are interested in three asynchronous scenarios: (a) monotonic programs (even with non-monotonicity in time), (b) non-monotonic programs whose semantics guarantee monotonicity of time suffixes and (c) non-monotonic programs...
where we have domain knowledge guaranteeing monotonicity of time suffixes. Each represents practical scenarios of interest.

The first category captures the spirit of many simple distributed implementations that are built atop unreliable asynchronous substrates. For example, in some Internet publishing applications (weblogs, online fora), it is possible due to caching or failure that a “thread” of discussion arrives out of order, with responses appearing before the comments they reference. In many cases a monotonic “bag semantics” for the comment program is considered a reasonable interface for readers, and the ability to tolerate temporal anomalies simplifies the challenge of scaling a system through distribution.

The second scenario is achieved in Dedalus via the use of successor for the time suffix. The asynchronous rules of Dedalus require additional program logic to guarantee monotonic increases in time for predicates with dependencies. In the literature of distributed computing, this constraint is known as a causal ordering and is enforced by distributed clock protocols. We review one classic protocol in the Dedalus context in Section 3.1; including this protocol into Dedalus programs ensures temporal monotonicity.

Finally, certain computational substrates guarantee monotonicity in both timestamps and message ordering—for example, some multiprocessor cache coherency protocols provide this property.

### Counters

1. `counter(0).`
2. `counter(X+1) @ next :- counter(X), request(_, _).`
3. `counter(X) @ next :- counter(X), notin request(_, _).`
4. `response(0, X) @ async :- counter(X), request(To, From).`
5. `response(From, X) @ next :- response(From, X).`

Above we present the Dedalus implementation of the counter-incrementing program shown in Overlog in Listing 2.8. Note that the ambiguities have disappeared; upon receipt of a message, this program replies with the current counter value and performs a deferred deduction that “updates” the sequence. The temporal annotations allow us to be precise about when deductions represent composite operations across time. Line 2 describes how the value of `counter` changes from one timestep to the next when a `request` message is received. Line 3 describes how `counter` values persist across timesteps when there are no `request` messages. Line 5 defines the simplest sort of frame rule: a basic persistence rule that establishes the immutability of `response` facts. If a `response` record ever exists, it exists henceforth. Finally, line 4 indicates a communication rule; its consequences hold at another physical location at some unknown future time.

### Entanglement

Consider the asynchronous rule below:

```
| p(A, B, N) @ async ← q(A, B) @ N;
```

Due to the `async` keyword in the rule head, each `p` tuple will take some unspecified time suffix value. Note however that the time suffix `N` of the rule body appears also in an attribute of `p` other than the time suffix, recording a binding of the time value of the deduction. We call such a binding an
entanglement. Note that in order to write the rule it was necessary to not sugar away the time suffix in the rule body.

Entanglement is a powerful construct [22]. It allows a rule to reference the logical clock time of the deduction that produced one (or more) of its subgoals; this capability supports protocols that reason about partial ordering of time across machines. More generally, it exposes the infinite successor relation to attributes other than the time suffix, allowing us to express concepts such as infinite sequences.

Lamport Clocks  Recall that Dedalus allows program executions to order message timestamps arbitrarily, violating intuitive notions of causality by allowing deductions to “affect the past.” This section explains how to implement Lamport clocks [104] atop Dedalus, which allows programs to ensure temporal monotonicity by reestablishing a causal order despite derivations that flow backwards through time.

Consider a rule p(A,B)@async ← q(A,B). By rewriting it to:

\[
\begin{align*}
p_{\text{wait}}(A, B, N)@\text{async} &← q(A, B)@N; \\
p_{\text{wait}}(A, B, N)@\text{next} &← p_{\text{wait}}(A, B, N)@\text{next}, N \geq M; \\
p(A, B)@\text{next} &← p_{\text{wait}}(A, B, N)@\text{next}, N < M;
\end{align*}
\]

we place the derived tuple in a new relation p_wait that stores any tuples that were “sent from the future” with their sending time “entangled”; these tuples stay in the p_wait predicate until the point in time at which they were derived. Conceptually, this causes the system to evaluate a potentially large number of timesteps (if N is significantly less than the timestamp of the system when the tuple arrives). However, if the runtime is able to efficiently evaluate timesteps when the database is quiescent, then instead of “waiting” by evaluating timesteps, it will simply increase its logical clock to match that of the sender. In contrast, if the tuple is “sent into the future,” then it is processed using the timestep that receives it.

This manipulation of timesteps and clock values is equivalent to conventional descriptions of Lamport clocks, except that our Lamport clock implementation effectively “advances the clock” by preventing derivations until the clock is sufficiently advanced, by temporarily storing incoming tuples in the p_wait relation.

Reliable Broadcast

Distributed systems cope with unreliable networks by using mechanisms such as broadcast and consensus protocols, timeouts and retries, and often hide the nondeterminism behind these abstractions. Dedalus supports these notions, achieving encapsulation of nondeterminism while dealing explicitly with the uncertainty in the model. Consider the simple broadcast protocol below:

\[
\begin{align*}
s\text{bcast}(\text{Member}, \text{Sender}, \text{Message})@\text{async} &← \quad // \text{forward a message to every member} \\
sm\text{essage}(\text{Agent}, \text{Sender}, \text{Message}), \\
\text{members}(\text{Agent}, \text{Member}); \\
\end{align*}
\]

\[
\begin{align*}
s\text{deliver}(\text{Member}, \text{Sender}, \text{Message}) &← \quad // \text{when a message is received, deliver it immediately} \\
s\text{bcast}(\text{Member}, \text{Sender}, \text{Message}); \\
\end{align*}
\]
Assume that $\text{members}$ is a persistent relation that contains the broadcast membership list. The protocol is straightforward: if a tuple appears in $\text{smessage}$ (an EDB predicate), then it will be sent to all members (a multicast). The interpretation of the non-deterministic choice implied by the $@\text{async}$ rule indicates that messaging order and delivery (i.e., finite delay) are not guaranteed.

The program shown below makes use of the multicast primitive provided by the previous program and uses it to implement a basic reliable broadcast using a textbook mechanism \[132\] that assumes any node that fails to receive a message sent to it has failed. When the broadcast completes, all nodes that have not failed have received the message.

Our simple two-rule broadcast program is augmented with the following rules, so that if a node receives a message, it also multicasts it to every member before delivering the message locally:

```dedalus
\begin{verbatim}
smmessage(Agent, Sender, Message) ← // given a message, use the simple protocol to broadcast it
rmessage(Agent, Sender, Message);
buf_bcast(Sender, Me, Message) ← // buffer messages delivered by the simple protocol.
sdeliver(Me, Sender, Message);
smmessage(Me, Sender, Message) ← // and relay the message, using the simple protocol
buf_bcast(Sender, Me, Message);
rdeliver(Me, Sender, Message)@next ← // and then locally deliver the message
buf_bcast(Sender, Me, Message);
\end{verbatim}
```

Note that all network communication is initiated by the $@\text{async}$ rule from the original simple broadcast. The $@\text{next}$ is required in the $\text{rdeliver}$ definition in order to prevent nodes from taking actions based upon the broadcast before it is guaranteed to meet the reliability guarantee.

**Semantics**

Now that we have established a complete syntax and semantic intuition for $\text{Dedalus}$, we may present its formal, model-theoretic semantics.

**Preliminary Definitions**

We assume an infinite universe $\mathcal{U}$ of values. We assume $\mathbb{N} = \{0, 1, 2, \ldots\} \subset \mathcal{U}$.

A **relation schema** is a pair $R^{(k)}$ where $R$ is a relation name and $k$ its arity. A **database schema** $\mathcal{S}$ is a set of relation schemas. Any relation name occurs at most once in a database schema.

A **fact** over a relation schema $R^{(n)}$ is a pair consisting of the relation name $R$ and an $n$-tuple $(c_{1}, \ldots, c_{n})$, where each $c_{i} \in \mathcal{U}$. We denote a fact over $R^{(n)}$ by $\mathcal{R}(c_{1}, \ldots, c_{n})$. A **relation instance** for relation schema $R^{(n)}$ is a set of facts whose relation name is $R$. A **database instance** maps each relation schema $R^{(n)}$ to a corresponding relation instance for $R^{(n)}$.

A **rule** $\varphi$ consists of several distinct components: a head atom $\text{head}(\varphi)$, a set $\text{pos}(\varphi)$ of positive body atoms, a set $\text{neg}(\varphi)$ of negative body atoms, a set of inequalities $\text{ineq}(\varphi)$ of the form $x < y$, and a set of choice operators $\text{cho}(\varphi)$ applied to the variables. The conventional syntax for a rule is:

$\text{head}(\varphi) \leftarrow f_{1}, \ldots, f_{n}, \neg g_{1}, \ldots, \neg g_{m}, \text{ineq}(\varphi), \text{cho}(\varphi)$,

where $f_{i} \in \text{pos}(\varphi)$ for $i = 1, \ldots, n$ and $g_{i} \in \text{neg}(\varphi)$ for $i = 1, \ldots, m$. 
Spatial and Temporal Extensions

Given a database schema \( S \), we use \( S^+ \) to denote the schema obtained as follows. For each relation schema \( r^{(n)} \in (S \setminus \{\{\}\}) \), we include a relation schema \( r^{(n+1)} \) in \( S^+ \). The additional column added to each relation schema is the *location specifier*. By convention, the location specifier is the first column of the relation. \( S^+ \) also includes \( \langle 2 \rangle \), and a relation schema \( \text{node}^{(1)} \): the finite set of node identifiers that represents all of the nodes in the distributed system. We call \( S^+ \) a *spatial schema*.

A *spatial fact* over a relation schema \( R_{i}^{(n)} \) is a pair consisting of the relation name \( R \) and an \((n + 1)\)-tuple \((d, c_1, \ldots, c_n)\) where each \( c_i \in \mathcal{U}, d \in \mathcal{U} \), and \( \text{node}(d) \). We denote a spatial fact over \( R^{(n)} \) by \( R(d, c_1, \ldots, c_n) \). A *spatial relation instance* for a relation schema \( r^{(n)} \) is a set of spatial facts for \( r^{(n+1)} \). A *spatial database instance* is defined similarly to a database instance.

Given a database schema \( S \), we use \( S^* \) to denote the schema obtained as follows. For each relation schema \( r^{(n)} \in (S \setminus \{\{\}\}) \) we include a relation schema \( r^{(n+2)} \) in \( S^* \). The first additional column added is the location specifier, and the second is the *timestamp*. By convention, the location specifier is the first column of every relation in \( S^* \), and the timestamp is the last. \( S^* \) also includes \( \langle 2 \rangle \) (finite), \( \text{node}^{(1)} \) (finite), \( \text{time}^{(1)} \) (infinite) and \( \text{timeSucc}^{(2)} \) (infinite), We call \( S^* \) a *spatio-temporal schema*.

A *spatio-temporal fact* over a relation schema \( R^{(n)} \) is a pair consisting of the relation name \( R \) and an \((n + 2)\)-tuple \((d, t, c_1, \ldots, c_n)\) where each \( c_i \in \mathcal{U}, d \in \mathcal{U}, t \in \mathcal{U} \), \( \text{node}(d) \), and \( \text{time}(t) \). We denote a spatial fact over \( R^{(n)} \) by \( R(d, t, c_1, \ldots, c_n) \).

A *spatio-temporal relation instance* for relation schema \( r^{(n)} \) is a set of spatio-temporal facts for \( r^{(n+2)} \). A *spatio-temporal database instance* is defined similarly to a database instance; in any spatio-temporal database instance, \( \text{time}^{(1)} \) is mapped to the set containing a \( \text{time}(t) \) fact for all \( t \in \mathbb{N} \), and \( \text{timeSucc}^{(2)} \) to the set containing a \( \text{timeSucc}(x, y) \) fact for all \( y = x + 1, (x, y) \in \mathbb{N} \).

We will use the notation \( \text{fst} \) to mean the spatio-temporal fact obtained from the spatial fact \( f \) by adding a timestamp column with the constant \( t \).

A *spatio-temporal rule* over a spatio-temporal schema \( S^* \) is a rule of one of the following three forms:

\[
\begin{align*}
p(L, \overline{L}, T) & \leftarrow b_1(L, \overline{L}, T), \ldots, b_t(L, \overline{L}, T), \neg c_1(L, \overline{Y_1}, T), \ldots, \neg c_m(L, \overline{Y_m}, T), \text{node}(L), \text{time}(T), \text{ineq}(\varphi). \\
p(D, \overline{D}, S) & \leftarrow b_1(L, \overline{L}, T), \ldots, b_t(L, \overline{L}, T), \neg c_1(L, \overline{Y_1}, T), \ldots, \neg c_m(L, \overline{Y_m}, T), \text{node}(L), \text{time}(T), \\
& \text{timeSucc}(T, S), \text{ineq}(\varphi). \\
p(D, \overline{D}, S) & \leftarrow b_1(L, \overline{L}, T), \ldots, b_t(L, \overline{L}, T), \neg c_1(L, \overline{Y_1}, T), \ldots, \neg c_m(L, \overline{Y_m}, T), \text{node}(L), \text{time}(T), \text{time}(S), \\
& \text{choice}(L, \overline{B}, T), (S), \text{node}(D), \text{ineq}(\varphi).
\end{align*}
\]

The first corresponds to *deductive* rules, the second to *inductive* rules, and the last to *asynchronous* rules (as presented in Sections 3.1 and 3.1). The last two kinds of rules are collectively called *temporal* rules.

In the rules above, \( \overline{E} \) is a tuple containing all the distinct variable symbols in \( \overline{x_1}, \ldots, \overline{x_k}, \overline{y_1}, \ldots, \overline{y_m} \). The variable symbols \( s \) and \( l \) may appear in any of \( \overline{w}, \overline{x_1}, \ldots, \overline{x_k}, \overline{y_1}, \ldots, \overline{y_m} \), whereas \( t \) and \( s \) may not.\(^1\) Head relation name \( p \) may not be \( \text{time}, \text{timeSucc}, \text{or} \text{node} \). Relations \( b_1, \ldots, b_t, c_1, \ldots, c_m \)

\(^1\)Note that in this formalization we rule out temporal entanglement, described in Section 3.1
may not be timeSucc, time, or <.

The use of a single location specifier and timestamp in rule bodies corresponds to considering deductions that can be evaluated at a single node at a single point in time.

The choice construct—due to Saccà and Zaniolo [147]—is used in this context to model the fact that the network may arbitrarily delay, re-order, and batch messages. We further add the causality rewrite [22], which restricts choice in the following way: a message sent by a node \( x \) at local timestamp \( s \) cannot cause another message to arrive in the past of node \( x \) (i.e., at a time before local timestamp \( s \)). Intuitively, the causality constraint rules out models corresponding to impossible executions, in which effects are perceived before their causes. Full details about choice and the causality constraint are described by Ameloot et al [22].

A Dedalus program is a finite set of causally rewritten spatio-temporal rules over some spatio-temporal schema \( S^* \).

Syntactic Sugar

The restrictions on timestamps and location specifiers suggest the natural syntactic sugar that omits boilerplate usage of timestamp attributes and location specifiers, as well as the use of node, time, timeSucc, and choice in rule bodies. Example deductive, inductive, and asynchronous rules are shown below.

\[
\begin{align*}
p(W) &\leftarrow b_1(X_1), \ldots, b_l(X_l), \neg c_1(Y_1), \ldots, \neg c_m(Y_m). \\
p(W)@next &\leftarrow b_1(X_1), \ldots, b_l(X_l), \neg c_1(Y_1), \ldots, \neg c_m(Y_m). \\
p(W)@async &\leftarrow b_1(X_1), \ldots, b_l(X_l), \neg c_1(Y_1), \ldots, \neg c_m(Y_m).
\end{align*}
\]

In any rule, the body location specifier can be accessed by including a variable symbol or constant prefixed with @ as the first argument of any body atom. In asynchronous rules, the head location specifier can be accessed in a similar manner in the head atom, as shown in the following rule.

\[
p(#D,L,W)@async \leftarrow b(#L,D,W), \neg c(#L,L).
\]

The head and body location specifiers are \( D \) and \( L \) respectively. \( D \) may appear in the body, \( L \) may appear in the head, and \( L \) may appear duplicated in the body.

Model-theoretic semantics

To allow us to reason about the meaning of programs without explicitly reasoning about their executions or about details of a given interpreter, we devised a declarative semantics for Dedalus.

These semantics are based on the model-theoretic semantics of Datalog, in which the “meanings” of a program are its minimal models. A model of a Datalog program is an assignment of records to relations (essentially, a database) that satisfies all the program statements. A minimal model is one that is a subset of all other models. A model \( M \) is minimal if and only if there does not exist a model \( M' \) of the program such that \( M' \subset M \). Minimal models allow us to consider only facts that are supported by the program and its inputs. Pure (i.e., negation-free) Datalog programs have a unique minimal model or least model—this model is the program’s “meaning.” Programs with negation may have multiple least models, or no models.
We only consider Dedalus programs whose deductive rules are syntactically stratified.

An input schema $S^I$ for a Dedalus program $P$ with spatio-temporal schema $S^*$ is a subset of $P$'s spatial schema $S^+$. Every input schema contains the node relation; we will not explicitly mention the presence of node when detailing an input schema. A relation in $S^I$ is called an EDB relation. EDB relations may not appear in the heads of rules. All other relations are called IDB.

An EDB instance $E$ is a spatial database instance that maps each EDB relation $r$ to a finite spatial relation instance for $r$. The active domain of an EDB instance $E$ and a program $P$ is the set of constants appearing in $E$ and $P$. Every EDB instance maps the $<$ relation to a total order over its active domain. We can view an EDB instance as a spatio-temporal database instance $K$. For every $r(d,c_1,\ldots,c_n) \in E$, the fact $r(d,t,c_1,\ldots,c_n) \in K$ for all $t \in \mathbb{N}$. Intuitively, EDB facts “exist at all timesteps.”

We refer to a Dedalus program together with an EDB instance as a Dedalus instance. The behavior of a Dedalus program can be viewed as a mapping from EDB instances to spatio-temporal database instances.

The principal difficulty in finding an appropriate model-theoretic semantics for Dedalus that described this mapping is how to represent the nondeterminism of the choice construct. An asynchronous rule chooses an arbitrary receipt timestamp—hence every legal choice corresponds to a different execution. Because the time relation is infinite, there are infinitely many such choices. Hence one natural model-theoretic semantics associates a different model with every possible execution—these are the program’s stable models [77, 22].

Example 6 Take the following Dedalus program with input schema $\{q\}$. Assume the EDB instance is $\{\text{node}(n1), q(n1)\}$.

$$p(#L) @ \text{async} \leftarrow q(#L).$$

Let the power set of $X$ be denoted $\mathcal{P}(X)$. For each $S \in \mathcal{P}([\mathbb{N} \setminus \{0\})$, where $|S| = |\mathbb{N}|$, the following are exactly the stable models: $\{\text{node}(n1)\} \cup \{p(n1,i) | i \in S\} \cup \{q(n1,i) | i \in \mathbb{N}\}$. Since $q$ is part of the input schema, it is true at every time. Every time involves a separate choice of time for $p$, which must be later than time 0. The causality constraint rules out elements of the power set with finite cardinality [22].

Ultimate Models

Stable models highlight uninteresting temporal differences that may not be “eventually” significant. Intuitively, there would be different stable models for different message orderings, even when those orderings were not meaningful because they represented some commutative operation. In order to rule out such behaviors from the output, we will define the concept of an ultimate model to represent a program’s “output.”

An output schema for a Dedalus program $P$ with spatio-temporal schema $S^*$ is a subset of $P$'s spatial schema $S^+$. We denote the output schema as $S^O$.

Let $\Diamond \Box$ map spatio-temporal database instances $T$ to spatial database instances. For every spatio-temporal fact $r(p,t,c_1,\ldots,c_n) \in T$, the spatial fact $r(p,c_1,\ldots,c_n) \in \Diamond \Box T$ if relation $r$ is in
\( S^O \) and \( \forall a \in \mathbb{N} \land t < a \) \( \Rightarrow (r(p, a, c_1, \ldots, c_n) \in T) \). The set of ultimate models of a \textit{Dedalus} instance \( I \) is \( \{ \square (T) | T \text{ is a stable model of } I \} \). Intuitively, an ultimate model contains exactly the facts in relations in the output schema that are eventually always true in a stable model.

Note that an ultimate model is always finite because of the finiteness of the EDB, the safety conditions on rules, the restrictions on the use of \textit{timeSucc} and \textit{time}, and the prohibition on entanglement. A \textit{Dedalus} program only has a finite number of ultimate models for the same reason.

**Example 7** For Example 6 with \( S^O = \{ p \} \), there are two ultimate models: \( \{ \} \) and \( \{ p(n1) \} \). The latter corresponds to an element of the power set \( S \) such that \( \exists x . \forall y . (y > x) \Rightarrow (y \in S) \). The former corresponds to an element \( S \) that does not have this property.

**Discussion**
The notion of ultimate models provides a useful finite characterization of the outcomes of distributed computations, abstracting away the wide variety of behaviors that can arise due to asynchronous communication. A multiplicity of ultimate models implies that a program has a variety of alternative outcomes—in a particular execution, details outside the programmer’s control (namely, the choice of timestamps assigned by asynchronous rules) decide the outcome. Hence the existence of a unique ultimate model for any EDB is a desirable property: such programs are deterministic despite the fundamental nondeterminism arising in their executions due to asynchrony.

Unfortunately, uniqueness of an ultimate model (called confluence) is not decidable in \textit{Dedalus} [127]. Nevertheless, as we will see in Section 3.2, we can devise practical, conservative tests for confluence based on monotonicity tests, which are well-understood in Datalog-like languages.

### 3.2 Consistency and Logical Monotonicity: the CALM Theorem

In this section we present the connection between distributed consistency and logical monotonicity. This discussion informs the language and analysis tools we develop in subsequent sections.

To guard against partial failure, distributed programs typically employ some form of redundancy, such as replicating data and computation across multiple nodes, or replaying source data when failures are detected. A key problem in distributed computing is reasoning about the consistency of redundancy mechanisms in the face of temporal non-determinism: uncertainty about the ordering and timing of message delivery. Different delivery orders may lead to different replica states or non-reproducibility across replays, ultimately defeating the purpose of these mechanisms. To prevent such anomalies, distributed programmers employ coordination mechanisms such as distributed locks and ordered broadcast and commit protocols. These mechanisms—which cause local computation to wait for a remote signal that it is safe to proceed—incur well-known latency, availability and throughput penalties in large-scale systems [35].

Temporal non-determinism may be unavoidable in distributed systems, but distributed consistency issues tend to arise only when execution non-determinism leaks into program outcomes. For
example, a message race leads to a concurrency bug only when the program logic can witness the outcome of the race, such that it is possible to determine the outcome of the race by inspecting the program’s output. The ultimate model semantics of Dedalus (Section 3.1) provided a finite characterization of the outcomes of distributed programs by abstracting away execution details such as concrete timestamps. Each ultimate model of a given program and input represents an equivalence class of execution traces (of which there may be infinitely many) that lead to the same final state. A Dedalus program that witnesses a message race will have at least two ultimate models—one for each race outcome.

A particularly interesting class of Dedalus programs are those that, for any set of inputs, produce a unique ultimate model (UUM). These programs are deterministic (i.e., they represent a function from inputs to final states) despite widespread non-determinism in their executions. One useful consequence is that these “eventually consistent” programs may be replicated without the use of coordination, since replica agreement is guaranteed by the determinism of the program.

Which programs have unique ultimate models? Informally, a sufficient condition is order independence: a program whose outcomes are insensitive to delivery order is surely eventually consistent. Unfortunately, a whole-program analysis for order independence seems elusive. The CALM Theorem [83, 22] provides a more precise and practical answer to this question: monotonic Dedalus programs are guaranteed to produce UUMs, just as monotonic Datalog programs generate a unique minimal model [165].

This insight behind the CALM Theorem generalizes beyond Dedalus. Monotonic programs—e.g., programs expressible via selection, projection and join (even with recursion)—can be implemented by streaming algorithms that incrementally produce output elements as they receive input elements. The final order or contents of the input will never cause any earlier output to be revoked once it has been generated. Non-monotonic programs—e.g., those that contain aggregation or negation operations—seem to require blocking algorithms that do not produce any output until they have received all tuples in logical partitions of an input set. For example, aggregation queries need to receive entire “groups” before producing aggregates, which in general requires receiving the entire input set. As a result, even simple non-monotonic tasks like counting are difficult in distributed systems.

We can use the CALM principle to develop checks for distributed consistency in logic languages, where conservative tests for monotonicity are well understood. A simple syntactic check is often sufficient: if the program does not contain any of the symbols in the language that correspond to non-monotonic operators (e.g., NOT IN or aggregate symbols), then it is monotonic and can be implemented without coordination, regardless of any read-write dataflow dependencies in the code. As students of the logic programming literature will recognize [141, 145, 146], these conservative checks can be refined further to consider semantics of predicates in the language. For example, the expression “MIN(x) < 100” is monotonic despite containing an aggregate, by virtue of the semantics of MIN and <: once a subset S satisfies this test, any superset of S will also satisfy it. Many refinements along these lines exist, increasing the ability of program analyses to verify monotonicity.

In cases where an analysis cannot guarantee monotonicity of a whole program, it can instead provide a conservative assessment of the points in the program where coordination may be re-
quired to ensure consistency. For example, a shallow syntactic analysis can flag all non-monotonic predicates in a program (e.g., \texttt{NOT IN} tests or predicates with aggregate values as input). The loci produced by a non-monotonicity analysis are the program’s \textit{points of order}. A program with non-monotonicity can be made consistent by including coordination logic at its points of order.

Because analyses based on the CALM principle operate with information about program semantics, they can avoid coordination logic in cases where traditional read/write analysis would require it. Perhaps more importantly, as we will see in our discussion of shopping carts (Section 3.3), logic languages and the analysis of points of order can help programmers redesign code to reduce coordination requirements.

### 3.3 Bloom

We have illustrated the benefits of data-centric programming with a disorderly language. Like Overlog, \texttt{Dedalus} made it easy to write succinct, intuitive “executable specifications.” Unlike Overlog, \texttt{Dedalus} provides a precise semantics that captures time-varying state and uncertain communication, allowing us to reason about program correctness without resorting to operational reasoning (e.g., “the program means whatever it is that this interpreter I’ve written does” [165]).

Protocols written in \texttt{Dedalus} often fit on a single page, and can be compared line-by-line with pseudocode specifications. However, what happens when programs grow far beyond what can fit on a page? Rule-based languages offer no structuring or scoping mechanisms: as the complexity of a program increases, it becomes harder to understand how different rules interact.

In this section, we introduce \texttt{Bloom}, a practical language for programming distributed systems. Below the surface, \texttt{Bloom} is almost indistinguishable from \texttt{Dedalus}: it shares the same first-order data model and model-theoretic semantics. \texttt{Bloom} differs from \texttt{Dedalus} in the following ways:

1. \texttt{Bloom} provides tools that exploit the CALM Theorem to provide guarantees that submitted programs are deterministic or, if such a guarantee cannot be made, to identify program locations where coordination may be required to ensure determinism. In this respect \texttt{Bloom} is a complete disorderly programming solution. It not only makes it easy and natural to express order-independent distributed programs, but precisely identifies those programs for which order has been \textit{underspecified}.

2. \texttt{Bloom} provides a module system that supports structuring, hiding and reuse. As we will see, \texttt{Bloom}’s module system overcomes many of the software engineering limitations of rule-based languages such as Datalog, which (despite their brevity) become increasingly difficult to reason about as program size (and hence the possible interactions among rules) grows. \texttt{Bloom} allows programmers to define components with external interfaces that hide the details of internal implementations, and to construct larger components out of smaller ones using mixin composition. \texttt{Bloom} modules may be defined at a variety of granularities, from the scale of reusable protocol design idioms such as those presented in Section 2.2 to that of distributed services in a service-oriented architecture.
3. Bloom provides a programmer-friendly syntax in which rules are expressed as comprehensions over relations. Anecdotally, a great many programmers find Datalog-style rules difficult to read. Much of this difficulty is due to shallow issues with Prolog-style syntax: positional attribute notation and implicit, unification-based joins are burdensome when predicates have high arity. To improve readability of rules, Bloom collections have explicit names provided when relations are defined. The right-hand side of rules are then any collection-valued expression matching the schema of the left-hand side.

**Bud: Bloom Under Development**

Like Overlog and Dedalus, Bloom is designed in the tradition of programming styles that are “disorderly” by nature. State is captured in unordered relations. Computation is expressed in logic: an unordered set of declarative rules, each consisting of an unordered conjunction of predicates. As we discuss below, mechanisms for imposing order are available when needed, but the programmer is provided with tools to evaluate the need for these mechanisms as special-case behaviors, rather than a default model. The result is code that runs naturally on distributed machines with a minimum of coordination overhead.

The prototype version of Bloom we describe here is embodied in an implementation we call Bud (Bloom Under Development). Bud is a domain-specific subset of the popular Ruby scripting language and is evaluated by a stock Ruby interpreter via a Bud Ruby class. Bud uses a Ruby-flavored syntax, but this is not fundamental; we have experimented with analogous Bloom embeddings in other languages including Python, Erlang and Scala, and they look similar in structure.

**Bloom Basics**

Bloom programs are bundles of declarative statements about collections of “facts” or tuples, similar to SQL views or Datalog rules. A statement can only reference data that is local to a node. Bloom statements are defined with respect to atomic “timesteps,” which can be implemented via successive rounds of evaluation. In each timestep, certain “ground facts” exist in collections due to persistence or the arrival of messages from outside agents (e.g., the network or system clock). The statements in a Bloom program specify the derivation of additional facts, which can be declared to exist either in the current timestep, at the very next timestep, or at some non-deterministic time in the future at a remote node.

A Bloom program also specifies the way that facts persist (or do not persist) across consecutive timesteps on a single node. Bloom is a side-effect free language with no “mutable state”: if a fact is defined at a given timestep, its existence at that timestep cannot be refuted by any expression in the language. This technicality is key to avoiding many of the complexities involved in reasoning about earlier “stateful” rule languages.
<table>
<thead>
<tr>
<th>Type</th>
<th>Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>table</td>
<td>A collection whose contents persist across timesteps.</td>
</tr>
<tr>
<td>scratch</td>
<td>A collection whose contents persist for only one timestep.</td>
</tr>
<tr>
<td>channel</td>
<td>A scratch collection with one attribute designated as the location specifier. Tuples “appear” at the network address stored in their location specifier.</td>
</tr>
<tr>
<td>periodic</td>
<td>A scratch collection of key-value pairs (id, timestamp). The definition of a periodic collection is parameterized by a period in seconds; the runtime system arranges (in a best-effort manner) for tuples to “appear” in this collection approximately every period seconds, with a unique id and the current wall-clock time.</td>
</tr>
<tr>
<td>interface</td>
<td>A scratch collection specially designated as an interface point between modules.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Op</th>
<th>Valid lhs types</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;=</td>
<td>table, scratch</td>
<td>lhs includes the content of the rhs in the current timestep.</td>
</tr>
<tr>
<td>&lt;=</td>
<td>table, scratch</td>
<td>lhs will include the content of the rhs in the next timestep.</td>
</tr>
<tr>
<td>-&gt;</td>
<td>table</td>
<td>tuples in the rhs will be absent from the lhs at the start of the next timestep.</td>
</tr>
<tr>
<td>&lt;-&gt;</td>
<td>channel</td>
<td>tuples in the rhs will appear in the (remote) lhs at some non-deterministic future time.</td>
</tr>
</tbody>
</table>

Figure 3.1: Bloom collection types and operators.

**State in Bloom**

Bloom programs manage state using five collection types described in the top of Figure 3.1. A collection is defined with a relational-style schema of named columns, including an optional subset of those columns that forms a primary key. Line 16 in Listing 3.1 defines a collection named send_buf with four columns dst, src, ident, and payload; the primary key is (dst, src, ident). Column values are just Ruby objects, so it is possible to have a column based on any Ruby class the programmer cares to define or import (including nested Bud collections). In Bud, a tuple in a collection is simply a Ruby array containing as many elements as the columns of the collection’s schema. As in other object-relational ADT schemes like Postgres [157], column values can be manipulated using their own (non-destructive) methods. Bloom also provides for nesting and unnesting of collections using standard Ruby constructs like reduce and flat_map. Note that collections in Bloom provide set semantics—collections do not contain duplicates.

In contrast to DEDALUS, in which all tuples are ephemeral and notions such as persistence are programmatic constructs, in Bloom the persistence of a tuple is determined by the type of the collection that contains it. Ephemeral scratch collections are useful for transient data like intermediate results and “macro” definitions that enable code reuse. The contents of a table persist across consecutive timesteps (until that persistence is interrupted via a Bloom statement containing the <-> operator described below). Bloom tables correspond to DEDALUS relations for which there exists a persistence rule, as described in Section 3.1. It is also convenient to think operationally as follows: scratch collections are “emptied” before each timestep begins, tables are “stored” collections (similar to tables in SQL), and the <-> operator represents batch deletion before the beginning of
module DeliveryProtocol
  def state
    interface input, :pipe_in,
      [:dst, :src, :ident] => [:payload]
    interface output, :pipe_sent,
      [:dst, :src, :ident] => [:payload]
  end
end

module ReliableDelivery
  include DeliveryProtocol

  state do
    channel :data_chan, [:dst, :src, :ident] => [:payload]
    channel :ack_chan, [:src, :dst, :ident]
    table :send_buf, [:src, :dst, :ident] => [:payload]
    periodic :timer, 10
  end

  bloom :send_packet do
    send_buf <= pipe_in
    data_chan <~ pipe_in
  end

  bloom :timer_retry do
    data_chan <~ (send_buf * timer).lefts
  end

  bloom :send_ack do
    ack_chan <~ data_chan{|p| [p.src, p.dst, p.ident]}
  end

  bloom :recv_ack do
    temp :got_ack = (ack_chan * send_buf).rights(:ident => :ident)
    pipe_sent <= got_ack
    send_buf <- got_ack
  end
end

Listing 3.1: Reliable unicast messaging in Bloom.

the next timestep.

The facts of the “real world,” including network messages and the passage of wall-clock time, are captured via channel and periodic collections; these are scratch collections whose contents “appear” at non-deterministically-chosen timesteps. Note that failure of nodes or communication is captured here: it can be thought of as the repeated “non-appearance” of a fact at every timestep. Again, it is convenient to think operationally as follows: the facts in a channel are sent to a remote node via an unreliable transport protocol like UDP; the address of the remote node is indicated by a distinguished column in the channel called the location specifier (denoted by the symbol @). The definition of a periodic collection instructs the runtime to “inject” facts at regular wall-clock intervals to “drive” further derivations. Lines 14 and 17 in Listing 3.1 contain examples of channel and periodic definitions, respectively.

The final type of collection is an interface, a scratch collection which specifies a connection
point between Bloom modules. Interfaces are described in Section 3.3.

**Bloom Statements**

Bloom statements are declarative relational expressions that define the contents of derived collections. They can be viewed operationally as specifying the insertion or accumulation of expression results into collections. The syntax is:

```
<collection-variable> <op> <collection-expression>
```

The bottom of Figure 3.1 describes the five operators that can be used to define the contents of the left-hand side (lhs) in terms of the right-hand side (rhs). As in Datalog, the lhs of a statement may be referenced recursively in its rhs, or recursion can be expressed mutually across statements.

In the Bud prototype, both the lhs and rhs are instances of (a descendant of) a Ruby class called BudCollection, which supports methods for manipulating collections inherited from the standard Ruby Enumerable mixin. The rhs of a statement typically invokes BudCollection methods on one or more collection objects to produce a derived collection. The most commonly used method is map, which applies a scalar operation to every tuple in a collection; this can be used to implement relational selection and projection. For example, line 30 of Listing 3.1 projects the data_chan collection to its src, dst, and ident fields. Multiway joins are specified using the join method, which takes a list of input collections and an optional list of join conditions. Line 34 of Listing 3.1 shows a join between ack_chan and send_buf. Syntax sugar for natural joins and outer joins is also provided. BudCollection also defines a group method similar to SQL’s GROUP BY, supporting the standard SQL aggregates; for example, lines 16–18 of Listing 3.9 compute the sum of reqid values for every combination of values for item and session.

Bloom statements are specified within method definitions that are flagged with the bloom keyword (e.g., line 20 of Listing 3.1). The semantics of a Bloom program are defined by the union of its bloom blocks; the order of statements is immaterial. Dividing statements into multiple blocks improves the readability of the program and also allows the use of Ruby’s method overriding and inheritance features: because a Bloom class is just a stylized Ruby class, any of the methods in a Bloom class can be overridden by a subclass. We expand upon this idea next.

**Modules and Interfaces**

Conventional wisdom in certain quarters says that rule-based languages are untenable for large programs that evolve over time, since the interactions among rules become too difficult to understand. Bloom addresses this concern in two different ways. First, unlike many prior rule-based languages, Bloom is purely declarative; this avoids forcing the programmer to reason about the interaction between declarative statements and imperative constructs. Second, Bloom borrows object-oriented features from Ruby to enable programs to be broken into small modules and to allow modules to interact with one another by exposing narrow interfaces. This aids program comprehension, because it reduces the amount of code a programmer needs to read to understand the behavior of a module.
A Bloom module is a bundle of collections and statements. Like modules in Ruby, a Bloom module can “mixin” one or more other modules via the `include` statement; mixing-in a module imports its collections and statements. A common pattern is to specify an abstract interface in one module and then use the mixin feature to specify several concrete realizations in separate modules. To support this idiom, Bloom provides a special type of collection called an `interface`. An input interface defines a relation from which a module accepts stimuli from the outside world (e.g., other Bloom modules). Typically, inserting a fact into an input interface results in a corresponding fact appearing (perhaps after a delay) in one of the module’s output interfaces.

For example, the `DeliveryProtocol` module in Listing 3.1 defines an abstract interface for sending messages to a remote address. Clients use an implementation of this interface by inserting a fact into `pipe_in`; this represents a new message to be delivered. A corresponding fact will eventually appear in the `pipe_sent` output interface; this indicates that the delivery operation has been completed. The `ReliableDelivery` module of Listing 3.1 is one possible implementation of the abstract `DeliveryProtocol` interface—it uses a buffer and acknowledgment messages to delay emitting a `pipe_sent` fact until the corresponding message has been acknowledged by the remote node. Figure 3.2 contains a different implementation of the abstract `DeliveryProtocol`. A client program that is indifferent to the details of message delivery can simply interact with the abstract `DeliveryProtocol`; the particular implementation of this protocol can be chosen independently.

```plaintext
module BestEffortDelivery
  include DeliveryProtocol
  state do
    channel :pipe_chan,
    [:@dst, :src, :ident] => [:payload]
  end
  bloom :snd do
    pipe_chan <~ pipe_in
  end
  bloom :done do
    pipe_sent <= pipe_in
  end
end
```

Figure 3.2: Best-effort unicast messaging in Bloom.

A common requirement is for one module to “override” some of the statements in a module that it mixes in. For example, an `OrderedDelivery` module might want to reuse the functionality provided by `ReliableDelivery` but prevent a message with sequence number \( x \) from being delivered until all messages with sequence numbers \( < x \) have been acknowledged. To support this pattern, Bloom allows an interface defined in another module to be overridden simply by redeclaring it. Internally, both of these redundantly-named interfaces exist in the namespace of the module that declared them, but they only need to be referenced by a fully qualified name if their use is otherwise ambiguous. If an input interface appears in the lhs of a statement in a module that declared the interface, it is rewritten to reference the interface with the same name in a mixed-in class, because
a module cannot insert into its own input interface. The same is the case for output interfaces appearing in the rhs of statements. This feature allows programmers to reuse existing modules and interpose additional logic in a style reminiscent of superclass invocation in object-oriented languages. We provide an example of interface overriding in Section 3.3.

**Bud Implementation**

Bud is intended to be a lightweight rapid prototype of Bloom: a first effort at embodying the Dedalus logic in a syntax familiar to programmers. The initial implementation of Bud, developed in 2010, consisted of less than 2400 lines of Ruby code, developed as a part-time effort over the course of a semester.

A Bud program is just a Ruby class definition. To make it operational, a small amount of imperative Ruby code is needed to create an instance of the class and invoke the Bud run method. This imperative code can then be launched on as many nodes as desired. As an alternative to the run method, the Bud class also provides a tick method that can be used to force evaluation of a single timestep; this is useful for debugging Bloom code with standard Ruby debugging tools or for executing a Bud program that is intended as a “one-shot” query.

Because Bud is pure Ruby, some programmers may choose to embed it as a domain-specific language (DSL) within traditional imperative Ruby code. In fact, nothing prevents a subclass of Bud from having both Bloom code in declare methods and imperative code in traditional Ruby methods. This is a fairly common usage model for many DSLs. A mixture of declarative Bloom methods and imperative Ruby allows the full range of existing Ruby code—including the extensive RubyGems repositories—to be combined with checkable distributed Bloom programs. The analyses we describe in the remaining sections still apply in these cases; the imperative Ruby code interacts with the Bloom logic in the same way as any external agent sending and receiving network messages.

**Case Study: Key-Value Store**

In this section, we present two variants of a key-value store (KVS) implemented using Bloom. We begin with an abstract protocol that any key-value store will satisfy, and then provide both single-node and replicated implementations of this protocol. We then introduce a graphical visualization of the dataflow in a Bloom program and use this visualization to reason about the points of order in our programs: places where additional coordination may be required to guarantee consistent results.

**Abstract Key-Value Store Protocol**

Listing 3.2 specifies a protocol for interacting with an abstract key-value store. The protocol comprises two input interfaces (representing attempts to insert and fetch items from the store) and a single output interface (which represents the outcome of a fetch operation). To use an implementation of this protocol, a Bloom program can store key-value pairs by inserting facts into kvput. To
retrieve the value associated with a key, the client program inserts a fact into kvget and looks for a corresponding response tuple in kvget_response. For both put and get operations, the client must supply a unique request identifier (reqid) to differentiate tuples in the event of multiple concurrent requests.

A module which uses a key-value store but is indifferent to the specifics of the implementation may simply mixin the abstract protocol and postpone committing to a particular implementation until runtime. As we will see shortly, an implementation of the KVSProtocol is a collection of Bloom statements that read tuples from the protocol’s input interfaces and send results to the output interface.

**Single-Node Key-Value Store**

Figure 3.3 contains a single-node implementation of the abstract key-value store protocol. Key-value pairs are stored in a persistent table called kvstate (line 5). When a kvput tuple is received, its key-value pair is stored in kvstate at the next timestep (line 9). If the given key already exists in kvstate, we want to replace the key’s old value. This is done by joining kvput against the current
module ReplicatedKVS
  include BasicKVS
  include MulticastProtocol

  state do
    interface input, :kvput,
      [:client, :key, :reqid] => [:value]
  end

  bloom :replicate do
    temp :mcasts = kvput.notin(members, :client => :peer)
    send_mcast <= mcasts{|m| [m.reqid, [@local_addr, k.key, k.reqid, k.value]}}
  end

  bloom :apply_put do
    kvput <= mcast_done{|m| m.payload}
    kvput <= pipe_chan do |d|
      if d.payload.fetch(1) != @local_addr
        d.payload
      end
    end
  end
end

Listing 3.4: Replicated key-value store implementation.

version of kvstate (line 10). If a matching tuple is found, the old key-value pair is removed from kvstate at the beginning of the next timestep (line 10). Note that we also insert the new key-value pair into kvstate in the next timestep (line 9); hence, an overwriting update is implemented as an atomic deletion and insertion.

**Replicated Key-Value Store**

Next, we extend the basic key-value store implementation to support replication (Listing 3.4). To communicate between replicas, we use a simple multicast library implemented in Bloom, shown in Figure 3.3. To send a multicast, a program inserts a fact into send_mcast; a corresponding fact appears in mcast_done when the multicast is complete. The multicast library also exports the membership of the multicast group in a table called members.

Our replicated key-value store is implemented on top of the single-node key-value store described in the previous section. When a new key is inserted by a client, we multicast the insertion to the other replicas (lines 11–12). We apply an update to our local kvstate table in two cases: (1) if a multicast succeeds at the node that originated it (line 16) (2) whenever a multicast is received by a peer replica (lines 18–22). Note that @local_addr is a Ruby instance variable defined by Bud that contains the network address of the current Bud instance.

In Listing 3.4 ReplicatedKVS “intercepts” kvput events from clients, and only applies them to the underlying BasicKVS module when certain conditions are met. To achieve this, we “override” the declaration of the kvput input interface as discussed in Section 3.3 (lines 6–7). In ReplicatedKVS, references to kvput appearing in the lhs of statements are resolved to the kvput provided
module MulticastProtocol
state do
  table :members, [:peer]
  interface input, :send_mcast, [:ident] => [:payload]
  interface output, :mcast_done, [:ident] => [:payload]
end
end

module SimpleMulticast
  include MulticastProtocol
  include DeliveryProtocol
  bloom :snd_mcast do
    pipe_in <= (send_mcast * members).pairs do |s, m|
      [m.peer, @local_addr, s.ident, s.payload]
    end
  end

  bloom :done_mcast dp
  mcast_done <= pipe_sent{|p| [p.ident, p.payload]}
end

Figure 3.3: A simple unreliable multicast library in Bloom.

class RealizedReplicatedKVS < Bud
  include ReplicatedKVS
  include SimpleMulticast
  include BestEffortDelivery
end

kvs = RealizedReplicatedKVS.new("localhost", 12345)
kvs.run

Listing 3.5: A fully specified key-value store program.

by BasicKVS, while references in the rhs of statements resolve to the local kvput. As described in Section 3.3, this is unambiguous because a module cannot insert into its own input or read from its own output interfaces.

Listing 3.5 combines ReplicatedKVS with a concrete implementation of MulticastProtocol and DeliveryProtocol. The resulting class, a subclass of Bud, may be instantiated and run as shown in lines 7 and 8.

Predicate Dependency Graphs

Now that we have introduced two concrete implementations of the abstract key-value store protocol, we turn to analyzing the properties of these programs. We begin by describing the graphical dataflow representation used by our analysis. In the following section, we discuss the dataflow graphs generated for the two key-value store implementations.

A Bloom program may be viewed as a dataflow graph with external input interfaces as sources, external output interfaces as sinks, collections as internal nodes, and rules as edges. This graph
represents the dependencies between the collections in a program and is generated automatically by the Bud interpreter. Figure 3.4 contains a list of the different symbols and annotations in the graphical visualization; we provide a brief summary below.

Each node in the graph is either a collection or a cluster of collections; tables are shown as rectangles, ephemeral collections (scratch, periodic and channel) are depicted as ovals, and clusters (described below) as octagons. A directed edge from node $A$ to node $B$ indicates that $B$ appears in the lhs of a Bloom statement that references $A$ in the rhs, either directly or through a join expression. An edge is annotated based on the operator symbol in the statement. If the statement uses the $<+$ or $<-$ operators, the edge is marked with “+/-”. This indicates that facts traversing the edge “spend” a timestep to move from the rhs to the lhs. Similarly, if the statement uses the $<\sim$ operator, the edge is a dashed line—this indicates that facts from the rhs appear at the lhs at a non-deterministic future time. If the statement involves a non-monotonic operation (aggregation, negation, or deletion via the $<-$ operator), then the edge is marked with a white circle. To make the visualizations more readable, any strongly connected component marked with both a circle and a +/− edge is collapsed into an octagonal “temporal cluster,” which can be viewed abstractly as a single, non-monotonic node in the dataflow. Any non-monotonic edge in the graph is a **point of**
order, as are all edges incident to a temporal cluster, including their implicit self-edge.

Analysis

Figure 3.5 presents a visual representation of the abstract key-value store protocol. Naturally, the abstract protocol does not specify a connection between the input and output events; this is indicated in the diagram by the red diamond labeled with “??”, denoting an underspecified dataflow. A concrete realization of the key-value store protocol must, at minimum, supply a dataflow that connects an input interface to an output interface.

Figure 3.6 shows the visual analysis of the single-node KVS implementation, which supplies a concrete dataflow for the unspecified component in the previous graph. kvstate and prev are collapsed into a red octagon because they are part of a strongly connected component in the graph with both negative and temporal edges. Any data flowing from kvput to the sink must cross at least one non-monotonic point of order (at ingress to the octagon) and possibly an arbitrary number of them (by traversing the dependency cycle collapsed into the octagon), and any path from kvget to the sink must join state potentially affected by non-monotonicity (because kvstate is used to derive kvget_response).

Reviewing the code in Listing 3.3, we see the source of the non-monotonicity. The contents of kvstate may be defined via a “destructive” update that combines the previous state and the current input from kvput (lines 9–10 of Listing 3.3). Hence the contents of kvstate may depend on the order of arrival of kvput tuples.

Case Study: Shopping Cart

In this section, we develop two different designs for a distributed shopping-cart service in Bloom. In a shopping cart system, clients add and remove items from their shopping cart. To provide fault
tolerance and persistence, the content of the cart is stored by a collection of server replicas. Once a client has finished shopping, they perform a “checkout” request, which returns the final state of their cart.

After presenting the abstract shopping cart protocol and a simple client program, we implement a “destructive,” state-modifying shopping cart service that uses the key-value store introduced in Section 3.3. Second, we illustrate a “disorderly” cart that accumulates updates in a set-wise fashion, summarizing updates at checkout into a final result. These two different designs illustrate our analysis tools and the way they inform design decisions for distributed programming.

Shopping Cart Client

An abstract shopping cart protocol is presented in Listing 3.6. Listing 3.7 contains a simple shopping cart client program: it takes client operations (represented as client_action and client_checkout facts) and sends them to the shopping cart service using the CartProtocol. We omit logic for clients to choose a cart server replica; this can be based on simple policies like round-robin or random selection, or via more explicit load balancing.

“Destructive” Shopping Cart Service

We begin with a shopping cart service built on a key-value store. Each cart is a \((\text{key}, \text{value})\) pair, where \text{key} is a unique session identifier and \text{value} is an object containing the session’s state: in this example, a Ruby hash that holds the items currently in the cart and their counts. Adding or deleting items from the cart result in “destructive” updates: the value associated with the key is
module CartProtocol
state do
  channel :action_msg, [:@server, :client, :session, :reqid] => [:item, :cnt]
  channel :checkout_msg, [:@server, :client, :session, :reqid]
  channel :response_msg,
    [:@client, :server, :session] => [:items]
end
end

module CartClientProtocol
state do
  interface input, :client_action, [:server, :session, :reqid] => [:item, :cnt]
  interface input, :client_checkout, [:server, :session, :reqid]
end
end

Listing 3.6: Abstract shopping cart protocol.

module CartClient
include CartProtocol
include CartClientProtocol

bloom :client do
  action_msg <~ client_action {|a| [a.server, ip_port, a.session, a.reqid, a.item, a.cnt]}
  checkout_msg <~ client_checkout {|a| [a.server, ip_port, a.session, a.reqid]}
  client_response <= response_msg
end
end

Listing 3.7: Shopping cart client implementation.

module DestructiveCart
include CartProtocol
include KVSProtocol

bloom :on_action do
  kvput <= action_msg {|a| [a.reqid, a.session] }
  val = r.value || {}
  [a.client, a.session, a.reqid, val.merge({a.item => a.cnt}) {|k,old,new| old + new}]
end

bloom :on_checkout do
  response_msg <= (kvget_response * checkout_msg).pairs(:reqid => :reqid) do |r,c|
    [c.client, c.server, r.key, r.value.select {|k,v| v > 0}.sort]
  end
end

Listing 3.8: Destructive cart implementation.
module DisorderlyCart
  include CartProtocol

  state do
    table :action_log, [:session, :reqid] => [:item, :cnt]
    scratch :item_sum, [:session, :item] => [:num]
    scratch :session_final, [:session] => [:items, :counts]
  end

  bloom :on_action do
    action_log <= action_msg {|c| [c.session, c.reqid, c.item, c.cnt] }
  end

  bloom :on_checkout do
    temp :checkout_log <= (checkout_msg * action_log).rights(:session => :session)
    item_sum <= checkout_log.group([[:session, :item], sum(:cnt)]) do |s|
      s if s.last > 0
    end
    session_final <= item_sum.group([[:session], accum_pair(:item, :num))
    response_msg <~ (session_final * checkout_msg).pairs(:session => :session) do |c,m|
      [m.client, m.server, m.session, c.items.sort]
    end
  end
end

Listing 3.9: Disorderly cart implementation.

replaced by a new value that reflects the effect of the update. Deletion requests are ignored if the item they refer to does not exist in the cart.

Listing 3.8 shows the Bloom code for this design. The kvget collection is provided by the abstract KVSProtocol described in Section 3.3. Our shopping cart service would work with any concrete realization of the KVSProtocol; we will choose to use the replicated key-value store (Section 3.3) to provide fault-tolerance.

When client actions arrive from the CartClient, the cart service checks to see if there is a record in the key-value store associated with the client’s session by inserting a record into the kvput interface (Line 6). It then performs an outer join between the client action record and the response record from the KVS (Line 7). If no record is found (i.e., this is the first operation for a new session), then the service initializes val to an empty Ruby hash; otherwise, it assigns the existing session state (a hash mapping items to counts) to val (Line 8). Finally, it inserts a new record (implicitly replacing the old one according to the semantics of the KVS) containing, for each item, a revised sum (Line 9).

“Disorderly” Shopping Cart Service

Listing 3.9 shows an alternative shopping cart implementation, in which updates are monotonically accumulated in a set, and summed up only at checkout. Line 11 insert client updates into the persistent table action_log. When a checkout message arrives, Line 15 looks up the appropriate records in action_log for that session. Lines 16-18 compute, for each item, the total number of occurrences in the cart by summing its additions and deletions (if the final total is negative, it is
class ReplicatedDisorderlyCart < Bud
  include DisorderlyCart
  include SimpleMulticast
  include BestEffortDelivery

  bloom :replicate do
    send_mcast <= action_msg do |a|
      [a.reqid, [a.session, a.item, a.action, a.reqid]]
    end
    cart_action <= pipe_chan{|c| c.payload }
  end
end

Figure 3.7: The complete disorderly cart program.

Figure 3.8: Visualization of the destructive cart program.

discarded). Finally, it assembles a new list of item, num pairs for each session (Line 19) and sends these to the client in a response_msg (Lines 20-22).

Analysis

Figure 3.8 presents the analysis of the “destructive” shopping cart variant. Note that because all dependencies are analyzed, collections defined in mixins but not referenced in the code sample (e.g., pipe_chan, member) also appear in the graph. Although there is no syntactic non-monotonicity in Listing 3.8, the underlying key-value store uses the non-monotonic <- operator to model updateable state. Thus, while the details of the implementation are encapsulated by the key-value store’s abstract interface, its points of order resurface in the full-program analysis. Figure 3.8 indicates that there are points of order between action_msg, member, and the temporal cluster. This figure
also tells the (sad!) story of how we could ensure consistency of the destructive cart implementation: introduce coordination between client and server—and between the chosen server and all its replicas—for every client action or kvput update. The programmer can achieve this coordination by supplying a “reliable” implementation of multicast that awaits acknowledgments from all replicas before reporting completion: this fine-grained coordination is akin to “eager replication” [75]. Unfortunately, it would incur the latency of a round of messages per server per client update, decrease throughput, and reduce availability in the face of replica failures.

Because we only care about the set of elements contained in the value array and not its order, we might be tempted to argue that the shopping cart application is eventually consistent when asynchronously updated and forego the coordination logic. Unfortunately, such informal reasoning can hide serious bugs. For example, consider what would happen if a delete action for an item arrived at some replica before any addition of that item: the delete would be ignored, leading to inconsistencies between replicas.

A happier story emerges from our analysis of the disorderly cart service. Figure 3.9 shows a visualization of the core logic of the disorderly cart module presented in Listing 3.9. This program is not complete: its inputs and outputs are channels rather than interfaces, so the dataflow from source to sink is not completed. To complete this program, we must mixin code that connects input and output interfaces to action_msg, checkout_msg, and response_msg, as the CartClient does (Listing 3.7). Note that the disorderly cart has points of order on all paths but there are no cycles.

Figure 3.10 shows the analysis for a complete implementation that mixes in both the client code and logic to replicate the cart_action table via best-effort multicast (see Listing 3.7 for the corresponding source code). Note that communication (via action_msg) between client and server—and among server replicas—crosses no points of order, so all the communication related to shopping actions converges to the same final state without coordination. However, there are
Figure 3.10: Visualization of the complete disorderly cart program.

points of order upon the appearance of checkout_msg messages, which must be joined with an action_cnt aggregate over the set of updates. Additionally, using the accum aggregate adds a point of order to the end of the dataflow, between status and response_msg. Although the accumulation of shopping actions is monotonic, summarization of the cart state requires us to ensure that there will be no further cart actions.

Comparing Figure 3.8 and Figure 3.10, we can see that the disorderly cart requires less coordination than the destructive cart: to ensure that the response to the client is deterministic and consistently replicated, we need to coordinate once per session (at checkout), rather than once per shopping action. This is analogous to the desired behavior in practice [82].

Discussion

Not all programs can be expressed using only monotonic logic, so adding some amount of coordination is often required to ensure consistency. In this running example we studied two candidate implementations of a simple distributed application with the aid of our program analysis. Both programs have points of order, but the analysis tool helped us reason about their relative coordination costs. Deciding that the disorderly approach is “better” required us to apply domain knowledge: checkout is a coarser-grained coordination point than cart actions and their replication. In Section 4.5, we will show how richer static analysis can convert the destructive cart (which is arguably
easier to write and understand) into an implementation with coordination requirements equivalent to those of the disorderly cart.

By providing the programmer with a set of abstractions that are predominantly order-independent, Bloom encourages a style of programming that minimizes coordination requirements. But as we see in the destructive cart program, it is nonetheless possible to use Bloom to write code in an imperative, order-sensitive style. Our analysis tools provide assistance in this regard. Given a particular implementation with points of order, Bloom’s dataflow analysis can help a developer iteratively refine their program—either to “push back” the points to as late as possible in the dataflow, as we did in this example, or to “localize” points of order by moving them to locations in the program’s dataflow where the coordination can be implemented on individual nodes without communication.

3.4 Related Work

Dedalus

Deductive Databases and Updateable State

Many deductive database systems, including LDL [45] and Glue-Nail [58], admit procedural semantics to deal with updates using an assignment primitive. In contrast, languages proposed by Cleary and Liu [49, 114, 122] retain a purely logical interpretation by admitting temporal extensions into their syntax and interpreting assignment or update as a composite operation across timesteps [114] rather than as a primitive. We follow the approach of Datalog/UT [114] in that we use explicit time suffixes to enforce a stratification condition, but differ in several significant ways. First, we model persistence explicitly in our language, so that like updates, it is specified as a composite operation across timesteps. Partly as a result of this, we are able to enforce stricter constraints on the allowable time suffixes in rules: a program may only specify what deductions are visible in the current timestep, the immediate next timestep, and some future timestep, as opposed to the free use of intervals allowed in rules in Liu et al.

Our temporal approach to representing state change most closely resembles the Statelog language [68]. By contrast, our motivation is the logical specification and implementation of distributed systems, and our principal contribution is the use of time to model both local state change and communication over unreliable networks.

Lamport’s TLA+ [105] is a language for specifying concurrent systems in terms of constraints over valuations of state and temporal logic that describes admissible transitions. While Dedalus may be used as a specification language for the purposes of verification, as we will see in Chapter 5, it differs from TLA+ in several key ways. While TLA+ is a full-blown temporal logic, Dedalus—which provides only the small temporal vocabulary of next and async—is an executable programming language. Dedalus’s unified treatment of temporal and other attributes of facts; this enables the full literature of Datalog to be applied to both temporal and instantaneous properties of programs.
Distributed Systems

Significant recent work ([14, 32, 46, 119], etc.) has focused on applying deductive database languages to the problem of specifying and implementing network protocols and distributed systems. Loo et al. [119] proved that classes of programs with certain monotonicity properties (i.e., programs without negation or fact deletion) are equivalent (specifically, eventually consistent) when evaluated globally (via a single fixpoint computation) or in a distributed setting in which the chain of fixpoints interpretation is applied at each participating node, and no messages are lost. Navarro et al. [137] proposed an alternate syntax that addressed key ambiguities in Overlog, including the event creation vs. effect ambiguity. Their solution solves the problem by introducing procedural semantics to the interpretation of the augmentog programs. A similar analysis was offered by Mao [126].

Bloom

Systems with loose consistency requirements have been explored in depth by both the systems and database management communities (e.g., [66, 71, 75, 160]); we do not attempt to provide an exhaustive survey here. The shopping cart case study in Section 3.3 was motivated by the Amazon Dynamo paper [81], as well as the related discussion by Helland and Campbell [82].

The Bloom language is inspired by earlier work that attempts to integrate databases and programming languages. This includes early research such as Gem [176] and more recent object-relational mapping layers such as Ruby on Rails. Unlike these efforts, Bloom is targeted at the development of both distributed infrastructure and distributed applications, so it does not make any assumptions about the presence of a database system “underneath”. Given our prototype implementation in Ruby, it is tempting to integrate Bud with Rails; we have left this for future work.

There is a long history of attempts to design programming languages more suitable to parallel and distributed systems; for example, Argus [113] and Linda [67]. Again, we do not hope to survey that literature here. More pragmatically, Erlang is an oft-cited choice for distributed programming in recent years. Erlang’s features and design style encourage the use of asynchronous lightweight “actors.” As mentioned previously, we did a simple Bloom prototype DSL in Erlang (which we cannot help but call “Bloomerlang”), and there is a natural correspondence between Bloom-style distributed rules and Erlang actors. However there is no requirement for Erlang programs to be written in the disorderly style of Bloom. It is not obvious that typical Erlang programs are significantly more amenable to a useful points-of-order analysis than programs written in any other functional language. For example, ordered lists are basic constructs in functional languages, and without program annotation or deeper analysis than we need to do in Bloom, any code that modifies lists would need be marked as a point of order, much like our destructive shopping cart. We believe that Bloom’s “disorderly by default” style encourages order-independent programming, and we know that its roots in database theory helped produce a simple but useful program analysis technique. While we would be happy to see the analysis “ported” to other distributed programming environments, it may be that design patterns using Bloom-esque disorderly programming are the natural way to achieve this.
Our work on Bloom bears a resemblance to the Reactor language [61]. Both languages target distributed programming and are grounded in Datalog. Like many other rule languages including our earlier work on Overlog, Reactor updates mutable state in an operational step “outside Datalog” after each fixpoint computation. By contrast, Bloom is purely declarative: following Dedalus, it models updates as the logical derivation of immutable “versions” of collections over time. While Bloom uses a syntax inspired by object-oriented languages, Reactor takes a more explicitly agent-oriented approach. Reactor also includes synchronous coupling between agents as a primitive; we have opted to only include asynchronous communication as a language primitive and to provide synchronous coordination between nodes as a library.

Another recent language related to our work is Coherence [59], which also embraces “disorderly” programming. Unlike Bloom, Coherence is not targeted at distributed computing and is not based on logic programming.

3.5 Discussion

Dedalus is a disorderly language; like Overlog, it encourages a systems-as-queries programming style in which high-level rules describe the required relationships among data elements without specifying order of computation or data. This makes it easy to express programs that are insensitive to delivery and scheduling order—a valuable property in distributed environments, in which controlling these orders can incur prohibitive costs. Dedalus overcomes the expressivity issues of query languages like Overlog by allowing programmers to also express temporal constraints using inductive and asynchronous rules. Inductive rules make it possible to declaratively express change over time, and hence capture key patterns such as mutable state. Asynchronous rules capture the fundamental uncertainty of distributed systems, in which the effects of deductions can be lost or arbitrarily delayed. The principal contribution of Dedalus is the reification of logical time, not just into the syntax of the language but into its model-theoretic semantics, enabling a variety of program analyses that can guarantee program correctness despite widespread nondeterminism in executions.

Bloom showed that the clean semantic core of Dedalus can be exposed in a programmer-friendly language supporting familiar patterns for structuring and reuse. More importantly, it delivers on the promise of domain-specific program analyses for distributed systems by providing tools that check whether submitted programs are deterministic, leveraging the model-theoretic semantics of Dedalus. Monotonicity analysis provides concrete assurances of determinism; when it cannot do so, it provides guidance to assist programmers in repairing programs to ensure consistent outcomes.

Bloom’s monotonicity analysis only scratches the surface of what can be built on this foundation. In the remainder of this thesis, we develop the complementary analysis tools Blazes and LDFI. Blazes, presented in Chapter 4, extends the guidance provided by monotonicity analysis into an automated framework for coordination selection and placement. LDFI (Chapter 5) exploits data lineage to find bugs caused by partial failures or to provide assurances that Dedalus programs are fault-tolerant.
Chapter 4

Blazes

The first principle of successful scalability is to batter the consistency mechanisms down to a minimum.
– James Hamilton, as transcribed in [35].

When your map or guidebook indicates one route, and the blazes show another, follow the blazes.
– Appalachian trail conservancy [2].

In the previous chapter, we saw how the monotonicity analysis enabled by Bloom allows programmers to identify whether their distributed programs are guaranteed to produce deterministic outcomes; when Bloom cannot provide this guarantee, it identifies nonmonotonic program statements as potential causes of non-determinism. It is tempting to ask whether appropriate tooling can take this a step further: if we can identify precisely why programs can exhibit bad behaviors that lead to inconsistent outcomes, can we automatically repair them to prevent those behaviors? Specifically, can we rewrite programs in order to guard potentially order-sensitive operations with order-preserving or order-restoring coordination mechanisms such as ordered delivery mechanisms and barriers?

In this chapter we present Blazes, a cross-language analysis framework that provides developers of distributed programs with judiciously chosen, application-specific coordination code. First, Blazes analyzes applications to identify code that may cause consistency anomalies. Blazes’ analysis is based on a pattern of properties and composition: it begins with key properties of individual software components, including order-sensitivity, statefulness, and replication; it then reasons transitively about compositions of these properties across dataflows that span components. Second, Blazes automatically generates application-aware coordination code to prevent consistency anomalies with a minimum of coordination. The key intuition exploited by Blazes is that even when components are order-sensitive, it is often possible to avoid the cost of global ordering without sacrificing consistency. In many cases, Blazes can ensure consistent outcomes via a more efficient and manageable protocol of asynchronous point-to-point communication between producers and consumers—called sealing—that indicates when partitions of a stream have stopped
changing. These partitions are identified and “chased” through a dataflow via techniques from functional dependency analysis, another surprising application of database theory to distributed consistency.

The BLAZES architecture is depicted in Figure 4.1. BLAZES can be directly applied to existing programming platforms based on distributed stream or dataflow processing, including Twitter Storm [110], Apache S4 [138], and Spark Streaming [174]. Programmers of stream processing engines interact with BLAZES in a “grey box” manner: they provide simple semantic annotations to the black-box components in their dataflows, and BLAZES performs the analysis of all dataflow paths through the program. BLAZES can also take advantage of the richer analyzability of declarative languages like Bloom. Bloom programmers are freed from the need to supply annotations, since Bloom’s language semantics allow BLAZES to infer component properties automatically.

We make the following contributions in this chapter:

• **Consistency Anomalies and Properties.** We present a spectrum of consistency anomalies that arise in distributed dataflows. We identify key properties of both streams and components that affect consistency.

• **Composition of Properties.** We show how to analyze the composition of consistency properties in complex programs via a term-rewriting technique over dataflow paths, which translates local component properties into end-to-end stream properties.

• **Custom Coordination Code.** We distinguish two alternative coordination strategies, ordering and sealing, and show how we can automatically generate application-aware coordination code that uses the cheaper sealing technique in many cases.

We conclude by evaluating the performance benefits offered by using BLAZES as an alternative to generic, order-based coordination mechanisms available in both Storm and Bloom.

**Running Examples**

We consider two running examples: a streaming analytic query implemented using the Storm stream processing system and an ad-tracking network implemented using the Bloom distributed programming language.

**Streaming analytics with Storm:** Figure 4.2 shows the architecture of a Storm topology that computes a windowed word count over the Twitter stream. Each “tweet” is associated with a numbered batch (the unit of replay for replay-based fault-tolerance, which we describe below) and is sent to exactly one Splitter component via random partitioning. The Splitter component divides tweets into their constituent words. These are hash partitioned to the Count component, which tallies the number of occurrences of each word in the current batch. When a batch ends, the Commit component records the batch number and frequency for each word in the batch in a backing store.

For this use case, we are not concerned with the consistency of replicated state, but with ensuring that accurate counts are committed to the store despite the at-least-once delivery semantics.
Storm ensures fault-tolerance via replay: if component instances fail or time out, stream sources re-deliver their inputs. As a result, messages may be delivered more than once. When implementing a Storm topology, the programmer must decide whether to make it transactional: a transactional topology processes tuples in atomic batches, ensuring that certain components (called committers) emit the batches in a total order. The Storm documentation describes how programmers may, by recording the last successfully processed batch identifier at the time of each commit, ensure exactly-once processing in the face of possible replay by incurring the extra overhead of synchronized batch processing [110].

Note that batches are independent; because the streaming query groups outputs by batch id, there is no need to order batches with respect to each other. As we shall see, Blazes can aid a topology designer in avoiding unnecessary ordering constraints, which (as we will see in Section 4.7) can result in a 3× improvement in throughput.

Ad-tracking with Bloom: Figure 4.3 depicts an ad-tracking network, in which a collection of ad servers deliver ads to users (not shown) and send click logs (edges labeled “c”) to a set of
Figure 4.2: Physical architecture of a Storm word count topology

Figure 4.3: Physical architecture of an ad-tracking network

reporting servers. Reporting servers compute a continuous query; analysts make requests ("q") for subsets of the query answer (e.g., by visiting a "dashboard") and receive results via the stream labeled "r". To improve response times for frequently-posed queries, a caching tier is interposed between analysts and reporting servers. An analyst poses a request about a particular ad to a cache server. If the cache contains an answer for the query, it returns the answer directly. Otherwise, it forwards the request to a reporting server; when a response is received, the cache updates its local state and returns a response to the analyst. Asynchronously, it also sends the response to the other caches. The clickstream c is sent to all reporting servers; this improves fault tolerance and reduces query latency, because caches can contact any reporting server. Due to failure, retry and the interleaving of messages from multiple sources, network delivery order is non-deterministic. As we shall see, different continuous queries have different sensitivities to network non-determinism. BLAZES will help determine exactly when coordination is required to ensure that network behavior does not cause inconsistent results, and when possible will choose a coordination mechanism that minimizes latency, throughput and availability penalties.
Figure 4.4: Dataflow representations of the ad-tracking network’s Report and Cache components.

4.1 System Model

The Blazes API is based on a simple “black box” model of component-based distributed services. We use dataflow graphs [92] to represent distributed services: nodes in the graph correspond to service components, which expose input and output interfaces that correspond to service calls or other message events. While we focus our discussion on streaming analytics systems, we can represent both the data- and control-flow of arbitrary distributed systems using this dataflow model. Dataflow makes an attractive model of distributed computation not only because of its generality, but because of its scale-invariance. For example, Figure 4.4 represents the ad-tracking system at two levels of granularity: a dataflow of components and a dataflow of relational operators.

A logical dataflow (e.g., the representation of the ad tracking network depicted in Figure 4.4) captures a software architecture, describing how components interact via API calls. By contrast, a physical dataflow (like the one shown in Figure 4.3) extends a software architecture into a system architecture, mapping software components to the physical resources on which they will execute. We choose to focus our analysis on logical dataflows, which abstract away details like the multiplicity of physical resources but are sufficient—when properly annotated—to characterize the consistency semantics of distributed services.

Components and Streams

A component is a logical unit of computation and storage, processing streams of inputs and producing streams of outputs over time. Components are connected by streams, which are unbounded, unordered [112] collections of messages. A stream associates an output interface of one component with an input interface of another. To reason about the behavior of a component, we consider all the paths that connect its inputs and outputs. For example, the reporting server (Report in
Figure 4.4) has two input streams, and hence defines two possible dataflow paths (from $c$ to $r$ and from $q$ to $r$). We assume that components are deterministic: two instances of a given component that receive the same inputs in the same order produce the same outputs and reach the same state.

A component instance is a binding between a component and a physical resource—with its own clock and (potentially mutable) state—on which the component executes. In the ad system, the reporting server is a single logical component in Figure 4.4, but corresponds to two distinct (replicated) component instances in Figure 4.3. Similarly, we differentiate between logical streams (which characterize the types of the messages that flow between components) and stream instances, which correspond to physical channels between component instances. Individual components may execute on different machines as separate component instances, consuming stream instances with potentially different contents and orderings.

While streams are unbounded, in practice they are often divided into batches [110, 174, 30] to enable replay-based fault-tolerance. Runs are (possibly repeated) executions over finite stream batches.

A stream producer can optionally embed punctuations [164] into the stream. A punctuation guarantees that the producer will generate no more messages within a particular logical partition of the stream. For example, in Figure 4.3, an ad server might indicate that it will henceforth produce no new records for a particular time window or advertising campaign via the $c$ stream. In Section 4.4, we show how punctuations can enable efficient, localized coordination strategies based on sealing.

### 4.2 Dataflow Consistency

In this section, we develop consistency criteria and mechanisms appropriate to distributed, fault-tolerant dataflows. We begin by describing undesirable behaviors that can arise due to the interaction between nondeterministic message orders and fault-tolerance mechanisms. We review common strategies for preventing such anomalies by exploiting semantic properties of components (Section 4.2) or by enforcing constraints on message delivery (Section 4.2). We then generalize delivery mechanisms into two classes: message ordering and partition sealing. To provide intuition, we consider a collection of queries that we could install at the reporting server in the ad tracking example presented in Section 4. We show how slight differences in the queries can lead to different distributed anomalies, and how practical variants of the ordering and sealing strategies can be used to prevent these anomalies.

#### Anomalies

Nondeterministic messaging interacts with fault-tolerance mechanisms in subtle ways. Two standard schemes exist for fault-tolerant dataflows: replication (used in the ad reporting system described in Section 4) and replay (employed by Storm and Spark) [30]. Both mechanisms allow systems to recover from the failure of components or the loss of messages via redundancy of state and computation. Unfortunately, redundancy brings with it a need to consider issues of consis-
Table 4.1: The relationship between potential stream anomalies and remediation strategies based on component properties and delivery mechanisms. For each strategy, we enumerate the stream anomalies that it prevents, and the level of coordination it requires. For example, convergent components prevent replica divergence but not cross-instance nondeterminism, while a dynamic message ordering mechanism prevents all replication anomalies (but requires coordination to establish a global ordering among operations).

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Prevents</th>
<th>Delivery mechanisms</th>
<th>Component Properties</th>
<th>Required Coordination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nondeterministic order</td>
<td>Cross-run nondeterminism</td>
<td>Cross-instance nondeterminism</td>
<td>Replica divergence</td>
</tr>
<tr>
<td>Sequencing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Dynamic ordering</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Confluent</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Convergent</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Hybrid</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Because nondeterministic message orders can lead to disagreement regarding stream contents among replicas or across replays. This disagreement undermines the transparency that fault tolerance mechanisms are meant to achieve, giving rise to stream anomalies that are difficult to debug.

Because it is difficult to control the order in which a component’s inputs appear, the first (and least severe) anomaly is nondeterministic orderings of (otherwise deterministic) output contents. In this paper, we focus on the three remaining classes of anomalies, all of which have direct consequences on the fault-tolerance mechanism:

1. **Cross-run nondeterminism**, in which a component produces different output stream contents in different runs over the same inputs. Systems that exhibit cross-run nondeterminism do not support replay-based fault-tolerance. For obvious reasons, nondeterminism across runs makes such systems difficult to test and debug.

2. **Cross-instance nondeterminism**, in which replicated instances of the same components produce different output contents in the same execution over the same inputs. Cross-instance nondeterminism can lead to inconsistencies across queries.

3. **Replica divergence**, in which the state of multiple replicas becomes permanently inconsistent. Some services may tolerate transient disagreement between streams (e.g., for streams corresponding to the results of read-only queries), but permanent replica divergence is never desirable.
Table 4.1 captures the relationship between these anomalies and the various delivery mechanisms and component properties that can be exploited to prevent them.

**Component properties: confluence and convergence**

Distributed programs that produce the same outcome for all message delivery orders exhibit none of the anomalies listed in Section 4.2, regardless of the choice of fault-tolerance or delivery mechanisms. The CALM Theorem, discussed in Section 3.2, establishes that programs expressed in monotonic logic produce deterministic results despite nondeterminism in delivery orders [18, 83, 23]. Intuitively, monotonic programs compute a continually growing result, never retracting an earlier output given new inputs. Hence replicas running monotonic code always eventually agree, and replaying monotonic code produces the same result in every run.

We call a dataflow component confluent if it produces the same set of outputs for all orderings of its inputs. At any time, the output of a confluent component (and any redundant copies of that component) is a subset of the unique, “final” output. Confluent components never exhibit any of the three dataflow anomalies listed above. Confluence is a property of the behavior of components—monotonicity (a property of program logic) is a sufficient condition for confluence.

Confluence is similar to the notion of replica convergence common in distributed systems. A system is convergent or “eventually consistent” if, when all messages have been delivered, all replicas agree on the set of stored values [166]. Convergent components never exhibit replica divergence. Convergence is a local guarantee about component state; by contrast, confluence provides guarantees about component outputs, which (because they become the inputs to downstream components) compose into global guarantees about dataflows.

Confluence implies convergence but the converse does not hold. Convergent replicated components are guaranteed to eventually reach the same state, but this final state may not be uniquely determined by component inputs. As Figure 4.1 indicates, convergent components allow cross-instance nondeterminism, which can occur when reading “snapshots” of the convergent state while it is still changing. Consider what happens when the read-only outputs of a convergent component (e.g., GETs posed to a key/value store) flow into a replicated stateful component (e.g., a replicated cache). If the caches record different stream contents, the result is replica divergence.
Coordination Strategies: ordering and sealing

Confluent components produce deterministic outputs and convergent replicated state. How can we achieve these properties for components that are not confluent? We assume that components are deterministic, so we can prevent inconsistent outputs within or across program runs simply by removing the nondeterminism from component input orderings. Two extreme approaches include (a) establishing a single total order in which all instances of a given component receive messages (a sequencing strategy) and (b) disallowing components from producing outputs until all of their inputs have arrived (a sealing strategy). The former—which enforces a total order of inputs—resembles state machine replication from the distributed systems literature [148], a technique for implementing consistent replicated services. The latter—which instead controls the order of evaluation at a coarse grain—resembles stratified evaluation of logic programs [165] in the database literature, as well as barrier synchronization mechanisms used in systems like MapReduce [57].

Both strategies lead to “eventually consistent” program outcomes—if we wait long enough, we get a unique output for a given input. Unfortunately, neither leads directly to a practical coordination implementation. We cannot in general preordain a total order over all messages to be respected in all executions. Nor can we wait for streams to stop producing inputs, as streams are unbounded.

Fortunately, both coordination strategies have a dynamic variant that allows systems to make incremental progress over time. To prevent replica divergence, it is sufficient to use a dynamic ordering service (e.g., Paxos) that decides a global order of messages within a particular run. As Figure 4.1 shows, a nondeterministic choice of message ordering can prevent cross-instance nondeterminism but not cross-run nondeterminism since the choice is dependent on arrival orders at the coordination service. Similarly, strategies based on sealing inputs can be applied to infinite streams as long as the streams can be partitioned into finite partitions that exhibit temporal locality, like windows with “slack” [8]. Sealing strategies—applicable when input stream partitioning is compatible with component semantics—can rule out all nondeterminism anomalies. The notion of compatibility is defined precisely in Section 4.4. Informally, a punctuated input stream is compatible with a sealable component when the partitioning of the stream (e.g., the variant of the ad-tracking network in which click logs are partitioned by campaign id) corresponds with the partitioning of the component (e.g., the reporting query CAMPAIGN, which groups by campaign_id). Note that sealing is significantly less constrained than ordering: it enforces an output barrier per partition, but allows asynchrony both in the arrival of a batch’s inputs and in interleaving across batches.

Example Queries

The ad reporting system presented in Section 4 involves a collection of components interacting in a dataflow graph. In this section, we focus on the Report component, which accumulates click logs and continually evaluates a standing query against them. Figure 4.5 presents a variety of simple queries that we might install at the reporting server; perhaps surprisingly, these queries
have substantially different coordination requirements if we demand that they return deterministic answers.

We consider first a threshold query \textit{THRESH}, which computes the unique identifiers of any ads that have at least 1000 impressions. \textit{THRESH} is confluent: we expect it to produce a deterministic result set without need for coordination, since the value of the count monotonically increases in a manner insensitive to message arrival order [52].

By contrast, consider a “poor performers” query: \textit{POOR} returns the IDs of ads that have fewer than one hundred clicks (this might be used to recommend such ads for removal from subsequent campaigns). \textit{POOR} is nonmonotonic: as more clicks are observed, the set of poorly performing ads might shrink—and because it ranges over the entire clickstream, we would have to wait until there were no more log messages to ensure a unique query answer. Allowing \textit{POOR} to emit results “early” based on a nondeterministic event, like a timer or request arrival, is potentially dangerous; multiple reporting server replicas could report different answers in the same execution. To avoid such anomalies, replicas could remain in sync by coordinating to enforce a global message delivery order. Unfortunately, this approach incurs significant latency and availability costs.

In practice, streaming query systems often address the problem of blocking operators via \textit{w}indowing, which constrains blocking queries to operate over bounded inputs [8, 24, 41]. If the poor performers threshold test is \textit{scoped} to apply only to individual windows (e.g., by including the window name in the grouping clause), then ensuring deterministic results is simply a matter of blocking until there are no more log messages \textit{for that window}. Query \textit{WINDOW} returns, for each one hour window, those advertisement identifiers that have fewer than 100 clicks within that window.

The windowing strategy is a special case of the more general technique of \textit{sealing}, which may also be applied to partitions that are not explicitly temporal. For example, it is common practice to associate a collection of ads with a “campaign,” or a grouping of advertisements with a similar theme. Campaigns may have different lengths, and may overlap or contain other campaigns. Nevertheless, given a punctuation indicating the termination of a campaign, the nonmonotonic query \textit{CAMPAIGN} can produce deterministic outputs.

\section{4.3 Annotated Dataflow Graphs}

So far, we have focused on the consistency anomalies that can affect the outputs of individual “black box” components. In this section, we extend our discussion in two ways. First, we propose a \textit{grey box} model in which programmers provide simple annotations about the semantic properties of components. Second, we show how \textsc{Blazes} can use these annotations to automatically derive the consistency properties of entire dataflow graphs.

\subsection{Annotations and Labels}

In this section, we describe a language of \textit{annotations} and \textit{labels} that enriches the “black box” model (Section 4.1) with additional semantic information. Programmers supply annotations about
### Table 4.2: The C.R.O.W. component annotations.

A component path is either Confluent or Order-sensitive, and either changes component state (a Write path) or does not (a Read-only path). Component paths with higher severity annotations can produce more stream anomalies.

<table>
<thead>
<tr>
<th>Severity</th>
<th>Label</th>
<th>Confluent</th>
<th>Stateless</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CR</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>CW</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>OR_{gate}</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>OW_{gate}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4.3: Stream labels, ranked by severity.

NDRead_{gate} and Taint are internal labels, used by the analysis system but never output. Run, Inst and Split correspond to the stream anomalies enumerated in Section 4.2: cross-run non-determinism, cross-instance non-determinism and split brain, respectively.

<table>
<thead>
<tr>
<th>Severity</th>
<th>Label</th>
<th>Nondeterministic order</th>
<th>Cross-run nondeterminism</th>
<th>Cross-instance nondeterminism</th>
<th>Replica divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NDRead_{gate}</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Taint</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Seal_{key}</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Async</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Run</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Inst</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Split</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Component Annotations

Blazes provides a small, intuitive set of annotations that capture component properties relevant to stream consistency. A review of the implementation or analysis of a component’s input/output behavior should be sufficient to choose an appropriate annotation. Figure 4.2 lists the component annotations supported by Blazes. Each annotation applies to a path from an input interface to an output interface; if a component has multiple input or output interfaces, each path can have a different annotation.

The CR annotation indicates that a path through a component is confluent and stateless; that is, it produces deterministic output regardless of its input order, and calls to the input interface do not modify the component’s state. CW denotes a path that is confluent and stateful.

The annotations OR_{gate} and OW_{gate} denote non-confluent paths that are stateless or stateful, re-
spectively. The gate subscript is a set of attribute names that indicates the partitions of the input streams over which the non-confluent component operates. This annotation allows BLAZES to determine whether an input stream containing end-of-partition punctuations can produce deterministic executions without using global coordination. Supplying gate is optional; if the programmer does not know the partitions over which the component path operates, the annotations OR, and OW, indicate that each record belongs to a different partition.

Consider a reporting server component implementing the query WINDOW. When it receives a request referencing a particular advertisement and window, it returns a response if the advertisement has fewer than 1000 clicks within that window. We would label the path from request inputs to outputs as OR_{ad,window}—a stateless non-confluent path operating over partitions with composite key ad,window. Requests do not affect the internal state of the component, but they do return potentially non-deterministic results that depend on the outcomes of races between queries and click records (assuming the inputs are non-deterministically ordered). Note however that if we were to delay the results of queries until we were certain that there would be no new records for a particular advertisement or a particular window,\(^1\) the output would be deterministic. Hence WINDOW is “compatible” with click streams partitioned (and emitting appropriate punctuations) on ad or window—this notion of compatibility will be made precise in Section 4.4.

Stream Annotations

Programmers can also supply optional annotations to describe the semantics of streams. The Seal\_key annotation means that the stream is punctuated on the subset key of the stream’s attributes—that is, the stream contains punctuations on key, and there is at least one punctuation corresponding to every stream record. For example, a stream representing messages between a client and server might have the label Seal\_client,session, to indicate that clients will send messages indicating that sessions are complete. To ensure progress, there must be a punctuation for every session identifier; because punctuations may arrive before all of the messages that it seals, punctuations must contain a manifest of the partition contents.

Programmers can use the Rep annotation to indicate that a stream is replicated. Replicated streams have the following properties:

1. A replicated stream connects a producer component instance (or instances) to more than one consumer component instance.

2. A replicated stream produces the same contents for all stream instances (unlike, for example, a partitioned stream).

The Rep annotation carries semantic information both about expected execution topology and programmer intent, which BLAZES uses to determine when non-deterministic stream contents can lead to replica disagreement. Rep is an optional boolean flag that may be combined with other annotations and labels.

\(^1\)This rules out races by ensuring that the query comes after all relevant click records.
Derived Stream Labels

Given an annotated component with labeled input streams, Blazes derives a label for each of its output streams. Figure 4.3 lists the derived stream labels, each of which corresponds to a class of anomalies that may occur in a given stream instance. As we saw in Figure 4.3, anomalies represent a natural hierarchy in which each class contains those of lower severity.

The label Async corresponds to streams with deterministic contents whose order may differ in different executions or on different stream instances. Async is conservatively applied as the default label; in general, we assume that communication between components is asynchronous.

Streams labeled Run may exhibit cross-run non-determinism, having different contents in different runs. Those labeled Inst may also exhibit cross-instance non-determinism on different replicas within a single run. Finally, streams labeled Split may have split-brain behaviors (persistent replica divergence).

4.4 Coordination Analysis and Synthesis

Blazes uses component and stream annotations to determine if a given dataflow is guaranteed to produce deterministic outcomes; if it cannot make this guarantee, it augments the program with coordination code. In this section, we describe the program analysis and synthesis process.

Analysis

To derive labels for the output streams in a dataflow graph, Blazes starts by enumerating all paths between pairs of sources and sinks. To rule out infinite paths, it reduces each cycle in the graph to a single node with a collapsed label by selecting the label of highest severity among the cycle members. Note that in the ad-tracking network dataflow shown in Figure 4.4, Cache participates in a cycle (the self-edge, corresponding to communication with other cache instances), but Cache and Report form no cycle, because Cache provides no path from r to q.

For each component whose input streams are defined (beginning with the components with unconnected inputs), Blazes first performs an inference step, shown in Figure 4.6, for every path through the component. When inference is complete, each of the output interfaces of the component is associated with a set of derived stream labels. Each output interface will have at least one label for each an input interface from which the output interface is reachable, and may have other labels introduced by the inference rules.

Blazes then performs the second analysis step, the reconciliation procedure (described in Figure 4.7), which may add additional labels. Finally, the labels for each output interface are merged into a single label. This output stream becomes an input stream of the next component in the dataflow, and so on.
Transitivity of seals

When input streams are sealed, the inference and reconciliation procedures test whether the seal keys are compatible with the annotations of the component paths into which they flow.

Sealed streams can enable efficient, localized coordination strategies when the sealed partitions are independent—a property not just of the streams themselves but of the components that process them. To recognize when sealed input streams are compatible with the component paths into which they flow, we need to compare seal keys with the partitions over which non-confluent operations range.

Intuitively, the stream partitioning matches the component partitioning if at least one of the attributes in gate is injectively determined by all of the attributes in key. For example, a company name may functionally determine their stock symbol and the location of their headquarters; when the company name Yahoo! is “sealed” (a promise is given that there will be no more records with that company name) their stock symbol YHOO is implicitly sealed as well, but the city of Sunnyvale is not, since other companies may have their headquarters there. A trivial (and ubiquitous) example of an injective function between input and output attributes is the identity function, which is applied whenever we project an attribute without transformation—we will focus our discussion on this example.

We define the predicate injectivefd(A, B), which holds for attribute sets A and B if A ↦→ B (A functionally determines B) via some injective (distinctness-preserving) function. Such functions preserve the property of sealing: if we have seen all of the A’s, then we have also seen all the f(A) for some injective f.

We may now define the predicate compatible:

compatible(partition, seal) ≡ ∃ attr ⊆ partition . injectivefd(seal, attr)

The compatible predicate will allow the inference and reconciliation procedures to test whether a sealed input stream matches the implicit partitioning of a component path annotated OWgate or ORgate.

For example, given the queries in Figure 4.5, an input stream sealed on campaign is compatible with the query CAMPAIGN. All other queries combine the results from multiple campaigns into their answer, and may produce different outputs given different message and punctuation orderings.

In the remainder of this section we describe the inference and reconciliation procedures in detail.

Inference

At each inference step, we apply the rules in Figure 4.6 to derive additional intermediate stream labels for a component path. An intermediate stream label may be any of the labels in Figure 4.3.

Rules 1 and 2 of Figure 4.6 reflect the consequences of providing non-deterministically ordered inputs to order-sensitive components. Taint indicates that the internal state of the component may become corrupted by unordered inputs. NDReadgate indicates that the output stream may have transient non-deterministic contents. Rule 3 captures the interaction between cross-instance
non-determinism and split brain: transient disagreement among replicated streams can lead to permanent replica divergence if the streams modify component state downstream. Rules 4 tests whether the predicate compatible (defined in the previous section) holds, in order to determine when sealed input streams are compatible with stateful, non-confluent components.

When inference completes, each output interface of the component is associated with a set Labels of stream labels, containing all input stream labels as well as any intermediate labels derived by inference rules.

Reconciliation

Given an output interface associated with a set of labels, BLAZES derives additional labels using the reconciliation procedure shown in Figure 4.7, removing any intermediate labels that were produced by the inference step.

If the inference procedure has already determined that component state is tainted, then the output stream may exhibit split brain (if the component is replicated) and cross-run non-determinism. If NDRead\textsubscript{gate} (for some partition key gate) is among the stream labels, the output interface may have non-deterministic contents given non-deterministic input orders or interleavings with other component inputs, unless all streams with which it can “rendezvous” are sealed on a compatible key. If the component is replicated, non-deterministic outputs can lead to cross-instance non-determinism.

Once the internal labels have been dealt with, BLAZES returns the label in Labels of highest severity.

Notation

When describing trees of inferences and reconciliations used to derive output stream labels, we will use the following notation:
protected\((\text{gate})\) \equiv \forall l \in \text{Labels} (l = \text{NDRead}_{\text{gate}}, \forall \exists \text{key} (l = \text{Seal}_{\text{key}} \wedge \text{compatible}(\text{gate}, \text{key})))

\[
\begin{align*}
\text{Taint} & \in \text{Labels} \\
\text{Rep} \ ? \ \text{Split} : \text{Run} \\
\exists \text{gate}(\text{NDRead}_{\text{gate}} \in \text{Labels} \quad \neg \text{protected}(\text{gate})) \\
\text{Rep} \ ? \ \text{Inst} : \text{Run}
\end{align*}
\]

Figure 4.7: The reconciliation procedure applies the rules above to the set Labels, possibly adding additional labels. “\text{Rep} \ ? \ A : B” means ‘if \text{Rep}, add A to Labels, otherwise add B.’ A set of keys gate is “protected” (with respect to a set Labels of stream labels) if and only if all labels are either read-only or are sealed on compatible keys. After reconciliation, output interfaces are associated with the element in Labels with highest severity.

\[
(R_1) \quad \frac{\text{SL}_1}{\text{CN}_1} \quad \frac{\text{CA}_1}{\text{SL}_2} \quad \frac{(R_2)}{\text{SL}_3} \quad \frac{\text{CA}_2}{\text{SL}_4} \quad \ldots \quad \frac{\text{SL}_5}{\ldots}
\]

Here the \text{SL} are stream labels, the \text{CA} are component annotations, \text{R} is the inference rule applied, and \text{CN} is the component name whose outputs are combined by the reconciliation procedure.\footnote{For ease of exposition, we only consider cases where a component has a single output interface (as do all of our example components).}

\text{SL}_2 and \text{SL}_4 are different labels for the same output interface. If no inference rules apply, we show the preservation of input stream labels by applying a default rule labeled “(p).”

\section*{Coordination Selection}

In this section we describe practical coordination strategies for dataflows that are not confluent or convergent. \textsc{Blazes} will automatically repair such dataflows by constraining how messages are delivered to individual components. When possible, \textsc{Blazes} will recognize the compatibility between sealed streams and component semantics, synthesizing a seal-based strategy that avoids global coordination. Otherwise, it will enforce a total order on message delivery.

\section*{Sealing Strategies}

If the programmer has provided a seal annotation \text{Seal}_{\text{key}} that is compatible with the (non-confluent) component annotation, we may use a synchronization strategy that avoids global coordination. Consider a component representing a reporting server executing the query \text{WINDOW} from Section 4. Its label is \text{OR}_{id,\text{window}}. We know that \text{WINDOW} will produce deterministic output contents.
if we delay its execution until we have accumulated a complete, immutable partition to process (for each value of the *window* attribute). Thus a satisfactory protocol must allow stream producers to communicate when a stream partition is sealed and what it contains, so that consumers can determine when the complete contents of a partition are known.

To determine that the complete partition contents are available, the consumer must a) participate in a protocol with each producer to ensure that the local per-producer partition is complete, and b) perform a unanimous voting protocol to ensure that it has received partition data from each producer. Note that the voting protocol is a local form of coordination, limited to the “stakeholders” contributing to individual partitions. When there is only one producer instance per partition, *Blazes* need not synthesize a voting protocol.

Once the consumer has determined that the contents of a partition are immutable, it may process the partition without any further synchronization.

**Ordering Strategies**

If sealing strategies are not available, *Blazes* achieves convergence for replicated, non-confluent components by using an ordering service to ensure that all replicas process state-modifying events in the same order. Our current prototype uses a totally ordered messaging service based on Zookeeper for Bloom programs; for Storm, we use Storm’s built-in support for “transactional” topologies, which enforces a total order over commits.

4.5 Case studies

In this section, we apply *Blazes* to the examples introduced in Section 4. We describe how programmers can manually annotate dataflow components. We then discuss how *Blazes* identifies the coordination requirements and, where relevant, the appropriate locations in these programs for coordination placement. In the next section we will consider how Blazes chooses safe yet relatively inexpensive coordination protocols. Finally, in Section 4.7 we show concrete performance benefits of the *Blazes* coordination choices as compared to a conservative use of a coordination service like Zookeeper.

We implemented the Storm wordcount dataflow, which consists of three “bolts” (components) and two distinct “spouts” (stream sources, which differ for the coordinated and uncoordinated implementations) in roughly 400 lines of Java. We extracted the dataflow metadata from Storm into *Blazes* via a reusable adapter; we describe below the output that *Blazes* produced and the annotations we added manually.

We implemented the ad reporting system entirely in Bloom, in roughly 125 LOC. The “destructive” Bloom shopping cart is presented in its entirety in Section 3.3. As we discuss in Section 4.6, *Blazes* automatically extracts all the relevant annotations for programs written in Bloom.

For each dataflow, we present excerpts from the *Blazes* configuration file, containing the programmer-supplied annotations.
Storm wordcount

We first consider the Storm distributed wordcount query. Given proper dataflow annotations, Blazes indicates that global ordering of computation on different components is unnecessary to ensure deterministic replay, and hence consistent outcomes.

Component annotations

The word counting topology comprises three components. Component Splitter is responsible for tokenizing each tweet into a list of terms—since it is stateless and insensitive to the order of its inputs, we give it the annotation CR. The Count component counts the number of occurrences of each word in each batch. We annotate it $OW_{word,batch}$—it is order-sensitive AND stateful (accumulating counts over time), but potentially sealable on word or batch (or both). Lastly, Commit writes the final counts to the backing store. Commit is also stateful (the backing store is persistent), but since it is append-only and does not record the order of appends, we annotate it CW.

Splitter:
annotation:
- \{ from: tweets, to: words, label: C \}

Count:
annotation:
- \{ from: words, to: counts, label: OW, subscript: \[word, batch\] \}

Commit:
annotation:\{ from: counts, to: db, label: CW \}

Analysis

Blazes performs the following reduction in the absence of any seal annotation:

\[
\begin{array}{c}
\text{Async CR} \\
\text{Splitter} \\
\text{Async} \\
\text{Async} \\
\text{Count Taint} \\
\text{(p) Run} \\
\text{(2) CW} \\
\text{Run} \\
\text{Commit Run}
\end{array}
\]

Without coordination, non-deterministic input orders may produce non-deterministic output contents. To ensure that replay—Storm’s internal fault-tolerance strategy—is deterministic, Blazes will recommend that the topology be coordinated—the programmer can achieve this by making the topology “transactional” (in Storm terminology), totally ordering the batch commits.

If, on the other hand, the input stream is sealed on batch, Blazes instead produces this reduction:
Because a batch is atomic (its contents may be completely determined once a seal record arrives) and independent (emitting a processed batch never affects any other batches), the topology will produce deterministic contents in its (possibly nondeterministically-ordered) outputs—a requirement for Storm’s replay-based fault-tolerance—under all interleavings.

### Ad-reporting system

Next we describe how we might annotate the various components of the ad-reporting system. As we discuss in Section 4.6, these annotations can be automatically extracted from the Bloom syntax; for exposition, in this section we discuss how a programmer might manually annotate an analogous dataflow written in a language without Bloom’s static-analysis capabilities. As we will see, ensuring deterministic outputs will require different mechanisms for the different queries listed in Figure 4.5.

#### Component annotations

The cache is clearly a stateful component, but since its state is append-only and order-independent we may annotate it CW. Because the data-collection path through the reporting server simply appends clicks and impressions to a log, we annotate this path CW (it modifies state, but that state is nevertheless convergent) also.

All that remains is to annotate the path through the reporting component corresponding to the various continuous queries enumerated in Section 4.2. Report is a replicated component, so we supply the Rep annotation for all instantiations. We annotate the query path corresponding to THRESH CR—it is both read-only (in the context of the reporting module) and confluent. It never emits a record until the ad impressions have reached the given threshold, and since they can never again drop below the threshold, the query answer “ad X has > 1000 impressions” holds forever.

We annotate queries POOR and CAMPAIGN OR_id and OR_id,campaign, respectively. They too are read-only queries, having no effect on reporting server state, but can return different contents in different executions, recording the effect of message races between click and request messages.

We give query WINDOW the annotation OR_id,window. Unlike POOR and CAMPAIGN, WINDOW includes the input stream attribute window in its grouping clause. Its outputs are therefore partitioned by values of window, so BLAZES will be able to employ a coordination-free sealing strategy to force the component to output deterministic results if it can determine that the input stream is sealed on window.
having annotated all of the instantiations of the reporting server component for different queries, we may now consider how Blazes derives output stream labels for the global dataflow. If we supply THRESH, Blazes performs the following reductions, deriving a final label of Async for the output path from cache to sink:

```
Async CW
Async
Report

Async CR
Async
Rep

Async CW
Async
Cache
```

All components are confluent, so the complete dataflow produces deterministic outputs without coordination. If we chose, we could encapsulate the service as a single component with annotation CW.

If we consider query POOR with no input stream annotations, it leads to the following reduction:

```
Async CW
Async
Report

Async OR_campaign
NRead_campaign
Rep

Inst
Cache Taint
Split

Async CW
Async
Cache
```

The poor performers query is not confluent: it produces non-deterministic outputs. Because these outputs mutate a stateful, replicated component (i.e., the cache) that affects system outputs, the output stream is tainted by divergent replica state. Preventing split brain will require a coordination strategy that controls message delivery order to the reporting server.

On the other hand, if the input stream is sealed on campaign, Blazes instead performs this reduction:
Appropriately sealing inputs to non-confluent components can make them behave like confluent components. Implementing this sealing strategy does not require global coordination, but merely some synchronization between stream producers and consumers—we sketch the protocol in Section 4.4.

Similarly, WINDOW (given an input stream sealed on window) reduces to Async.

**Bloom Shopping Cart**

Finally, we revisit the “destructive shopping cart” presented in Section 3.3. We show how with appropriate programmer insight about sealable streams, we can rewrite the destructive cart program in such a way that it achieves the same coarse-grained coordination as its “disorderly” counterpart (presented in Section 3.3). Better still, Blazes synthesizes the required coordination code automatically.

Recall that the initial implementation of a shopping cart in Bloom reused a predefined component (the ReplicatedKVS module shown in Figure 3.3) to store the internal state of the service. Unfortunately, the naive coordination strategy for such a composition—establishing a total order over the calls to \( \text{kvput} \)—requires a round of distributed coordination (consensus, or a call to an ordering service) for every client action. In Section 3.3, we reimplemented the service to require only coarse-grained coordination, by applying a combination of monotonic design patterns (e.g., model the contents of the cart as a set of deletions and a set of insertions) and domain knowledge (e.g., that each “cart” is modified by only one client). For the reward of cheaper synchronization, we paid a a software engineering penalty: we were unable to implement a layered architecture that reused the well-understood replicated key-value store module, and were forced to build the coordination-optimized cart service from scratch.

**Component annotations**

Unsurprisingly, Blazes extracts these annotations from its analysis of DestructiveCart:

```
Cart:
  annotation:
  - { from: action, to: put, label: CR }
  - { from: get_response, to: response, CR }

KVS:
  annotation:
  - { from: kvput, to: kvget_response, label: OW, subscript: [key] }
  - { from: kvget, to: kvget_response, label: OR, subscript: [key] }
```
The Cart component is stateless and confluent: it simply transforms and proxies calls to the underlying key-value store. The `kvput` interface of the KVS is stateful and order-sensitive: every new key value replaces the old one, and this affects the output of calls to `kvget`, which is read-only but order-sensitive (OR).

**Analysis**

In the absence of sealing information, **Blazes** warns us that replicas of the cart can reach a split-brain state:

![Diagram]

Both interfaces, however, are sealable on `key`: if data producers can provide punctuations on `key`, updates can be applied in batch and reads can be postponed until after all of the updates. Analysis of the composed program reveals that `injectivefd(client.action.session, kvput.key)` holds due to the rule on Line 9 in Figure 3.8, in which the values for `kvput.key` are drawn directly from `client.action.session`. The `session` attribute is certainly sealable: the semantics of the cart application dictate that after `checkout`, no new additions or deletions to a client’s shopping cart are allowed.

![Diagram]

**Discussion**

This last example demonstrates how **Blazes** improves upon the analysis capabilities provided by Bloom. Monotonicity analysis (Section 3.3) focused the attention of the programmer on program locations that may require coordination; in Section 3.3 we showed how we could exploit this guidance to rewrite the destructive cart program to reduce its implicit coordination requirements. In exchange for improved performance and availability, we were willing to program in a less declarative mode, reasoning explicitly about the possible program implementations rather than merely the desired outcomes. **Blazes** handles such concerns automatically, allowing programmers to focus their attention on functional requirements. In this respect, **Blazes** plays a role similar to a simple query optimizer; among a space of functionally equivalent implementations, it attempts to choose one that minimizes cost, freeing the programmer from having to navigate this space themselves.
Blazes exploits the insight that when data streams are sealable in a way that is compatible with the
components into which they flow, any program that requires coordination to rule out the anomalies
described in Section 4.2 can be rewritten into a program that achieves the required coordination
using localized, barrier-based synchronization rather than enforcing a global ordering.

4.6 Bloom Integration

To provide input for the “grey box” functionality of Blazes, programmers must convert their in-
tuitions about component behavior and execution topology into the annotations introduced in Sec-
tion 4.3. As we saw in Section 4.5, this process is often quite natural; unfortunately, as we learned
in Section 4.5, it becomes increasingly burdensome as component complexity increases.

Given an appropriately constrained language, the necessary annotations can be extracted au-
tomatically via static analysis. In this section, we describe how we used the Bloom language to
enable a “white box” system, in which unadorned programs can be submitted, analyzed and—if
necessary to ensure consistent outcomes—automatically rewritten.

Bloom components

Bloom programs are bundles of declarative rules describing the contents of logical collections
and how they change over time. To enable encapsulation and reuse, a Bloom program may be
expressed as a collection of modules with input and output interfaces associated with relational
schemas. Hence modules map naturally to dataflow components.

Each module also defines an internal dataflow from input to output interfaces, whose compo-
nents are the individual rules. Blazes analyzes this dataflow graph to automatically derive compo-
nent annotations for Bloom modules.

White box requirements

To select appropriate component labels, Blazes needs to determine whether a component is conflu-
ent and whether it has internal state that evolves over time. To determine when scaling strategies are
applicable, Blazes needs a way to “chase” [124] the injective functional dependencies described
in Section 4.4 transitively across compositions.

As we show, we meet all three requirements by applying standard techniques from database
theory and logic programming to programs written in Bloom.

Confluence and state

As we described in Section 4.2, the CALM theorem establishes that all monotonic programs are
confluent. The Bloom runtime includes analysis capabilities to identify—at the granularity of pro-
gram statements—nonmonotonic operations, which can be conservatively identified with a syn-
tactic test. A component free of such operations is provably order-insensitive. Similarly, Bloom
distinguishes syntactically between transient event streams and stored state. A simple flow analysis automatically determines if a component is stateful: a component is stateful if and only if a persistent table is reachable from an input interface. Together, these analyses are sufficient to determine the CROW annotations (except for the subscripts, which we describe next) for every Bloom statement in a given module.

**Support for sealing**

What remains is to determine the appropriate partition subscripts for non-confluent labels (the *gate* in $OW_{gate}$ and $OR_{gate}$) and to define an efficient procedure for deciding whether $\text{injective}_{fd}$ holds.

Recall that in Section 4.3 we chose a subscript for the SQL-like $\text{WINDOW}$ query by considering its *group by* clause; by definition, grouping sets are independent of each other. Similarly, the columns referenced in the *where* clause of an antijoin identify sealable partitions.\(^3\) Applying this reasoning, $\text{Blazes}$ selects subscripts in the following way:

1. If the Bloom statement is an aggregation (*group by*), the subscript is the set of grouping columns.

2. If the statement is an antijoin (*not in*), the subscript is the set of columns occurring in the theta clause that are bound to the anti-joined relation.

We can track the lineage of an individual attribute (processed by a nonmonotonic operator) by querying Bloom’s system catalog, which details how each rule application transforms (or preserves) attribute values that appear in the module’s input interfaces. To define a sound but incomplete $\text{injective}_{fd}$, we again exploit the common special case that the identity function is injective, as is any series of transitive applications of the identity function. For example, given $S \equiv \pi_a \pi_{ab} \pi_{abc} R$, we have $\text{injective}_{fd}(R.a, S.a)$.

### 4.7 Evaluation

In Section 4.2, we considered the consequences of under-coordinating distributed dataflows. In this section, we measure the costs of over-coordination by comparing the performance of two distinct dataflow systems, each under two coordination regimes: a generic order-based coordination strategy and an application-specific sealing strategy.

We ran our experiments on Amazon EC2. In all cases, we average results over three runs; error bars are shown on the graphs.

\(^3\)Intuitively, we can deterministically evaluate \(\text{select * from R where x not in (select x from S where y = ‘Yahoo!’)}\) for any tuples of $R$ once we have established that a.) there will be no more records in $S$ with $y = ‘Yahoo!’$, or b.) there will never be a corresponding $S.x$.\)
Storm wordcount

To evaluate the potential savings of avoiding unnecessary synchronization, we implemented two versions of the streaming wordcount query described in Section 4. Both process an identical stream of tweets and produce the same outputs. They differ in that the first implementation is a “transactional topology,” in which the Commit components use coordination to ensure that outputs are committed to the backing store in a serial order. The second—which Blazes has ensured will produce deterministic outcomes without any global coordination—is a “nontransactional topology.” We optimized the batch size and cluster configurations of both implementations to maximize throughput.

We used a single dedicated node (as the documentation recommends) for the Storm master (or “nimbus”) and three Zookeeper servers. In each experiment, we allowed the topology to “warm up” and reach steady state by running it for 10 minutes.

Figure 4.8 plots the throughput of the coordinated and uncoordinated implementations of the wordcount dataflow as a function of the cluster size. The overhead of conservatively deploying a transactional topology is considerable. The uncoordinated dataflow has a peak throughput roughly 1.8 times that of its coordinated counterpart in a 5-node deployment. As we scale up the cluster to 20 nodes, the difference in throughput grows to 3X.

Ad reporting

To compare the performance of the sealing and ordering coordination strategies, we conducted a series of experiments using a Bloom implementation of the complete ad tracking network introduced in Section 4. For ad servers, which simply generate click logs and forward them to reporting
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servers, we used 10 micro instances. We created 3 reporting servers using medium instances. Our Zookeeper cluster consisted of 3 small instances. All instances were located in the same AWS availability zone.

Ad servers generate a workload of 1000 log entries per server. Servers batch messages, dispatching 50 click log messages at a time, and sleep periodically. During the workload, we also pose a number of requests to the reporting servers, corresponding to advertisements with entries in the click logs. The reporting servers all implement the continuous query CAMPAIGN.

Although this system—implemented in the Bloom language prototype—does not illustrate the numbers we would expect in a high-performance implementation, we will see that it highlights some important relative patterns across different coordination strategies.

**Baseline: No Coordination**

For the first run, we do not enable the BLAZES preprocessor. Thus click logs and requests flow in an uncoordinated fashion to the reporting servers. The uncoordinated run provides a lower bound for performance of appropriately coordinated implementations. However, it does not have the same semantics. We confirmed by observation that certain queries posed to multiple reporting server replicas returned inconsistent results.

The line labeled “Uncoordinated” in Figures 4.9 and 4.10 shows the log records processed over time for the uncoordinated run, for systems with 5 and 10 ad servers, respectively.

**Ordering Strategy**

In the next run we enabled the BLAZES preprocessor but did not supply any input stream annotations. BLAZES recognized the potential for inconsistent answers across replicas and synthesized a coordination strategy based on ordering. By inserting calls to Zookeeper, all click log entries and requests were delivered in the same order to all replicas. The line labeled “Ordered” in Figures 4.9 and 4.10 plots the records processed over time for this strategy.

The ordering strategy ruled out inconsistent answers from replicas but incurred a significant performance penalty. Scaling up the number of ad servers by a factor of two had little effect on the performance of the uncoordinated implementation, but increased the processing time in the coordinated run by a factor of three.

**Sealing Strategies**

For the last experiments we provided the input annotation Seal\_campaign and embedded punctuations in the ad click stream indicating when there would be no further log records for a particular campaign. Recognizing the compatibility between a stream sealed in this fashion and the aggregate query in CAMPAIGN (a “group-by” on id, campaign), BLAZES synthesized a seal-based coordination strategy that delays answers for a particular campaign until that campaign is fully determined.

Using the seal-based strategy, reporting servers do not need to wait until events are globally ordered before processing them. Instead, events are processed as soon as a reporting server can determine that they belong to a partition that is sealed. After each ad server forwards its final
click record for a given campaign to the replicated reporting servers, it sends a seal message for that campaign, which contains a digest of the set of click messages it generated. The reporting servers use Zookeeper to determine the set of ad servers responsible for each campaign. When a reporting server has received seal messages from all producers for a given campaign, it compares the buffered click records to the seal digest(s); if they match, it emits the partition for processing.

Figures 4.9 and 4.10 compare the performance of seal-based strategies to ordered and uncoordinated runs. We plot two topologies: “Independent seal” corresponds to a partitioning in which each campaign is mastered at exactly one adserver, while in “Seal,” all ad servers produce click records for all campaigns. Note that both runs that used seals closely track the performance of the uncoordinated run; doubling the number of ad servers has little effect on the overall processing time.

Figure 4.11 plots the 10-server run but omits the ordering strategy, to highlight the differences between the two seal-based topologies. As we would expect, “independent seals” result in executions with slightly lower latencies because reporting servers may process partitions as soon as a single seal message appears (since each partition has a single producer). By contrast, the step-like shape of the non-independent seal strategy reflects the fact that reporting servers delay processing input partitions until they have received a seal record from every producer. Partitioning the data across ad servers so as to place advertisement content close to consumers (i.e., partitioning by ad id) caused campaigns to be spread across ad servers. This partitioning conflicted with the coordination strategy, which would have performed better had it associated each campaign with a unique producer. We revisit the notion of “coordination locality” in Section 4.9.
4.8 Related Work

Our approach to automatically coordinating distributed services draws inspiration from the literature on both distributed systems and databases. Ensuring consistent replica state by establishing a total order of message delivery is the technique adopted by state machine replication [148]; each component implements a deterministic state machine, and a global coordination service such as atomic broadcast or Multipaxos decides the message order.

In the context of Dedalus, Marczak et al. draw a connection between stratified evaluation of conventional logic programming languages and distributed protocols to ensure consistency [127]. They describe a program rewrite that ensures deterministic executions by preventing any node from performing a nonmonotonic operation until that operation’s inputs are “determined.” Agents pro-
cessing or contributing to a distributed relation carry out a voting-based protocol to agree when the contents of the relation are completely determined. This rewrite—essentially a restricted version of the sealing construct defined in this chapter—treats entire input collections as sealable partitions, and hence is not defined for unbounded input relations.

Commutativity of concurrent operations is a subject of interest for parallel as well as distributed programming languages. Commutativity analysis [144] uses symbolic analysis to test whether different method-invocation orders always lead to the same result; when they do, lock-free parallel executions are possible. \( \lambda_{\text{par}} [102] \) is a parallel functional language in which program state is constrained to grow according to a partial order and queries are restricted, enabling the creation of programs that are “deterministic by construction.” CRDTs [153] are convergent replicated data structures; any CRDT could be treated as a dataflow component annotated as \( CW \).

Like reactive distributed systems, streaming databases [8, 24, 41] must operate over unbounded inputs—we have borrowed much of our stream formalism from this tradition. The CQL language distinguishes between monotonic and nonmonotonic operations; the former support efficient strategies for converting between streams and relations due to their pipelineability. The Aurora system also distinguishes between “order-agnostic” and “order-sensitive” relational operators.

Similarly to our work, the Gemini system [111] attempts to efficiently and correctly evaluate a workload with heterogeneous consistency requirements, taking advantage of cheaper strategies for operations that require only weak orderings. They define a novel consistency model called RedBlue consistency, which guarantees convergence of replica state without enforcing determinism of queries or updates. By contrast, \textsc{Blazes} makes guarantees about composed services, which requires reasoning about the properties of streams as well as component state.

### 4.9 Discussion

\textsc{Blazes} allows programmers to avoid the burden of deciding \textit{when} and \textit{how} to use the (precious) resource of distributed coordination. With this difficulty out of the way, the programmer may focus their insight on other difficult problems, such as \textit{placement}—both the physical placement of data and the logical placement of components.

Rules of thumb regarding data placement strategies typically involve predicting patterns of access that exhibit spatial and temporal locality; data items that are accessed together should be near one another, and data items accessed frequently should be cached. Our discussion of \textsc{Blazes}, particularly the evaluation of different seal-based strategies in Section 4.7, hints that access patterns are only part of the picture: because the dominant cost in large-scale systems is distributed coordination, we must also consider \textit{coordination locality}—a measure inversely proportional to the number of nodes that must communicate to deterministically process a segment of data. If coordination locality is in conflict with spatial locality (e.g., the non-independent partitioning strategy that clusters ads likely to be served together at the cost of distributing campaigns across multiple nodes), problems emerge.

Given a dataflow of components, \textsc{Blazes} determines the need for (and appropriately applies) coordination. But was it the right dataflow? We might wish to ask whether a different logical
dataflow that produces the same output supports cheaper coordination strategies. Some design patterns emerge from our discussion. The first is that, when possible, replication should be placed *upstream* of confluent components. Since they are tolerant of all import orders, weak and inexpensive replication strategies (like gossip) are sufficient to ensure confluent outputs. Similarly, caches should be placed *downstream* of confluent components. Since such components never retract outputs, simple, append-only caching logic may be used. More challenging and compelling is the possibility of again pushing these design principles into a compiler and automatically rewriting dataflows.

---
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Chapter 5

Lineage-driven Fault Injection

What a faint-heart! We must work outward from the middle of the maze. We will start with something simple.
– Thomasina, in Arcadia [158].

Throughout this thesis, we discussed a variety of mechanisms that provide fault-tolerance via redundancy, including the reliable delivery protocols presented in Figure 3.1, the replay strategy used by Storm (Section 4), and the replication strategies used by the Bloom KVS (Section 3.3) and the ad reporting network (Section 4). Until now, we assumed that all of these mechanisms provided adequate fault-tolerance, and focused on the consistency concerns that naturally arise in the presence of redundant state and computation. Chapters 3 and 4 describe languages, techniques and tools that help ensure that uncertainty in the ordering and timing of message delivery do not lead to disagreement among replicas, across replays, and so on.

Assuming that in the fullness of time all partitions heal and all messages are delivered made it easier for us to focus narrowly on assurances about data consistency, using tools such as Bloom’s consistency analysis and Blazes. How can we achieve similar assurances that our fault-tolerance mechanisms are implemented correctly and provide the guarantees that we expect from them? In this chapter, we develop Lineage-driven fault injection, an analysis methodology that both quickly identifies fault-tolerance bugs in distributed programs and, when possible, provides strong assurances that no such bugs exist. It does so by using data lineage, obtained during program executions, to reason about redundancy of support for correct outcomes.

5.1 Fault-tolerant distributed systems

Fault tolerance is a critical feature of modern data management systems, which are often distributed to accommodate massive data sizes [163, 43, 81, 7, 29, 53, 115]. Fault-tolerant protocols such as atomic commit [72, 155], leader election [65], process pairs [74] and data replication [11, 156, 162] are experiencing a renaissance in the context of these modern architectures.

With so many mechanisms from which to choose, it is tempting to take a bottom-up approach to distributed system design, enriching new system architectures with well-understood fault toler-
ance mechanisms and henceforth assuming that failures will not affect system outcomes. Unfortunately, fault-tolerance is a global property of entire systems, and guarantees about the behavior of individual components do not necessarily hold under composition. It is difficult to design and reason about the fault-tolerance of individual components, and often equally difficult to assemble a fault-tolerant system even when given fault-tolerant components, as witnessed by recent data management system failures [36, 125] and bugs [79, 97].

Top-down testing approaches—which perturb and observe the behavior of complex systems—are an attractive alternative to verification of individual components. Fault injection [129, 6, 55, 79, 93] is the dominant top-down approach in the software engineering and dependability communities. With minimal programmer investment, fault injection can quickly identify shallow bugs caused by a small number of independent faults. Unfortunately, fault injection is poorly suited to discovering rare counterexamples involving complex combinations of multiple instances and types of faults (e.g., a network partition followed by a crash failure). Approaches such as Chaos Monkey [6] explore faults randomly, and hence are unlikely to find rare error conditions caused by complex combinations of failures. Worse still, fault injection techniques—regardless of their search strategy—cannot effectively guarantee coverage of the space of possible failure scenarios. Frameworks such as FATE [79] use a combination of brute-force search and heuristics to guide the enumeration of faults; such heuristic search strategies can be effective at uncovering rare failure scenarios, but, like random search, they do little to cover the space of possible executions.

An ideal top-down solution for ensuring that distributed data management systems operate correctly under fault would enrich the fault injection methodology with the best features of formal component verification. In addition to identifying bugs, a principled fault injector should provide assurances. The analysis should be sound: any generated counterexamples should correspond to meaningful fault tolerance bugs. When possible, it should also be complete: when analysis completes without finding counterexamples for a particular input and execution bound, it should guarantee that no bugs exist for that configuration, even if the space of possible executions is enormous.

To achieve these goals, we propose a novel top-down strategy for discovering bugs in distributed data management systems: lineage-driven fault injection (LDFI). LDFI is inspired by the notion of data lineage [37, 54, 134, 94, 177, 78], which allows it to directly connect system outcomes to the data and messages that led to them. LDFI uses data lineage to reason backwards (from effects to causes) about whether a given correct outcome could have failed to occur due to some combination of faults. Rather than generating faults at random (or using application-specific heuristics), a lineage-driven fault injector chooses only those failures that could have affected a known good outcome, exercising fault-tolerance code at increasing levels of complexity. Injecting faults in this targeted way allows LDFI to provide completeness guarantees like those achievable with formal methods such as model checking [171, 135, 85, 105], which have typically been used to verify small protocols in a bottom-up fashion. When bugs are encountered, LDFI’s top-down approach provides—in addition to a counterexample trace—fine-grained data lineage visualizations to help programmers understand the root cause of the bad outcome and consider possible remediation strategies.

We present Molly, an implementation of LDFI. Like fault injection, Molly finds bugs in large-
scale, complex distributed systems quickly, in many cases using an order of magnitude fewer executions than a random fault injector. Like formal methods, Molly finds all of the bugs that could be triggered by failures: when a Molly execution completes without counterexamples it certifies that no fault-tolerance bugs exist for a given configuration. Molly integrates naturally with root-cause debugging by converting counterexamples into data lineage visualizations. We use Molly to study a collection of fault-tolerant protocols from the database and distributed systems literature, including reliable broadcast and commit protocols, as well as models of modern systems such as the Kafka reliable message queue. In our experiments, Molly quickly identifies 7 critical bugs in 14 fault-tolerant systems; for the remaining 7 systems, it provides a guarantee that no invariant violations exist up to a bounded execution depth, an assurance that state-of-the-art fault injectors cannot provide.

**Example: Kafka replication**

To ground and motivate our work, we consider a recently-discovered bug in the replication protocol of the Kafka [7] distributed message queue. In Kafka 0.80 (Beta), a Zookeeper service [87]—a strongly consistent metadata store—maintains and publishes a list of up-to-date replicas (the “in-sync-replicas” list or ISR), one of which is chosen as the leader, to all clients and replicas. Clients forward write requests to the leader, which forwards them to all replicas in the ISR; when the leader has received acknowledgments from all replicas, it acknowledges the client.

If replication is implemented correctly (and assuming no Byzantine failures) a system with three replicas should be able to survive one (permanent) crash failure while ensuring a “stable write” invariant: acknowledged writes will be stably stored on a non-failed replica. Kingsbury [97] demonstrates a vulnerability in the replication logic by witnessing an execution in which this invariant is violated despite the fact that only one server crashes.

In brief, the execution proceeds as follows: two nodes $b$ and $c$ from a replica set \{a, b, c\} are partitioned away from the leader $a$ and the Zookeeper service; as a result, they are removed from the ISR. Node $a$ is now the leader and sole member of the quorum. It accepts a write, acknowledges the client without any dissemination, and then crashes. The acknowledged write is lost.

The durability bug—which seems quite obvious in this post-hoc analysis—illustrates how difficult it can be to reason about the complex interactions that arise via composition of systems and multiple failures. Both Zookeeper and primary/backup replication are individually correct software components, but multiple kinds and instances of failures (message loss failure followed by node failure) result in incorrect behavior in the composition of the components. The problem is not so much a protocol bug (the client receives an acknowledgment only when the write is durably stored on all replicas) as it is a dynamic misconfiguration of the replication protocol, caused by a (locally correct) view change propagated by the Zookeeper service. Kingsbury used his experience and intuition to predict and ultimately witness the bug. But is it possible to encode that kind of intuition into a general-purpose tool that can identify a wide variety of bugs in fault-tolerant programs and systems?
**MOLLY, a lineage-driven fault injector**

Given a description of the Kafka replication protocol, we might ask a question about forward executions: starting from an initial state, could some execution falsify the invariant? This question gives us very little direction about how to search for a counterexample. Instead, LDFI works backwards from results, asking why a given write is stable in a particular execution trace. For example, a write initiated by (and acknowledged at) the client is stable because (among other reasons) the write was forwarded to a (correct) node b, which now stores the write in its log. It was forwarded to b by the leader node a, because b was in a’s ISR. b was in the ISR because the Zookeeper service considered b to be up and forwarded the updated view membership to a. Zookeeper believed b to be up because a received timely acknowledgment messages from b. Most of the preceding events happened due to deterministic steps in the protocol. However, certain events (namely communication) were uncertain; in a different execution, they might not have succeeded. These are precisely the events we should explore to find the execution of interest: due to a temporary partition that prevents timely acknowledgments from b and c, they are removed from the ISR, and the rest is history.

LDFI takes the sequence of computational steps that led to a good outcome (the outcome’s *lineage*) and reasons about whether some combination of failures could have prevented all “support” for the outcome. If it finds such a combination, it has discovered a schedule of interest for fault injection: based on the known outcome lineage, under this combination of faults the program might fail to produce the outcome. However, in most fault-tolerant programs multiple independent computations produce the important outcomes; in an alternate execution with failures, a different computation might produce the good outcome in another way. As a result, LDFI alternates between identifying potential counterexamples using lineage and performing concrete executions to confirm whether they correspond to true counterexamples.

Figure 5.1 outlines the architecture of MOLLY, an implementation of LDFI. Given a distributed program and representative inputs, MOLLY performs a forward step, obtaining an outcome by performing a failure-free concrete evaluation of the program. The hazard analysis component then performs a backward step, extracting the lineage of the outcome and converting it into a CNF formula that is passed to a SAT solver. The SAT solutions—failures that could falsify all derivations of the good outcome—are transformed into program inputs for the next forward step. MOLLY continues to execute the program over these failure inputs until it either witnesses an invariant violation (producing a counterexample) or exhausts the potential counterexamples (hence guaranteeing that none exist for the given input and failure model). To enable counterexample-driven debugging, MOLLY presents traces of buggy executions to the user as a collection of visualizations including both a Lamport diagram [104] capturing communication activity in the trace, and lineage graphs detailing the data dependencies that produced intermediate node states.

The remainder of the chapter is organized as follows. In Section 5.2, we describe the system model and the key abstractions underlying LDFI. Section 5.3 provides intuition for how LDFI uses lineage to reason about possible failures, in the context of a game between a programmer and a malicious environment. Section 5.4 gives details about how the MOLLY prototype was implemented using off-the-shelf components, including a Datalog evaluator and a SAT solver. In Section 3.3,
Figure 5.1: The Molly system performs forward/backward alternation: forward steps simulate concrete distributed executions with failures to produce lineage-enriched outputs, while backward steps use lineage to search for failure combinations that could falsify the outputs. Molly alternates between forward and backward steps until it has exhausted the possible falsifiers.

we study a collection of protocols and systems using Molly, and measure Molly’s performance both in finding bugs and in guaranteeing their absence. Section 5.8 discusses limitations of the approach and directions for future work.

5.2 System model

Even in the absence of faults, distributed protocols can be buggy in a variety of ways, including sensitivity to message reordering or wall-clock timing. To maintain debugging focus and improve the efficiency of LDFI, we want to specifically analyze the effect of real-world faults on program outcomes. In this section, we describe a system model—along with its key simplifying abstractions—that underlies our approach to verifying fault-tolerant programs. While our simplifications set aside a number of potentially confounding factors, we will see in Section 3.3 that Molly is nevertheless able to identify critical bugs in a variety of both classical and current protocols. In Section 5.8, we reflect on the implications of our focused approach, and the class of protocols that can be effectively verified using our techniques.

Synchronous execution model

A general-purpose verifier must explore not only the non-deterministic faults that can occur in a distributed execution (such as message loss and crash failures), but also non-determinism in ordering and timing with respect to delivery of messages and scheduling of processes. Verifying the
resilience of a distributed or parallel program to reordering—a key concern in the design of Bloom and the subject of Chapter 4—is a challenging research problem in its own right [17, 101, 144, 153]. In that vein of research, it is common to make a strong simplifying assumption: assume that all messages are eventually delivered, and systematically explore the reordering problem [159, 166].

We argue that for a large class of fault-tolerant protocols, we can discover or rule out many practically significant bugs using a dual assumption: assume that successfully delivered messages are received in a deterministic order, and systematically explore failures. To do this, we can simply evaluate an asynchronous distributed program in a synchronous simulation. Of course any such simplification forfeits completeness in the more general model: in our case, certain bugs that could arise in an asynchronous execution may go unnoticed. We trade this weaker guarantee (which nevertheless yields useful counterexamples) for a profound reduction in the number of executions that we need to consider, as we will see in Section 3.3. We discuss caveats further in Section 5.8.

Failure specifications

LDFl simulates failures that are likely to occur in large-scale distributed systems, such as (permanent) crash failures of nodes, message loss and (temporary) network partitions [56, 70, 28]. Byzantine failures are not considered, nor are crash-recovery failures, which involve both a window of message loss and the loss of ephemeral state. Verifying recovery protocols by modeling crash-recovery failures is an avenue of future work.

To ensure that verification terminates, we bound the logical time over which the simulation occurs. The notion of logical time—often used in distributed systems theory but generally elusive in practice—is well-defined in our simulations due to the synchronous execution abstraction described above. The internal parameter EOT (for end-of-time) represents a fixed logical bound on executions; the simulation then explores executions having no more than EOT global transitions (rounds of message transmission and state-changing internal events).

If the verifier explored all possible patterns of message loss up to EOT, it would always succeed in finding counterexamples for any non-trivial distributed program by simply dropping all necessary messages. However, infinite, arbitrary patterns of loss are uncommon in real distributed systems [27, 28]. More common are periods of intermittent failure or total partition, which eventually resolve (and then occur again, and so on). LDFI incorporates a notion of failure quiescence, allowing programs to attempt to recover from periods of lost connectivity. In addition to the EOT parameter, a second internal parameter indicates the end of finite failures (EFF) in a run, or the logical time at which message loss ceases. MOLLY ensures that EFF < EOT to give the program time to recover from message losses. If EFF = 0, MOLLY does not explore message loss—this models a fail-stop environment, in which processes may only fail by crashing.

A failure specification (Fspec) consists of three integer parameters \( \langle EOT, EFF, Crashes \rangle \); the first two are as above, and the third specifies the maximum number of crash failures that should be explored. For example, a failure specification of \( \langle 6, 4, 1 \rangle \) indicates that executions of up to 6 global transitions should be explored, with message loss permitted only from times 1-4, and zero or one node crashes. A crashed node behaves in the obvious way, ceasing to send messages or
make internal transitions. A set of failures is \textit{admissible} if it respects the given Fspec: there are no message omissions after \textit{EFF} and no more than \textit{Crash} crash failures.

In normal operation, \textsc{Molly} sets the Fspec parameters automatically by performing a \textit{sweep}. First, \textit{EFF} is set to 0 and \textit{EOT} is increased until nontrivially correct executions \footnote{Executions in which no messages are sent are typically vacuously correct with respect to invariants.} are produced. Then \textit{EFF} is increased until either an invariant violation is produced—in which case \textit{EOT} is again increased to permit the protocol to recover—or until \textit{EFF} = \textit{EOT} − 1, in which case both are increased by 1. This process continues until a user-supplied wall clock bound has elapsed, and \textsc{Molly} reports either the minimal parameter settings necessary to produce a counterexample, or (in the case of bug-free programs) the maximum parameter settings explored within the time bound. In some cases (e.g., validating protocols in a fail-stop model), users will choose to override the sweep and set the parameters manually.

\section*{Language}

LDFI places certain requirements on the systems and languages under test. The backwards step requires clearly identified program \textit{outputs}, along with fine-grained data lineage \cite{44, 99} that captures details about the uncertain \textit{communication} steps contributing to the outcome. The forward step requires that programs be executable with a runtime that supports interposition on the communication mechanism, to allow the simulator to drive the execution by controlling message loss and delivery timing. Languages like Erlang \cite{25} and Akka \cite{142} are attractive candidates because of their explicit communication, while aspect-oriented programming \cite{95} could be used with a language such as Java to facilitate both trace extraction and communication interposition. Backwards slicing techniques \cite{140} could be used to recover fine-grained lineage from the executions of programs written in a functional language.

For the \textsc{Molly} prototype, we chose to use Dedalus. Dedalus satisfies all of the requirements outlined above. Data lineage can be extracted from logic program executions via simple, well-understood program rewrites \cite{99}. More importantly, Dedalus (and similar languages) abstract away the distinction between events, persistent state and communication (everything is just \textit{data} and relationships among data elements) and make it simple to identify redundancy of computation and data in its various forms (as we will see in Section 5.3). A synchronous semantics for Dedalus, consistent with the synchronous execution assumption described in Section 5.2, was proposed by Interlandi et al. \cite{88}

Note that because \textsc{Bloom} programs can be translated directly into Dedalus programs, the \textsc{Molly} prototype can accept \textsc{Bloom} programs as input as well. Since this automatic translation produces somewhat verbose Dedalus programs, we wrote the example programs in this Chapter by hand in Dedalus.

As we saw in Section 3.1, all state in Dedalus is captured in \textit{relations}; computation is expressed via \textit{rules} that describe how relations change over time. Dedalus programs are intended to be executed in a distributed fashion, such that relations are partitioned on their first attribute (their \textit{location specifier}). Listing 5.1 shows a simple broadcast program written in Dedalus. Line 1 is a...
Listing 5.1: simple-deliv, a Dedalus program implementing a best-effort broadcast.

deductive rule, and has the same intuitive meaning as a Datalog rule: it says that if some 2-tuple exists in bcast, then it also exists in log. Lines 2-3 are inductive rules, describing a relation between a particular state and its successor state. Line 2, for example, says that if some 2-tuple exists in node at some time $t$, then that tuple also exists in node at time $t + 1$ (and by induction, forever after). Both are local rules, describing computations that individual nodes can perform given their internal state and the current set of events or messages. By contrast, the rule on lines 4-5 is a distributed rule, indicating an uncertain derivation across process boundaries. It expresses a simple multicast as a join between a stream of events (bcast) and the persistent relation node. Note that the conclusion of the rule—a log tuple—exists (assuming that a failure does not occur) at a different time (strictly later) than its premises, as well as at a different place (the address represented by the variable Node2).

Correctness properties

A program is fault-tolerant (with respect to a particular Fspec) if and only if its correctness assertions hold in all executions, where the space of executions is defined by all possible combinations of admissible failures. Distributed invariants are commonly expressed as implications of the form precondition $\rightarrow$ postcondition; an invariant violation is witnessed by an execution in which the precondition holds but the postcondition does not. For example, the agreement invariant for a consensus protocol states that if an agent decides a value, then all agents decide that value. The Kafka stable write invariant described in Section 5.1 states that if a write is acknowledged, then it exists on a correct (non-crashed) replica.

To support this pattern, Molly automatically defines two built-in meta-outcomes of programmer-defined arity, called pre and post. Molly users may express correctness assertions by defining these special relations—representing abstract program outcomes—as “views” over program state. If meta-outcomes are not defined, all persistent relations are treated as outcomes. This is acceptable for some simple protocols, such as naive reliable delivery (as we will see in Section 5.3); for more complex protocols, meta-outcomes should be used in order to mask unnecessary details. For example, a delivery protocol that suppresses redundant retries via message acknowledgments requires a meta-outcome that masks the exact number of ACKs and exposes only the contents of the log relation. Similarly, a consensus protocol is intended to reach some decision, though the decision it reaches may be different under different failures, so its meta-outcome should abstract away the particular decision.

Listing 5.2 shows a meta-outcome for reliable delivery, capturing the basic agreement require-
missing_log(A, Pl) :- log(X, Pl), node(X, A), notin log(A, Pl) ;
pre(X, Pl) :- log(X, Pl), notin crash(_, X, _) ;
post(X, Pl) :- log(X, Pl), notin missing_log(_, Pl) ;

Listing 5.2: A correctness specification for reliable broadcast. Correctness specifications define relations pre and post; intuitively, invariants are always expressed as implications: \( pre \rightarrow post \). An execution is incorrect if pre holds but post does not, and is vacuously correct if pre does not hold. In reliable broadcast, the precondition states that a (correct) process has a log entry; the postcondition states that all correct processes have a log entry.

An execution is incorrect if pre holds but post does not, and is vacuously correct if pre does not hold. In reliable broadcast, the precondition states that a (correct) process has a log entry; the postcondition states that all correct processes have a log entry.

Figure 5.2: The unique support for the outcome \( \log(B, \text{data}) \) is shown in bold; it can be falsified (as in the counterexample) by dropping a message from A to B at time 1 (\( O_{(A,B,1)} \)).

Figure 5.2: The unique support for the outcome \( \log(B, \text{data}) \) is shown in bold; it can be falsified (as in the counterexample) by dropping a message from A to B at time 1 (\( O_{(A,B,1)} \)).

To run Molly, a user must provide a program along with concrete inputs, and indicate which relations define the program’s outcomes—by default, using pre and post as defined above. We now turn to an overview of how Molly automates the rest of the bug-finding process.

5.3 Using lineage to reason about fault-tolerance

One of the difficult truths of large-scale services is that if something can go wrong, eventually it will. Hence a reliable fault tolerance solution needs to account for unlikely events. A useful lens
Figure 5.3: retry-deliv exhibits redundancy in time. All derivations of $\log(B, \text{data})_4$ require a direct transmission from node $A$, which could crash (as it does in the counterexample). One of the redundant supports (falsifier: $O_{(A,B,2)}$) is highlighted.

Figure 5.4: The lineage diagram for classic-deliv reveals redundancy in space but not time. In the counterexample, $a$ makes a partial broadcast which reaches $b$ but not $c$. $b$ then attempts to relay, but both messages are dropped. A support (falsifier: $O_{(A,C,1)} \lor O_{(C,B,2)}$) is highlighted.
for efficiently identifying events (likely or otherwise) that could cause trouble for a fault-tolerant program is to view protocol implementation as a game between a programmer and an adversary. In this section, we describe the LDFI approach as a repeated game (a match) in which an adversary tries to “beat” a protocol developer under a given system model. Of course, the end goal is for the developer to harden their protocol until it “can’t lose”—at which point the final protocol can truly be called fault tolerant under the model. We show that a winning strategy for both the adversary (played by Molly) and the programmer is to use data lineage to reason about the redundancy of support (or lack thereof) for program outcomes.

To play a match, the programmer and the adversary must agree upon a correctness specification, inputs for the program and a failure model (for example, the adversary agrees to crash no more than one node, and to drop messages only up until some fixed time). In each round of the match the programmer submits a distributed program; the adversary, after running and observing the execution, is allowed to choose a collection of faults (from the agreed-upon set) to occur in the next execution. The program is run again under the faults, and both contestants observe the execution. If the correctness specification is violated, the programmer loses the round (but may play again); otherwise, the adversary is allowed to choose another set of failures and the round continues. If the adversary runs out of moves, the programmer wins the round.

A match: reliable broadcast protocols

For this match, the contestants agree upon reliable broadcast as the protocol to test, with the correctness specification shown in Listing 5.2. Input is a single record `bcast(A, data)`@1, along with a fully-connected node relation for the agents \{A, B, C\}—i.e., Node A attempts to broadcast the payload “data” to nodes B and C. The adversary agrees to inject message loss failures no later than logical time 2, and to crash at most one server (EFF=2, Crashes=1). In Figures 5.2-5.4,5.5 and 5.6, we represent the lineage of the outcomes (the final contents of log) as directed graphs, such that a record p has an edge to record q if p was used to compute q. Within each graph (which shows all supports for all outcomes), we highlight an individual support of the outcome (log(B, data)@4). Uncertain steps in the computations (i.e. messages) are shown as dashed lines. As we will see in Section 5.4, a message omission failure can be encoded with a Boolean variable of the form \(O_{(Sender,Receiver,SenderTime)}\). For each lineage diagram, we show a falsifier: a propositional formula representing a set of failures that could invalidate the highlighted support. Let’s play!

**Round 1: naive broadcast**

The programmer’s first move is to submit the naive broadcast program `simple-deliv` presented in Listing 5.1. Figure 5.2 shows the lineage of three outcomes (the contents of the log relation on all nodes at time 4) for the failure-free execution of the program.

The adversary can use this representation of outcome lineage to guide its choice of failures to inject. To falsify an outcome (say \(log(B, data)\)) the adversary can simply “cut” the dotted line—that is, drop the message A sent to B at time 1. In the next execution, the adversary injects
this single failure and the property expressed in Listing 5.2 is violated. The adversary wins the first round.

**Round 2: retrying broadcast**

The programmer was defeated, but she too can learn something from the lineage graph and the counterexample in Figure 5.2. The adversary won Round 1 easily because simple-deliv has no redundancy: the good outcome of interest is supported by a single message. A fault-tolerant program must provide redundant ways to achieve a good outcome; in the context of this game, one of those “ways” must be out of the reach of the adversary. The programmer makes an incremental improvement to simple-deliv by adding a rule for bcast that converts it from an ephemeral event true at one logical time to a persistent relation that drives retransmissions:

\[ bcast(N, P)@next :\] bcast(N, P); \]

Instead of making a single attempt to deliver each message, this program (henceforth called retry-deliv) makes an unbounded number of attempts. Intuitively, this alteration has made the reliable delivery protocol robust to a certain class of non-deterministic failures—namely, message omissions—by ensuring that messages exhibit *redundancy in time*.

Figure 5.3 shows the outcome lineage for an execution of retry-deliv. This time, while the adversary has more difficulty choosing a move, the winning strategy once again involves reasoning directly about outcome lineage. Since A makes an unbounded number of attempts \(^2\) to send the log message to B and C, no finite pattern of omissions can falsify either outcome. The weakness of the retry-deliv algorithm is its asymmetry: the responsibility for redundant behaviors falls on A alone—this is easy to see in Figure 5.3, in which all transmissions originate at node A. The adversary, perceiving this weakness, might first attempt to immediately crash A. If it did so, this would result in a vacuous counterexample, since the delivery invariant is only violated if *some* but not all agents successfully delivery the message. In Section 5.4, we’ll see how Molly avoids exploring such vacuously correct executions. However, causing A to crash after a successful transmission to one node (say C) but not the other is sufficient to falsify one outcome (log(B, data)). Exploring this potential counterexample via a concrete execution reveals the “true” counterexample shown in Figure 5.3. The adversary wins again.

**Round 3: redundant broadcast**

Reviewing the counterexample and the lineage of the failure-free execution, the programmer can see how the adversary won. The problem is that retry-deliv exhibits redundancy in time but not in space. Each broadcast attempt is independent of the failure of other attempts, but dependent on the fact that A remains operational. She improves the protocol further by adding another line:

\[ bcast(N, P)@next :\] log(N, P); \]

\(^2\)These are finite executions, so the number of attempts is actually bounded by the *EOT* (4 in these figures) in any given execution. However, since the adversary has agreed to not drop messages after time 2, the program is guaranteed to make *more* attempts than there are failures.
Now every node that has a log entry assumes responsibility for broadcasting it to all other nodes. As Figure 5.5 reveals, the behavior of all nodes is now symmetrical, and the outcomes have redundant support both in space (every correct node relays messages) and time (every node makes an unbounded number of attempts). The adversary has no moves and forfeits; at last, the programmer has won a round.

Round 4: finite redundant broadcast

In all of the rounds so far, the adversary was able to either choose a winning move or decide it has no moves to make by considering a single concrete trace of a failure-free simulation. This is because the naive variants that the programmer supplied—which exhibit infinite behaviors—reveal all of their potential redundancy in the failure-free case. A practical delivery protocol should only continue broadcasting a message while its delivery status is unknown; a common strategy to avoid unnecessary retransmissions is acknowledgment messages. In Round 4, the programmer provides the protocol ack-deliv shown in Listing 5.3, in which each agent retries only until it receives an ACK.

The failure-free run of ack-deliv (Figure 5.6) exhibits redundancy in space (all sites relay) but not in time (each site relays a finite number of times and ceases before EOT when acknowledgments are received). The adversary perceives that it can falsify the outcome $\log(B, \text{data})$ by dropping the message $A$ sent to $B$ at time 1, and either the message $A$ sent to $C$ at time 1 or the message $C$ sent to $B$ at time 2 (symbolically, $O_{(A,B,1)} \land (O_{(A,C,1)} \lor O_{(C,B,2)})$). It chooses this set of failures to inject, but in the subsequent run the failures trigger additional broadcast attempts—which occur when ACKs are not received—and provide additional support for the outcome. At each round the adversary “cuts” some edges and injects the corresponding failures; in the subsequent run new edges appear. Eventually it gives up, when the agreed-upon failure model permits no more moves. The programmer wins again.

Round 5: “classic” broadcast

For the final round, the programmer submits a well-known reliable broadcast protocol originally specified Birman et al. [132]:

\[
\text{(At a site receiving message } m) \\
\text{if message } m \text{ has not been received already} \\
\text{send a copy of } m \text{ to all other sites } [...] \\
\text{deliver } m \text{ [...]}
\]

This protocol is correct in the fail-stop model, in which processes can fail by crashing but messages are not lost. The programmer has committed a common error: deploying a “correct” component in an environment that does not match the assumptions of its correctness argument.

The classic broadcast protocol exhibits redundancy in space but not time; in a failure-free execution, it has infinite behaviors like the protocols submitted in Rounds 2-3, but this redundancy is vulnerable to message loss. The adversary, observing the lineage graph in Figure 5.4, immediately finds a winning move: drop messages from $A$ to $B$ at time 1, and from $C$ to both $A$ and $B$ at time 2.
ack(S, H, P) ← ack(S, H, P);
rbcast(Node2, Node1, Pload) ← log(Node1, Pload),
    node(Node1, Node2), notin ack(Node1, Node2, Pload);
ack(From, Host, Pl) ← rbcast(Host, From, Pl);
rbcast(A, A, P) ← bcast(A, P);
log(N, P) ← rbcast(N, _, P);

Listing 5.3: Redundant broadcast with ACKs.

Figure 5.5: Lineage for the redundant broadcast protocol redun-deliv, which exhibits redundancy in space and time. A redundant support (falsifier: \(O(A, C, 1) \lor O(C, B, 2)\)) is highlighted. The lineage from this single failure-free execution is sufficient to show that no counterexamples exist.

Hazard analysis

In the game presented above, both players used the lineage of program outcomes to reason about their next best move. The role of the programmer required a certain amount of intuition: given the lineage of an outcome in a failure-free run and a counterexample run, change the program so as to provide more redundant support of the outcome. The role of the adversary, however, can be automated: Molly is an example of such an adversary.

Instead of randomly generating faults, the adversary used lineage graphs to surgically inject only those faults that could have prevented an outcome from being produced. As we observed in the game, data lineage from a single execution can provide multiple “supports” for a particular outcome. We saw evidence of this in the Kafka replication protocol as well: a stable write may be stable for multiple reasons, because it exists on multiple replicas, each of which may have received multiple transmissions—hence the lineage describing how the write got to each replica is a separate support, sufficient in itself to produce the outcome.

A lineage-driven fault injector needs to enumerate all of the supports of a target outcome, and devise a minimal set of faults (consistent with the failure model) that falsifies all of them. Because each individual support can be falsified by the loss of any of its contributing messages (a disjunction), LDFI can transform the graph representation into a CNF formula that is true if all supports are falsified (a conjunction of disjunctions) and pass it to an off-the-shelf SAT solver. Each satisfying assignment returned by the solver is a potential counterexample—it is sufficient to
falsify all the support of the outcome of which the lineage-driven fault injector is aware, given a particular concrete execution trace. Note that these potential counterexamples comprise the only faults that it needs to bother considering, precisely because if those faults do not occur it knows (because it has a “proof”) that the program will produce the outcome!

As we saw in the case of \texttt{ack-deliv}, given the faults in a potential counterexample the program under test may produce the outcome in some other way (e.g., via failover logic or retry). \texttt{Molly} converts the faults back into inputs, and performs at least one more forward evaluation step; this time, either the program fails to produce the outcome (hence we have a true counterexample) or it produces the outcome with new lineage (i.e., the program’s fault-tolerance strategy worked correctly), and we continue to iterate.

\texttt{Molly} automates this process. It collects lineage to determine how outputs are produced in a simulated execution, and transforms this lineage into a CNF formula that can be passed to a solver. If the formula is unsatisfiable, then no admissible combination of faults can prevent the output from being produced; otherwise, each satisfying assignment is a potential counterexample that must be explored. As we will see in Section 3.3, \texttt{Molly}’s forward / backward alternation quickly either identifies a bug or guarantees that none exist for the given configuration. When a bug is encountered, \texttt{Molly} presents visualizations of the outcome lineage and the counterexample trace, which as we saw are a vital resource to the programmer in understanding the bug and improving the fault-tolerance of the program.

Figure 5.6: Lineage for the finite redundant broadcast protocol \texttt{ack-deliv}, which exhibits redundancy in space in this execution, but only reveals redundancy in time in runs in which ACKs are not received (i.e., when failures occur). The message diagram shows an unsuccessful fault injection attempt based on analysis of the lineage diagram: drop messages from A to B at time 1, from C to B at time 2, and then crash C. When these faults are injected, \texttt{ack-deliv} causes A to make an additional broadcast attempt when an ACK is not received.
5.4 The Molly system

In this section, we describe how we built the Molly prototype using off-the-shelf components including a Datalog evaluator and a SAT solver.

Program rewrites

To simulate executions of a Dedalus program, we translate it into a Datalog program that can be executed by an off-the-shelf interpreter. To model the temporal semantics of Dedalus (specifically state update and non-deterministic failure) we rewrite all program rules to reference a special clock relation. We also add additional rules to record the lineage or data provenance of the program’s outputs.

Clock encoding and Dedalus rewrite

Due to the synchronous execution model and finiteness assumptions presented in Section 5.2, we can encode the set of transitions that occur in a particular execution—some of which may fail due to omissions or crashes—in a finite relation, and use this relation to drive the execution. We define a relation clock with attributes ⟨From, To, SndTime⟩. To model local state transitions in inductive (@next) rules, we ensure that clock always contains a record ⟨n, n, t⟩, for all nodes n and times t < EOT. Executions in which no faults occur also have a record ⟨n, m, t⟩ for all pairs of nodes n and m. To capture the loss of a message from node a to node b at time t (according to a’s clock), we delete the record ⟨a, b, t⟩ from clock. To be consistent with the EFF parameter, this deletion can only occur if t ≤ EFF. Finally, to model a fail-stop crash of a node a at time t, we simply delete records ⟨a, b, u⟩ for all nodes b and times u ≥ t.

We also rewrite Dedalus rules into Datalog rules. For all relations, we add a new integer attribute Time (as the last attribute), representing the logical time at which the record exists. To rewrite the premises of a rule, we modify each rule premise to reference the Time attribute and ensure that all premises have the same Time attribute and location specifier (this models the intended temporal semantics: an agent may make conclusions from knowledge only if that knowledge is available in the same place, at the same time). To rewrite the conclusion of a rule, we consider the Dedalus temporal annotations:

Example 8 Deductive rules have no temporal annotations and their intended semantics match that of Datalog, so they are otherwise unchanged.

\[
\begin{align*}
\log(\text{Node}, \text{Pload}) & : \leftarrow \text{bcast}(\text{Node}, \text{Pload}); \\
\log(\text{Node}, \text{Pload}, \text{Time}) & : \leftarrow \text{bcast}(\text{Node}, \text{Pload}, \text{Time});
\end{align*}
\]

Example 9 Inductive rules—which capture local state transitions—are rewritten to remove the @next annotation and to compute the value of Time for the rule’s conclusion by incrementing the SndTime attribute appearing in the premises.
Example 10  Asynchronous rules—representing uncertain communication across process boundaries—are rewritten in the same way as inductive rules. Note however that because the values of $To$ and $From$ are distinct, the transition represented by a matching record in $clock$ might be a failing one (i.e., it may not exist in $clock$).

In order to interpret the output of a concrete run and reason about fault events that could have prevented it, we record per-record data lineage capturing the computations that produced each output.

We follow the provenance-enhanced rewrite described by Kohler et al. For every rule, the rewrite produces a new “firings” relation that captures bindings used in the rule’s premises.

For every rule $r$ in the given (rewritten from Dedalus as described above) Datalog program, we create a new relation $r_{prov}$ (called a “firings” relation) and a new rule $r'$, such that

1. $r'$ has the same premises as $r$,
2. $r'$ has $r_{prov}$ as its conclusion, and
3. $r_{prov}$ captures the bindings of all premise variables.

For example, given the asynchronous rule in Example 10, Molly synthesizes a new rule:

Rules with aggregation use two provenance rules, one to record variable bindings and another to perform aggregation. This prevents the capture of additional bindings from affecting the grouping attributes of the aggregation. For example:

1. $r(X, \text{count}<Z>) := a(X, Y), b(Y, Z)$
2. $\downarrow$
3. $r_{bindings}(X, Y, Z) := a(X, Y), b(Y, Z)$
4. $r_{prov}(X, \text{count}<Z>) := r_{bindings}(X, _, Z)$
Proof tree extraction

We query the firings relations to produce derivation graphs for records [165]. A derivation graph is a directed bipartite graph consisting of rule nodes that correspond to rule firings, and goal nodes that correspond to records. There is an edge from each goal node to every rule firing that derived that tuple, and an edge from each rule firing to the premises (goal nodes) used by that rule. The lineage graphs in Section 5.3 (Figures 5.2-5.6) are abbreviated derivation graphs, in which goal nodes are represented but rule nodes are hidden.

To construct the derivation graph for a record \( r \), we query the firings relations for rules that derive \( r \). For each matching firing, we substitute the bindings recorded in the firing relation into the original rule to compute the set of premises used by that rule firing, and recursively compute the derivation graphs for each of those premises. Note that each rule node represents a firing of a rule with a particular set of inputs; it is possible for a single outcome to have multiple derivations via the same rule, each involving different premises.

Each derivation graph yields a finite forest of proof trees. Each proof tree corresponds to a separate, independent support of the tree’s root goal (i.e., its outcome). Given a proof tree, we can determine which messages were used by the proof’s rule firings; the loss of any of these messages will falsify that particular proof.

Solving for counterexamples

Given a forest of proof trees, a naive approach to enumerating potential counterexamples is to consider all allowable crash failure and message omissions that affect messages used by proofs. This quickly becomes intractable, since the set of fault combinations grows exponentially with EFF.

Instead, we use the proof trees to perform a SAT-guided search for failure scenarios that falsify all known proofs of our goal tuples. For each goal, we construct a SAT problem whose variables encode crash failures and message omissions and whose solutions correspond to faults that falsify all derivations in the concrete execution.

Each proof tree is encoded as a disjunction of the message omissions (\( O_{(\text{from},\text{to},\text{time})} \)) and crash failures (\( C_{(\text{node},\text{time})} \)) that can individually falsify the proof. By taking the conjunction of these formulas, we express that we want solutions that falsify all derivations. For example,

\[
(O_{(a,c,2)} \lor C_{(a,2)} \lor C_{(a,1)}) \land (O_{(b,c,1)} \lor C_{(b,1)})
\]

corresponds to a derivation graph that represents two proofs, where the first proof can be falsified by either dropping messages from \( a \) to \( c \) at time 2 or by \( a \) crashing at some earlier time, and the second proof can be falsified by \( b \) crashing or the loss of its messages sent at time 1.

In addition, we translate the failure constraints into SAT clauses such that messages sent after the EFF cannot be lost, at most \( \text{MaxCrashes} \) nodes can crash, and nodes can only crash once.

If the resulting SAT problem is unsatisfiable, then there exists at least one proof that cannot be falsified by any allowable combination of message losses and crash failures—hence the program
is fault-tolerant with respect to that goal! Otherwise, each SAT solution represents a potential counterexample that must be explored.

We solve a separate SAT problem for each goal tuple, and the union of the SAT solutions is the set of potential counterexamples that we must test—each potential counterexample corresponds to a “move” of the adversary in the game presented in Section 5.3. If the user has defined correctness properties using the built-in \texttt{pre} and \texttt{post} meta-outcomes defined in Section 5.3, we perform an additional optimization. Each meta-outcome is handled as above, and a potential counterexample is reported for each set of faults that falsifies a record in \texttt{post} unless those faults also falsify the corresponding record in \texttt{pre}. We need not explore such faults, as they would result in a vacuously correct outcome with respect to that property.

### 5.5 Completeness of LDFI

Algorithm 1 LDFI

\begin{algorithm}
\begin{algorithmic}
\Function{LDFI}{\cal P, \cal E, g}
\State $\mathcal{R} \gets$ provenance-enhanced rewrite of \cal P
\State $\mathcal{G} \gets \text{RGG}(\mathcal{R}, \mathcal{E}, g)$
\State $\varphi \gets \text{clocks}(g, \mathcal{G})$
\If {$\varphi$ is satisfiable}
\State $\psi \gets$ the next model of $\varphi$
\While{there are more satisfying models of $\varphi$}
\State $D \gets \{\text{clock}(f, t, l) \in \mathcal{E} | \models O_{f,t,l} \lor (\models C_{f,t,l} \land l' < l)\}$
\If{$g \notin \cal P(\mathcal{E} \setminus D)$}
\State Yield $D$
\EndIf
\EndWhile
\Else
\State return $\emptyset$
\EndIf
\EndFunction
\end{algorithmic}
\end{algorithm}

LDFI provides a completeness guarantee unattainable by other state-of-the-art fault injection techniques: if a program’s correctness specification can be violated by some combination of failures (given a particular execution bound), LDFI discovers that combination; otherwise it reports that none exists. In this section, we provide a formalization and proof for that claim.

Section 5.4 described how a (distributed) Dedalus program can be rewritten into a fragment of Datalog\textsuperscript{−}, whose execution may be simulated by an off-the-shelf Datalog evaluator. Given two Datalog relations $p$ and $q$, we write $p \xrightarrow{\cal P} q$ if and only if there exists a rule $r$ in $\cal P$ such that $p$ is
the relation of a subgoal in \( r \) and \( q \) is the relation in the head (we omit the \( P \) when the context is clear). We write \( P^+ \) to denote the transitive closure of \( P \). We assume that submitted Dedalus programs are stratifiable [165]; that is, no predicates depend negatively on themselves, directly or transitively. It is easy to see that the rewrite procedure produces stratified Datalog programs. In particular, the only change that rewriting makes is to introduce the clock relation on the right-hand-side of some rules. Since clock never appears on the left-hand-side of a rule, the rewrite does not introduce any new transitive cyclic dependencies.

A fact is a predicate symbol all of whose arguments are constants; e.g., \( \log(A, \text{‘data’}) \). We write \( \text{relation}(f) \) to indicate the predicate name of a fact \( f \). For example, if \( f = \log(A, \text{‘data’}) \) then \( \text{relation}(f) = \log \). We are specifically interested in the set of EDB facts \( C \equiv \{ c \in E | \text{relation}(c) = \text{clock} \} \). Each such fact \( c \in C \) (henceforth called clock facts) is of the form \( \text{clock}(\text{from}, \text{to}, \text{time}) \) and intuitively represents connectivity from computing node \( \text{from} \) to node \( \text{to} \) at time \( \text{time} \) on \( \text{from} \)'s local clock. Recall that in the Dedalus to Datalog rewrite, every “asynchronous” rule is rewritten to include \( \text{clock} \) as a positive subgoal. For convenience we use a named field notation (as in SQL): given a clock fact \( c \) we write \( c.\text{from} \) to indicate the value in the first column of \( c \); similarly with \( \text{to} \) and \( \text{time} \) (the second and third columns, respectively).

Given a stratifiable Datalog program \( P \) and an extensional database (EDB) \( E \) (a set of base facts comprising the program’s input), we write \( P(E) \) to denote the (unique) perfect model of \( P \) over \( E \). The model \( P(E) \supseteq E \) is itself a set of facts. Lineage analysis operates over a derivation graph [99, 165], a bipartite rule/goal graph \( G = (R \cup G, E) \), where \( G \) is a set of goal facts and \( R \) is a set of rule firings [99]. An edge \((x, y) \in E\) associates either

1. a goal \( x \) with a rule \( y \) used to derive it, or
2. a rule firing \( x \) with a subgoal \( y \) that provided bindings.

We write \( RGG(P, E) \) to represent the rule/goal graph produced by executing program \( P \) over input \( E \).

LDFI constructs boolean formulae and passes them to a SAT solver. Given a model \( \mathfrak{A} \) returned by a solver and a formula \( \varphi \), we write \( \mathfrak{A} \models \varphi \) if \( \varphi \) is true in \( \mathfrak{A} \). We are concerned with the truth values of a set of propositional variables \( \{ O_{\text{from, to, time}}, C_{\text{from, time}} \} \) such that \( \text{from}, \text{to} \) are drawn from the domain of locations (the first attribute of every fact, and in particular the clock relation) and \( \text{time} \) consists of integers less than \( EOT \). Recall that \( O_{\text{from, to, time}} \) represents message loss from node \( \text{from} \) to node \( \text{to} \) at time \( \text{time} \), while \( C_{\text{from, time}} \) represents a (permanent) crash failure of node \( \text{from} \) at time \( \text{time} \).

We model failures in distributed systems as deletions from the EDB clock relation. By construction, such deletions affect precisely the (transitive) consequences of async Dedalus rules, and match intuition: message loss is modeled by individual deletions (a loss of connectivity between two endpoints at a particular logical time), while crash failures are modeled by batch deletions (loss of connectivity between some endpoint and all others, from a particular time onwards).

**Definition** A fault set is a set of facts \( D \equiv \{ f \in E | \text{relation}(f) = \text{clock} \} \)
Given a program \( \mathcal{P} \), an EDB \( \mathcal{E} \) and a distinguished set of “goal” relation names \( \mathcal{G} \) (in the common case, \( \mathcal{G} \equiv \{ \text{post} \} \)), we identify a set of goal facts \( \mathcal{F} = \{ g \in \mathcal{P}(\mathcal{E}) \mid \text{relation}(g) \in \mathcal{G} \} \). For each goal fact \( g \in \mathcal{F} \), we wish to know whether there exists a fault set which, if removed from \( \mathcal{E} \), prevents \( \mathcal{P} \) from producing \( g \).

**Definition** A falsifier of a goal fact \( g \) is a fault set \( D \) such that \( g \in \mathcal{P}(\mathcal{E}) \), but \( g \notin \mathcal{P}(\mathcal{E} \setminus D) \). A falsifier is minimal if there does not exist a falsifier \( D' \) of \( g \) such that \( D' \subset D \).

LDFI identifies potential falsifiers of program goals by inspecting the data lineage of concrete executions. We may view a lineage-driven fault injector as a function from a program, an EDB and a goal fact to a set of fault sets; we write \( \text{LDFI}(\mathcal{P}, \mathcal{E}, g) \) to denote the (possibly empty) set of fault sets that LDFI has determined could falsify a goal fact \( g \) produced by applying the Datalog program \( \mathcal{P} \) to the EDB \( \mathcal{E} \).

A lineage-driven fault injector is sound if, when \( D \in \text{LDFI}(\mathcal{P}, \mathcal{E}, g) \), \( D \) is indeed a falsifier of \( g \). Soundness is trivially obtained by the forward/backward execution strategy: for any potential counterexamples, LDFI performs a concrete execution (Algorithm 1, Line 9) to determine if the set of omissions constitutes a correctness violation, and outputs \( D \) only if \( g \notin \mathcal{P}(\mathcal{E} \setminus D) \).

To prove completeness, we present the LDFI system discussed in Section 5.4 formally in Algorithm 1. Most of the work of LDFI is performed by the recursive function \( \text{clocks} \) defined in Algorithm 2, which operates over derivation graphs and returns a boolean formula whose satisfying models represent potential counterexamples. Given a node \( n \) in the graph \( \mathcal{G} \) (either a rule node or a goal node, as described above), \( \text{clocks} \) returns a formula whose satisfying models intuitively represent faults that could prevent \( n \) from being derived. If \( n \) is a clock fact (Line 4 of Algorithm 2), then \( \text{clocks} \) returns a disjunction of boolean variables representing conditions (losses and crashes) that could remove this fact from the EDB; if \( n \) is a non-clock leaf fact, \( \text{clocks} \) simply returns \( \text{true} \) (Line 7). Otherwise, \( n \) is either a rule node or a non-leaf goal. If \( n \) is a rule node, then all of its child (goal) nodes were required to cause the rule to fire; invalidating any of them falsifies the rule—hence to invalidate \( n \), we take the disjunction of the formulae that invalidate its children (Line 24). By contrast, if \( n \) is a non-leaf positive goal, then each of its (rule) children represents an alternative derivation of \( n \) via different rules—to invalidate \( n \), we must invalidate all of its alternative derivations: hence we consider the conjunction of the formulae that invalidate its children (Line 20).

The last case to consider is if \( n \) is a negative goal: that is, some rule fired because (among other reasons) a particular fact did not exist (e.g., a retry was triggered because a timeout fired and there was no log of an acknowledgment message). The derivation graph \( \text{RGG}(\mathcal{P}, \mathcal{E}) \) does not explicitly represent the reasons why a particular tuple does not exist. There are a variety of options for exploring why-not provenance, as we discuss in the related work. The Molly prototype currently offers three alternatives to users. The first is to ignore the provenance of negated goals—this is clearly acceptable for monotonic programs, and can be useful for quickly identifying bugs, but is incomplete. The second is similar to the approach used by Wu et al. [168] to debug software-defined networks, which uses surrogate tuples to stand in for facts that do not hold at a particular time and location. This approach seems to work well in practice. Finally, we support an optimized
version of the conservative approach described in detail in the completeness proof below. We consider as a possible cause of a negated goal tuple \( g \) any tuple \( t \) in the model \( \mathcal{P}(\mathcal{E}) \) for which two conditions hold:

1. \( \text{relation}(t) \rightarrow \text{relation}(g) \) (i.e., the relation containing \( g \) is reachable from the relation containing \( t \)) via an odd number of negations (based on static analysis of the program), and

2. the timestamp of \( t \) is less than or equal to the timestamp of \( g \).

For the purposes of the proof we consider a conservative over-approximation of the set of possible causes for the nonexistence of a fact. Line 17 enumerates the set of (positive) facts \( z \) such that \( \text{relation}(n) \) is reachable from \( \text{relation}(z) \). \text{clocks} then invokes itself recursively and returns the disjunction of the falsifying formulae for all such goals \( r \). The intuition is that since we do not know the exact reason why a fact does not exist, we over-approximate the set of possible causes by considering any fact \( z \) that could reach \( n \) (based on a static analysis of the dependency relation \( \rightarrow \)) as one which, if made false, could cause \( n \) to appear and falsify a derivation that required \( n \) to be absent. The attentive reader will observe that falsifying \( z \) can only make \( n \) true if \( n \) depends negatively on \( z \)—therefore we could further constrain the set of facts enumerated in Line 17 of Algorithm 2 to include only those \( z \) from which \( n \) is reachable via an odd number of negations. Because LDFI is sound, it is always safe to over-approximate the set of possible falsifiers, so for simplicity of presentation we omit this optimization from the proof.

We first establish a lemma regarding the behavior of Algorithm 2.

**Lemma 5.5.0.1.** Given a program \( \mathcal{P} \), EDB \( \mathcal{E} \), their derivation graph \( \mathcal{G} = \text{RGG}(\mathcal{P}, \mathcal{E}) \), and a goal fact \( g \in \mathcal{P}(\mathcal{E}) \), if \( D \) is a minimal falsifier of \( g \), then there exists a model \( \mathcal{A} \) of the boolean formula \( \text{clocks}(g, \mathcal{G}) \) such that for every \( f \in D \), either \( \mathcal{A} \models O_{f, \text{from}, t, \text{time}} \) or \( \mathcal{A} \models C_{f, \text{from}, t} \) for some \( t \) such that \( t \leq f.\text{time} \).

**Proof.** Proof is by induction on the structure of \( \mathcal{G} \).

**Base case:** \( g \) is a leaf goal. We assume the antecedent: \( D \) is a minimal falsifier of \( g \). Consider any \( f \in D \). Because \( D \) is minimal, it must be the case that without \( f \), \( g \) cannot be derived by \( \mathcal{P} \) over \( \mathcal{E} \). So if \( g \) is a leaf goal, it must be the case that \( g = f \). So \( \text{clocks}(g, \mathcal{G}) = O_{f, \text{from}, t, \text{time}} \lor \bigvee_{i=0}^{f.\text{time}} (C_{f, \text{from}, i}) \) and its satisfying models are exactly those that make true either \( O_{f, \text{from}, t, \text{time}} \) or any \( C_{f, \text{from}, t} \) with \( t \leq f.\text{time} \).

**Inductive case 1:** \( g \) is a rule. By the inductive hypothesis, Lemma 5.5.0.1 holds for all sub-formulae \( \text{clocks}(g', \mathcal{G}) \) such that \( (g, g') \in E \). Line 24 returns the disjunction of the subformulae; since Lemma 5.5.0.1 for each, it surely also holds for their disjunction (any model of one of the subformulae is a model of the whole disjunction).

**Inductive case 2:** \( g \) is a non-leaf goal. We consider two cases:

If \( g \) is positive, consider all sub-formulae \( \text{clocks}(r, \mathcal{G}) \) such that \( (g, r) \in E \)—call those sub-formulae \( \varphi, \psi, [...]. \) By the inductive hypothesis, there exist models \( \mathcal{A}, \mathcal{B}, [... \) such that \( \mathcal{A} \models \varphi, \mathcal{B} \models \psi, [... \), and for all \( f \in D \), either \( \mathcal{A} \models O_{f, \text{from}, t, \text{time}} \) or \( \mathcal{B} \models C_{f, \text{from}, t} \) for some \( t \) such that \( t \leq f.\text{time} \), and similarly for \( \mathcal{B}, [... \), etc.
We must now show that there necessarily exists a model $\mathfrak{Z}$ such that $\mathfrak{Z} \models \varphi \land \psi \land \ldots$ and for all $f \in D$, either $\mathfrak{Z} \models O_{f, \text{from}, f, \text{to}, f, \text{time}}$ or $\mathfrak{Z} \models C_{f, \text{from}, f, \text{time}}$. Note that by construction, $\varphi, \psi, \ldots$ contain only the boolean connectives and ($\land$) and or ($\lor$): in particular, they do not contain negation. Hence it cannot be the case that their conjunction is unsatisfiable. We construct $\mathfrak{Z}$ by making true every propositional variable that is true in any of the $\mathfrak{A}, \mathfrak{B}, \ldots$. Observe that $\mathfrak{Z} \models \varphi$, since all variables true in $\mathfrak{A}$ are true in $\mathfrak{Z}$ and $\varphi$ does not contain negation—similarly for $\psi, \ldots$. Hence $\mathfrak{Z} \models \varphi \land \psi \land \ldots$.

Finally, if $g$ is negative, then $C$ (Line 17) is the enumeration of the $z \in G$ such that $g$ is (statically) reachable from $z$ based on $\rightarrow^+$. Note that if $g$ has only positive support (no predicate $z' \rightarrow^+ g$ appears as a negative subgoal in a rule), then no falsifiers of “not $g$” exist—EDB deletions cannot cause new facts to appear except in the presence of negation—and so the lemma holds vacuously. However, it is possible that $g$ depends negatively (specifically, via an odd number of negations) on some (positive) $z$: if $z$ were to disappear, then $g$ could be derived. $C$ over-approximates this set of positive facts using the (static) relation $\rightarrow^+$; for each, $\text{clock}$ obtains a falsifying formula for $z$ (which by the inductive hypothesis satisfies the lemma). If a falsifier of $g$ exists, it must be a falsifier of one of the $z$. Hence (by a similar argument to the inductive case 1 above) the lemma holds for the disjunction of the $z \in C$s. □ □

**Theorem 5.5.1. Completeness of LDFI:** Given a program $\mathcal{P}$, and EDB $\mathcal{E}$, for every minimal falsifier $D$ of goal fact $g \in \mathcal{P}(\mathcal{E})$, there exists a $D' \in \text{LDFI}(\mathcal{P}, \mathcal{E}, g)$ such that $D'$ is a falsifier of $g$ and $D \subseteq D'$.

**Proof.** By Lemma 5.5.0.1, there is a model $\mathfrak{A}$ of the boolean formulae denoted by $\text{clocks}(g, \mathcal{F})$ such that, for every $f \in D$, either $\mathfrak{A} \models O_{f, \text{from}, f, \text{to}, f, \text{time}}$ or $\mathfrak{A} \models O_{f, \text{from}, f, \text{time}}$ for some $t$ such that $t \leq f, \text{time}$. Algorithm 1 enumerates all satisfying models: one of them is $\mathfrak{A}$. As seen in Line 8, for every $f \in D'$ there is a fact $\text{clock}(f, \text{from}, f, \text{to}, f, \text{time})$ in the falsifier corresponding to model $\mathfrak{A}$ returned by LDFI. □ □

## 5.6 Evaluation

In this section, we use Molly to study a variety of fault-tolerant protocols from the database and distributed systems literature, as well as components of modern systems. We then measure the performance of Molly along two axes: its efficiency in discovering bugs, and its coverage of the combinatorial space of faults for bug-free programs.
Algorithm 2 Clocks algorithm

Require: $\mathcal{G} = (R \cup G, E)$ is a bipartite rule-goal graph.

Require: $n \in (R \cup G)$

1: function clocks(n, $\mathcal{G}$)

2:   if $n \in G$ then

3:     if $\neg \exists r (r \in R \land (n, r) \in E)$ then

4:       if relation(n) = clock then

5:         if $n$.time < EFF then

6:           $\varphi \leftarrow$ new bool: $O_{n.from,n.to,n.time}$

7:         else

8:           $\varphi \leftarrow$ false

9:         end if

10:        $\psi \leftarrow \bigvee_{i=0}^{n.time}$ new bool:$C_{n.from,i}$

11:       return ($\varphi \lor \psi$)

12:     else

13:       return true

14:   end if

15: else

16:   if $n$ is negative then

17:     $C \leftarrow \{z \in G | \text{relation}(z) \xrightarrow{\text{*}} \text{relation}(n)\}$

18:     return $\bigvee_{z \in C} \text{clocks}(z, \mathcal{G})$

19:   else

20:     return $\bigwedge_{(n,r) \in E} \text{clocks}(r, \mathcal{G})$

21:   end if

22: end if

23: else if $n \in R$ then

24:   return $\bigvee_{(n,g) \in E} \text{clocks}(g, \mathcal{G})$

25: end if

26: end function
Case Study: Fault-tolerant protocols

We implemented a collection of fault-tolerant distributed programs in Dedalus, including a family of reliable delivery and atomic commitment protocols and the Kafka replication subsystem described in Section 5.1. We analyze them with Molly and describe the outcomes.

Molly automatically produces Lamport diagrams [104], like those shown in Section 5.3, to help visualize the message-level behavior of individual concrete executions and to enable counterexample-driven debugging. In each diagram, solid vertical lines represent individual processes; time moves from top to bottom. Messages between processes are shown as diagonal lines connecting process lines; lost messages are shown as dashed lines. Vertices represent events and are numbered to reflect global logical time; if a process crashes, its node contains the string “CRASHED.” When it comes time to debug systems to discover (and ultimately remedy) the cause of an invariant violation, Molly produces lineage diagrams similar to those shown in Section 5.3.

Commit Protocols

We used Dedalus to implement three commit protocol variants from the database literature, which were developed and extended over a period of about five years [34, 72, 155]. As we would hope, Molly immediately confirmed the known limitations of these protocols, and produced concrete counterexamples both for non-terminating executions and for executions in which conflicting decisions are made.

For all commit protocols, we specify two invariants as implications between pre- and postconditions:

- **Agreement**: If an agent decides to commit (respectively, abort), then all agents decide to commit (abort).

- **Termination**: If a transaction is initiated, then all agents decide either commit or abort for that transaction.

Molly automatically identified the limitations of early commit protocols that subsequent work attempted to correct. Figure 5.7 illustrates the well-known blocking problem associated with two-phase commit (2PC) [72]. If the coordinator process fails after preparing a transaction, the system is left in a state in which the transaction outcome is unknown but all agents are holding locks waiting for the outcome (a violation of the termination property).

The collaborative termination protocol (CTP) [34] attempts to ameliorate the blocking problem by augmenting the 2PC protocol so as to allow agents who suspect that the coordinator has failed to exchange their knowledge about the outcome. It is well-known, however, that although CTP allows more executions to terminate, it has blocking executions under the same failure assumptions as classic 2PC. Figure 5.8 shows a counterexample that Molly discovered after a single forward/backward execution—due to space limitations, this diagram can be found in the Appendix.

Three-phase commit [155] solves the blocking problem—under the assumption of a connected and synchronous network—by adding an additional protocol round and corresponding agent state.
Figure 5.7: A blocking execution of 2PC. Agents $a$, $b$, and $d$ successfully prepare ($p$) and vote ($v$) to commit a transaction. The coordinator then fails, and agents are left uncertain about the outcome—a violation of the termination property.

It uses simple timeouts as a failure detector; depending on the state a coordinator or agent is in when a timeout fires, that site can unilaterally determine the transaction outcome. Hence there are no “blocking” states.

If we relax the assumption of a connected network by allowing finite message failures, however, Molly discovers bad executions such as the one shown in Figure 5.9. In this case, message losses from the coordinator to certain agents ($a$ and $b$) cause the agents to conclude that the coordinator has failed. Since they are in the canCommit state, they decide to roll forward to commit. Meanwhile the coordinator—which has detected that agent $d$ (who originally agreed to commit) has failed—has decided to abort. This outcome is arguably worse than blocking: due to the incorrectness of the failure detector under message omissions, agents have now made conflicting decisions, violating the agreement property.

As we saw in the case of classic-deliv in Section 5.3, the bad execution results from deploying a protocol in an environment that violates the assumptions of its correctness guarantee—an all-too-common hazard in composing systems from individually-verified components.

Other fault-tolerant protocols

We used Molly to study other agreement protocols, including Paxos [106] and the bully leader election protocol [65]. As we discuss in Section 5.8, desirable termination properties of such protocols are difficult to verify due to their sensitivity to asynchrony. Nevertheless we are able to validate their agreement properties by demonstrating that no counterexamples are found for reasonable parameters (as noted in Table 5.2).
Figure 5.8: A blocking execution of 2PC-CTP. As in Figure 5.7, the coordinator has crashed after receiving votes (v) from all agents, but before communicating the commit decision to any of them. The agents detect the coordinator failure with timeouts and engage in the collaborative termination protocol, sending a decision request message (dr) to all other agents. However, since all agents are uncertain of the transaction outcome, none can decide and the protocol blocks, violating termination.

Flux [152] is a replica synchronization protocol for streaming dataflow systems based on the process pairs [74] fault-tolerance strategy. Flux achieves fault-tolerance by ensuring that a pair of replicas receives the same message stream without loss, duplication or reordering; at any time, should one replica fail, the other can take over. Despite its succinct specification, Flux is considered to be significantly more complicated than alternative fault-tolerance strategies for streaming systems, because of the interaction between the protocol’s granularity (tuple-at-a-time) and the various combinations of failures that can occur during operation [174]. Using Molly, we were able to certify that Flux is resilient to omission and crash failures up to a significant depth of execution (see Table 5.2). To the best of our knowledge, this effort represents the most thorough validation of the Flux protocol to date.
Figure 5.9: An incorrect run of three-phase commit in which message loss causes agents to reach conflicting decisions (the coordinator has decided to abort (a), but the two (non-crashed) agents have decided to commit (c)). This execution violates the agreement property.

Kafka replication bug

To reproduce the Kafka replication bug described in Section 5.1, we provide a single durability invariant:

- **Durability**: If a write is acknowledged at the client, then it is stored on a correct (non-crashed) replica.

Molly easily identified the bug. Figure 5.10 shows that Molly found the same counterexample described by Kingsbury. A brief network partition isolates two of the replicas (b and c) from a and the Zookeeper service, and a is elected as the new leader (assuming it is not the leader already). Because a believes itself to be the sole surviving replica, it does not wait for acknowledgments before acknowledging the client. Then a crashes, violating the durability requirement.
Figure 5.10: The replication bug in Kafka. A network partition causes $b$ and $c$ to be excluded from the ISR (the *membership* messages ($m$) fail to reach the Zookeeper service). When the client writes ($w$) to the leader $a$, it is immediately acknowledged ($a$). Then $a$ fails and the write is lost—a violation of **durability**.

In reproducing this durability bug, we relied heavily on Molly’s ability to model different components of a large-scale system at different levels of specificity. We focused first on the primary/backup replication protocol logic, which we implemented in significant detail (roughly a dozen LOC in Dedalus). Based on the intuition that the bug lay at the boundary of the replication protocol and the Zookeeper service and not in the service itself, we sketched the Zookeeper component and the client logic, ignoring details such as physical distribution (we treat the Zookeeper cluster as a single abstract node) and the underlying atomic broadcast protocol [91]. Had this model failed to identify a bug, we could subsequently have enriched the sketched specifications.

**Measurements**

A lineage-driven fault injector must do two things efficiently: identify bugs or provide a bounded guarantee about their absence. In this section, we measure Molly’s efficiency in finding counterexamples for 7 buggy programs, compared to a random fault injection approach. We then measure how quickly it *covers* the combinatorial space of possible faults for bug-free programs.

Table 5.1 lists the buggy protocols and (minimal) parameter settings for which Molly found a counterexample. The table lists the protocol size (in lines of code), the number of concrete executions explored before the counterexample was found, and the elapsed time. In order to factor apart the impact of the abstractions presented in Section 5.2 from that of the pruning performed by hazard analysis, we also implemented a random fault injector for Molly. In random mode, Molly chooses failure combinations at random and avoids the overhead of SAT and lineage extraction.
Table 5.1 also shows the average number of executions (\textit{exe}) and average execution time (\textit{wall}, in seconds) before the random fault injector discovered a counterexample (averages are from 25 runs).

The performance of random fault injection reveals the significance of LDFI’s abstractions in reducing the search space: for all of the (buggy) protocols we studied, random fault injection eventually uncovered a counterexample. In the case of relatively shallow failure scenarios, the random approach performed competitively with the hazard analysis-based search. In more complex examples—in particular the Kafka bug—\textsc{Molly}’s hazard analysis outperforms random fault injection by an order of magnitude.

Even more compelling than its rapid discovery of counterexamples is \textsc{Molly}’s reduction of the search space for bug-free programs. A random strategy may find certain bugs quickly, but to guarantee that no bugs exist (given a particular set of parameters) requires exhaustive enumeration of the space of executions, which is exponential both in \textit{EFF} and in the number of nodes in the simulation. By contrast, \textsc{Molly}’s hazard analysis is guaranteed to discover and explore only those failures that could have invalidated an outcome. Table 5.2 compares the space of possible executions (\textbf{Combinations}) that would need to be explored by an exhaustive strategy to the number of concrete executions (\textit{exe}) performed by \textsc{Molly} (providing 100\% coverage of the relevant execution space), for a number of bug-free protocol implementations. In all cases, we report the maximum parameter values reached by the sweep procedure given a 120 second time bound.

Figure 5.11 plots the growth in the number of concrete executions considered as the \textit{EFF} is increased, for the \textbf{ack-deliv} and \textbf{redun-deliv} protocols presented in Section 5.3, against the upper bound (the number of possible failure combinations for that Fspec) on a log-linear scale. It illustrates the impact of redundancy in individual executions on the pruning strategy. By revealing massive redundancy in every run, \textbf{redun-deliv} protocol allows \textsc{Molly} to rule out an exponentially larger set of potential counterexamples in each backward step.
Program | Counterexample | LOC | EOT | EFF | Crashes | Combinations | Random exe | wall | Molly exe | wall
---|---|---|---|---|---|---|---|---|---|---
simple-deliv | Figure 5.2 | 4 | 4 | 2 | 0 | $4.10 \times 10^{15}$ | 4.08 | 0.16 | 2 | 0.12
retry-deliv | Figure 5.3 | 5 | 4 | 2 | 1 | $4.07 \times 10^{14}$ | 75.24 | 1.28 | 3 | 0.12
classic-deliv | Figure 5.4 | 5 | 5 | 3 | 0 | $2.62 \times 10^{25}$ | 116.16 | 1.81 | 5 | 0.24
2pc | Figure 5.7 | 16 | 5 | 0 | 1 | 24 | 5.48 | 0.31 | 2 | 0.22
2pc-ctp | Figure 5.8 | 25 | 8 | 0 | 1 | 36 | 8.56 | 1.04 | 3 | 1.01
3pc | Figure 5.9 | 24 | 9 | 7 | 1 | $2.43 \times 10^{26}$ | 40.60 | 6.24 | 55 | 9.60
Kafka | Figure 5.10 | 18 | 6 | 4 | 1 | $1.85 \times 10^{25}$ | 1183.12 | 133.30 | 38 | 3.74

Table 5.1: Molly finds counterexamples quickly for buggy programs. For each verification task, we show the minimal parameter settings ($EOT$, $EFF$ and $Crashes$) to produce a counterexample, alongside the number of possible combinations of failures for those parameters ($Combinations$), the number of concrete program executions Molly performed ($exe$) and the time elapsed in seconds ($wall$). We also measure the performance of random fault injection ($Random$), showing the average for each measurement over 25 runs.

<table>
<thead>
<tr>
<th>Program</th>
<th>LOC</th>
<th>EOT</th>
<th>EFF</th>
<th>Combinations</th>
<th>exe</th>
</tr>
</thead>
<tbody>
<tr>
<td>redund</td>
<td>7</td>
<td>11</td>
<td>10</td>
<td>$8.07 \times 10^{18}$</td>
<td>11</td>
</tr>
<tr>
<td>ack-deliv</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>$3.08 \times 10^{13}$</td>
<td>673</td>
</tr>
<tr>
<td>paxos-synod</td>
<td>33</td>
<td>7</td>
<td>6</td>
<td>$4.81 \times 10^{11}$</td>
<td>173</td>
</tr>
<tr>
<td>bully-le</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>$1.26 \times 10^{17}$</td>
<td>2</td>
</tr>
<tr>
<td>flux</td>
<td>41</td>
<td>42</td>
<td>21</td>
<td>$6.20 \times 10^{7}$</td>
<td>187</td>
</tr>
</tbody>
</table>

Table 5.2: Molly guarantees the absence of counterexamples for correct programs for a given configuration. For each bug-free program, we ran Molly in parameter sweep mode for 120 seconds without discovering a counterexample. We show the highest parameter settings ($Fspec$) explored within that bound, the number of possible combinations of failures ($Combinations$), and the number of concrete executions Molly used to cover the space of failure combinations ($Exe$).

## 5.7 Related Work

In this section, we compare LDFI to existing techniques for testing and verifying fault-tolerant distributed systems.

Model checking [96, 64, 85, 135, 171, 136, 105] is a widely used technique for systematically checking distributed systems for violations of correctness properties. Model checkers can provide guarantees that no bad executions are possible by exhaustively checking all program states reachable from a set of initial states. Model checking is ideally suited to specifying and exhaustively testing individual components (particularly protocols) of distributed systems. For practical distributed systems—systems that run for long periods of time, and are built from a variety of components—this state space is often too large to exhaustively explore. Some attempts to manage this complexity include abstraction refinement [48, 31], running model checkers concurrently with execution to detect possible invariant violations in the local neighborhood [169], and heuristic search ordering of the state space [171]. LDFI sidesteps the state explosion problem by asking a
Fault injection frameworks [6, 55, 79, 93] interpose on the execution of distributed programs to explore the consequences of multiple failures on specific outcomes. Fault injection techniques typically use either a random [129, 6] or heuristic [79, 55] strategy to explore the space of possible failures. FATE and DESTINI [79] has been used to reproduce dozens of known bugs in cloud software, as well as to discover new ones. Like Molly, it uses Datalog as a specification language; unlike Molly, it uses a combination of brute force and heuristic search to explore failure combinations. Molly takes a more complete approach, providing assurances that no bugs exist for particular configurations and execution bounds.

Figure 5.12 places LDFI in the feature space of existing tools that identify bugs in large-scale distributed systems. It is worthwhile to note that two of the key features not provided by LDFI—input generation and testing of interleavings—are provided by existing tools that are compatible with LDFI. A remaining area for investigation is achieving the benefits of LDFI for source code implemented in a widely-used language: Section 3.3 discusses alternative approaches.

LDFI focuses specifically on the effects of faults on outcomes, and is compatible with a variety of other techniques that address orthogonal issues. At a high level, Molly’s alternating execution strategy resembles concolic execution [151], which similarly alternates between calls to a concrete evaluator and a symbolic solver. As we discuss in Section 5.8, concolic testing and other symbolic execution approaches (e.g. Klee [38]) are ideal for discovering bad inputs, and hence are complementary to LDFI. When verifying individual components, LDFI can be used as a complementary approach to model checkers such as Chess [136], which focus strictly on non-determinism in interleavings. Like test generation approaches such as execution synthesis [175], Molly “explains”
bugs, albeit at a higher level of abstraction: via data and dependencies rather than stepwise program execution. Unlike execution synthesis, Molly does not require a priori knowledge of bugs, but discovers them.

Like reverse data management [131], LDFI uses provenance to reason about what changes to input relations would be necessary to produce a particular change in output relations ("how-to" queries). When the submitted Dedalus program is logically monotonic [17, 127], LDFI answers how-to queries using positive why provenance [44]; otherwise LDFI must also consider the why-not provenance [86] of negated rule premises (e.g., “an acknowledgment was not received”). Systems such as Artemis [84] address the why-not problem (for monotonic queries) as a special case of what-if analysis, and ask what new (perhaps partially-specified) tuples would need to be added to a database to make a missing tuple appear. First-order games [100, 143] use a game-theoretic execution strategy to answer why-not queries. Wu et al. [168] describe a practical approach to answering why-not queries for software-defined networks (SDNs). LDFI can be viewed as a narrow version of the “how-to” provenance problem, restricted to considering deletions on a single distinguished input relation (the clock), in the presence of possibly non-monotonic queries. Many of the why-not provenance techniques discussed above could assist in implementing LDFI—this is a promising avenue for future work.

5.8 Future Work

To conclude our discussion, we reflect on some of the limitations of the Molly prototype, as well as directions for future work. Our narrow focus on the fault-tolerance of distributed systems allowed us to significantly simplify the verification task, but these simplifying abstractions come with tradeoffs.

It is clearly impractical to exhaustively explore all possible inputs to a distributed system, as they are unbounded in general. We have assumed for the purposes of this discussion that the program inputs—including the execution topology—are given a priori, either by a human or by a testing framework. However, our approach is compatible with a wide variety of techniques for exploring system inputs, including software unit testing, symbolic execution [151, 38] and input generation [47, 19].

LDFI assumes that the distributed protocols under test are “internally deterministic” (i.e., deterministic modulo the nondeterminism introduced by the environment). It leverages this assumption—common in many fault-tolerant system designs [148]—to provide its completeness guarantee: if some execution produces a proof tree of an outcome, any subsequent execution with the same faults will also. While Molly can be used to find bugs in fundamentally non-deterministic protocols like anti-entropy [160] or randomized consensus [33], certifying such protocols as bug-free will require additional research.

The pseudo-synchronous abstraction presented in Section 5.2—which made it possible to discover complex bugs by rapidly exploring multiple heterogeneous failures—does come at a cost. For an important class of fault-tolerant distributed algorithms (e.g., those that attempt to solve consensus), an abstraction that factors apart partial failure and asynchrony is fundamentally in-
complete, because these algorithms are required to (attempt to) distinguish between delay and failure [40, 63]. For example, when we verify an algorithm like Paxos [106] (described in Section 3.3), the conclusion that Paxos is tolerant to a particular set of failures does not imply that Paxos terminates in all executions. Relaxing the synchronicity abstraction is an avenue of future work, but Section 3.3 provides evidence that the tradeoff is worthwhile.

5.9 Discussion

Fault tolerance code is hard to test in a controlled environment, yet likely to fail catastrophically at scale unless it is fully debugged. Ad hoc approaches like random fault injection are easy to integrate with real-world code but unable to provide bullet-proof assurances. LDFI presents a middle ground between pragmatism and formalism, dictated by the importance of verifying fault tolerance in spite of the complexity of the space of faults. LDFI works with executable code, though it requires that code to be written in a language that meets the requirements outlined in Section 5.2.

By walking this middle ground, LDFI and MOLLY offer significant benefits over the state of the art in three dimensions. First, LDFI provides radical improvements in the efficiency of fault injection by narrowing down the choice of relevant faults to inject. Second, LDFI enables MOLLY to provide useful software engineering tools, illustrating tricky fault-tolerance bugs with concrete traces complete with auto-generated visualizations of root causes (lineage diagrams) and communication visualizations (Lamport diagrams). Finally, LDFI makes it possible to formally “bless” code as being correct up to a significant depth of execution, something that is infeasible with traditional fault injection techniques.
Chapter 6

Concluding Remarks

Distributed systems are increasingly ubiquitous, but remain stubbornly hard to program and reason about. This thesis reported significant progress on both fronts. We demonstrated that query languages are a natural fit for expressing both distributed protocols and large-scale infrastructure. By obscuring details such as differences in state representation and control-flow patterns, such languages allow programmers to focus on the principal citizen of distributed computation: data, changing as it moves through space and time. We developed the disorderly programming languages Dedalus and Bloom, which preserve the systems-as-queries model while adding the ability to unambiguously characterize change and uncertainty. By capturing such details in their model-theoretic semantics, Dedalus and Bloom make it possible to reason directly about the relationship between distributed programs and their outcomes, despite the widespread nondeterminism in their environments. Blazes and LDFI then cash in on this promise, realizing powerful analyses in practical tools that help programmers reason about whether their programs are consistent and fault-tolerant, and assisting in their repair if they are not.

Blazes showed that the disorderly programming philosophy and the analysis techniques it enables can be applied outside the walled garden of Dedalus and Bloom, and can add value to existing distributed systems (such as Apache Storm) with the aid of programmer insight. A recent collaboration with Netflix has provided strong evidence that with the appropriate tracing and fault injection infrastructures, LDFI can also be applied to existing large-scale systems. More valuable future work lies in exploring the middle ground between the “boil the ocean” approach of rewriting systems infrastructure in experimental languages and improving our understanding of existing, unmodified systems. We are actively exploring “specification mining” techniques to extract Blazes-style annotations or synthesize Dedalus subprograms by observing service behavior.

Molly automated the role of the adversary in the game presented in Section 5.3. But what about the role of the programmer? In future work, it would be interesting to explore using the backwards reasoning approach of LDFI to assist in fault-tolerant program synthesis. Given a distributed program with a fault-tolerance bug, it seems possible to use the lineage of its failure-free run (along with a counterexample) to effectively guide the search through program transformations that provide additional redundant support of the program outcome. Similar techniques should also facilitate adapting existing fault-tolerant algorithms (like the classic-deliv protocol) to new failure
assumptions.

More work needs to be done to unify the analysis techniques developed in this thesis. Blazes and LDFI are complementary techniques that provide programmers with guarantees that their programs are robust to asynchrony and partial failure (respectively). Unfortunately, focusing on one of these sources of uncertainty at a time does not yield a complete solution. Many of the most challenging problems in distributed systems exist at the intersection of asynchrony and partial failure, precisely because it is impossible to distinguish between delay and failure in a truly asynchronous distributed system. It would be interesting to explore hybrid approaches that use data lineage to communicate details about consistency anomalies back to programmers, and that augment programs with additional fault-tolerance mechanisms much as Blazes augmented programs with synchronization.

Another avenue for future work is to apply the disorderly programming philosophy to the debugging of large-scale data management systems. Existing debugging mechanisms (including statement-level debuggers and tracing and replay infrastructures) reflect the sequential model of computation underlying most current programming languages, and focus the programmer’s attention on stepwise computation rather than on the modification and movement of data. LDFI—which used data lineage extracted from execution traces not just to identify bugs, but to explain those bugs to the programmer at an appropriately high level of abstraction—hints at the promise of “declarative debugging” techniques for large-scale systems.

This thesis presented a variety of complementary solutions—spanning language design, theory, program analysis, and tooling—to the growing crisis of pervasive distribution. Instead of attempting to *mask* the various complexities that arise from asynchrony and partial failure (as did many historical approaches such as strongly consistent storage infrastructures and distributed transactions) the solutions we propose provide programmers with tools to *manage* complexity, ignoring it when possible and engaging with it when required for program correctness. Realizing this agenda required rethinking the languages we use to program distributed systems as well as the semantics that we use to model them. The frameworks presented in the latter half of the thesis provide an example of what can be built upon this foundation, and (we believe) paint a hopeful picture of the future of computing in a disorderly and distributed world.
Bibliography


[90] M. B. Jones. Interposition agents: transparently interposing user code at the system inter-

[91] F. P. Junqueira, B. C. Reed, and M. Serafini. Zab: High-performance broadcast for primary-
backup systems. DSN ’11.

[92] G. Kahn. The semantics of a simple language for parallel programming. In J. L. Rosen-
Holland, Amsterdam.


Aspect-oriented Programming. ECOOP’97.


293-call-me-maybe-kafka, 2013.

Hopkins University, 2008.

[99] S. Köhler, B. Ludäscher, and Y. Smaragdakis. Declarative datalog debugging for mere 

[100] S. Köhler, B. Ludäscher, and D. Zinn. First-Order Provenance Games. In In Search of 
Elegance in the Theory and Practice of Computation, volume 8000 of LNCS. Springer, 
2013.

[101] L. Kuper and R. R. Newton. LVars: Lattice-based Data Structures for Deterministic Parallel-
ism. FHPC’13.

[102] L. Kuper and R. R. Newton. A Lattice-Theoretical Approach to Deterministic Parallelism 


[104] L. Lamport. Time, Clocks, and the Ordering of Events in a Distributed System. Communica-


