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Abstract

Continuous and Discrete Dynamics
For Online Learning and Convex Optimization

by

Walid Krichene

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences
and the Designated Emphasis in
Communication, Computation and Statistics
University of California, Berkeley
Professor Alex M. Bayen, Chair

Online learning and convex optimization algorithms have become essential tools for solving problems in modern machine learning, statistics and engineering. Many algorithms for online learning and convex optimization can be interpreted as a discretization of a continuous time process, and studying the continuous time dynamics offers many advantages: the analysis is often simpler and more elegant in continuous time, it provides insights and leads to new interpretations of the discrete process, and streamlines the design of new algorithms, obtained by deriving the dynamics in continuous time, then discretizing. In this thesis, we apply this paradigm to two problems: the study of decision dynamics for online learning in games, and the design and analysis of accelerated methods for convex optimization.

In the first part of the thesis, we study online learning dynamics for a class of games called non-atomic convex potential games, which are used for example to model congestion in transportation and communication networks. We make a connection between the discrete Hedge algorithm for online learning, and an ODE on the simplex, known as the replicator dynamics. We study the asymptotic properties of the ODE, then by discretizing the ODE and using results from stochastic approximation theory, we derive a new class of online learning algorithms with asymptotic convergence guarantees. We further give a more refined analysis of these dynamics and their convergence rates. Then, using the Hedge algorithm as a model of decision dynamics, we pose and study two related problems: the problem of estimating the learning rates of the Hedge algorithm given observations on its sequence of decisions, and the problem of optimal control under Hedge dynamics.

In the second part, we study first-order accelerated dynamics for constrained convex optimization. We develop a method to design an ODE for the problem using an inverse Lyapunov argument: we start from an energy function that encodes the constraints of the problem and the desired convergence rate, then design an ODE tailored to that energy function. Then, by carefully discretizing the ODE, we obtain a family of accelerated algorithms with opti-
nal rate of convergence. This results in a unified framework to derive and analyze most known first-order methods, from gradient descent and mirror descent to their accelerated versions. We give different interpretations of the ODE, inspired from physics and statistics. In particular, we give an averaging interpretation of accelerated dynamics, and derive simple sufficient conditions on the averaging scheme to guarantee a given rate of convergence. We also develop an adaptive averaging heuristic that empirically speeds up the convergence, and in many cases performs significantly better than popular heuristics such as restarting.
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To my sister, Syrine.
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Chapter 1

Introduction

The most practical thing in the world is a good theory.

\[ H. \text{ von Helmholtz} \]

1.1 From continuous time ODEs to discrete time algorithms

Many discrete algorithms for online learning and convex optimization can be interpreted as a discretization of a continuous-time dynamics. Perhaps the simplest and oldest example is the gradient descent algorithm. If we seek to minimize a differentiable convex function $f$ on $\mathbb{R}^n$, gradient descent can be written as a sequence of iterates $(x^{(t)})$ satisfying $x^{(t+1)} = x^{(t)} - \eta_t \nabla f(x^{(t)})$, where $\eta_t$ is a positive step size. This difference equation can be interpreted as a discrete-time approximation of the ODE $\dot{X}(t) = -\nabla f(X(t))$, with discretization step $\eta_t$. While most algorithms are inherently discrete, studying the continuous-time process can be useful for many reasons. The analysis is often simpler in continuous-time, and can benefit from the well-established theory of differential equations and dynamical systems. It can also provide intuition, and new insights into the discrete process, and can help guide the design and analysis of new algorithms. For example, an important question in the analysis of many discrete algorithms is the asymptotic behavior of the trajectories, and whether they converge to a given set (this could be e.g. the set of minimizers of a convex function, or the set of equilibria of a game). Convergence of solution trajectories is often simpler to prove in continuous-time, and can be done for instance by exhibiting a Lyapunov function for the invariant set, that is, a function that is non-increasing along solution trajectories, and that is minimal on the invariant set. Once the convergence is established in continuous time, one can then discretize the ODE, and attempt to prove convergence using a discrete-time counterpart of the Lyapunov function. In this thesis, we explore some of these techniques in the context of two classes of problems: online learning dynamics in games, studied in the
first part of the thesis, and accelerated dynamics for convex optimization, studied in the second part.

1.2 Online learning and games

Online learning theory studies sequential decision problems, in which a decision maker iteratively chooses an action and observes outcomes. This model of sequential decision is relevant to many systems, from physical systems such as transportation networks and power networks (the network users make decisions as new information becomes available), to online systems, such as online advertising and auctions.

Many of these systems can be modeled as games, and one can study their Nash equilibria \[95\], which describe strategies for players such that no player has an incentive to unilaterally deviate. However, the Nash equilibrium concept may not always offer a good descriptive model of actual behavior of players. Besides the assumption of rationality, which can be questioned \[129\], the Nash equilibrium usually assumes that players have a good description of the game, of the other players, and of their utilities, which is not realistic for many large-scale distributed systems.

One alternative model of player behavior is repeated play \[92\, 51\, 90\], sometimes called learning models \[40\] or adjustment models \[54\]. In such models, one assumes that each player makes decisions iteratively (instead of playing a one-shot game), and uses the outcome of each iteration to adjust their next decision. Formally, at every iteration \(t\), player \(k\) makes a decision \(x_k(t)\), then observes an outcome \(\ell_k(t)\) (e.g. a vector of losses of all the possible actions), so from the perspective of each player, this is a sequential decision problem. These problems are of course coupled through the outcomes, since \(\ell_k(t)\) depends on \(x_k(t)\) but also on \(x_{k'}(t)\) for \(k' \neq k\). This is illustrated in Figure 1.1.

\[
\begin{align*}
\text{learning algorithm} & : x_k(t+1) = U(x_k(t), \ell_k(t)) \\
\text{Environment} & \\
\text{Other agents} & \\
\text{Agent } k & \\
\text{outcome} & : \ell_k(t) = \ell_k(x_1(t), \ldots, x_K(t))
\end{align*}
\]

Figure 1.1: Coupled sequential decision problems. Each player faces an online learning problem, and the decisions of the different players are coupled through their loss functions.

In such models, a natural question is whether the joint decision dynamics of the players converge to some equilibrium set, for example to the Nash equilibrium of the game if it were to be played as a one-shot game. This question has a long history in game theory and mathematics, and dates back to the work of Hannan \[57\], who defined the regret, and Blackwell \[25\] who defined approachability, and both concepts have become key in the
design and analysis of online learning algorithms. For example, regret-based dynamics in games have been studied in \([5, 89]\), and by Hart and Mas-Colell, both in continuous \([61]\) and discrete time \([60, 59, 58, 62]\). See also \([40]\) and references therein. Regret is also central in other classes of online learning problems, such as bandit problems \([35, 34]\), and online convex optimization \([63, 126, 11]\). Blackwell approachability has been used to study learning in games, for example in \([39]\), and many connections are made between regret and approachability \([1, 107]\).

Continuous-time dynamics have also been studied for several classes of games, see for example \([67, 135, 66, 123, 19]\), in which different families of ODEs are used to describe the time evolution of the decision dynamics of player populations. In \([124]\), Sandholm studies convergence for the class of potential games. He shows that dynamics which satisfy a positive correlation condition with respect to the potential function of the game converge to the set of stationary points of the vector field (usually, a superset of Nash equilibria). In \([68]\), Hofbauer and Sandholm study the convergence of a class of dynamics called excess payoff target (EPT), for the class of stable games. In \([51]\), Fox and Shamma extend these convergence results to passive evolutionary dynamics, and give a dynamical systems interpretation. Some approaches even generalize the class of dynamics and consider differential inclusions instead of differential equations, see \([21, 22]\).

**Our contributions**

In the first part of the thesis, we study learning dynamics in the class of nonatomic population games that admit a convex potential (which will be formally defined in Chapter 2). This class of games can be used to model the interaction of large populations of players, and have a special structure due to the existence of the convex potential. This will allow us to apply three different techniques to study learning dynamics:

1. First, we will analyze regret-based dynamics in Chapter 2.
2. Second, we study a continuous-time learning dynamics in Chapter 3, known as the replicator dynamics, and study the asymptotic behavior of its solutions. Then building on results from stochastic approximation theory \([18]\), we show in Chapter 4 how the replicator ODE can be discretized while preserving convergence. We call the resulting algorithms approximate replicator (AREP).
3. Third, we use techniques from stochastic convex optimization, to analyze, in Chapter 5, the convergence properties of a class of dynamics based on the mirror descent method.

These convergence results are presented from the weakest to the strongest: Regret-based dynamics have the weakest convergence guarantee, we show that the sequence of decisions converges in the sense of Cesàro, i.e. that the weighted averages converge. For the approximate replicator dynamics, we show almost sure convergence. For mirror descent dynamics, we derive explicit convergence rates.
CHAPTER 1. INTRODUCTION

**Hedge algorithm**  The Hedge algorithm will be central in our discussion. It is perhaps one of the most well studied online learning algorithms, also known as the multiplicative weights update \[4\] in the computer science literature, the exponentiated gradient algorithm \[72\] or the entropic descent algorithm \[15\] in the optimization literature, as well as log-linear learning \[28, 91\] in the economics and game theory literature. It is also known to be an instance of the mirror descent family of methods due to Nemirovski and Yudin \[98\], which we discuss in detail in Appendix \[3\].

Using the Hedge algorithm, we will see in particular that the connection between discrete time and continuous time dynamics can be useful in both directions: In Chapter \[3\] we show that the continuous-time replicator equation can be motivated as the continuous-time limit of the Hedge algorithm. In Chapter \[4\] we show that by carefully discretizing the replicator ODE, we can obtain a larger family of algorithms (which contains the Hedge algorithm), while preserving convergence. This is achieved by ensuring that the discrete trajectory is close, in a sense to be made precise in Chapter \[4\], to the continuous solution trajectories of the ODE. And since the latter are guaranteed to converge to the equilibrium set, we can provide guarantees on the discrete process.

**Routing games**  The routing game is a special case of a nonatomic population game, which can be used to model congestion in many cyber physical systems in which non-cooperative players compete for shared resources, such as transportation networks \[16, 119\] (the resources being roads) and communication networks \[106\] (the resources being communication links). Our study of nonatomic population games is motivated in particular by routing games, which we will use in many of the numerical examples provided throughout the thesis.

**Modeling decision dynamics**  Beyond the design and analysis of learning algorithms and their convergence properties, we study the problem of modeling the decision dynamics of players. As argued by Marden and Shamma in \[92\], online learning can be used not only as a prescriptive tool, used to solve sequential decision problems, but also as a descriptive tool, used to model the behavior of players. We explore the second point of view in Chapter \[6\] and \[7\]. First, we consider the problem of estimating the learning rates of a decision maker that follows the Hedge algorithm. More precisely, we suppose that we can observe the sequence of decisions that obey the Hedge dynamics, with unknown learning rates, and show how the learning rates can be estimated. We consider the Hedge model in particular since it is both an instance of the AREP class studied in Chapter \[4\] and the mirror descent class studied in Chapter \[5\].

To apply this method on field data, we implement a web application that simulates a routing game. Players can use the application to participate in a simultaneous, online version of the game, and make sequential decisions on how to allocate their traffic on a shared network (without directly interacting or observing the decisions of other players). We use this experiment to study some qualitative aspects of decision dynamics, and test our learning rate estimation approach. The results indicate that the Hedge algorithm can be descriptive
of actual decision dynamics. In Chapter 7 we study the related problem of optimal control of a population of online learners who follow the Hedge dynamics. Assuming we have estimated the learning rates, we pose the problem of optimally controlling the game in order to minimize a given objective. Due to the presence of the non-linear Hedge constraints, this problem is non-convex, but we propose a method for finding a local minimizer, using the adjoint method from optimal control theory \cite{48,110}. We derive the adjoint equations associated to the Hedge dynamics and apply the approach to routing game examples: both a toy network to illustrate the qualitative behavior of the method, and a model of a real highway network to show the potential impact of this approach.

1.3 Accelerated dynamics for convex optimization

Convex optimization is an essential tool in many engineering, statistics, machine learning and economics problems, see for example \cite{30} for a brief overview of some of these applications. First-order methods have seen a resurgence of interest due to the significant increase in both size and dimensionality of the data sets typically encountered in machine learning and other applications, which makes higher-order methods computationally intractable in most cases \cite{103,69,33}. Many of these algorithms can be interpreted as a discretization of a continuous time ODE. For example, the mirror descent family for constrained convex optimization was originally derived by Nemirovski and Yudin \cite{98} as a discretization of an ODE that was tailored to a specific Lyapunov function. Continuous-time dynamics for optimization have been studied for a long time, e.g. \cite{32,64,26}, and proving convergence results in continuous time often uses simple and elegant Lyapunov arguments. By discretizing the continuous dynamics, one can then design discrete algorithms for convex optimization, and to prove convergence in discrete time, one can attempt to use a discrete counterpart of the original Lyapunov function. Although it is hard to guarantee that the discretization will preserve the Lyapunov function, many such approaches have been successful. In particular, Su et al. show in \cite{130} that Nesterov’s accelerated method \cite{102} can be obtained as a discretization of a a second-order ODE, for which they exhibit a Lyapunov function, and Attouch et al. \cite{6} further study the properties of the its solutions trajectories and its convergence rates. This continuous-time interpretation also allowed the design of restarting heuristics, which empirically improve the speed of convergence, such as \cite{105}.

Our contributions

In the second part of this thesis, we study dynamics for constrained convex optimization, in continuous and discrete time. We start by reviewing the continuous-time interpretations of two important optimization methods: Nesterov’s accelerated method, proposed by Nesterov in \cite{102}, and the mirror descent method, proposed by Nemirovski and Yudin \cite{98}. We show in Chapter 8 that these two ideas can be combined to derive a general family of accelerated mirror descent dynamics for constrained optimization, using a simple Lyapunov argument.
This family generalizes the ODE studied by [6, 130], which only applies to unconstrained convex problems.

We show that the solution trajectories of the ODE converge to the set of minimizers of the objective function at a quadratic rate. We also show that the dynamics can be naturally described as a coupling of a dual variable that accumulates gradients with weights $\eta(t)$, and a primal variable obtained as the weighted average of the mirrored trajectory, using weights $w(t)$. This interpretation motivates the study of generalized averaging schemes in Chapter 9 in which we give sufficient conditions on the weight functions $\eta$ and $w$ to achieve a desired rate in continuous time. We also propose an adaptive averaging heuristic which adaptively computes the weights (instead of using a predefined weight function of time), essentially by reducing weights on portions of the trajectory that make the least progress, and show that this heuristic preserves the Lyapunov function of the accelerated dynamics, making it the first such heuristic with convergence guarantees.

In Chapter 10 we propose a discretization of the accelerated mirror descent ODE which has a quadratic convergence rate, and prove that a discrete version of the adaptive averaging heuristic also preserves the quadratic rate. We show several numerical examples on simplex-constrained problems to illustrate the qualitative behavior of these methods. In particular, we compare adaptive averaging to the restarting heuristics developed in [105, 130], and show that it compares favorably to restarting, with significant improvements in many cases.

### 1.4 Bibliographic notes

Most of the work reported in this thesis is adapted from previously published research. Chapters 2, 3 and 4 on the replicator dynamics and approximate replicator algorithms are based on [79, 80, 44]. Chapter 5 on stochastic mirror descent dynamics is based on [81, 76]. Chapter 6 on learning rate estimation is based on [84]. Chapter 8 on accelerated mirror descent is based on [77], and portions of Chapter 9 and 10 on generalized and adaptive averaging are based on [78]. Finally, part of Appendix B is based on [77] and Appendix C is based on [82].
Part I

Online Learning Dynamics and Nonatomic Potential Games
Chapter 2

Online Learning in Convex Potential Games

2.1 Introduction

Nonatomic potential games are games that model the interaction of populations of players, and such that the set of players in each population is endowed with a measurable set structure with a nonatomic measure \[124, 123\]. One of the most well-studied families of nonatomic potential games are congestion games \[73, 104\], which motivate our results. These are non-cooperative games that model the interaction of players who share resources. Each player makes a decision on which resources to utilize. The individual decisions of players result in a resource allocation at the population scale. Resources which are highly utilized become congested, and the corresponding players incur higher losses. For example, the resources can be edges in a transportation or a communication network, and each player has a source vertex and a destination vertex on the graph, and needs to send traffic between the two. Each player chooses a path, and the joint decision of all players determines the congestion on each edge. The more a given edge is utilized, the more congested it is, creating delays for those players using that edge.

Congestion games and their equilibria have been studied in the transportation literature since the seminal work of Wardrop \[134\] and Beckman \[16\], and more recently in computer science, see \[119\] for a comprehensive introduction and related work. The set of Nash equilibria of the congestion game is known to coincide with the set of minimizers of a convex potential function. This was proved by Rosenthal for the atomic congestion game in \[118\], and later generalized. Thus computing the set of Nash equilibria can be done efficiently if one is given the exact formulation of the game, including the congestion functions of every resource, and the description of all populations. A natural generalization of the congestion game is given by convex potential games, in which the Rosenthal potential is generalized to any convex potential function.

Characterizing the Nash equilibria of potential games, and congestion games in particular,
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gives useful insights, such as the loss of efficiency due to selfishness of players. One popular measure of inefficiency is the price of anarchy, introduced by Koutsoupias and Papadimitriou in [75], and studied in the case of congestion games by Roughgarden et al. in [122, 121]. Many approaches have been proposed since to alleviate the inefficiency of equilibria, either through incentivization [106] or by controlling a subset of the population [120].

Online learning dynamics While characterizing Nash equilibria of the game gives many insights, it does not model how players arrive to the equilibrium. Studying the game in a repeated setting can help answer this question. Additionally, most realistic scenarios do not correspond to a one-shot game, but rather a repeated setting in which each player faces a sequential decision problem, observes outcomes, and may update their strategies given the previous outcomes. This motivates the study of the game and the population dynamics in an online learning framework.

Arguably, a good model for learning should be distributed (no centralization between players), and should have realistic information requirements. For example in congestion games, one should not expect the players to have an accurate model of congestion of each resource. Players should be able to learn simply by observing the outcomes of their previous actions, and potentially those of other players. No-regret learning is of particular interest here, as many regret-minimizing algorithms are easy to implement by individual players, and only require the player losses to be revealed, see for example [40] and the references therein. The Hedge algorithm (also known as the multiplicative weights algorithm [4], or the exponentiated gradient method [72]) is a famous example of regret-minimizing algorithms. It was applied to learning in games by Freund and Schapire in [53]. The Hedge algorithm will be central in our discussion, as it will motivate the study of the continuous-time replicator equation in the next chapter.

Organization of Part I In this chapter, we start by formally defining nonatomic potential games and congestion games in Section 2.2. We give some preliminary results on the characterization of Nash equilibria as the set of solutions to a convex problem. We then define the online learning model in Section 2.4. We give a first convergence result in Section 2.5: we show in Theorem 2 that if the regret is sublinear for all populations, then the sequence of mass distributions converges, in the sense of Cesàro, to the set of Nash equilibria. We also show that as a consequence, a dense subsequence converges to the set of Nash equilibria. In Section 2.6, we review the Hedge algorithm for online learning, and some of its properties.

While our learning model is inherently discrete, it can be helpful to study continuous-time dynamics for learning, and to view discrete learning algorithms as a discretization of the continuous-time dynamics. In Chapter 3 we show that by taking the continuous-time limit of the Hedge algorithm, we obtain an ODE known as the replicator equation. We study properties of its stationary points, and show that all Nash equilibria of the game are stationary points (but the converse is not true in general), and show in Theorem 3 that solution trajectories converge to the set of Nash equilibria and derive an explicit rate of
convergence. We further study stability of stationary points by linearizing the dynamics: we show in Theorem 4 that all stable stationary points are Nash equilibria, and in Theorem 5 that under a non-degeneracy assumption, all Nash equilibria are exponentially stable.

In Chapter 4 we go back to discrete algorithms for online learning, and study a family of algorithms that can be obtained as a discretization of the replicator ODE. We first propose a deterministic discretization and prove that it guarantees sublinear regret in Theorem 6. Then using results from stochastic approximation theory, we show in Theorem 8 that a class of approximate replicator algorithms converges almost surely to the set of Nash equilibria.

While this guarantees convergence of a large family of algorithms, the stochastic approximation analysis does not provide convergence rates. In Chapter 5 we consider a different family of learning dynamics, obtained by applying the stochastic mirror descent method to the problem of minimizing the potential function of the game. In particular, we propose a heterogeneous formulation of the dynamics, in which different populations can use different algorithms and learning rates, and show that under mild assumptions on their learning rates, the sequence of their decisions is guaranteed to converge.

This defines a model of distributed learning, which enjoys several convergence guarantees. In Chapters 6 and 7 we propose and explore the approach of using mirror descent as a model of decision dynamics, in problems in which a coordinator interacts with a population of online learners. In Chapter 6 we propose a simple method to estimate the unknown learning rates of a decision maker who follows the Hedge dynamics, assuming that we can observe the sequence of decisions generated by the algorithm. We test this method using a web application, in which we simulate the routing game, and study the qualitative behavior of decision makers. We conclude the first part in Chapter 7 where we study a control problem, in which a coordinator can choose the decisions of a subset of the population, and the rest of the population is assumed to follow Hedge dynamics. This defines an optimal control problem under non-linear dynamics, which we propose to solve using different methods. In particular, we derive the adjoint equations of the Hedge dynamics, and show how the method can be applied to optimal routing on a transportation network.

2.2 Non atomic potential games and Nash equilibria

A nonatomic population game is given by a set $S$ of players, endowed with a structure of measure space, $(S, \Sigma, m)$, where $\Sigma$ is a $\sigma$-algebra of measurable subsets, and $m$ is a finite Lebesgue measure. The measure is non-atomic, in the sense that single-player sets are null-sets for $m$. The player set is partitioned into $K$ populations, $S = S_1 \cup \cdots \cup S_K$, such that the total mass $m(S_k)$ is non-zero for all $k$. Each population is characterized by an action set, $A_k$.

The joint actions of players in population $k$ can be represented by an action profile $A_k : S_k \to A_k$, that specifies the action of each player. The function $s \mapsto A_k(s)$ is assumed to be $S$-measurable ($A_k$ is equipped with the counting measure). Given a joint action profile $A = (A_1, \ldots, A_K)$, a more concise, macroscopic description of the joint action of players is
given by the mass distribution, i.e. the proportion of players choosing action \( a \in A_k \), which we denote by

\[
x_{k,a} = \frac{1}{m(S_k)} \int_{s \in S_k} 1_{A_k(s) = a} dm(s).
\]

so that \( x_k \in \Delta^{A_k} \), the probability simplex over the action set

\[
\Delta^{A_k} = \{ x \in \mathbb{R}^{A_k} : \sum_{a \in A_k} x_a = 1 \}.
\]

Note that \( x_k \) depends on \( A_k \), but we keep this dependence implicit to simplify the notation.

We denote by \( x = (x_1, \ldots, x_K) \) the product mass distribution of all populations (which we also refer to as the joint mass distribution), and we will denote \( \Delta = \Delta^{A_1} \times \cdots \times \Delta^{A_K} \) the product of simplices.

The joint mass distribution \( x \) determines the losses of all players as follows: for all \( k \), we are given a vector valued function

\[
\ell_k : \Delta \rightarrow \mathbb{R}^{A_k},
\]

such that \( \ell_{k,a}(x) \) is the loss of action \( a \in A_k \), incurred by any player in population \( k \) who chooses action \( a \). Finally, we denote by \( \ell(x) \) the tuple \( \ell(x) = (\ell_1(x), \ldots, \ell_K(x)) \).

**Definition 1.** A nonatomic game with action sets \( A_k \) and losses \( \ell_k \) is a convex potential game if there exists a convex function \( f \), differentiable on \( \Delta \) with Lipschitz gradient, and positive reals \( \kappa_1, \ldots, \kappa_K \), such that for all \( x \in \Delta \) and all \( k \),

\[
\nabla_{x_k} f(x) = \kappa_k \ell_k(x),
\]

where \( \nabla_{x_k} f(x) \) denotes the gradient of \( f \) with respect to \( x_k \).

In other words, the loss functions of the game coincide (up to scaling by \( \kappa \)) with the gradient field of a convex function. In the remainder of the chapter, we will study such games. First, we define and characterize the Nash equilibria of nonatomic convex potential games.

**Nash equilibria**

**Definition 2** (Nash equilibrium of a nonatomic convex potential game).

A product distribution \( x \in \Delta \) is a Nash equilibrium of the game if for all \( k \), and all \( a \in A_k \) such that \( x_{k,a} > 0 \), \( \ell_{k,a'}(x) \geq \ell_{k,a}(x) \) for all \( a' \in A_k \). The set of Nash equilibria will be denoted by \( \mathcal{N} \).

Definition 2 implies that, for a population \( S_k \), all actions with non-zero mass have equal losses, and actions with zero mass have greater losses. Therefore almost all players incur the same loss.
CHAPTER 2. ONLINE LEARNING IN CONVEX POTENTIAL GAMES

In finite player games, a Nash equilibrium is defined to be an action profile $A : S \rightarrow \mathcal{A}$ such that no player has an incentive to unilaterally deviate \cite{95}, that is, no player can strictly decrease her loss by unilaterally changing her action. We show that this condition (referred to as the Nash condition) holds for almost all players if and only if the mass distribution $x$ induced by $A$ is a Nash equilibrium in the sense of Definition \[2\].

Proposition 1. A distribution $x$ is a Nash equilibrium if and only if for any joint action profile $A$ which induces the distribution $x$, almost all players have no incentive to unilaterally deviate from $A$.

Proof. First, we observe that, given an action profile $A = (A_1, \ldots, A_K)$, when a single player $s$ changes her strategy, this does not affect the distribution $x$. This follows from the definition of the distribution,

\[ x_{k,a} = \frac{1}{m(S_k)} \int_{S_k} 1_{A(s) = a} dm(s). \]

Changing the action profile $A$ on a null-set \{s\} does not affect the integral.

Now, assume that almost all players have no incentive to unilaterally deviate. That is, for all $k$, for almost all $s \in S_k$,

\[ \forall a' \in \mathcal{A}_k, \quad \ell_{k,a'}(x') \geq \ell_{A(s)}(x), \quad (2.3) \]

where $x'$ is the distribution obtained when $s$ unilaterally changes her action from $A(s)$ to $a'$. By the previous observation, $x' = x$. As a consequence, condition (2.3) becomes: for almost all $s$, and for all $a'$, $\ell_{k,a'}(x) \geq \ell_{k,A(s)}(x)$. Therefore, integrating over the set \{s \in S_k : A(s) = a\}, we have for all $k$,

\[ \ell_{k,a'}(x) x_{k,a} \geq \ell_{k,a}(x) x_{k,a}, \quad \forall a' \]

which implies that $x$ is a Nash equilibrium in the sense of Definition \[2\]. Conversely, if $A$ is an action profile, inducing distribution $x$, such that the Nash condition does not hold for a set of players with positive measure, then there exists $k_0$ and a subset $S \subset S_{k_0}$ with $m(S) > 0$, such that every player in $S$ can strictly decrease her loss by changing her action. Let $S_a = \{s \in S : A(s) = a\}$, then $S$ is the disjoint union $S = \cup_{a \in A_{k_0}} S_a$, and there exists $a_0$ such that $m(S_{a_0}) > 0$. Therefore

\[ x_{k_0,a_0} = \frac{m \left( \{s \in S_{k_0} : A(s) = a_0\} \right)}{m(S_{k_0})} \geq \frac{m(S_{a_0})}{m(S_{k_0})} > 0. \]

Let $s \in S_{a_0}$. Since $s$ can strictly decrease her loss by unilaterally changing her action, there exists $a_1$ such that $\ell_{k_0,a_1}(x) < \ell_{k_0,A(s)}(x) = \ell_{k_0,a_0}(x)$. But since $x_{k_0,a_0} > 0$, $x$ is not a Nash equilibrium. \qed

Next, we give a characterization of Nash equilibria in terms of the minimizers of the potential $f$.

Theorem 1. $\mathcal{N}$ is the set of minimizers of $f$ on the product of simplices $\Delta$. It is a non-empty convex compact set. We denote by $f^*$ the value of $f$ on $\mathcal{N}$.
Proof. First, observe that Definition 2 is equivalent to the following condition:

\[ x \in N \iff \forall x' \in \Delta, \langle \ell_k(x), x'_k - x_k \rangle \geq 0, \forall k \]
\[ \iff \forall x' \in \Delta, \frac{1}{\kappa_k} \langle \nabla_x f(x), x'_k - x_k \rangle \geq 0, \forall k \]
\[ \iff \forall x' \in \Delta, \langle \nabla f(x), x' - x \rangle \geq 0, \]

which corresponds to the first-order optimality conditions for minimizing the function \( f \) over \( \Delta \), see for example Section 3.1.3 in [30].

This characterization of Nash equilibria is useful since it allows one to compute an equilibrium by solving a convex optimization problem. It will also be useful in studying online learning dynamics both in continuous and discrete time.

Mixed strategies
The Nash equilibria we have described so far are pure strategy equilibria, since each player \( s \) deterministically plays a single action \( A(s) \). We now extend the model to allow mixed strategies. That is, the action of a player \( s \) is a random variable \( A(s) \) with distribution \( \pi(s) \).

We show that when players use mixed strategies, provided they randomize independently, the resulting Nash equilibria are, in fact, the same as those given in Definition 2. The key observation is that under independent randomization, the resulting mass distributions \( x_k \) are random variables with zero variance, thus they are essentially deterministic.

To formalize the probabilistic setting, let \((\Omega, \mathcal{F}, P)\) be a probability space. A mixed strategy profile is given by the functions \( A_k : S_k \to (\Omega \to A_k) \), assumed \( \Sigma \times \mathcal{F} \)-measurable. For all \( s \in S_k \) and \( a \in A_k \), let \( \pi_{k,a}(s) = P[A(s) = a] \). Similarly to the deterministic case, the mixed strategy profile \( A \) determines the distributions \( x_k \), which are, in this case, random variables, given by \( x_{k,a} = \frac{1}{m(S_k)} \int_{S_k} 1_{A(s) = a} dm(s) \).

Nevertheless, assuming players randomize independently, the mass distribution is almost surely equal to its expectation, as stated in the following proposition. The assumption of independent randomization is a reasonable one, since players are non-cooperative.

Proposition 2. Under independent randomization,

\[ \forall k, \text{almost surely}, x_k = \mathbb{E}[x_k] = \frac{1}{m(S_k)} \int_{S_k} \pi_k(s) dm(s). \quad (2.4) \]

Proof. Fix \( k \) and let \( a \in A_k \). Since \((s, \omega) \mapsto 1_{A(s) = a}(\omega)\) is a non-negative bounded \( \Sigma \times \mathcal{F} \)-measurable function, we have

\[ \pi_{k,a} = \frac{1}{m(S_k)} \int_{S_k} 1_{A(s) = a} dm(s). \]

By linearity of expectations, we get

\[ \mathbb{E}[x_{k,a}] = \frac{1}{m(S_k)} \int_{S_k} \mathbb{E}[x_k|s] dm(s) = \frac{1}{m(S_k)} \int_{S_k} \pi_k(s) dm(s). \]

This completes the proof.
measurable function, we can apply Tonelli’s theorem and write:

\[ E[x_k,a] = E \left[ \frac{1}{m(S_k)} \int_{S_k} 1_{A(s)=a} dm(s) \right] \]
\[ = \frac{1}{m(S_k)} \int_{S_k} E[1_{A(s)=a}] dm(s) \]
\[ = \frac{1}{m(S_k)} \int_{S_k} \pi_k,a(s) dm(s). \]

Similarly,

\[ m(S_k)^2 \text{var}[x_k,a] = E \left( \int_{S_k} 1_{A(s)=a} dm(s) \right)^2 - \left( \int_{S_k} \pi_k,a(s) dm(s) \right)^2 \]
\[ = \int_{S_k \times S_k} \mathbb{E} 1_{A(s)=a; A(s')=a} dm(s) dm(s') - \int_{S_k} \int_{S_k} \pi_k,a(s) \pi_k,a(s') dm(s) dm(s') \]
\[ = \int_{S_k \times S_k} (\mathbb{P}[A(s) = a; A(s') = a] - \pi_k,a(s) \pi_k,a(s')) d(m \times m)(s, s'). \]

Then observing that the diagonal \( D = \{(s, s) : s \in S_k\} \) is an \((m \times m)\)-nullset (this follows for example from Proposition 251T in [52]), we can restrict the integral to the set \( S_k \times S_k \setminus D \), on which \( \mathbb{P}[A(s) = a; A(s') = s] = \pi_k,a(s) \pi_k,a(s') \), by the independent randomization assumption. This proves that \( \text{var}[x_k,a] = 0 \). Therefore \( x_k,a = E[x_k,a] \) almost surely.

### 2.3 Congestion games

In this section, we give an example of a nonatomic population game with a convex potential. To fully specify the game, we simply need to define the action set and the loss function of each population.

In the congestion game, a finite set \( \mathcal{R} \) of resources is shared by the players. For each population \( k \), the action set \( \mathcal{A}_k \) is given by a collection of non-empty subsets of \( \mathcal{R} \). Given a mass distribution \( x \in \Delta \), we define, for all \( r \in \mathcal{R} \), the resource load to be the total mass of players utilizing \( r \):

\[ \phi_r(x) = \sum_{k=1}^{K} m(S_k) \sum_{a \in \mathcal{A}_k : r \in a} x_{k,a}. \]  

(2.5)

Note that the vector of resource loads \( \phi \) is a linear function of the distribution \( x \), and can be written as

\[ \phi(x) = \tilde{M}x \]

where \( \tilde{M} = \left( \begin{array}{c} m(S_1)M_1 \mid \cdots \mid m(S_K)M_K \end{array} \right) \), and for each \( k \), \( M_k \) is an incidence matrix given by

\[ M_{k,(r,a)} = \begin{cases} 1 & \text{if } r \in a, \\ 0 & \text{otherwise}. \end{cases} \]
The resource loads determine the losses of all players as follows: the loss associated to a resource $r$ is given by $c_r(\phi_r(x))$, where $c_r$ are given congestion functions, assumed to satisfy the following:

**Assumption 1.** The congestion functions $c_r$ are non-negative, non-decreasing, Lipschitz-continuous functions.

Then the loss of an action $a \in A_k$ is the sum of the losses of resources in $a$, i.e.

$$\ell_{k,a}(x) = \sum_{r \in a} c_r(\phi_r(x)) = \sum_{r \in a} c_r((\bar{M}x)_r) = (M^Tc(\bar{M}x))_{k,a},$$

(2.6)

where $M$ is the incidence matrix $M = (M_1 | \ldots | M_K)$, and $c(\phi)$ is the vector $(c_r(\phi_r))_{r \in R}$.

**A motivating example: the routing game**

A routing game is a special case of a congestion game, studied for example in [119]. The game has an underlying graph structure, $G = (V, E)$, with vertex set $V$ and edge set $E \subset V \times V$. In this case, the resource set is equal to the edge set, $R = E$, and the actions are paths on the graph. Routing games are used to model congestion on transportation or communication networks. Each population $S_k$ is characterized by a common origin vertex $o_k \in V$ and a common destination vertex $d_k \in V$. In a transportation setting, players represent drivers traveling from $o_k$ to $d_k$; in a communication setting, players send packets from $o_k$ to $d_k$. The action set $A_k$ is a set of paths connecting $o_k$ to $d_k$. In other words, each player chooses a path connecting his or her source and destination vertices. The mass of players $x_{k,a}$ can then be thought of as the total flow on path $a$, and the resource load $\phi_r(x)$ is the edge flow. Finally, the congestion functions $\phi_r \mapsto c_r(\phi_r)$ determine the delay (or latency) incurred by each player. The assumption that the delay function is increasing simply describes the intuitive fact that the more an edge is utilized, the more congested it becomes, and the more latency the players who use that edge incur. Finally, by Definition 2, a Nash equilibrium corresponds to a distribution $x$ such that for each population $S_k$, all paths with non-zero mass have equal losses, and paths with zero mass have higher losses.

**The Rosenthal potential function**

We now exhibit a convex potential function for the congestion game. Consider the function

$$f_{\text{Rosenthal}}(x) = \sum_{r \in R} \int_0^{(\bar{M}x)_r} c_r(u)du,$$

(2.7)

defined on the product of simplices $\Delta = \Delta^{A_1} \times \cdots \times \Delta^{A_K}$. $f_{\text{Rosenthal}}$ is called the Rosenthal potential function, and was introduced in [118] for the congestion game with finitely many players, and later generalized to the nonatomic case. It can be viewed as the composition of
the function \( g : \phi \in \mathbb{R} \mapsto \sum_{r \in \mathcal{R}} \int_0^{\phi_r} c_r(u) du \) and the linear function \( x \mapsto \bar{M}x \). Since for all \( r \), \( c_r \) is, by assumption, non-negative, \( g \) is differentiable, non-negative and \( \nabla g(\phi) = (c_r(\phi_r))_{r \in \mathcal{R}} \). And since \( c_r \) are non-decreasing, \( g \) is convex. Therefore \( f^{\text{Rosenthal}} \) is convex as the composition of a convex and a linear function.

A simple application of the chain rule gives \( \nabla f^{\text{Rosenthal}}(x) = \bar{M}^\top c(\bar{M}x) \). Thus,

\[
\forall k, \quad \nabla x_k f^{\text{Rosenthal}}(x) = m(S_k) M_k^\top c(\bar{M}x) = m(S_k) \ell_k(x),
\]

where the last equality follows from Equation (2.6). Therefore \( f^{\text{Rosenthal}} \) is a potential function for the congestion game, in the sense of Definition 1, with \( \kappa_k = m(S_k) \). By Theorem 1, the set of Nash equilibria of the congestion game (also called Wardrop equilibria in the transportation literature, in reference to [134]), coincides with the set of minimizers of \( f^{\text{Rosenthal}} \) over \( \Delta \).

We also observe that when the congestion functions \( c_r \) are strictly increasing, the function \( g \) is strictly convex, and the set of minimizers has the following simple structure: \( \mathcal{N} = \{ x \in \Delta : \bar{M}x = \phi^* \} \), where \( \phi^* \) is the unique solution to the problem

\[
\begin{align*}
\text{minimize} & \quad g(\phi) \\
\text{subject to} & \quad \phi = \bar{M}x \\
& \quad x \in \Delta,
\end{align*}
\]

where uniqueness follows by strict convexity of \( g \). Beyond computing Nash equilibria, we seek to study learning dynamics, which model how players arrive at the set \( \mathcal{N} \). This is discussed in the next section.

## 2.4 The online learning model

We propose a model of repeated play, in which each player \( s \in S_k \) faces an online learning problem with full feedback, and applies an online learning algorithm, as defined below.

### Online learning problem with full feedback

Given an action set \( \mathcal{A} \), the online learning problem with loss sequence \( (\ell^{(\tau)}) \) consists in choosing, at each iteration \( \tau \), a probability distribution \( \pi^{(\tau)} \in \Delta^\mathcal{A} \), sampling an action \( A^{(\tau)} \sim \pi^{(\tau)} \), then observing the loss vector \( \ell^{(\tau)} \). The loss incurred at iteration \( \tau \) is then \( \ell^{(\tau)}_{A^{(\tau)}} \), and the expected loss is \( \langle \ell^{(\tau)}, \pi^{(\tau)} \rangle \).

**Definition 3 (Online learning algorithm).** Given an online learning problem with full feedback, an online learning algorithm is a sequence of functions indexed by \( \tau \), that we refer to as the update rules, that map the current distribution and the current loss vector to the next distribution

\[
U^{(\tau)} : \Delta^\mathcal{A} \times \mathbb{R}^\mathcal{A} \rightarrow \Delta^\mathcal{A}.
\]
Note that this definition can be generalized, by making the update rule depend on the entire history of losses and previous distributions, but we refrain from making this generalization to simplify the discussion and the notation. The online learning framework is summarized in Algorithm 1 below.

**Algorithm 1** Online learning problem with full feedback, on an action set $A$ and with sequence of losses $(\ell(\tau))$.

1: Input: Initial distribution $\pi(0) \in \Delta^A$ and learning algorithm $(U(\tau))$.
2: for each iteration $\tau \in \mathbb{N}$ do
3: The player draws an action from $A(\tau) \sim \pi(\tau)$.
4: A vector of losses $\ell(\tau)$ is revealed to the player, who incurs loss $\ell(\tau)_A(\tau)$.
5: The player updates $\pi(\tau+1) = U(\tau)(\pi(\tau), \ell(\tau))$.
6: end for

A natural measure of performance of online learning algorithms is given by the regret, which we define next. Since the game is played for infinitely many iterations, we may assume that the losses are discounted over time. This is a common technique in infinite-horizon optimal control for example, and can be motivated from an economic perspective by considering that losses are devalued over time.

Let $(\gamma_\tau)_{\tau \in \mathbb{N}}$ denote a sequence of discount factors (which can be constant, in which case the losses are not discounted), and which satisfies the following assumption.

**Assumption 2.** The sequence of discount factors $(\gamma_\tau)_{\tau \in \mathbb{N}}$ is assumed to be positive non-increasing, and non-summable.

**A note on monotonicity of the discount factors** A similar definition of discounted regret is used for example by Cesa-Bianchi and Lugosi in Section 3.2 of [40]. However, in their definition, the sequence of discount factors is increasing. This can be motivated by the following argument: present observations may provide better information than past, stale observations. While this argument is accurate in many applications, it does not serve our purpose of convergence of population strategies. In our discussion, the standing assumption is that discount factors are non-increasing.

On iteration $\tau$, the player draws $A(\tau) \sim \pi(\tau)$ and incurs loss $\gamma_\tau \ell(\tau)_A(\tau)$. The cumulative discounted loss up to iteration $T$, is then defined to be

$$L(T) = \sum_{\tau=0}^{T} \gamma_\tau\ell(\tau)_A(\tau),$$  \hspace{1cm} (2.8)
which is a random variable, since the action \(A^{(\tau)}\) is random. Its expectation is

\[
\mathbb{E}[L^{(T)}] = \sum_{\tau=0}^{T} \gamma_\tau \mathbb{E} [\ell^{(\tau)}_{A^{(\tau)}}] = \sum_{\tau=0}^{T} \gamma_\tau \langle \pi^{(\tau)}, \ell^{(\tau)} \rangle.
\]

Similarly, we define the cumulative discounted loss for a fixed action \(a \in \mathcal{A}_k\)

\[
\mathcal{L}_a^{(T)} = \sum_{\tau=0}^{T} \gamma_\tau \ell_a^{(\tau)}.
\]

We can now define the discounted regret.

**Definition 4 (Regret).** Consider an online learning algorithm on an action set \(\mathcal{A}\), with sequence of losses \((\ell^{(\tau)})\), and let \((\pi^{(\tau)})\) be the sequence of decisions generated by the algorithm. Then the discounted regret up to iteration \(T\), is the random variable

\[
R^{(T)} = \max_{a \in \mathcal{A}} \sum_{\tau=0}^{T} \gamma_\tau (\ell_{A^{(\tau)}}^{(\tau)} - \ell_a^{(\tau)}),
\]

\[
= L^{(T)} - \min_{a \in \mathcal{A}} \mathcal{L}_a^{(T)}.
\]

Its expectation is given by

\[
\mathbb{E}[R^{(T)}] = \max_{a \in \mathcal{A}} \sum_{\tau=0}^{T} \gamma_\tau \langle \pi^{(\tau)}, \ell^{(\tau)} \rangle - \ell_a^{(\tau)}.
\]

The algorithm \(U^{(\tau)}\) is said to have sublinear discounted regret if, for any sequence of losses \((\ell^{(\tau)})\), and any initial strategy \(\pi^{(0)}\),

\[
\lim_{T \to \infty} \left[ \frac{R^{(T)}}{\sum_{\tau=0}^{T} \gamma_\tau} \right]_+ = 0 \text{ almost surely.}
\]

where \(x_+\) denotes the positive part of \(x\). If the condition holds for \(\mathbb{E}[R^{(T)}]\), we say that the algorithm has sublinear discounted regret in expectation.

We observe that, in the definition of the regret, one can replace the minimum over the set \(\mathcal{A}\) by a minimum over the simplex \(\Delta \mathcal{A}\), \(\min_{a \in \mathcal{A}} \mathcal{L}_a^{(T)} = \min_{\pi \in \Delta \mathcal{A}} \langle \pi, \mathcal{L}^{(T)} \rangle\), since the minimizers of a bounded linear function on a polytope lie on the set of its extremal points. Therefore, the discounted regret compares the performance of the online learning algorithm to the best constant strategy in hindsight. If the algorithm has sublinear regret, its average performance is, asymptotically, as good as the performance of any constant strategy, regardless of the sequence of losses \((\ell^{(\tau)})\).
Online learning in the nonatomic game

We assume that each player \( s \in S_k \) faces the online learning problem on \( A_k \), with losses given by \( \ell_k(x^{(\tau)}) \), and follows an online learning algorithm \( (U_s^{(\tau)}) \). In other words, each player solves a sequential decision problem, and the problems are coupled through the mass distribution \( x^{(\tau)} \), which is determined by the joint decision of all players.

The decision of all players can be represented, as defined above, by functions \( \pi^{(\tau)}_k : S \rightarrow \Delta A_k \), such that for each player \( s \in S_k \), \( \pi^{(\tau)}_k(s) \) is a probability distribution over \( A_k \), and players randomize independently by drawing an action \( A^{(\tau)}_k(s) \) from \( \pi^{(\tau)}_k(s) \). As discussed in Section 2.2, this induces, at the level of each population \( S_k \), a mass distribution \( x^{(\tau)}_k \), a random variable with zero variance and expectation given by the integral \( (2.4) \),

\[
x^{(\tau)}_k = \frac{1}{m(S_k)} \int_{S_k} \pi_k(s) dm(s), \text{ a.s.}
\]

These, in turn, determine losses \( \ell_k(x^{(\tau)}) \), which are revealed to all players in population \( S_k \), and this marks the end of iteration \( \tau \). Players can then use this information to update their strategies using the update rule of their learning algorithm. The online learning framework is summarized in Algorithm 2.

Algorithm 2 Online learning in the nonatomic, convex potential game

1: Input: For every player \( s \in A_k \), an initial mixed strategy \( \pi^{(0)}_k(s) \in \Delta A_k \) and an online learning algorithm \( (U_s^{(\tau)}) \).

2: for each iteration \( \tau \in \mathbb{N} \) do

3: For all \( k \), each player \( s \in A_k \) independently draws an action from \( \pi^{(\tau)}_k(s) \). This determines the mass distribution \( x^{(\tau)} \).

4: The vector of losses \( \ell_k(x^{(\tau)}) \) is revealed to players in \( S_k \).

5: Players update their mixed strategies:

\[
\pi^{(\tau+1)}_k(s) = U_s^{(\tau)}(\pi^{(\tau)}_k(s), \ell_k(x^{(\tau)})).
\]

6: end for

Population-wide regret

Let \( L^{(T)}(s) \) and \( R^{(T)}(s) \) denote the discounted cumulative loss and regret of player \( s \), respectively. In order to analyze the population dynamics, we define a population-wide cumulative discounted loss \( L^{(T)}_k \), and discounted regret \( R^{(T)}_k \) as follows:

\[
L^{(T)}_k = \frac{1}{m(S_k)} \int_{S_k} L^{(T)}(s) dm(s),
\]

\[
R^{(T)}_k = \frac{1}{m(S_k)} \int_{S_k} R^{(T)}(s) dm(s) = L^{(T)}_k - \min_{a \in A_k} \mathcal{L}^{(T)}_{k,a}.
\]
Since $L^{(T)}(s)$ is random, $L^{(T)}_k$ is also a random variable. However, it is, in fact, almost surely equal to its expectation. Indeed, recalling that $x_{k,a}^{(\tau)}$ is the proportion of players who chose action $a$ at iteration $\tau$, we can write

$$L^{(T)}_k = \sum_{\tau=0}^{T} \gamma_\tau \frac{1}{m(S_k)} \sum_{a \in A_k} \int_{\{s \in S_k : A^{(\tau)}_k(s) = a\}} \ell_{k,a}(x^{(\tau)}) dm(s)$$

$$= \sum_{\tau=0}^{T} \gamma_\tau \sum_{a \in A_k} x_{k,a}^{(\tau)} \ell_{k,a}(x^{(\tau)})$$

$$= \sum_{\tau=0}^{T} \gamma_\tau \left\langle x_k^{(\tau)} , \ell_k(x^{(\tau)}) \right\rangle .$$

Thus, assuming players randomize independently, $x^{(\tau)}$ is almost surely deterministic by Proposition 2, and so is $L^{(T)}_k$. The same holds for $R^{(T)}_k$.

Next, we show that if the individual regrets are sublinear in expectation, then the population regrets are sublinear. This relies on the following observation: By Definition 1 of the potential game, the losses coincide with a gradient which is assumed to be Lipschitz. Thus the losses are continuous functions on the compact set $\Delta$, thus bounded. Let $\rho > 0$ such that for all $k$, all $a \in A_k$ and all $x \in \Delta$, $\ell_{k,a}(x) \in [0, \rho]$. Then it is straightforward to show the following.

**Proposition 3.** For all $k$ and all $s \in S_k$, $\frac{L^{(T)}(s)}{\sum_{\tau=0}^{T} \gamma_\tau} \in [0, \rho]$ and $\frac{R^{(T)}(s)}{\sum_{\tau=0}^{T} \gamma_\tau} \in [0, \rho]$.

**Proposition 4.** If almost every player $s \in S_k$ applies an online learning algorithm with sublinear regret in expectation, then the population-wide regret $R^{(T)}_k$ is also sublinear.

**Proof.** By the previous observation, we have, almost surely,

$$R^{(T)}_k = \mathbb{E} \left[ R^{(T)} \right] = \frac{1}{m(S_k)} \int_{S_k} \mathbb{E} \left[ R^{(T)}(s) \right] dm(s),$$

where the second equality follows from Tonelli’s theorem. Taking the positive part and using Jensen’s inequality, we have

$$\frac{1}{\sum_{\tau=0}^{T} \gamma_\tau} \left[ R^{(T)}_k \right] \leq \frac{1}{m(S_k)} \int_{S_k} \frac{1}{\sum_{\tau=0}^{T} \gamma_\tau} \left[ \mathbb{E} \left[ R^{(T)}(s) \right] \right]_+ dm(s).$$

By assumption, $\frac{\mathbb{E}[R^{(T)}(s)]_+}{\sum_{\tau=0}^{T} \gamma_\tau}$ converges to 0 for all $s$, and by Proposition 3, it is bounded uniformly in $s$. Thus the result follows by applying the dominated convergence theorem. 

In the next section, we provide a first convergence guarantee of the sequence of mass distributions, when the population regret is sublinear.
2.5 Convergence of sublinear regret dynamics in the sense of Cesàro

As discussed in Proposition 4, if almost every player applies an algorithm with sublinear discounted regret in expectation, then the population-wide discounted regret is sublinear (almost surely). We now show that under these conditions, the sequence of distributions $(x^{(\tau)})$ converges in the sense of Cesàro. That is,

$$\sum_{\tau \leq T} \gamma_\tau x^{(\tau)} / \sum_{\tau \leq T} \gamma_\tau$$

converges to the set of Nash equilibria. We also show that we have convergence of a dense subsequence, under certain conditions on the discount sequence $(\gamma_\tau)$. First, we give some definitions.

Definition 5 (Convergence in the sense of Cesàro). Fix a sequence of positive weights $(\gamma_\tau)_{\tau \in \mathbb{N}}$. A sequence $(u^{(\tau)})_{\tau \in \mathbb{N}}$ of elements of a normed vector space $(F, \| \cdot \|)$ converges to $u \in F$ in the sense of Cesàro with respect to $(\gamma_\tau)$ if

$$\lim_{T \to \infty} \frac{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau u^{(\tau)}}{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau} = u.$$

We write $u^{(\tau)} \stackrel{\gamma_\tau}{\longrightarrow} u$.

The Stolz-Cesàro theorem states that if $(u^{(\tau)})_\tau$ converges to $u$, then it converges in the sense of Cesàro with respect to any non-summable sequence $(\gamma_\tau)_\tau$, see for example [94]. The converse is not true in general. However, if a sequence converges absolutely in the sense of Cesàro, then it converges absolutely in the sense of Cesàro, i.e. $\|u^{(\tau)} - u\| \stackrel{\gamma_\tau}{\longrightarrow} 0$, then we can show that a dense subsequence of $(u^{(\tau)})_\tau$ converges to $u$. To prove this, we first show that absolute Cesàro convergence implies statistical convergence, in the sense defined below.

Definition 6 (Statistical convergence). Fix a sequence of positive weights $(\gamma_\tau)_{\tau \in \mathbb{N}}$. A sequence $(u^{(\tau)})_{\tau \in \mathbb{N}}$ of elements of a normed vector space $(F, \| \cdot \|)$ converges to $u \in F$ statistically with respect to $(\gamma_\tau)$ if for all $\epsilon > 0$, the set of indices $I_\epsilon = \{ \tau \in \mathbb{N} : \|u^{(\tau)} - u\| \geq \epsilon \}$ has zero density with respect to $(\gamma_\tau)$. The density of a subset of integers $I \subset \mathbb{N}$, with respect to $(\gamma_\tau)$, is defined to be the limit, if it exists

$$\lim_{T \to \infty} \frac{\sum_{\tau \in I : \tau \leq T} \gamma_\tau}{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau}.$$

Lemma 1. If $(u^{(\tau)})_\tau$ converges to $u$ absolutely in the sense of Cesàro with respect to $(\gamma_\tau)$, then it converges to $u$ statistically with respect to $(\gamma_\tau)$.

Proof. Let $\epsilon > 0$. We have for all $T \in \mathbb{N}$,

$$0 \leq \frac{\sum_{\tau \in I_\epsilon : \tau \leq T} \gamma_\tau \epsilon}{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau} \leq \frac{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau \|u^{(\tau)} - u\|}{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau} = \frac{\sum_{\tau \in \mathbb{N} : \tau \leq T} \gamma_\tau \|u^{(\tau)} - u\|}{\sum_{\tau \leq T} \gamma_\tau},$$

which converges to 0 since $(u^{(\tau)})_\tau$ converges to $u$ absolutely in the sense of Cesàro. Therefore $I_\epsilon$ has zero density for all $\epsilon$. \qed
We can now show convergence of a dense subsequence.

**Proposition 5.** If \((u^{(r)})_{r \in \mathbb{N}}\) converges to \(u\) absolutely in the sense of Cesàro with respect to \((\gamma_r)\), then there exists a subset of indices \(\mathcal{T} \subset \mathbb{N}\) of density one, such that the subsequence \((u^{(r)})_{r \in \mathcal{T}}\) converges to \(u\).

**Proof.** By Lemma\[ for all \(\epsilon > 0\), the set \(\mathcal{I}_\epsilon = \{r \in \mathbb{N} : \|u^{(r)} - u\| \geq \epsilon\}\) has zero density. We will construct a set \(\mathcal{I} \subset \mathbb{N}\) of zero density, such that the subsequence \((u^{(r)})_{r \in \mathcal{I}}\) converges for all \(k \in \mathbb{N}\), let \(p_k(T) = \sum_{\tau \in \mathcal{I}_\epsilon : \tau \leq T} \gamma_\tau\). Since \(\frac{p_k(T)}{\sum_{\tau \in \mathcal{I}_\epsilon : \tau \leq T} \gamma_\tau}\) converges to 0 as \(T \to \infty\), there exists \(T_k > 0\) such that for all \(T \geq T_k\), \(\frac{p_k(T)}{\sum_{\tau \in \mathcal{I}_\epsilon : \tau \leq T} \gamma_\tau} \leq \frac{1}{k}\). Without loss of generality, we can assume that \((T_k)_{k \in \mathbb{N}}\) is increasing. Now, let \(\mathcal{I} = \bigcup_{k \in \mathbb{N}} (\mathcal{I}_\epsilon \cap \{T_k, \ldots, T_{k+1} - 1\})\).

Let \(\mathcal{T} = \mathbb{N} \setminus \mathcal{I}\). We have that \(\mathcal{T}\) has density one, and it remains to prove that the subsequence \((u^{(r)})_{r \in \mathcal{T}}\) converges to \(u\). Since \(\mathcal{T}\) has density one, it has infinitely many elements, and for all \(k\), there exists \(S_k \in \mathcal{T}\) such that \(S_k \geq T_k\). For all \(r \in \mathcal{T}\) with \(\tau \geq S_k\), there exists \(k' \geq k\) such that \(T_{k'} \leq \tau < T_{k'+1}\). Since \(\tau \notin \mathcal{I}\) and \(T_{k'} \leq \tau < T_{k'+1}\), we must have \(\tau \notin \mathcal{I}_\epsilon\), therefore \(\|u^{(r)} - u\| < \frac{1}{k'} \leq \frac{1}{k}\). This proves that \((u^{(r)})_{r \in \mathcal{T}}\) converges to \(u\). 

We now present the main result of this section, which concerns the convergence of a subsequence of population distributions \((x^{(r)})\) to the set \(\mathcal{N}\) of Nash equilibria. We say that \((x^{(r)})\) converges to \(\mathcal{N}\) if \(d(x^{(r)}, \mathcal{N}) \to 0\), where \(d(x, \mathcal{N}) = \inf_{\nu \in \mathcal{N}} ||x - \nu||\).

**Theorem 2.** Consider a congestion game with discount factors \((\gamma_r)\), satisfying Assumption\[. Assume that for all \(k \in \{1, \ldots, K\}\), population \(k\) has sublinear discounted regret. Then the sequence of distributions \((x^{(r)})_r\) converges to the set of Nash equilibria in the sense of Cesàro with respect to \((\gamma_r)\). Furthermore, there exists a dense subsequence \((x^{(r)})_{r \in \mathcal{T}}\) which converges to \(\mathcal{N}\).

To prove the theorem, we will use the following fact:

**Lemma 2.** A sequence \((\nu^{(r)})\) in \(\Delta\) converges to \(\mathcal{N}\) only if \((f(\nu^{(r)}))\) converges to \(f^*\), the value of \(f\) on \(\mathcal{N}\).

**Proof.** Indeed, suppose by contradiction that \(f(\nu^{(r)}) \to f^*\) but \(\nu^{(r)} \not\to \mathcal{N}\). Then there would exist \(\epsilon > 0\) and a subsequence \((\nu^{(r)})_{r \in \mathcal{T}}\), \(\mathcal{T} \subset \mathbb{N}\) such that \(d(\nu^{(r)}, \mathcal{N}) \geq \epsilon\) for all \(r \in \mathcal{T}\). Since \(\Delta\) is compact, we can extract a further subsequence \((\nu^{(r)})_{r \in \mathcal{T'}}\) which converges to some \(\nu \notin \mathcal{N}\). But by continuity of \(f\), \((f(\nu^{(r)}))_{r \in \mathcal{T'}}\) converges to \(f(\nu) > f^*\), a contradiction. \(\square\)
Proof of Theorem 2. Consider the potential function $f$. By convexity of $f$ and the expression \((2.2)\) of its gradient, we have for all $\tau$ and for all $x \in \Delta$:

$$f(x^{(\tau)}) - f(x) \leq \langle \nabla f(x^{(\tau)}), x^{(\tau)} - x \rangle = \sum_{k=1}^{K} \kappa_k \left( \ell_k(x^{(\tau)}), x^{(\tau)} - x_{k,a} \right),$$

then taking the weighted sum up to iteration $T$,

$$\sum_{\tau=0}^{T} \gamma_\tau (f(x^{(\tau)}) - f(x)) \leq \sum_{k=1}^{K} \kappa_k \left( \sum_{\tau=0}^{T} \gamma_\tau \left( x^{(\tau)}_k, \ell_k(x^{(\tau)}) \right) - \left( x_k, \sum_{\tau=0}^{T} \gamma_\tau \ell_k(x^{(\tau)}) \right) \right)$$

$$= \sum_{k=1}^{K} \kappa_k \left( L_k^{(T)} - \left( x_k, \mathcal{L}_k^{(T)} \right) \right)$$

$$\leq \sum_{k=1}^{K} \kappa_k R_k^{(T)},$$

where for the last inequality, we use the fact that $\langle x_k, \mathcal{L}_k^{(T)} \rangle \geq \min_{a \in A_k} \mathcal{L}_k^{(T)}$. In particular, when $x$ is a Nash equilibrium, by Theorem 1, $f(x) = \min_{x \in \Delta^1 \times \Delta^K} f(x) = f^*$, thus

$$\sum_{\tau=0}^{T} \gamma_\tau |f(x^{(\tau)}) - f^*| \leq \sum_{k=1}^{K} \kappa_k \frac{R_k^{(T)}}{\sum_{\tau=0}^{T} \gamma_\tau}.$$

Since the population-wide regret $R_k^{(T)}$ is assumed to be sublinear for all $k$, we have $|f(x^{(\tau)}) - f^*| \overset{\gamma_\tau}{\longrightarrow} 0$. By Proposition 5, there exists $T \subset \mathbb{N}$ of density one, such that $(f(x^{(\tau)}))_{\tau \in T}$ converges to $f^*$. And it follows that $(x^{(\tau)})_{\tau \in T}$ converges to $\mathcal{N}$. This proves the second part of the theorem. To prove the first part, we observe that, by convexity of $f$,

$$f^* \leq f \left( \frac{\sum_{\tau=0}^{T} \gamma_\tau x^{(\tau)}}{\sum_{\tau=0}^{T} \gamma_\tau} \right) \leq \sum_{\tau=0}^{T} \gamma_\tau f \left( \frac{x^{(\tau)}}{\sum_{\tau=0}^{T} \gamma_\tau} \right) = f^* + \sum_{\tau=0}^{T} \gamma_\tau \left( f(x^{(\tau)}) - f^* \right),$$

and the upper bound converges to $f^*$. Therefore $\left( \frac{\sum_{\tau=0}^{T} \gamma_\tau x^{(\tau)}}{\sum_{\tau=0}^{T} \gamma_\tau} \right)_T$ converges to $\mathcal{N}$. \qed

2.6 The Hedge algorithm

We now present the Hedge algorithm, one example of online learning algorithms with sublinear regret. It is also known as the multiplicative weights algorithm [4], and as the exponentiated gradient descent [72] or the entropic mirror descent algorithm [15] in the convex optimization literature. It is also studied in the economics and game theory literature and is usually referred to as log-linear learning [28, 91]. We will use the Hedge algorithm to motivate the study of the continuous time replicator equation in the next chapter.
Definition 7 (Hedge algorithm). Consider an online learning problem on an action set \( A \) with loss functions \( (\ell(\tau)) \). The Hedge algorithm with initial distribution \( \pi(0) \in \Delta A \) and learning rates \( (\eta_\tau)_{\tau \in \mathbb{N}} \) is an online learning algorithm \( (U(\tau)) \) such that the \( \tau \)-th update function is given by
\[
\pi(\tau+1) = U(\tau)(\pi(\tau), \ell(\tau)) \propto \left( \pi_a^{(\tau)} \exp \left( -\eta_\tau \ell_a(\tau) \right) \right)_{a \in A} \tag{2.14}
\]

Algorithm 3 Hedge algorithm with learning rates \( (\eta_\tau) \).

1: Input: Initial distribution \( \pi(0) \in \Delta A \).
2: for each iteration \( \tau \in \mathbb{N} \) do
3: Draw an action \( A(\tau) \sim \pi(\tau) \).
4: Observe a vector of losses \( \ell(\tau) \), incur loss \( \ell_A(\tau) \).
5: Update
\[
\pi(\tau+1) \propto \left( \pi_a^{(\tau)} \exp \left( -\eta_\tau \ell_a(\tau) \right) \right)_{a \in A}
\]
6: end for

Intuitively, the Hedge algorithm updates the distribution by computing, at each iteration, a set of action weights, then normalizing the vector of weights. The weight of an action \( a \) is obtained by multiplying its probability at the previous iteration \( \pi_a^{(\tau)} \), by a term which is exponentially decreasing in \( \ell_a(\tau) \), the loss of action \( a \). Thus, the higher the loss of \( a \) at iteration \( \tau \), the lower the probability of selecting \( a \) at the next iteration. The parameter \( \eta_\tau \) can be interpreted as a learning rate. As \( \eta_\tau \to 0 \), \( \pi^{(\tau+1)} \) tends to \( \pi^{(\tau)} \), and as \( \eta_\tau \to \infty \), \( \pi^{(\tau+1)} \) puts all probability mass on \( \arg \min_{a \in A} \ell_a(\tau) \). The Hedge algorithm is discussed in more detail in Appendix B: it is shown in Section B.6 to be an instance of the mirror descent method.

Remark 1. The sequence of distributions given by the Hedge algorithm also satisfies
\[
\pi^{(\tau+1)} \propto \left( \pi_a^{(0)} \exp - \sum_{t=0}^{\tau} \eta_t \ell_a^{(t)} \right)_{a \in A} \tag{2.15}
\]

This follows from the update equation (2.14) and a simple induction on \( \tau \). In particular, when \( \eta_\tau = \gamma_\tau \), the term \( \sum_{t=0}^{\tau} \eta_t \ell_a^{(t)} \) coincides with the cumulative discounted loss \( \mathcal{L}_a^{(\tau)} \) defined in (2.9). This motivates using the discount factors \( \gamma_\tau \) as learning rates. We discuss this in the next proposition.

Proposition 6. Consider an online learning problem with a sequence of discount factors \( (\gamma_\tau)_{\tau \in \mathbb{N}} \) satisfying Assumption 2, and suppose that the losses \( (\ell(\tau)) \) are in \([0, \rho]\), uniformly in \( \tau \). Then the Hedge algorithm with learning rates \( \eta_\tau = \frac{\gamma_\tau}{\rho} \) satisfies the following regret bound: for any sequence of losses \( (\ell(\tau)) \) and any initial strategy \( \pi(0) \),
\[
\mathbb{E}[R(T)] \leq -\rho \log \pi(0) + \frac{\rho}{8} \sum_{\tau=0}^{T} \gamma_\tau^2,
\]
where $\pi^{(0)}_{\min} = \min_{a \in A} \pi^{(0)}_a$.

**Proof.** Given an initial strategy $\pi^{(0)}$, define $\xi : \mathbb{R}^A \rightarrow \mathbb{R}, u \mapsto \log \left( \sum_{a \in A} \pi^{(0)}_a \exp(-u_a/\rho) \right)$. Recalling the expression of the cumulative action loss $L^{(\tau)}_a = \sum_{t=0}^{\tau} \gamma_t \ell^{(t)}_a$, we have for all $\tau \geq 0$:
\[
\xi(L^{(\tau+1)}) - \xi(L^{(\tau)}) = \log \left( \frac{\sum_{a \in A} \pi^{(\tau+1)}_a \exp(-\gamma_{\tau+1} \ell^{(\tau+1)}_a/\rho)}{\sum_{a \in A} \pi^{(\tau)}_a \exp(-\gamma_{\tau} \ell^{(\tau)}_a/\rho)} \right)
\]
\[
= \log \left( \frac{\sum_{a \in A} \pi^{(\tau+1)}_a \exp(-\gamma_{\tau+1} \ell^{(\tau+1)}_a/\rho)}{\sum_{a \in A} \exp(-\gamma_{\tau} \ell^{(\tau)}_a/\rho)} \right)
\]
\[
\leq -\gamma_{\tau+1} \sum_{a \in A} \pi^{(\tau+1)}_a \frac{\ell^{(\tau+1)}_a}{\rho} + \frac{\gamma_{\tau+1}^2}{8}
\]

The last inequality follows from Hoeffding’s lemma, since $0 \leq \ell^{(\tau)}_a / \rho \leq 1$. Summing over $\tau \in \{-1, ..., T-1\}$, we have for all $a$:
\[
\xi(L^{(T)}) - \xi(L^{(-1)}) \leq -\sum_{\tau=0}^{T} \gamma_\tau \sum_{a \in A} \pi^{(\tau)}_a \frac{\ell^{(\tau)}_a}{\rho} + \frac{1}{8} \sum_{\tau=0}^{T} \gamma_{\tau}^2
\]

where $\xi(L^{(-1)}) = \xi(0) = 0$. By monotonicity of the log function, we have for all $a_0 \in A$, $\log(\pi^{(0)}_{a_0} \exp(-L^{(T)}_{a_0} / \rho)) \leq \xi(L^{(T)})$, thus
\[
-\frac{L^{(T)}_{a_0}}{\rho} + \log \pi^{(0)}_{a_0} \leq \xi(L^{(T)}) \leq -\sum_{\tau=0}^{T} \gamma_{\tau} \sum_{a \in A} \pi^{(\tau)}_a \frac{\ell^{(\tau)}_a}{\rho} + \frac{1}{8} \sum_{\tau=0}^{T} \gamma_{\tau}^2.
\]

Rearranging, we have for all $a \in A$
\[
\sum_{\tau=0}^{T} \gamma_{\tau} \sum_{a \in A} \pi^{(\tau)}_a \ell^{(\tau)}_a - L^{(T)}_{a_0} \leq -\frac{\rho}{8} \log \pi^{(0)}_{a_0} + \rho \sum_{\tau=0}^{T} \gamma_{\tau}^2,
\]

and we obtain the desired inequality by maximizing both sides over $a_0 \in A$.

The previous proposition provides an upper-bound on the expected regret of the Hedge algorithm, of the form
\[
\mathbb{E}\left[ R^{(T)} \right] \leq -\rho \log \pi^{(0)}_{\min} + \frac{1}{\sum_{\tau \leq T} \gamma_{\tau}} + \rho \frac{\sum_{\tau \leq T} \gamma_{\tau}^2}{8 \sum_{\tau \leq T} \gamma_{\tau}}.
\]

In particular, if the discount factors $(\gamma_{\tau})$ satisfy $\lim_{T \to \infty} \frac{\sum_{\tau \leq T} \gamma_{\tau}^2}{\sum_{\tau \leq T} \gamma_{\tau}} = 0$, this proves that the discounted regret is sub-linear. This also provides a bound on the convergence rate. For
example, if $\gamma_\tau = \frac{1}{\tau}$, then the upper-bound is $O \left( \frac{1}{\log T} \right)$, which converges to zero as $T \to \infty$, albeit slowly. A better bound can be obtained for sequences of discount factors which are not square-summable, for example, taking $\gamma_\tau \sim \sqrt{\frac{\log \tau}{\tau}}$, the upper-bound is $O \left( \sqrt{\frac{\log T}{T}} \right)$.

We now have one example of an online learning algorithm with sublinear discounted regret. In the next chapter, we will study a continuous-time limit of the Hedge algorithm, and show that this results in an ODE, and study its stationary points, their stability, and their relationship to the set of Nash equilibria of the game.
Chapter 3

Replicator dynamics in convex potential games

The replicator dynamics is a continuous-time ODE that describes the evolution of a probability distribution, and that has been used to model the dynamics of populations of players in evolutionary game theory [67, 135, 66]. It has a long list of applications in biological and ecological systems, see [128] for a survey, and has also been studied in the context of viability theory [8], since it provides an elementary example of viability on the probability simplex.

We first show that the replicator ODE can be obtained as a continuous-time limit of the Hedge learning algorithm applied to the potential game defined in the previous chapter. Then we study the properties of its solution trajectories and its stationary points, and exhibit, in Section 3.3, several Lyapunov functions for different invariant sets. In particular, we prove in Theorem 3 that the solutions converge to the set of Nash equilibria of the game, and give a rate of convergence. Then, by studying the spectrum of the linearized system around stationary points, we show that any stationary point that is not a Nash equilibrium is unstable (Theorem 4), and under a strict monotonicity assumption, that Nash equilibria are exponentially stable (Theorem 5). We illustrate these results on a congestion game example.

In the next chapter, we will go back to studying discrete-time learning algorithms, by discretizing the solution trajectories of the replicator ODE. In particular, we will use the properties of continuous-time solutions derived in this chapter, together with results from stochastic approximation theory, to prove convergence of the discretized dynamics.

3.1 The replicator ODE as a continuous-time limit of the Hedge algorithm

To motivate the study of the replicator dynamics from an online learning point of view, we first derive the continuous-time replicator dynamics as a limit of the discrete Hedge dynamics, as discussed below. Consider a nonatomic game with a convex potential $f$ as in Definition 1, and suppose that in each population $S_k$, all players start from the same initial
distribution $\pi_k^{(0)} \in \Delta^{A_k}$, and apply the Hedge algorithm with the same learning rates ($\eta_r$). As a result, the sequence of distributions $(x_k^{(\tau)})$ satisfies the Hedge update rule (2.14). That is,

$$x_k^{(\tau+1)} \propto x_k^{(\tau)} e^{-\eta_r \ell_{k,a}(x^{(\tau)})}.$$  

Now suppose the existence of an underlying $C^1$ function $X_k(t)$ defined on $\mathbb{R}_+$, and suppose that $x_k^{(\tau)}$ corresponds to a discretization of this continuous trajectory, at times $T_\tau$, $\tau \in \mathbb{N}$, such that the time steps are given by a decreasing, vanishing, non-summable sequence ($\epsilon_\tau$), i.e. $T_{\tau+1} - T_\tau = \epsilon_\tau$, and $x_k^{(\tau)} = X_k(T_\tau)$. Then we have for all $k$ and all $a \in A_k$, using Landau notation:

$$X_{k,a}(T_{\tau+1}) = x_k^{(\tau+1)} = \frac{x_k^{(\tau)} e^{-\eta_r \ell_{k,a}(x^{(\tau)})}}{\sum_{a' \in A_k} x_{k,a'}^{(\tau)} e^{-\eta_r \ell_{k,a'}(x^{(\tau)})}} = \frac{x_k^{(\tau)} e^{-\eta_r \ell_{k,a}(x^{(\tau)})}}{1 - \eta_r \sum_{a' \in A_k} x_{k,a'}^{(\tau)} e^{-\eta_r \ell_{k,a'}(x^{(\tau)})} + o(\eta_r)} = X_{k,a}(T_\tau) [1 + \eta_r (\ell_k(X(T_\tau)), X_k(T_\tau)) - \eta_r \ell_{k,a}(X(T_\tau))] + o(\eta_r).$$

Thus, rearranging,

$$\frac{X_{k,a}(T_{\tau+1}) - X_{k,a}(T_\tau)}{T_{\tau+1} - T_\tau} \frac{\epsilon_\tau}{\eta_r} = X_{k,a}(T_\tau)(\ell_k(X(T_\tau)), X_k(T_\tau)) - \ell_{k,a}(X(T_\tau))) + o(1).$$

In particular, if we take the discretization time steps $\epsilon_\tau$ to be equal to the sequence of learning rates $\eta_r$, the expression simplifies, and taking the limit as $\eta_r \to 0$, we obtain the following ODE system:

Replicator

$$\begin{cases}
\forall k, \forall a \in A_k, X_{k,a}(t) = X_{k,a}(t)(\ell_k(X(t)), X_k(t)) - \ell_{k,a}(X(t)) \\
X(0) \in \Delta
\end{cases} \tag{3.1}$$

Here $\ell_k : \Delta \to \mathbb{R}_+^{A_k}$ coincides with the gradient of the potential, by Equation (2.2).

This ODE is known as the replicator ODE, and is a common tool in evolutionary game theory [135]. It has also been studied to model dynamics of populations in routing games, see for example [49] and Chapter III.29 in [104].

We will assume that the initial condition $X(0)$ is taken in the relative interior of the product of simplices,

$$\Delta = \{ x \in \Delta^{A_1} \times \cdots \times \Delta^{A_K} : \forall k, \forall a \in A_k, x_{k,a} > 0 \}.$$

We require the initial distribution to have positive probability mass on all actions for the following reason: whenever $X_{k,a}(0) = 0$, any solution trajectory will have $X_{k,a}(t) \equiv 0$ identically. It is impossible for such trajectories to converge to the set of Nash equilibria $N$ if the
support of equilibria in $\mathcal{N}$ contains the action $a$. In other words, the replicator dynamics cannot expand the support of the initial distribution, therefore we require that the initial distribution be supported everywhere.

Equation (3.1) can be written concisely as $\dot{X}(t) = F(X(t))$, where $F$ is a vector field given by

$$F : \Delta \rightarrow \mathcal{H}$$

$$x \mapsto F_{k,a}(x) = x_{k,a}((\ell_k(x), x_k) - \ell_{k,a}(x)).$$

Here, $\Delta$ is the product of simplices, and $\mathcal{H}$ is the product $\mathcal{H} = \mathcal{H}^{A_1} \times \cdots \times \mathcal{H}^{A_K}$, where

$$\mathcal{H}^{A_k} = \left\{ v_k \in \mathbb{R}^{A_k} : \sum_{a \in A_k} v_{k,a} = 0 \right\}$$

is the hyperplane parallel to the simplex $\Delta^{A_k}$. Indeed, we have for all $k$ and all $x_k \in \Delta^{A_k}$,

$$\sum_{a \in A_k} F_{k,a}(x) = \sum_{a \in A_k} x_{k,a}((\ell_k(x), x_k) - \ell_{k,a})$$

$$= (\ell_k(x), x_k) \sum_{a \in A_k} x_{k,a} - \sum_{a \in A_k} \ell_{k,a}(x)x_{k,a}$$

$$= 0.$$

This ensures that the derivatives remain in the direction of the simplex, and will be used to prove that the solution trajectory remains in the simplex.

Existence, uniqueness, and viability of the solution

Proposition 7. The ODE (3.1) has a unique maximal (i.e. defined on a maximal interval) $C^1$ solution $X(t)$ which remains in $\Delta$ and is defined on all of $\mathbb{R}^+$. 

Proof. First, since $\nabla f$ is assumed to be Lipschitz continuous, so is the vector field $F$. Thus we have existence and uniqueness of a maximal $C^1$ solution by the Cauchy-Lipschitz theorem (e.g. Theorem 2.5 in [132]).

To show that the solution remains in the relative interior of $\Delta$, we observe that for all $t$ and for all $k$,

$$\sum_{a \in A_k} \dot{X}_{k,a}(t) = \sum_{a \in A_k} F_{k,a}(X(t)) = 0,$$

since we observed that $F_k$ maps to $\mathcal{H}_k$. Therefore, $\sum_{a \in A_k} X_{k,a}(t)$ is constant and equal to 1 (since the initial point is in the simplex). To show that $X_{k,a}(t) > 0$ for all $t$ in the solution domain, assume by contradiction that there exists $t_0 > 0$ and $a_0 \in A_k$ such that $X_{a_0}(t_0) = 0$. Since the solution trajectories are continuous, we can assume, without loss of generality, that
$t_0$ is the infimum of all such times (thus for all $t < t_0$, $X_{a_0}(t) > 0$). Now consider the new system given by
\[
\dot{\tilde{X}}_{k,a} = \tilde{X}_{k,a} \left( \langle \ell_k(\tilde{X}(t)), \tilde{X} \rangle - \ell_k,a(\tilde{X}) \right) \quad \forall a \neq a_0 \\
\tilde{X}_{k,a}(t_0) = X_a(t_0) \quad \forall a \neq a_0
\]
and $\tilde{X}_{a_0}(t)$ is constant equal to 0. Any solution of the new system, defined on $(t_0 - \delta, t_0]$, is also a solution of Equation (3.1). Since $X(t_0) = \tilde{X}(t_0)$, we have $X \equiv \tilde{X}$ by uniqueness of the solution. This leads to a contradiction since by assumption, for all $t < t_0$, $X_{a_0}(t) > 0$ but $\tilde{X}_{a_0}(t) = 0$.

This proves that $X$ remains in $\Delta$. Furthermore, since $\Delta$ is compact, we have by Theorem 2.4 in [71] that the solution is defined on $\mathbb{R}_+$ (otherwise it would eventually leave any compact set).

3.2 Stationary points

We now identify stationary points of the dynamics, i.e. points $x \in \Delta$ such that $F(x) = 0$. The set of all such stationary points is denoted $\mathcal{RN}$.

**Proposition 8.** A product distribution $x \in \Delta$ is a stationary point of the ODE (3.1) if and only if for all $k$, the losses $(\ell_{k,a}(x), a \in \text{support}(x_k))$ are equal. Furthermore, $\mathcal{RN}$ is compact, and the potential function $f$ takes finitely many values on $\mathcal{RN}$.

**Proof.** From Equation (3.1), we have
\[
F_{k,a}(x) = 0 \Leftrightarrow x_{k,a} = 0 \text{ or } \ell_{k,a}(x) = \langle \ell_k(x), x_k \rangle \\
\Leftrightarrow \forall a \in \text{support}(x_k), \ell_{k,a}(x) = \langle \ell_k(x), x_k \rangle,
\]
which proves the first part of the claim. To prove the second part, we observe that for any stationary point $x^* \in \mathcal{RN}$ if we let $A_k^*$ be the support of $x_k^*$, then the condition (3.2) is equivalent to the Nash equilibrium Definition 2 for the modified game played on the action sets $A_k^*$. Since Nash equilibria are the minimizers of the potential $f$ by Theorem 1, we have
\[
x^* \in \mathcal{N}^* = \arg \min_{x \in \Delta_k \times \cdots \times \Delta_k} f(x),
\]
where $\Delta_k^*$ is the set of distributions with support contained in $A_k^*$. The set of minimizers $\mathcal{N}^*$ is compact. Since there are finitely many possible supports, we have that $\mathcal{RN}$ is compact as the finite union of the compact sets $\mathcal{N}^*$, and $f$ takes finitely many values on $\mathcal{RN}$. 

In particular, any Nash equilibrium satisfies this assumption, and is a stationary point for the replicator dynamics. However, a stationary point is not necessarily a Nash equilibrium, since one may have a stationary point with $x_{k,a_0} = 0$ and $\ell_{k,a_0}(x)$ strictly lower than $\langle \ell_k(x), x_k \rangle$. 


A stationary point \( x^\dagger \in \mathcal{RN} \) given by Proposition 8 is also called restricted Nash equilibrium (hence the notation \( \mathcal{RN} \)), see e.g. [49], since it is a Nash equilibrium for the game if the action set is restricted to the support of \( x^\dagger \).

### 3.3 Lyapunov functions and convergence to Nash equilibria

In this section, we exhibit several Lyapunov functions for the invariant sets \( \mathcal{RN} \) and \( \mathcal{N} \), and show that the solution trajectories converge to \( \mathcal{N} \), with an explicit convergence rate.

#### Lyapunov function

Given an invariant set \( \Gamma \) for the ODE, we say that a differentiable function \( V : \Delta \to \mathbb{R} \) is a Lyapunov function for \( \Gamma \), in reference to Aleksandr Mikhailovich Lyapunov [88], if along solution trajectories \( X(t) \) of the ODE, \( V(X(t)) \) is constant on \( \Gamma \), and decreasing outside of \( \Gamma \). The time derivative of \( V(X(t)) \) is given by

\[
\frac{d}{dt} V(X(t)) = \langle \nabla V(X(t)), \dot{X}(t) \rangle = \langle \nabla V(X(t)), F(X(t)) \rangle,
\]

thus \( V \) is a Lyapunov function for \( \Gamma \) if and only if

\[
\begin{align*}
\langle \nabla V(x), F(x) \rangle &= 0 \quad \forall x \in \Gamma \\
\langle \nabla V(x), F(x) \rangle &< 0 \quad \forall x \notin \Gamma.
\end{align*}
\]

We start by showing that the potential function \( f \) is a Lyapunov function for the set of stationary points \( \mathcal{RN} \).

**Proposition 9.** The convex potential function \( f \) is a Lyapunov function for the set of stationary points \( \mathcal{RN} \) under the replicator ODE.

**Proof.** Recall that by Equation (2.2), we have that \( \nabla_x f(x) = \kappa_k \ell_k(x) \). Taking the time derivative of the Lyapunov function along the solution trajectory, we have

\[
\frac{d}{dt} f(X(t)) = \langle \nabla f(X(t)), \dot{X}(t) \rangle
\]

\[
= \sum_{k=1}^{K} \sum_{a \in A_k} \nabla_{k,a} f(X(t)) X_{k,a}(t) (\ell_{k,a}(X(t)) - \ell_{k,a}(X(t)))
\]

\[
= \sum_{k=1}^{K} \kappa_k \left[ \ell_{k}(X(t)), X_k(t) \right]^2 - \langle \ell_k^2(X(t)), X_k(t) \rangle \leq 0, \tag{3.3}
\]

where each term of the sum is non-positive by Jensen’s inequality, and equals zero if and only if for all \( k \), \( \ell_{k,a}(X(t)) \) is constant on the support of \( X_k(t) \). This condition is exactly the condition of Proposition 8 characterizing stationary points. \( \Box \)
This proves that the solution trajectories of the replicator ODE converge to the set of its stationary points. In fact, we can prove convergence to the set of Nash equilibria (a subset of stationary points), using a second Lyapunov function defined as follows. Let \( x^* \in \mathcal{N} \) be a Nash equilibrium, and consider the function

\[
V_{KL}(x) = \sum_{k=1}^{K} \kappa_k D_{KL}(x^*_k, x_k),
\]

where \( D_{KL}(x^*_k, x_k) \) is the Kullback-Leibler divergence, defined as follows

\[
D_{KL}(x^*, x) = \sum_{a \in A} x^*_a \ln \frac{x^*_a}{x_a}.
\]

Note that along solution trajectories of the system, the function \( V_{KL}(X(t)) \) is finite for all \( t \) since by Proposition 7, the solution remains in the relative interior of the simplex.

**Proposition 10.** \( V_{KL} \) is a Lyapunov function for the set of Nash equilibria \( \mathcal{N} \) under the replicator ODE.

**Proof.** Taking the time derivative of \( D_{KL} \) along the solution trajectory, we have

\[
\frac{d}{dt} D_{KL}(X_k(t)) = - \sum_{a \in A_k} x^*_a \frac{\dot{X}_{k,a}(t)}{X_{k,a}(t)}
\]

\[
= - \sum_{a \in A_k} x^*_a \left( \langle \ell_k(X_k(t)), X_k(t) \rangle - \ell_{k,a}(X(t)) \right)
\]

\[
= - \langle \ell_k(X_k(t)), X_k(t) \rangle + \langle \ell_k(X(t)), x^*_k \rangle.
\]

Then, by Equation (2.2), we have that \( \nabla_{x_k} f(x) = \kappa_k \ell_k(x) \), thus

\[
\frac{d}{dt} V_{KL}(X(t)) = \frac{d}{dt} \sum_{k=1}^{K} \kappa_k D_{KL}(x^*_k, X_k(t))
\]

\[
= \langle \nabla f(X(t)), x^* - X(t) \rangle
\]

\[
\leq f^* - f(X(t)),
\]

where the last inequality is by convexity of \( f \). To conclude, we simply recall that the set of Nash equilibria coincides with the set of minimizers of the convex potential \( f \) by Theorem 1, thus for all \( x \in \mathcal{N} \), \( \langle \nabla f(x), x^* - x \rangle = 0 \) by first-order optimality, and for all \( x \not\in \mathcal{N} \), \( \langle \nabla f(x), x^* - x \rangle \leq f^* - f(x) < 0 \), which concludes the proof.

Next, by carefully combining the two Lyapunov functions \( f \) and \( V_{KL} \), we exhibit a time-varying Lyapunov function, which will allow us to prove an explicit convergence rate. Consider the function

\[
V(x, t) := t(f(x) - f^*) + V_{KL}(x),
\]
and let

\[ \mathcal{V}(t) := V(X(t), t). \]

Since the set of Nash equilibria coincides with the set of minimizers of \( f \) on \( \Delta \), it suffices by Lemma 2, in order to prove convergence of the solution to \( \mathcal{N} \), to show that \( f(X(t)) \) converges to \( f^* \), the minimum of \( f \) on \( \Delta \).

**Theorem 3.** The unique solution \( X(t) \) of the replicator ODE (3.1) satisfies, for all \( t > 0 \),

\[ f(X(t)) - f^* \leq \frac{\mathcal{V}(0)}{t}. \]

In particular, \( X(t) \) converges to the set of Nash equilibria \( \mathcal{N} \).

**Proof.** Using the bounds (3.3) and (3.5) on the time-derivative of \( V_{KL} \) and \( f \), we have

\[ \frac{d}{dt} \mathcal{V}(t) = f(X(t)) - f^* + t \frac{d}{dt} f(X(t)) + \frac{d}{dt} V_{KL}(X(t)) \leq 0. \]

Therefore, \( \mathcal{V}(t) \) is a non-increasing function of \( t \). Finally,

\[ f(X(t)) - f^* \leq \frac{\mathcal{V}(t)}{t} \leq \frac{\mathcal{V}(0)}{t}, \]

since the KL divergence is non-negative, and \( \mathcal{V} \) is non-increasing. \( \square \)

The Lyapunov function used in this proof is a special case of the Lyapunov function (8.3) studied in Chapter 8, which we use to prove convergence of the mirror descent ODE. We will further study the replicator ODE in Chapter 9 in the second part of the thesis, and show, in particular, that it is an instance of the mirror descent ODE, and that it can be accelerated by averaging (so that solution trajectories converge faster to the set of minimizers of the potential).

In the remainder of the chapter, we will further study the stability of the stationary points for a single population. In particular, we show that all stable stationary points are Nash equilibria, then under an additional monotonicity assumption, we show that Nash equilibria are, in fact, exponentially stable (a stronger result than Theorem 3).

### 3.4 Linearizing the dynamics around stationary points

We now assume that \( K = 1 \), and we omit the subscripts \( k \) to simplify notation. We also assume that the potential function is twice differentiable, i.e. that the loss function \( \ell = \kappa \nabla f \) is differentiable. To study stability of the stationary points, we derive the eigenvalues \( \mathfrak{S} \) of the Jacobian of the vector field at stationary points. Note that the vector field is continuously
differentiable by assumption on $f$, so the Jacobian exists and is continuous. Define, for $x \in \Delta$,

$$\bar{\ell}(x) := \langle \ell(x), x \rangle.$$

Then, we can rewrite the vector field $F$ as follows

$$F : \Delta \to \mathcal{H}_A
x \mapsto -\text{diag}(\ell(x))x + x\bar{\ell}(x) \quad (3.7)$$

where $\text{diag} : \mathbb{R}^A \to \mathbb{R}^{A \times A}$ is the operator which maps a vector to the diagonal matrix whose diagonal elements are given by the the vector entries. Observing that $\bar{\ell}(x) = 1_A^\top \text{diag}(\ell(x))x$, where $1_A$ is a vector in $\mathbb{R}^A$ whose entries are all equal to one, we can write

$$F(x) = -\text{diag}(\ell(x))x + x1_A^\top \text{diag}(\ell(x))x
= -[I_A - x1_A^\top] \text{diag}(\ell(x))x
= -\Psi(x)L(x)x \quad (3.8)$$

where

$$\Psi(x) = I_A - x1_A^\top
L(x) = \text{diag}(\ell(x))$$

are $A \times A$ matrices. This matrix form of $F$ will be useful to derive the linearized system.

As observed in the previous section, $F$ is defined on $\Delta^A$ and has values in $\mathcal{H}_A$, the hyperplane orthogonal to the unit vector $1_A$. But $F$ can also be viewed as a function from $\mathbb{R}^A$ to itself. We first derive the Jacobian of $F$ viewed as function from $\mathbb{R}^A$ to $\mathbb{R}^A$, denoted $\nabla F(x)$, and then consider its restriction to $\mathcal{H}$ to obtain $\mathcal{S}$ as the eigenvalues of the restriction $\nabla F(x)|_{\mathcal{H}}$.

**Lemma 3.** The Jacobian of $F$ is given by

$$\nabla F(x) = \bar{\ell}(x)I_A - \Psi(x)\text{diag}(x)\nabla \ell(x) - \Psi(x)L(x). \quad (3.9)$$

**Proof.** Let $DF(x)$ be the differential of $F$ at $x$, and let $e_a$ be a vector of the canonical basis. Then $DF(x)(e_a)$ is the directional derivative of $F$ in the direction of $e_a$. From the matrix form of $F$ given in Equation (3.8), and using the product rule of differentials, we have

$$DF(x)(e_a) = -D\Psi(x)(e_a)L(x)x - \Psi(x)DL(x)(e_a)x - \Psi(x)L(x)e_a
= e_a1_A^\top L(x)x - \Psi(x)\text{diag}(\nabla \ell(x))e_a - \Psi(x)L(x)e_a
= e_a\ell(x)^\top x - \Psi(x)\text{diag}(x)\nabla \ell(x)e_a - \Psi(x)L(x)e_a
= (\bar{\ell}(x)I_A - \Psi(x)\text{diag}(x)\nabla \ell(x) - \Psi(x)L(x)) e_a \quad (3.10)$$
where we used the product rule in the first equality, we used the expression of the following differentials in the second equality

\[ D\Psi(x)(e_a) = -e_a 1_A^\top \]
\[ DL(x)(e_a) = \text{diag}(\nabla \ell(x)e_a), \]

and the fact that \( \text{diag}(u)v = \text{diag}(v)u \) in the third equality. This proves the claim.

Now that we have the expression of the Jacobian, we are ready to prove the first stability result.

### 3.5 Instability of non-Nash stationary points

**Theorem 4.** If \( x \) is a stationary point of system (3.1) but not a Nash equilibrium, then \( x \) is unstable.

**Proof.** Let \( x \) be a stationary point of ODE (3.1). Let \( A^* \) be the support of \( x \) and \( A^\circ = A \setminus A^* \). Without loss of generality, we assume that in the vector representation of \( x \), the support corresponds to the first elements. Finally, for a vector \( v \in \mathbb{R}^A \), we write \( v^* \) as a shorthand for \( (v_a)_{a \in A^*} \) and \( v^\circ \) as a shorthand for \( (v_a)_{a \in A^\circ} \). Finally, we write \( \nabla_\bullet \) and \( \nabla_\circ \) the gradients taken along \( x^* \) and \( x^\circ \), respectively. Then we can calculate the different terms in the expression (3.9) of the Jacobian. First, by simple algebraic manipulation,

\[
\Psi(x) = \begin{pmatrix} I_{A^*} & 0 \\ 0 & I_{A^\circ} \end{pmatrix} - \begin{pmatrix} x^* \\ 0 \end{pmatrix} \begin{pmatrix} 1_{A^*}^\top \\ 1_{A^\circ}^\top \end{pmatrix} = \begin{pmatrix} \Psi^*(x^*) & -x^* 1_{A^\circ}^\top \\ 0 & -x^* 1_{A^\circ}^\top \end{pmatrix},
\]

and

\[
\text{diag}(x)\nabla \ell(x) = \begin{pmatrix} \text{diag}(x^*) & 0 \\ 0 & \text{diag}(x^\circ) \end{pmatrix} \begin{pmatrix} \nabla_\bullet \ell^*(x) & \nabla_\circ \ell^*(x) \\ \nabla_\bullet \ell^\circ(x) & \nabla_\circ \ell^\circ(x) \end{pmatrix} = \begin{pmatrix} \text{diag}(x^*)\nabla_\bullet \ell^*(x) & \text{diag}(x^*)\nabla_\circ \ell^*(x) \\ 0 & 0 \end{pmatrix}.
\]

Thus, taking the product, we have

\[
\Psi(x)\text{diag}(x)\nabla \ell(x) = \begin{pmatrix} \Psi^*(x^*) & \text{diag}(x^*)\nabla_\bullet \ell^*(x) & \Psi^*(x^*) & \text{diag}(x^*)\nabla_\circ \ell^*(x) \\ 0 & 0 \end{pmatrix}.
\]

Finally,

\[
\Psi(x)L(x) = \begin{pmatrix} \Psi^*(x^*) & -x^* 1_{A^\circ}^\top \\ 0 & I_{A^\circ} \end{pmatrix} \begin{pmatrix} \text{diag}(\ell^*(x)) & 0 \\ 0 & \text{diag}(\ell^\circ(x)) \end{pmatrix} = \begin{pmatrix} \ell(x)I_{A^*} - \ell(x)x^* 1_{A^\circ}^\top & -x^* \ell^\circ(x)^\top \\ 0 & \text{diag}(\ell^\circ(x)) \end{pmatrix},
\]

where we used the fact that for a stationary point $x$, the losses are equal on the support of $x$ (Proposition 3), so that $\text{diag}(\ell^*(x)) = \bar{\ell}(x)I_{A^*}$.

Combining these terms in the expression of the Jacobian given in Lemma 3, we obtain

$$
\nabla F(x) = \bar{\ell}(x)I_A - \Psi(x)\text{diag}(x)\nabla \ell(x) - \Psi(x)L(x)
= \begin{pmatrix}
-\Psi^*(x^*)\text{diag}(x^*)\nabla_* \ell^*(x) + \bar{\ell}(x)x^*1_{A^*}^\top & -\Psi^*(x^*)\text{diag}(x^*)\nabla_0 \ell^*(x) + x^*\ell^0(x)^\top
\end{pmatrix}
\begin{pmatrix}
\ell(x)I_{A^0} - \text{diag}(\ell^0(x))
\end{pmatrix}.
$$

Thus $\nabla F(x)$ is an upper block-triangular matrix of the form

$$
\nabla F(x) = \begin{pmatrix}
A & C \\
0 & B
\end{pmatrix}
$$

with

$$
A = \bar{\ell}(x)x^*1_{A^*}^\top - \Psi^*(x^*)\text{diag}(x^*)\nabla_* \ell^*(x)
B = \bar{\ell}(x)I_{A^0} - \text{diag}(\ell^0(x))
C = (x^*\ell^0(x)^\top - \Psi^*(x^*)\text{diag}(x^*)\nabla_0 \ell^*(x)).
$$

The stability of $x$ is determined by the restriction of $\nabla F(x)$ to $H_A$. Let $\alpha \in H_A$ and write $\alpha = \begin{pmatrix} \alpha^* \\ \alpha^0 \end{pmatrix}$. Then $1_{A^*}^\top \alpha^* + 1_{A^0}^\top \alpha^0 = 0$. Then we have

$$
\nabla F(x) \begin{pmatrix} \alpha^* \\ \alpha^0 \end{pmatrix} = \begin{pmatrix} A & C \\
0 & B
\end{pmatrix} \begin{pmatrix} \alpha^* \\ \alpha^0 \end{pmatrix}
= \begin{pmatrix}
-\Psi^*(x^*)\text{diag}(x^*)\nabla_* \ell^*(x)\alpha^* + \bar{\ell}(x)x^*1_{A^*}^\top \alpha^* + C\alpha^0
\end{pmatrix}
B\alpha^0
= \begin{pmatrix}
-\Psi^*(x^*)\text{diag}(x^*)\nabla_* \ell^*(x)\alpha^* - \bar{\ell}(x)x^*1_{A^0}^\top \alpha^0 + C\alpha^0
\end{pmatrix}
B\alpha^0
= \begin{pmatrix}
-\Psi^*(x^*)\text{diag}(x^*)\nabla_* \ell^*(x) - \bar{\ell}(x)x^*1_{A^0}^\top + C
\end{pmatrix}
\begin{pmatrix} \alpha^* \\ \alpha^0 \end{pmatrix}
= \begin{pmatrix} \tilde{A} & \tilde{C} \\
0 & B
\end{pmatrix} \begin{pmatrix} \alpha^* \\ \alpha^0 \end{pmatrix}
$$

where we used the fact that $1_{A^*}^\top \alpha^* = -1_{A^0}^\top \alpha^0$ in the third equality, and defined

$$
\tilde{A} = -\Psi^*(x^*)\text{diag}(x^*)\nabla_* \ell^*(x)
\tilde{C} = -\bar{\ell}(x)x^*1_{A^0}^\top + C.
$$

Then the restriction of $\nabla F(x)$ to $H_A$ coincides with the restriction of $\tilde{\nabla} F(x)$ to $H$, where

$$
\tilde{\nabla} F(x) = \begin{pmatrix} \tilde{A} & \tilde{C} \\
0 & B
\end{pmatrix}
$$
The benefit of the latter formulation is that the range of $\hat{\nabla}F(x)$ is a subset of $\mathcal{H}_A$, since

$$1^\top_A \hat{\nabla}F(x)$$

$$= \begin{pmatrix} 1^\top_A \Psi(x) \text{diag}(x^*) \nabla_x \ell^*(x) - \ell(x)x^*1^\top_A + x^*\ell^\circ(x)^\top - \Psi(x^*) \text{diag}(x^*) \nabla_x \ell^*(x) \\ 0 \end{pmatrix}$$

$$= \begin{pmatrix} 0 & 1^\top_A \ell(x)x^*1^\top_A + x^*\ell^\circ(x)^\top + 1^\top_A [\ell(x)1^\top_A - \text{diag}(\ell^\circ(x))] \\ 0 & -\ell(x)1^\top_A + \ell^\circ(x)^\top + \ell(x)1^\top_A - \ell^\circ(x)^\top \end{pmatrix}$$

$$= \begin{pmatrix} 0 & 0 \end{pmatrix},$$

where we used the fact that $1^\top_A \Psi(x) = 0$, and that $1^\top_A x^* = 1$. Therefore, $\mathcal{H}_A$ is an invariant subspace of $\hat{\nabla}F(x)$, and the spectrum $\mathcal{G}$ is given by the spectrum of $\hat{\nabla}F(x)$, from which we remove one zero (corresponding to the eigenvector $1_A$). Next, since $\hat{\nabla}F(x)$ is block upper-triangular, with diagonal blocks $A$ and $B$, we have, using the expression of $B$,

$$Sp(\hat{\nabla}F(x)) = Sp(\hat{A}) \cup \{\ell(x) - \ell_a^\circ(x)\}_{a \in A^\circ}$$

Therefore

$$\mathcal{G} = Sp(\hat{A}) \cup \{\ell(x) - \ell_a^\circ(x)\}_{a \in A^\circ}$$

where $\hat{A}$ is the restriction of $A$ to $\mathcal{H}_A = 1^\top_A \Psi(x) = 0$, and $\ell_a^\circ(x)$.

To conclude the proof, suppose that $x$ is a stationary point but not a Nash equilibrium, i.e. $x \in \mathcal{R} \setminus \mathcal{N}$. Then there exists $a \in A^\circ$ such that $\ell(x) - \ell_a^\circ(x) > 0$, and it follows that $\mathcal{G}$ contains at least one strictly positive eigenvalue, therefore $x$ is unstable (by Theorem 3.7 in [71] for example).}

### 3.6 Exponential stability of Nash equilibria

In order to prove the converse of Theorem 4, we need to study the eigenvalues of $\hat{A}$, the restriction to $\mathcal{H}_A$ of $\hat{A} = -\Psi(x^*) \text{diag}(x^*) \nabla_x \ell^*(x)$.

**Lemma 4.** The matrix $\Psi(x^*) \text{diag}(x^*)$ is symmetric positive semidefinite and its restriction to $\mathcal{H}_A$ is positive definite.

**Proof.** We have $\Psi(x^*) \text{diag}(x^*) = \text{diag}(x^*) - x^*(x^*)^\top$ is symmetric. We also have

$$1^\top_A \Psi(x^*) \text{diag}(x^*) 1_A = 0,$$

and for all $y \in \mathcal{H}_A$,

$$y^\top \Psi(x^*) \text{diag}(x^*) y = \sum_{a \in A^*} x_a^2 y_a^2 - \left( \sum_{a \in A^*} x_a y_a \right)^2$$

which, by Jensen’s inequality, is strictly positive except at $y = 0$. \qed
Lemma 5. Let $R$ and $S$ be two symmetric matrices such that $R$ is positive-definite and $S$ is positive-semidefinite. Then the product $RS$ is diagonalizable, has non-negative eigenvalues and has the same number of zero eigenvalues as $S$ (with the same eigenvectors).

Proof. Since $R$ is positive definite, there exists a positive definite matrix $\bar{R}$ such that $R = \bar{R}^2$. Then we have

$$R^{-1}RSR = RSR$$

thus $RS$ is similar to the symmetric matrix $\bar{R}SR$, and is diagonalizable.

Consider the function $h : x \mapsto RSx$ and the inner product $\langle x; y \rangle = x^\top R^{-1}y$. We have

$$\langle h(x); y \rangle = x^\top SRR^{-1}y = x^\top Sy.$$ 

Thus if $\lambda$ is an eigenvalue of $h$ with eigenvector $x$, then

$$\langle h(x); x \rangle = \lambda \langle x; x \rangle$$

i.e. $\lambda = \frac{x^\top Sx}{x^\top R^{-1}x}$ which is non-negative since $S \succeq 0$ and $R \succ 0$. Furthermore, $\lambda = 0$ if and only if $Sx = 0$, which proves the claim.

We can now show a partial converse of Theorem 4.

Theorem 5. Assume that $\nabla \ell$ is symmetric, positive definite. Then $x$ is a Nash equilibrium only if $x$ is a locally exponentially stable stationary point of the replicator dynamics (3.1).

Proof. Suppose $x$ is a Nash equilibrium. Then it is a stationary point of the system (3.1). To show that it is exponentially stable, recall that the eigenvalues of the Jacobian are given by:

$$\mathcal{G} = Sp(\hat{A}) \cup \{\ell(x) - \ell_a^*(x)\}_{a \in A^0}$$

where $\hat{A}$ is the restriction of $-\Psi^*(x^*) \text{diag}(x^*) \nabla_\ast \ell^*(x)$ to $\mathcal{H}_{A^0}$. By Lemma 4, $\Psi^*(x^*) \text{diag}(x^*)$ has a positive definite restriction to $\mathcal{H}_{A^0}$, and $\nabla \ell^*(x)$ is positive definite as a diagonal block of $\nabla f(x)$, which is positive definite by assumption. Therefore, applying Lemma 5, we have that all eigenvalues of $\hat{A}$ are negative. Therefore $x$ is exponentially asymptotically stable (for example by Theorem 4.7 of [71]).

Application to congestion games

We now consider the special case of congestion games to illustrate the assumption that $\nabla \ell(x)$ is positive definite. Consider the congestion game defined in Section 2.3, in which the loss function is given by

$$\ell(x) = M^\top c(Mx)$$

where $M$ is an incidence matrix, and $c_r$ are congestion functions assumed to be non-negative non-decreasing by Assumption 1. We further assume that $c_r$ are differentiable. Then we have the following result.
Lemma 6. For the congestion game with differentiable congestion functions, the gradient $\nabla^* \ell^*(x)$ is a symmetric positive-semidefinite matrix. Furthermore, if the congestion functions are strictly increasing and the incidence matrix $M$ is injective, then $\nabla^* \ell^*(x)$ is positive-definite.

Proof. We have $\ell^*(x) = M^\top_* c(\bar{M}x)$, where $M_*$ is the submatrix with columns $a \in A^*$, the support of $x$, and $\bar{M} = m(S)M$ is the incidence matrix scaled by the total mass of the population. Thus

$$\nabla^* \ell^* = m(S)M^\top_* \nabla c(\bar{M}x)M_*$$

where, by definition of $c$,

$$\nabla c(\phi) = \text{diag}(\{c_r'(\phi_r)\}_{r \in R}).$$

Thus $\nabla^* \ell^*(x)$ is symmetric, and since $c_r$ is non-increasing for all $r$, it is positive semidefinite. If all congestion functions are strictly increasing and $M$ is injective, then $\nabla^* \ell^*(x)$ is positive definite.

Note that the incidence matrix may not be injective in general, since $M \in \{0, 1\}^{R \times A}$ and $|A| = 2^R$ in the worst case. The expression of the spectrum suggests that if we could find a more concise representation of the game, by reducing the number of actions, the dynamics may converge faster in the reduced game. This is discussed in the next section.

Reducing the size of the congestion game

We observe that if an action $a_0$ is a conic combination of other actions, then the congestion game without $a_0$ is equivalent, in a sense defined below, to the original game, allowing us to reduce the size of the action set $A$.

More precisely, consider a given action $a_0 \in A$, and let $\bar{A} = A \setminus \{a_0\}$. Assume $a_0$ is a conic combination of actions in $\bar{A}$, that is, $M_{a_0} = \sum_{a \in \bar{A}} \lambda_a M_a$ for some non-negative coefficients $\lambda_a$. First, we must have $\sum_{a \in \bar{A}} \lambda_a \geq 1$: since $a_0$ is non-empty (by assumption, no action is empty), there exists $r$ such that $M_{r,a_0} = 1$. But

$$M_{r,a_0} = \sum_{a \in \bar{A}} \lambda_a M_{r,a} \leq \sum_{a \in \bar{A}} \lambda_a$$

since $M_{r,a} \in \{0, 1\}$, which proves the claim.

Proposition 11. Let $a_0 \in A$, denote $\bar{A} = A \setminus \{a_0\}$, and assume $a_0$ is a conic combination of actions in $\bar{A}$.

If $y \in \Delta^{\bar{A}}$ is a Nash equilibrium for the game without $a_0$, then the vector $x$ (obtained by augmenting $y$ with a 0 on $a_0$) is a Nash equilibrium for the original game.

Proof. We have for all $a \in \text{support}(y)$, the loss $\ell_a(y)$ is equal to $\bar{\ell}(y)$ the minimum loss across all actions in $\bar{A}$. Then if $c_y$ is the vector of resource congestions, the loss of action $a_0$ under
distribution \( y \) is
\[
\ell_{a_0}(y) = M_{a_0}^T c_y = \sum_{a \in \bar{A}} \lambda_a M_a^T c_y = \sum_{a \in \bar{A}} \lambda_a \ell_a(y) \\
\geq \sum_{a \in \bar{A}} \lambda_a \bar{\ell}(y) \geq \bar{\ell}(y).
\]

Thus \( y \) augmented by 0 on \( a_0 \) is an equilibrium of the original game.

**Proposition 12.** Let \( a_0 \in A \), denote \( \bar{A} = A \setminus \{a_0\} \), and assume \( a_0 \) is a conic combination of actions in \( \bar{A} \).

If \( x \in \Delta^A \) is a Nash equilibrium for the original game, then \( y \in \Delta^{\bar{A}} \) defined by
\[
y_a = x_a + \frac{\lambda_a}{\sum_{a' \in \bar{A}} \lambda_{a'}} x_{a_0}
\]
is a Nash equilibrium for the game without \( a_0 \).

**Proof.** First, \( y \) is, by definition, a distribution over \( \bar{A} \). To show that it is a Nash equilibrium of the reduced game, we argue that \( y \) and \( x \) induce the same resource loads, that is, \( Mx = My \).

To show this, we observe that if \( a_0 \in \text{support}(x) \), we must have \( \sum_{a \in \bar{A}} \lambda_a = 1 \). Indeed, if \( x_{a_0} > 0 \), then by definition of a Nash equilibrium, \( \ell_{a_0}(x) \leq \ell_a(x) \) for all \( a \). But
\[
\ell_{a_0}(x) = \sum_{a \in \bar{A}} \lambda_a \ell_a(x) \geq \sum_{a \in \bar{A}} \lambda_a \ell_{a_0}(x)
\]
therefore \( \sum_{a \in \bar{A}} \lambda_a \leq 1 \), which, combined with the previous observation that \( \sum_{a \in \bar{A}} \lambda_a \geq 1 \), proves the claim.

Now we consider two cases: if \( x_{a_0} = 0 \), then we have immediately \( My = Mx \). If \( x_{a_0} > 0 \), then we have \( \sum_{a \in \bar{A}} \lambda_a = 1 \) and
\[
My = \sum_{a \in \bar{A}} y_a M_a \\
= \sum_{a \in \bar{A}} x_a M_a + x_{a_0} \sum_{a \in \bar{A}} \lambda_a M_a \\
= \sum_{a \in \bar{A}} x_a M_a + x_{a_0} M_{a_0} \\
= Mx.
\]

Therefore the distribution \( y \) induces the same resource loads as \( x \), hence the same losses, and \( y \) is a Nash equilibrium of the reduced game.

With the previous propositions, one can reduce the size of the game by removing \( a_0 \) from the set of actions, and obtain an equivalent game. Applying this argument repeatedly, we can reduce \( A \) to a minimal set \( \hat{A} \). One way to compute such a minimal set is to find a Hilbert basis of the family \( \{M_a\}_{a \in A} \), \( H = \{M_a\}_{a \in \hat{A}} \), and use \( \hat{A} \) as the reduced action set.
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3.7 Numerical example

We illustrate the replicator dynamics on a congestion game example. Suppose we have three resources \( R = \{r_1, r_2, r_3\} \), with quadratic congestion functions

\[
\begin{align*}
c_1(\phi_1) &= \frac{1}{2}(1 + \phi_1)^2 \\
c_2(\phi_2) &= (1 + \phi_2)^2 \\
c_3(\phi_1) &= 2(1 + \phi_3)^2
\end{align*}
\]

Figure 3.1: Trajectory of \( x(t) \) (left) and evolution of loss functions (right). We have convergence to the set of Nash equilibria: on the support of the limit distribution, all action losses are equal.

Figure 3.2: Solution trajectory \( X(t) \) in the simplex \( \Delta^A \) (represented as a Tetrahedron). Starting from different initial conditions in the interior of the simplex, we have convergence to different points in \( N \) (represented by a red dashed line). Other stationary points are in dashed green lines. In particular, the entire face \( \{ x : x_1 = x_2 = 0 \} \) is stationary.
and consider the following actions

\[ p_1 = \{r_1, r_2\}, p_2 = \{r_2, r_3\}, p_3 = \{r_3, r_1\}, p_4 = \{r_3, r_1\}. \]

In particular, we have \( p_4 = p_3 \). In particular, we do not have uniqueness of the Nash equilibrium in this case. The set of Nash equilibria is given by

\[ \mathcal{N} = \{ x : x_1 = .757, x_2 = 0, x_3 + x_4 = .2426 \}. \]

If we apply the replicator dynamics from the initial distribution \( x_0 = (.2 \ .3 \ .1 \ .4)^\top \), we obtain the trajectories shown in Figure 3.1.

Starting from different initial conditions in the interior of the simplex, \( \Delta \), we have convergence to different points in the set of Nash equilibria \( \mathcal{N} \). This is illustrated in Figure 3.2. If we start on the boundary of the simplex, we may have convergence to stationary points which are not Nash equilibria. Any face of the simplex is invariant for the dynamics (and so is any intersection of faces). Therefore a stationary point which is unstable in the entire simplex may be stable if we restrict the dynamics to an invariant face.

In the next chapter, we will go back to studying discrete-time dynamics, and show that a large family of online learning methods can be obtained by discretizing the replicator ODE, and prove convergence of these methods.
Chapter 4

Discretizing the Replicator Dynamics

In this chapter, we study online learning algorithms that can be obtained as a discretization of the replicator ODE \( \text{(3.1)} \). We start with a simple forward Euler discretization in Section 4.1 with decreasing step sizes, and show that the resulting algorithm has sublinear regret guarantees similar to the Hedge algorithm reviewed in Section 2.6. We then consider a general family of discrete-time, stochastic algorithms, obtained as a stochastic discretization of the ODE. More precisely, if the ODE is given by \( \dot{X}(t) = F(X(t)) \), then a stochastic discretization with step sizes \( (\eta_\tau) \) is given by \( x^{(\tau+1)} = x^{(\tau)} + \eta_\tau (F(x^{(\tau)}) + U^{(\tau)}) \), where \( U^{(\tau)} \) is a sequence of stochastic perturbations that satisfy conditions which are detailed in Proposition 14. We call this family the AREP algorithms, for approximate replicator. The theory of stochastic approximation exhibits links between the properties of solution trajectories of the ODE (such as convergence to stable stationary points) and properties of its discretization. In Section 4.2, we review and illustrate some of these results, which are mostly lifted from [18]. Then we show, in Theorem 8 that under AREP algorithms, the sequence of mass distributions is guaranteed to converge to the set of Nash equilibria, almost surely. This is a strong convergence result for a large class of algorithms, in particular, it is stronger than the convergence in the sense of Cesàro for sublinear regret algorithms, which we proved in Theorem 2. However, the stochastic approximation analysis does not allow us to characterize convergence rates of the algorithms. In the next chapter, we consider a particular class of learning dynamics, given by the stochastic mirror descent method, which we can analyze to provide convergence rates.

4.1 Euler discretization of the replicator ODE: the REP algorithm

Inspired by the continuous-time replicator dynamics, we propose a discrete-time update rule for online learning, by discretizing the ODE \( \text{(3.1)} \). The resulting algorithm guarantees sublinear regret and is simple to implement. We call it the REP algorithm in reference to the replicator ODE.
Since we seek to provide guarantees on the regret of the algorithm for any sequence of bounded loss vectors (not necessarily loss vectors of a potential game, $\ell(x) = \nabla f(x)$), we first decouple, in the ODE (3.1), the dependence on the mass distribution $x$ and the loss $\ell$. The vector field $F$ can be written in the following form: for all $k$, $F_k(x) = G_k(x, \ell(x))$ where for all $a$,

$$G_{k,a}(x, \ell) = x_{k,a} (\langle x_k, \ell_k \rangle - \ell_{k,a}).$$

Then suppose that we are given a $C^1$ function of time, $\ell(t)$, and a distribution $\pi(t)$ that obeys the dynamics

$$\dot{\pi}_{k,a}(t) = G_{k,a}(\pi(t), \ell(t)) = \pi_{k,a}(t) (\langle \pi_k(t), \ell_k(t) \rangle - \ell_{k,a}(t)). \tag{4.1}$$

Using a forward Euler discretization (see e.g. Chapter 2 in [36]) with decreasing, non-summable step sizes $(\eta_{\tau})$, we can define discrete times $T_{\tau}$ such that $T_0 = 0$ and $T_{\tau+1} = T_{\tau} + \eta_{\tau}$, and let $\pi^{(\tau)} = \pi(T_{\tau})$, and $\ell^{(\tau)} = \ell_k(T_{\tau})$. Then approximating the time derivative

$$\dot{\pi}(T_{\tau}) \approx \pi(T_{\tau} + \eta_{\tau}) - \pi(T_{\tau}) = \frac{\pi^{(\tau+1)} - \pi^{(\tau)}}{\eta_{\tau}},$$

we propose the following update rule:

**Definition 8 (Discrete Replicator algorithm).** Consider an online learning problem with a sequence of losses $(\ell^{(\tau)})$ in $[0, \rho]$ uniformly in $\tau$. The REP algorithm with initial distribution $\pi^{(0)} \in \Delta^A$ and learning rates $(\eta_{\tau})_{\tau \in \mathbb{N}}$ with $\eta_{\tau} \leq \frac{1}{\rho}$, is an online learning algorithm $(U^{(\tau)})$ such that the $\tau$-th update function is given by

$$\pi^{(\tau+1)}_a = U^{(\tau)}(\pi^{(\tau)}, \ell^{(\tau)})_a = \pi^{(\tau)}_a + \eta_{\tau} \pi^{(\tau)}_a (\langle \pi^{(\tau)}, \ell^{(\tau)} \rangle - \ell^{(\tau)}_a). \tag{4.2}$$

**Algorithm 4** REP algorithm with learning rates $(\eta_{\tau})$.

1: Input: Initial distribution $\pi^{(0)} \in \Delta^A$.

2: for each iteration $\tau \in \mathbb{N}$ do

3: Draw an action $A^{(\tau)} \sim \pi^{(\tau)}$.

4: Observe a vector of losses $\ell^{(\tau)}$, incur loss $\ell^{(\tau)}_{A^{(\tau)}}$.

5: Update

$$\pi^{(\tau+1)}_a = \pi^{(\tau)}_a + \eta_{\tau} \pi^{(\tau)}_a (\langle \pi^{(\tau)}, \ell^{(\tau)} \rangle - \ell^{(\tau)}_a).$$

6: end for

Under the REP update, the sequence of distributions $\pi^{(\tau)}$ remains in simplex $\Delta^A$, provided $\eta_{\tau} \leq \frac{1}{\rho}$: Indeed, for all $\tau \in \mathbb{N}$, we have

$$\sum_{a \in A} \pi^{(\tau+1)}_a = \sum_{a \in A} \pi^{(\tau)}_a + \eta_{\tau} \pi^{(\tau)}_a (\langle \ell^{(\tau)}, \pi^{(\tau)} \rangle - \ell^{(\tau)}_a) = \sum_{a \in A} \pi^{(\tau)}_a,$$
and if $\eta_\tau \leq 1$, then
\[
1 + \eta_\tau \left( \langle \ell^{(\tau)}, \pi^{(\tau)} \rangle - \ell_a^{(\tau)} \right) \geq 1 - \rho_\tau \geq 0,
\]
which guarantees that $\pi^{(\tau)}$ remains in $\Delta^A$.

We now show that when the losses are discounted by $(\gamma_\tau)$, the REP update rule with learning rates proportional to $(\gamma_\tau)$ has sublinear regret. First, we prove the following lemma, for general online learning problems with signed losses.

**Lemma 7.** Consider an online learning problem, with a finite action set $A$, and sequence of losses, $m^{(\tau)}$, and suppose that the losses are bounded uniformly in $[-1, 1]$. Suppose that the losses are discounted by a sequence of discount factors $(\gamma_\tau)$, with $\gamma_\tau \leq \frac{1}{2}$ for all $\tau$. Then the learning algorithm defined by the update rule
\[
\pi^{(\tau+1)} \propto \left( \pi_a^{(\tau)}(1 - \gamma_\tau m_a^{(\tau)}) \right)_{a \in A}
\]
has the following regret bound: for all $T$ and all $a \in A$,
\[
\sum_{0 \leq \tau \leq T} \gamma_\tau \langle m^{(\tau)}, \pi^{(\tau)} \rangle \leq -\log \pi_{\text{min}}^{(0)} + \sum_{0 \leq \tau \leq T} \gamma_\tau m_a^{(\tau)} + \sum_{0 \leq \tau \leq T} \gamma_\tau^2 |m_a^{(\tau)}|,
\]
where $\pi_{\text{min}}^{(0)} = \min_{a \in A} \pi_a^{(0)}$.

**Proof.** We extend the proof of Theorem 2.1 in [4] to the discounted case. By a simple induction, we have for all $t$, $\pi^{(t)}$ is proportional to the vector $w^{(t)}$ defined by
\[
w_a^{(t)} = \pi_a^{(0)} \prod_{0 \leq \tau < t} (1 - \gamma_\tau m_a^{(\tau)}).
\]
Define the function $\xi^{(t)} = \sum_a w_a^{(t)}$. Then $\pi_a^{(t)} = \frac{w_a^{(t)}}{\xi^{(t)}}$, and we have for all $t$:
\[
\xi^{(t+1)} = \sum_a w_a^{(t+1)} = \sum_a w_a^{(t)}(1 - \gamma_\tau m_a^{(t)}) = \xi^{(t)} - \gamma_\tau \sum_a m_a^{(t)} \pi_a^{(t)} \xi^{(t)} = \xi^{(t)}(1 - \gamma_\tau \langle m^{(t)}, \pi^{(t)} \rangle) \leq \xi^{(t)} e^{-\gamma_\tau \langle m^{(t)}, \pi^{(t)} \rangle}.
\]
Thus, by induction on $t$,
\[
\xi^{(t+1)} \leq \exp \left( - \sum_{0 \leq \tau \leq t} \gamma_\tau \langle m^{(\tau)}, \pi^{(\tau)} \rangle \right).
\]
We also have for all \( a \),
\[
\xi^{(t+1)} \geq u^{(t+1)}_a \geq \pi^{(0)}_{\min} \prod_{0 \leq \tau \leq t} (1 - \gamma_t m^{(\tau)}_a).
\]

Combining the previous bounds on \( \xi^{(T)} \) and taking logarithms, we have
\[
\sum_{0 \leq \tau \leq T} \gamma_\tau \langle m^{(\tau)}, \pi^{(\tau)} \rangle \leq -\log \pi^{(0)}_{\min} - \sum_{0 \leq \tau \leq T} \log(1 - \gamma_\tau m^{(\tau)}_a).
\]

To obtain the desired bound, it suffices to observe that for all \( m \in [-1, 1] \) and \( \gamma \in [0, \frac{1}{2}] \),
\[-\log(1 - \gamma m) \leq \gamma m + \gamma^2 |m|.
\]

**Theorem 6.** Consider an online learning problem, with action set \( A \), and sequence of uniformly bounded losses, \( \ell^{(\tau)} \in [0, \rho] \). Suppose that the losses are discounted by a sequence \( (\gamma_\tau) \) that satisfies Assumption 2 and is bounded by \( \frac{1}{2} \). Then the regret of the REP algorithm with learning rates \( \eta_\tau = \frac{\gamma_\tau}{\rho} \) satisfies the following bound
\[
R^{(T)}(s) \leq -\rho \log \pi^{(0)}_{\min} + \rho \sum_{0 \leq \tau \leq T} \gamma^2_\tau.
\]

In particular, when \( \sum_{0 \leq \tau \leq T} \gamma^2_\tau \to 0 \), we have \( \lim_{T \to \infty} \frac{[R^{(T)}]}{\sum_{0 \leq \tau \leq T} \gamma_\tau} \leq 0 \).

**Proof.** Let
\[
r^{(\tau)}_a = \langle \pi^{(\tau)}, \ell^k(x^{(\tau)}) \rangle - \ell_a(x^{(\tau)}) \in [-\rho, \rho]
\]
be the instantaneous regret of the player. Then the REP update can be viewed as a multiplicative-weights algorithm with update rule (4.13), in which the vector of signed losses is given by \( m^{(\tau)}_a = -\frac{r^{(\tau)}_a}{\rho} \in [-1, 1] \), and discount factors \( (\gamma_\tau) \). Observing that \( \langle r^{(\tau)}, \pi^{(\tau)} \rangle = 0 \), we have by Lemma 7 for all \( a \in A \):
\[
\frac{1}{\rho} \sum_{0 \leq \tau \leq T} \gamma_\tau r^{(\tau)}_a \leq -\log \pi^{(0)}_{\min} + \sum_{0 \leq \tau \leq T} \gamma^2_\tau.
\]

Rearranging and taking the maximum over \( a \in A \), we have
\[
R^{(T)}(s) \leq -\rho \log \pi^{(0)}_{\min} + \rho \sum_{0 \leq \tau \leq T} \gamma^2_\tau,
\]
which proves the claim.

Interestingly, we can show the the REP update rule corresponds to the solution to a regularized version of the greedy update \( \min_{\pi \in \Delta A} \langle \pi, \ell^{(\tau)} \rangle \).
Proposition 13. The REP update rule (4.2) with $\eta_r < \frac{1}{\rho}$ and $\pi^{(r)} > 0$ is solution to the following problem:
\[
\{\pi^{(r+1)}\} = \arg\min_{\pi \in \Delta} \eta_r \langle \pi, \ell^{(r)} \rangle + D(\pi||\pi^{(r)}),
\]
where \(D(\pi||\nu) = \frac{1}{2} \sum_{a \in A} \nu_a \left(\frac{\pi_a}{\pi_a^*} - 1\right)^2\).

The regularization function \(D(\pi||\nu)\) is known as the $\chi^2$ divergence, and can be interpreted as the \(f\)-divergence (or Csiszár divergence, in reference to Csiszár [12]), associated to the convex function \(f(x) = (x - 1)^2\). Note that the Hedge algorithm has a similar interpretation as the minimizer of a regularized linear function, in which the $\chi^2$ divergence is replace by the KL divergence, see for example [15]. This will also be discussed in Chapter 5.

Proof. Define the Lagrangian of the problem: for $\lambda \in \mathbb{R}_+^A$ and $\nu \in \mathbb{R}$,
\[
L(\pi, \lambda, \nu) = \eta_r \langle \pi_a, \ell^{(r)} \rangle + \frac{1}{2} \sum_{a \in A} \pi_a^{(r)} \left(\frac{\pi_a}{\pi_a^{(r)}} - 1\right)^2 - \nu \left(\sum_{a \in A} \pi_a - 1\right) - \langle \lambda, \pi \rangle,
\]
where $\nu \in \mathbb{R}$ is the dual variable for the constraint $\sum_{a \in A} \pi_a = 1$ and $\lambda$ is the dual variable for the constraint $\pi \geq 0$. The gradient of $L$ with respect to $\pi$ is given by
\[
\forall a \in A, \frac{\partial}{\partial \pi_a} L(\pi, \lambda, \nu) = \eta_r \ell_a^{(r)} + \left(\frac{\pi_a}{\pi_a^{(r)}} - 1\right) - \lambda_a - \nu.
\]
Then $(\pi^*, \lambda^*, \nu^*)$ are primal-dual optimal if and only if they satisfy the following KKT conditions:
\[
\begin{cases}
\frac{\pi_a^*}{\pi_a^{(r)}} = 1 + \lambda_a^* + \nu^* - \eta_r \ell_a^{(r)} \\
\sum_{a \in A} \pi_a^* = 1 \\
\pi^* \geq 0.
\end{cases}
\]

Multiplying by $\pi_a^{(r)}$ and taking the sum over $a \in A$, we have
\[
1 = 1 - \eta_r \langle \pi^{(r)}, \ell^{(r)} \rangle + \langle \pi^{(r)}, \lambda^* \rangle + \nu^*,
\]
i.e. $\nu^* = \eta_r \langle \pi^{(r)}, \ell^{(r)} \rangle - \langle \lambda^*, \ell^{(r)} \rangle$. Plugging in the expression of $\pi^*$,
\[
\pi_a^* = \pi_a^{(r)} + \eta_r \pi_a^{(r)} (\langle \pi^{(r)}, \ell^{(r)} \rangle - \ell_a^{(r)}) + \pi_a^{(r)} (\lambda^* - \langle \pi^{(r)}, \lambda^* \rangle).
\]
To conclude, it suffices to show that $\lambda^* = 0$. Note that since the losses are in $[0, \rho]$, we have for all $a$, $\langle \pi^{(r)}, \ell^{(r)} \rangle - \ell_a^{(r)} \geq -\rho$, and since $\eta_r \leq \frac{1}{\rho} \leq 1 + \eta_r (\langle \pi^{(r)}, \ell^{(r)} \rangle - \ell_a^{(r)}) > 0$.

Now, we have for all $a \in \text{support} \lambda^*$, by the complementary slackness condition, $\pi_a^* = 0$, thus
\[
\lambda_a^* - \langle \pi^{(r)}, \lambda^* \rangle = -\eta_r (\langle \pi^{(r)}, \ell^{(r)} \rangle - \ell_a^{(r)}) < 0.
\]
Suppose by contradiction that $\lambda^*$ has a nonempty support, then multiplying the last inequality by $\pi_a^{(r)}$ and summing over $a \in \text{support} \lambda^*$, we would have $\langle \pi^{(r)}, \lambda^* \rangle < \langle \pi^{(r)}, \lambda^* \rangle$, a contradiction. Therefore $\lambda^* = 0$ and the expression (4.4) of $\pi^*$ reduces to the REP update rule (4.2).
4.2 Results from the theory of stochastic approximation

In the remainder of the chapter, our goal will be to define a family of discrete-time learning algorithms which guarantee the convergence of the mass distributions \( (x^{(\tau)}) \). The idea is to show that the discrete process \( (x^{(\tau)})_{\tau \in \mathbb{N}} \), approaches, in a certain sense that we will make precise in this section, the solution trajectories of the continuous-time replicator ODE. Then one can show, using a Lyapunov function, that any limit point of the discrete process must lie in the set of stationary points \( \mathcal{R} \mathcal{N} \). With an additional argument, we show that, in fact, limit points lie in the set \( \mathcal{N} \) of Nash equilibria.

We start by reviewing results from the theory of stochastic approximation. The results of this section are adapted from [18], due to Benaïm. Let \( D \) be a bounded subset of \( \mathbb{R}^n \), and consider a dynamical system given by the ODE

\[ \dot{X}(t) = F(X(t)) \]  

where \( F : D \to \mathbb{R}^n \) is a continuous globally integrable vector field, with unique integral curves which remain in \( D \). Let \( \Phi \) be the associated flow function such that \( t \mapsto \Phi_t(x(0)) \) is the solution trajectory of \( \dot{X}(t) \) with initial condition \( X(0) = x(0) \).

Discrete-time approximation and asymptotic pseudo trajectory

Let \((x^{(\tau)})_{\tau \in \mathbb{N}}\) be a discrete-time (stochastic) process with values in \( D \), and \((\tau_\tau)_{\tau \in \mathbb{N}}\) a sequence of positive real numbers (step sizes) such that \( \sum_{\tau \in \mathbb{N}} \eta_\tau = \infty \) and \( \lim_{\tau \to \infty} \eta_\tau = 0 \). We say that \((x^{(\tau)})_{\tau \in \mathbb{N}}\) is a discrete-time approximation of the dynamical system \( \dot{X}(t) \) if it satisfies,

\[ x^{(\tau+1)} - x^{(\tau)} = \eta_\tau \left( F(x^{(\tau)}) + U^{(\tau+1)} \right). \]

(4.6)

Note that it is always possible to define a sequence of perturbations \( U^{(\tau)} \) such that Equation (4.6), simply by defining \( U^{(\tau+1)} = x^{(\tau+1)} - x^{(\tau)} - F(x^{(\tau)}) \). However, in order to relate the asymptotic behavior of the discrete process \( x^{(\tau)} \) to the solution trajectories of the ODE \( \dot{X}(t) \), one needs to impose additional assumptions on the perturbations \( U^{(\tau)} \), as we discuss next.

Given such a discrete-time approximation, we can define the affine interpolated process of \( (x^{(\tau)}) \): let \( T_\tau = \sum_{t=0}^{\tau} \eta_t \) as in Section 4.1

**Definition 9 (Affine interpolated process).** The continuous time affine interpolated process of the discrete process \((x^{(\tau)})_{\tau \in \mathbb{N}}\) is the function \( M : \mathbb{R}_+ \to \mathbb{R}^n \) defined as

\[ M(T_\tau + s) = x^{(\tau)} + s \frac{x^{(\tau+1)} - x^{(\tau)}}{\eta_\tau}, \quad \forall \tau \in \mathbb{N} \text{ and } \forall s \in [0, \eta_\tau). \]
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We now define what it means for a discrete process to approach the trajectories of the system \((4.5)\). A continuous function \(X\) is said to be an asymptotic pseudo trajectory for the flow \(\Phi\) if for all \(T\),

\[
\lim_{t \to \infty} \sup_{0 \leq h \leq T} \|X(t + h) - \Phi_h(X(t))\| = 0.
\]

Asymptotic pseudo trajectories (APT) have been introduced by Benaïm and Hirsch in [20], and further studied in [17]. They are useful in relating the asymptotic behavior of discrete processes to the solutions of the ODE. The next proposition gives sufficient conditions for an affine interpolated process to be an APT.

**Proposition 14** (Proposition 4.1 in [18]). Let \(M\) be the affine interpolated process of the discrete-time approximation \((x(\tau))\), and assume that for all \(T > 0\)

\[
\lim_{\tau_1 \to \infty} \max_{\tau_2 \sum_{\tau_3 \eta_3 < T}} \left\| \sum_{\tau = \tau_1}^{\tau_2} \eta_\tau U(\tau + 1) \right\| = 0. \tag{4.7}
\]

Then \(M\) is an APT of the flow \(\Phi\) induced by the vector field \(F\).

Furthermore, we have the following sufficient condition for property \((4.7)\) to hold:

**Proposition 15.** Let \((x(\tau))_{\tau \in \mathbb{N}}\) be a discrete time approximation of the system \((4.5)\). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \((\mathcal{F}_\tau)_{\tau \in \mathbb{N}}\) a filtration of \(\mathcal{F}\). Suppose that the perturbations satisfy the Robbins-Monro conditions: for all \(\tau \in \mathbb{N},\)

i) \(U^{(\tau)}\) is measurable with respect to \(\mathcal{F}_\tau\)

ii) \(\mathbb{E}[U^{(\tau + 1)}|\mathcal{F}_\tau] = 0\)

Furthermore, suppose that there exists \(q \geq 2\) such that

\[
\begin{aligned}
\sup_{\tau \in \mathbb{N}} \mathbb{E}[\|U^{(\tau)}\|^q] &< \infty \\
\sum_{\tau \in \mathbb{N}} \eta_\tau^{1+q/2} &< \infty.
\end{aligned}
\]

Then, condition \((4.7)\) of Proposition 14 holds with probability one.

**Chain transitivity**

Next, Theorem gives an important property of limit points of bounded asymptotic pseudo-trajectories.

**Definition 10** (Pseudo-orbit and chain transitivity). A \((\delta, T)\)-pesudo-orbit from \(a \in \mathcal{D}\) to \(b \in \mathcal{D}\) is a finite sequence of partial trajectories. It is given by a sequence of points \((T_\tau, x^{(\tau)}), \tau \in \{0, \ldots, m - 1\}\) (with \(T_\tau \geq T\) for all \(\tau\)) and the corresponding sequence of partial trajectories

\[
\{\Phi_t(x^{(\tau)}): 0 \leq t \leq T_\tau\}; \quad \tau = 0, \ldots, m - 1,
\]
such that $d(x^{(0)}, a) < \delta$, $d(\Phi_{T\tau}(x^{(\tau)}), x^{(\tau+1)}) < \delta$ for all $\tau$, and $x^{(m)} = b$.

The conditions are illustrated in Figure 4.1. We write $a \hookrightarrow_{\delta,T} b$ if there exists a $(\delta,T)$-pseudo-orbit from $a$ to $b$. We write $a \hookrightarrow b$ if $a \hookrightarrow_{\delta,T} b$ for all $\delta,T > 0$. The flow $\Phi$ is said to be chain transitive if $a \hookrightarrow b$ for all $a,b \in D$.

Figure 4.1: A $(\delta,T)$-pseudo-orbit for the flow $\Phi$, from $a$ to $b$.

In the remainder of this section, let $\Gamma \subset D$ be a compact invariant set for $\Phi$, that is, $\Phi_t(\Gamma) \subseteq \Gamma$ for all $t \in \mathbb{R}_+$.

**Definition 11** (Internally chain transitive set). The compact invariant set $\Gamma$ is internally chain transitive if the restriction of $\Phi$ to $\Gamma$ is chain transitive.

**Theorem 7** (Theorem 5.7 in [18]). Let $M$ be a bounded APT of (4.5). Then the limit set

$$L(M) = \bigcap_{t \geq 0} \text{cl} \{M(s): s \geq t\}$$

is internally chain transitive. Here $\text{cl}$ denotes the closure of a set.

Finally, we give the following property of internally chain transitive sets:

**Proposition 16** (Proposition 6.4 in [18]). Let $\Gamma \subset D$ be a compact invariant set and suppose that there exists a Lyapunov function $V : D \rightarrow \mathbb{R}$ for $\Gamma$ (that is, $V$ is continuous and the time derivative $\langle \nabla V(x), F(x) \rangle < 0$ for all $x \notin \Gamma$) such that $V(\Gamma)$ has empty interior. Then every internally chain transitive set $L$ is contained in $\Gamma$ and $V$ is constant on $L$. 
Proposition 16 combined with Theorem 7 provides a powerful tool for proving convergence of a discrete time approximation \( (x^{(\tau)}) \) of the ODE: if \( \Gamma \) is an invariant set for the ODE, and we can exhibit a Lyapunov function for \( \Gamma \), then we know by Theorem 7 and Proposition 16 that the limit set \( L(M) \) of any APT \( M \) is contained in \( \Gamma \). This is true in particular for the affine interpolated process of \( (x^{(\tau)}) \) if the discretization satisfies the conditions of Proposition 14. But any limit point of the sequence \( (x^{(\tau)}) \) is also a limit point of its affine interpolated process, which proves that all limit points of \( (x^{(\tau)}) \) lie inside the compact set \( \Gamma \), i.e. that \( (x^{(\tau)}) \) converges to \( \Gamma \).

4.3 The approximate replicator class (AREP)

Now, we are ready to define a class of online learning algorithms which we call AREP for approximate replicator. An AREP online algorithm is simply a discrete time approximation, in the sense of (4.6), of the replicator ODE (4.1), with perturbations that satisfy the condition of Proposition 14.

Definition 12 (AREP algorithm). Consider an online learning problem with action set \( A \) and loss sequence \( (\ell^{(\tau)}) \), such that the losses are uniformly bounded in \( [0, \rho] \). An online learning algorithm with output sequence \( (\pi^{(\tau)})_{\tau \in \mathbb{N}} \), is said to be an approximate replicator (AREP) algorithm if its update equation can be written as

\[
\pi_a^{(\tau+1)} - \pi_a^{(\tau)} = \eta_\tau \left( \pi_a^{(\tau)} \left( \langle \pi^{(\tau)}, \ell^{(\tau)} \rangle - \ell_a^{(\tau)} \right) + U_a^{(\tau)} \right)
\]

where \( (U^{(\tau)})_{\tau \in \mathbb{N}} \) is a sequence of stochastic perturbations with values in \( \mathbb{R}^A \), and which satisfies condition (4.7) a.s.

In particular, the REP algorithm given in Definition 8 is an AREP algorithm in which the perturbations are identically zero. It turns out that the Hedge algorithm also belongs to the AREP class, as shown in the following proposition.

Proposition 17. The Hedge algorithm with non-increasing, non-summable learning rates \( (\eta_\tau) \) is an AREP algorithm.

Proof. Let \( (\pi^{(\tau)})_{\tau \in \mathbb{N}} \) be the sequence of strategies, and let \( (\ell^{(\tau)}) \) be any sequence of losses. By definition of the Hedge algorithm, we have

\[
\pi_a^{(\tau+1)} = \pi_a^{(\tau)} \exp \left( -\eta_\tau \ell_a^{(\tau)} \right) / \sum_{a' \in A} \pi_{a'}^{(\tau)} \exp \left( -\eta_\tau \ell_{a'}^{(\tau)} \right),
\]

which we can write in the form of Equation (4.8), with perturbation terms

\[
U_a^{(\tau+1)} = \frac{\pi_a^{(\tau)}}{\eta_\tau} \left[ \exp \left( -\eta_\tau (\ell_a^{(\tau)} - \bar{\ell}) \right) + \eta_\tau (\ell_a^{(\tau)} - \bar{\ell}) - 1 \right] + \pi_a^{(\tau)} (\bar{\ell} - \bar{\ell})
\]
where
\[
\tilde{\ell}(\tau) = -\frac{1}{\eta_\tau} \log \sum_{a' \in A} \pi_{a'}^{(\tau)} \exp \left( -\eta_\tau \ell_{a'}(x^{(\tau)}) \right),
\]
\[
\overline{\ell}(\tau) = \langle \pi^{(\tau)}, \ell^{(\tau)} \rangle.
\]
Letting \( \theta(x) = e^x - x - 1 \), we have for all \( a \in A \):
\[
U^{(\tau+1)}_a = \frac{\pi_a^{(\tau)}}{\eta_\tau} \theta \left( -\eta_\tau (\ell_a^{(\tau)} - \tilde{\ell}(\tau)) \right) + \pi_a^{(\tau)} (\tilde{\ell}(\tau) - \overline{\ell}(\tau)).
\]
The first term is a \( O(\eta_\tau) \) as \( \theta(x) \) is equivalent to \( x^2/2 \) as \( x \) tends to 0. To bound the second term, we have by concavity of the logarithm
\[
\tilde{\ell}(\tau) = -\frac{1}{\eta_\tau} \log \sum_{a' \in A} \pi_{a'}^{(\tau)} \exp \left( -\eta_\tau \ell_{a'}^{(\tau)} \right) \leq \sum_{a' \in A} \pi_{a'}^{(\tau)} \ell_{a'}^{(\tau)} = \tilde{\ell}(\tau).
\]
And by Hoeffding’s lemma,
\[
\log \sum_{a' \in A} \pi_{a'} \exp \left( -\eta_\tau \ell_{a'}^{(\tau)} \right) \leq -\eta_\tau \sum_{a' \in A} \pi_{a'}^{(\tau)} \ell_{a'}^{(\tau)} + \frac{\eta_\tau^2}{8}.
\]
Rearranging, we have \( 0 \leq \tilde{\ell}(\tau) - \overline{\ell}(\tau) \leq \frac{\eta_\tau}{8}, \) therefore \( U^{(\tau+1)}_a = O(\eta_\tau), \) and
\[
\left\| \sum_{\tau = \tau_1}^{\tau_2} \eta_\tau U^{(\tau+1)} \right\| = O\left( \sum_{\tau = \tau_1}^{\tau_2} \eta_\tau^2 \right).
\]
Finally, since \( \eta_\tau \downarrow 0 \), for any fixed \( T \), \( \max_{\tau_1 \leq \tau \leq T} \sum_{\tau = \tau_1}^{\tau_2} \eta_\tau \) converges to 0 as \( \tau_1 \to \infty \), therefore condition (4.7) is verified.

## 4.4 Convergence of AREP

We now give the main convergence result of this chapter.

**Theorem 8.** Consider the online learning model in nonatomic, convex potential games, defined in Section 2.4, and suppose that the mass distributions \( (x^{(\tau)})_\tau \) have sublinear regret, and obey an AREP update rule, where, for each population \( k \) the loss function \( \ell_k^{(\tau)} \) is given by the congestion game loss \( \ell_k(x^{(\tau)}) \). That is, for all \( k \) and all \( a \in A_k \),
\[
x^{(\tau+1)}_{k,a} - x^{(\tau)}_{k,a} = \eta_\tau \left( x^{(\tau)}_{k,a} \left( \ell_k(x^{(\tau)}) \right) - \ell_{k,a}(x^{(\tau)}) \right) + U^{(\tau)}_{k,a}.
\]
where \( U^{(\tau)}_{k,a} \) are sequences of stochastic perturbations that satisfy condition (4.7). Then \( (x^{(\tau)}) \) converges to the set of Nash equilibria \( \mathcal{N} \), almost surely.
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Proof. By Proposition 14, the affine interpolated process \( M \) of \( (x^{(\tau)})_\tau \) is an APT of the continuous-time replicator ODE, \( \dot{X} = F(X) \). Thus by Theorem 7 the limit set \( L(M) \) is internally chain transitive.

Consider the set of stationary points \( \mathcal{R}\mathcal{N} \), which is invariant by definition, and by Proposition 8 it is compact and the potential function \( f \) takes finitely many values on \( \mathcal{R}\mathcal{N} \). Additionally, \( f \) is a Lyapunov function for \( \mathcal{R}\mathcal{N} \) by Proposition 9; therefore we can apply Proposition 16 to conclude that the set of limit points \( L(M) \) is contained in \( \mathcal{R}\mathcal{N} \) and \( f \) is constant over \( L(M) \). Let \( v^* \) be this constant value.

Next, we show that \( f(x^{(\tau)}) \) converges to \( v^* \). Let \( \hat{v} \) be a limit point of \( f(x^{(\tau)}) \). Then by Lemma 2, \( \hat{v} = f(\hat{x}) \) where \( \hat{x} \) is a limit point of \( (x^{(\tau)}) \). But \( \hat{x} \in L(M) \), thus \( \hat{v} = f(\hat{x}) = v^* \). This shows that the bounded sequence \( (f(x^{(\tau)})) \) has a unique limit point \( v^* \), therefore it converges to \( v^* \). To conclude, it suffices to show that \( v^* = f^* \), the minimum of the potential function \( f \). To show that \( v^* = f^* \), observe that since \( f(x^{(\tau)}) \to v^* \), we also have \( f(x^{(\tau)}) \xrightarrow{\gamma \tau} f^* \). But since the populations have sublinear discounted regret, by Theorem 2, \( f(x^{(\tau)}) \xrightarrow{\gamma \tau} f^* \). By uniqueness of the limit, we must have \( v^* = f^* \).

Note that Theorem 8 assumes that the AREP update rule is applied to the population dynamics \( (x^{(\tau)}) \), not to individual strategies \( \pi^{(\tau)}(s) \). One sufficient condition for \( x^{(\tau)} \) to satisfy an AREP update is that for each \( k \), all players in \( S_k \) start from a common initial distribution \( \pi_k(0) = x_k(0) \), and apply the same update rule. This guarantees that for all \( \tau \) and for all \( s \in S_k \), \( x_k^{(\tau)}(s) = \pi_k^{(\tau)}(s) \).

Convergence of the REP and Hedge algorithms

We apply Theorem 8 to show convergence of the REP and Hedge algorithms.

Corollary 1. In nonatomic, convex potential games, if \( (x^{(\tau)}) \) obeys the REP update rule with non-increasing, non-summable learning rates \( (\eta_\tau) \) and such that \( \eta_\tau \leq \frac{1}{2\rho} \), then \( x^{(\tau)} \to \mathcal{N} \).

Proof. The REP update rule is a discounted no-regret algorithm by Theorem 6, and it is an AREP algorithm with zero perturbations, so we can apply Theorem 8.

Corollary 2. In nonatomic, convex potential games, if \( (x^{(\tau)}) \) obeys the Hedge update rule with non-increasing, non-summable learning rates \( \eta_\tau \), then \( x^{(\tau)} \to \mathcal{N} \).

Proof. By Proposition 9, Hedge has sublinear regret, and by Proposition 17, Hedge is an AREP algorithm, and we can apply Theorem 8.

A numerical example

We illustrate this convergence result with a routing game example, as defined in Section 2.2. Consider the network given in Figure 4.2. In this example, two populations of players share the network, the first population sends packets from \( v_0 \) to \( v_1 \), and the second
CHAPTER 4. DISCRETIZING THE REPLICATOR DYNAMICS

population from \( v_2 \) to \( v_3 \). The paths (actions) available to each population are given by 
\[ A_1 = \{(v_0, v_1), (v_0, v_4, v_5, v_1), (v_0, v_5, v_1)\}, \quad A_2 = \{(v_2, v_3), (v_2, v_4, v_5, v_3), (v_2, v_4, v_3)\}. \]

![Routing game with two populations of players.](image)

Figure 4.2: Routing game with two populations of players.

We simulate the population dynamics under the discounted Hedge algorithm with a harmonic sequence of learning rates, \( \eta_T = \frac{1}{T} \). The results are shown in Figure 4.3.

Conclusion

Starting from the replicator ODE and the properties of its solution trajectories, we showed that a family of discrete time algorithms can be obtained by taking a discretization of the ODE, with perturbations. We showed that under suitable conditions on the perturbations (Proposition 14), the sequence of distributions is guaranteed to converge to the set of Nash equilibria, almost surely. However, the stochastic approximation analysis done in this chapter does not allow us to characterize convergence rates of the discrete dynamics. In the next chapter, we will study a second class of dynamics for which we can derive explicit convergence rates.
Figure 4.3: Simulation of the population dynamics under the discounted Hedge algorithm, initialized at the uniform distribution. The trajectories of the population strategies $x^{(\tau)}_k$ are shown in the simplex for each population (bottom). The path losses $\ell_{k,a}(x^{(\tau)})$ (top) converge to a common value on the support of the Nash equilibrium. The sequences of discounted regrets (middle) confirm that the population regret is sub-linear, i.e. $\limsup_{t \to \infty} \left[ R^{(t)}_k \right] + \sum_{\tau \leq t} \eta_\tau = 0$. 
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Stochastic Mirror Descent Dynamics

In this chapter, we seek to design learning algorithms for the convex potential games, that are robust to measurement noise and other stochastic perturbations, and for which we can provide convergence rates. More precisely, we extend the previous learning model defined in Chapter 2 by assuming that, at each iteration, instead of observing the exact loss vector, the player rather observes a stochastic vector, the conditional expectation of which is (almost surely) equal to the true loss. This is a natural extension for two reasons: the losses can be inherently stochastic, or the observation or measurement of the loss can be noisy. For example, in the routing game, which models congestion in transportation and communication networks, the loss corresponds to delays on the network, which may be hard to measure exactly, and which may depend on external, stochastic variables such as weather.

Stochastic learning models have been studied in online learning theory, e.g. Bubeck and Cesa-Bianchi [31], adaptive control theory, e.g. Kumar and Varaiya [83], as well as convex optimization, e.g. Nemirovski et al. [96], [70]. Adapting ideas from these works, we propose a family of stochastic distributed learning algorithms and study their convergence.

Since convergence of the mass distributions \(x(\tau)\) is equivalent to convergence of the potential values \(f(x(\tau))\) to the minimum \(f^*\) over \(\Delta\), we can use tools and methods from stochastic convex optimization to study learning dynamics. In particular, we will use mirror descent, a general method for first-order optimization, which we will review in this chapter, and further study in the second part of the thesis. In our model, we assume that every population \(k\) follows a stochastic mirror descent algorithm, with different learning rates \((\eta_k(t))\) for different populations.

Contributions

There are two aspects of the learning model that we will particularly care about. First, we consider models in which different populations follow different dynamics, and in particular, different learning rates. We refer to such models as heterogeneous, and their analysis can be more challenging. Second, we seek to prove strong convergence of the sequence of mass distributions \((x(\tau))\), rather than a weaker notion of convergence such as convergence in the
sense of Cesàro, which is also more challenging for stochastic methods, as most convergence proofs consider a sequence of averages, see for example [111, 96, 113]. In [127], Shamir and Zhang prove that for stochastic gradient descent with step size \( \eta(t) = 1/\sqrt{t} \), the sequence of iterates \( (x(t)) \) converges at a rate \( \mathcal{O}(\ln t / \sqrt{t}) \). Using a similar technique, we extend their result to stochastic mirror descent, and show that for heterogeneous learning dynamics, with learning rates of the form \( \eta_k(t) = \theta_k t^{-\alpha_k} \), the sequence of iterates \( x^{(\tau)} \) converges in expectation to the set of equilibria, at a \( \mathcal{O}(\ln t / t^{\min(\alpha_{\min}, 1-\alpha_{\max})}) \) rate (the fastest corresponding rate is \( \mathcal{O}(\ln t / \sqrt{t}) \)).

In the homogeneous case (all populations use the same learning rates, but not necessarily the same Bregman divergences), we show that the mass distributions converge almost surely to the set of equilibria, without additional assumptions on regularity or strong convexity. In particular, convergence holds even when the equilibrium is not unique, an assumption which is usually made when proving almost sure convergence of stochastic methods, e.g. [29], and which we manage to relax. Finally, for strongly convex potential functions, we show that the distance to equilibrium converges to 0 in expectation.

5.1 Distributed Stochastic Mirror Descent (DSMD)

We start by giving a brief review of the mirror descent method, and define the stochastic mirror descent dynamics that we will study in the chapter.

Mirror descent

Mirror descent is a general method for constrained convex optimization, proposed by Nemirovsky and Yudin [98]. Consider the problem

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad x \in \mathcal{X}
\end{align*}
\]

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is a convex function defined on a convex, compact set \( \mathcal{X} \subset \mathbb{R}^n \), and call \( f^* \) the minimum value of \( f \) on \( \mathcal{X} \).

There are many interpretations of mirror descent, discussed for example in [98, 15, 10], and many others. We discuss these interpretations in more detail in Appendix [B]. In this chapter, we take the following point of view: mirror descent can be interpreted, as observed by Beck and Teboulle [15], as minimizing, at each iteration \( t \), a local approximation of the objective function around the current iterate, as follows:

\[
x^{(t+1)} = \arg \min_{x \in \mathcal{X}} \langle \nabla f(x^{(t)}), x \rangle + \frac{1}{\eta(t)} D_\psi(x, x^{(t)}) \\
= \arg \min_{x \in \mathcal{X}} f(x^{(t)}) + \langle \nabla f(x^{(t)}), x - x^{(t)} \rangle + \frac{1}{\eta(t)} D_\psi(x, x^{(t)}),
\]

(5.1)
where $D_\psi(x, x^{(t)})$, is the Bregman divergence associated to a strongly convex function $\psi : \mathcal{X} \rightarrow \mathbb{R}$, and defined as follows:

$$D_\psi(x, y) = \psi(x) - \psi(y) - \langle \nabla \psi(y), x - y \rangle.$$ 

Here, we assume that $\psi$ is differentiable on $\mathcal{X}$ to simplify the discussion, but this can be relaxed, see Appendix B. By convexity of $\psi$, the Bregman divergence is non-negative and convex in its first argument. The function $\psi$ is said to be $\mu$-strongly convex w.r.t. a reference norm $\|\cdot\|$ (not necessarily the Euclidean norm) if for all $x, y \in \mathcal{X}$, $D_\psi(x, y) \geq \frac{\mu}{2} \|x - y\|^2$.

In the minimization problem (5.1), the first term, $f(x^{(t)}) + \langle \nabla f(x^{(t)}), x - x^{(t)} \rangle$ is the first-order Taylor approximation of the function around the current iterate, and the Bregman divergence term $D_\psi(x, x^{(t)})$ penalizes deviations from $x^{(t)}$. The parameter $\eta(t)$ is a step size or learning rate, which determines the tradeoff between the two terms. Thus, mirror descent minimizes, at each iteration, a local approximation of the function, penalized by a Bregman divergence term. This is illustrated in Figure 5.1.

One special case of mirror descent is projected gradient descent, which can be obtained by taking $\psi(x) = \frac{1}{2} \|x\|^2_2$, in which case the Bregman divergence is the squared Euclidean distance, $D_\psi(x, y) = \frac{1}{2} \|x - y\|^2_2$, see Section B.3 in the appendix. For more examples, and a detailed discussion on the properties of Bregman divergences, see Appendix B.

**Stochastic optimization**

To allow for stochastic perturbation in the learning model, we consider the stochastic optimization setting, given as follows: suppose that at iteration $t$, we have access to a stochastic
vector $\hat{\ell}(t)$, such that the conditional expectation $\mathbb{E}[\hat{\ell}(t)|\mathcal{F}_{t-1}]$ is equal to $\nabla f(x(t))$ almost surely, where $(\mathcal{F}_t)$ is the natural filtration of the stochastic process $(\hat{\ell}(t))$.

This stochastic optimization framework is motivated by our study of learning dynamics, but it is also useful in solving problems in which computing the exact gradient can be prohibitively expensive, such as large-scale convex optimization, where the objective function is a sum of individual convex loss terms over a large set of samples, that is, $f(x) = \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \ell(x, z_i)$. A cheap estimate of the gradient of $f$ can then be obtained by randomly drawing a small subset of samples $\mathcal{I}(t) \subset \mathcal{I}$, and defining $\hat{\ell}(t) = \frac{1}{|\mathcal{I}(t)|} \sum_{i \in \mathcal{I}(t)} \nabla_x \ell(x(t), z_i)$.

The stochastic version of mirror descent is simply obtained by replacing, in the update equation (5.1), the gradient term $\nabla f(x)$ with its stochastic counterpart $\hat{\ell}(t)$. Thus the algorithm generates a random sequence of iterates $x(t)$, such that $x(t)$ is $\mathcal{F}_{t-1}$-measurable (since at each iteration, $x(t)$ is determined by $x(t-1)$ and $\hat{\ell}(t-1)$). We will assume that the first iterate $x(1)$ is deterministic, i.e. $\mathcal{F}_0$ is trivial.

**Distributed optimization on a cartesian product**

We will assume that the feasible set $\mathcal{X}$ can be written as the cartesian product $\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_K$. This is motivated by our problem of learning in the nonatomic convex potential game, since the feasible set is the product of simplices $\Delta = \Delta^{A_1} \times \cdots \times \Delta^{A_K}$. When the feasible set is a cartesian product, we can take the distance generating function $\psi$ to be the sum

$$\psi(x) = \sum_{k=1}^{K} \psi_k(x_k), \quad (5.2)$$

in which case the Bregman divergence $D_\psi(x, y)$ is the sum of divergences $D_{\psi_k}(x_k, y_k)$, and the mirror descent update problem (5.1) decomposes

$$x(t+1) = \arg \min_{x \in \mathcal{X}} \left\{ \langle \hat{\ell}(t), x \rangle + \frac{1}{\eta(t)} D_\psi(x, x(t)) \right\} = \arg \min_{x \in \mathcal{X}} \sum_{k=1}^{K} \left\{ \langle \hat{\ell}_k(t), x_k \rangle + \frac{1}{\eta(t)} D_{\psi_k}(x_k, x_k(t)) \right\},$$

thus $x(t+1)$ can be obtained by solving $K$ mirror updates, one on each feasible set $\mathcal{X}_k$. In order to allow more flexibility in our model, we will further assume that we can use different learning rates $\eta_k(t)$ for different updates. Finally, the distributed stochastic mirror descent model is summarized in Algorithm 5. We call the algorithm homogeneous if the $K$ updates use the same sequence of learning rates (but not necessarily the same Bregman divergence), and heterogeneous otherwise.

**Assumption 3.** Throughout the chapter, we make the following assumptions:
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Algorithm 5 Distributed Stochastic Mirror Descent (DSMD) with Bregman divergences $D_{\psi_k}$ and learning rates ($\eta_k^{(t)}$).

1: for $t \in \mathbb{N}$ do
2:     for each $k \in \{1, \ldots, K\}$ do
3:         Observe $\hat{\ell}_k^{(t)}$ with $\ell^{(t)} := \mathbb{E}[\hat{\ell}_k^{(t)}|\mathcal{F}_{t-1}] \overset{a.s.}{=} \nabla f(x^{(t)})$.
4:         Update
5:             
6:             $$x_k^{(t+1)} = \arg \min_{x_k \in \mathcal{X}_k} \left\langle \hat{\ell}_k^{(t)}, x_k \right\rangle + \frac{1}{\eta_k} D_{\psi_k}(x_k, x_k^{(t)})$$

5:     end for
6: end for

(i) For each $k$, the distance generating function $\psi_k$ is strongly convex w.r.t. a reference norm $\| \cdot \|$, and the corresponding Bregman divergence is bounded on $\mathcal{X}_k$, that is, there exists $\mu_k > 0$ and $D_k > 0$ such that for all $x, y \in \mathcal{X}_k$,

$$\frac{\mu_k}{2} \| x - y \|^2 \leq D_{\psi_k}(x, y) \leq D_k.$$  

(ii) The noisy gradient vectors are uniformly square integrable in the dual norm, that is, there exists $G > 0$ such that for all $t$, $\mathbb{E} \left[ \| \hat{\ell}_k^{(t)} \|_2^2 \right] \leq G^2$.

5.2 A stochastic model of learning in nonatomic potential games

In this section, we show how the distributed optimization model of Algorithm 5 applies to our problem of learning in nonatomic convex potential games.

By Definition 1, there exists a convex potential function $f$ and scalars $\kappa_k$ such that for all $k$ and all $x \in \Delta_A$, $\kappa_k \ell_k(x) = \nabla x_k f(x)$. We extend the learning model of Chapter 2 to allow stochastic perturbations of the loss vectors. That is, we now suppose that at iteration $t$, population $k$ observes a stochastic vector $\hat{\ell}_k^{(t)}$, which is unbiased in the sense that

$$\mathbb{E} \left[ \hat{\ell}_k^{(t)} | \mathcal{F}_{t-1} \right] = \kappa_k \ell_k(x^{(t)}) = \nabla x_k f(x^{(t)}).$$

Then we assume that each population updates its mass distribution $x_k^{(t)}$ by applying a mirror descent algorithm on its feasible set $\mathcal{X}_k = \Delta A_k$ and with learning rates ($\eta_k^{(t)}$). Note that we scaled the loss vector by $\kappa_k$, so that the conditional expectation of $\hat{\ell}_k^{(t)}$ is the gradient of the potential. The learning model is then a special case of Algorithm 5 with feasible sets $\mathcal{X}_k = \Delta A_k$.

Although the dynamics is motivated by the learning problem in potential games, we will analyze it in the general case, since the convergence results are of interest in the broader context of first-order, stochastic optimization.
5.3 Convergence in the sense of Cesàro

A fundamental lemma

The following lemma is an essential step in proving the convergence results of this chapter. It is a straightforward generalization of Lemma 2.1 in Nemirovski et al. [96].

**Proposition 18.** Consider the DSMD algorithm with Bregman divergences $D_{\psi_k}$ and decreasing learning rates $(\eta_k^{(t)})$ and let $(x^{(t)})$ be the resulting stochastic process. Then for all $k$, all for all $\tau$, and all $F_{\tau-1}$ measurable $x_k$,

$$D_{\psi_k}(x_k, x_k^{(\tau+1)}) \leq D_{\psi_k}(x_k, x_k^{(\tau)}) - \eta^{(\tau)} \langle \ell_k^{(\tau)}, x_k^{(\tau)} - x_k \rangle + \frac{(\eta^{(\tau)})^2}{2\mu_k} \| \hat{\ell}_k^{(\tau)} \|_2^2, \quad (5.4)$$

additionally, for all $t_2 > t_1 \geq 1$, and all $F_{t_1-1}$-measurable $x_k$,

$$\sum_{\tau=t_1}^{t_2} \mathbb{E} \left[ \langle \ell_k^{(\tau)}, x_k^{(\tau)} - x_k \rangle \right] \leq \mathbb{E} \left[ D_{\psi_k}(x_k, x_k^{(t_1)}) \right] + D_k \left( \frac{1}{\eta_k^{(t_2)}} - \frac{1}{\eta_k^{(t_1)}} \right) + \frac{G^2}{2\mu_k} \sum_{\tau=t_1}^{t_2} \eta_k^{(\tau)}. \quad (5.5)$$

This bound can be interpreted as a regret bound when the feasible set is a simplex: Taking the supremum over $x_k \in \Delta_k$, sup $x_k \in \Delta_k \sum_{\tau=t_1}^{t_2} \langle \ell_k^{(\tau)}, x_k^{(\tau)} - x_k \rangle$ is the cumulative regret of population $k$, as defined in Definition 4. Even when $\mathcal{X}_k$ is a general convex set, this quantity is also defined to be the regret in the context of online convex optimization, see for example [137, 63].

We begin by proving convergence in the sense of Cesàro, and show that if the algorithm has a sublinear regret in expectation, then $f(\mathbb{E} [\bar{x}^{(t)}])$ converges to $f^*$, where $\bar{x}^{(t)} = \sum_{\tau=1}^{t} x^{(\tau)}$. This can be guaranteed when $(\eta_k^{(t)})$ have appropriate decay rates, as in the following Corollary.

**Theorem 9.** Consider the DSMD method with $\eta_k^{(t)} = \theta_k t^{-\alpha_k}$, with $\theta_k > 0$ and $\alpha_k \in (0, 1)$. Then

$$f(\mathbb{E} [\bar{x}^{(t)}]) - f^* \leq \sum_{k=1}^{K} \left( \frac{D_k}{\theta_k t^{1-\alpha_k}} + \frac{\theta_k}{1 - \alpha_k} \frac{G^2}{2\mu_k} \frac{1}{t^{\alpha_k}} \right).$$

The bound is $O \left( t^{-\min(\alpha_{\min}, 1-\alpha_{\max})} \right)$, where $\alpha_{\min}$ and $\alpha_{\max}$ are, respectively, the smallest and largest rate $\alpha_k$.

**Proof.** Let $x^*$ be a minimizer of $f$ over $\mathcal{X}$. We have by convexity of $f$ and the fact that $\ell^{(\tau)} \stackrel{a.s.}{=} \nabla f (x^{(\tau)})$,

$$f(\mathbb{E} [\bar{x}^{(t)}]) - f^* \leq \frac{\sum_{\tau=1}^{t} \mathbb{E} [f(x^{(\tau)}) - f^*]}{t} \leq \frac{\sum_{k=1}^{K} \sum_{\tau=1}^{t} \mathbb{E} \left[ \langle \ell_k^{(\tau)}, x_k^{(\tau)} - x_k^* \rangle \right]}{t}. $$


Then by Proposition 18 and since $x^*$ is $F_0$-measurable (deterministic),

$$f\left(\mathbb{E}\left[\bar{x}(t)\right]\right) - f^* \leq \frac{\sum_{\tau=1}^t \mathbb{E}\left[\langle \ell(\tau), x^{(\tau)} - x^* \rangle\right]}{t} \leq \sum_{k=1}^K \frac{\mathbb{E}\left[D_{\psi_k}(x_k^{*}, x_k^{(1)})\right]}{\eta_k^{(1)}} + \frac{D_k}{t} \left(\frac{1}{\eta_k^{(t)}} - \frac{1}{\eta_k^{(1)}}\right) + \frac{G^2}{2\mu_k} \sum_{\tau=1}^t \frac{\eta_k^{(\tau)}}{t}.$$ 

Finally, since $u \mapsto u^{-\alpha}$ is a decreasing function over $\mathbb{R}^+$, $\sum_{\tau=1}^t \eta_k^{(\tau)} \leq \theta_k \int_0^t u^{-\alpha_k} du = \frac{\theta_k}{1-\alpha_k} t^{1-\alpha_k}$, which concludes the proof.

### 5.4 Convergence of heterogeneous DSMD

We now analyze the convergence of $\mathbb{E}\left[f(x(t))\right]$ under the heterogeneous DSMD model with learning rates $\eta_k^{(t)} = \theta_k t^{-\alpha_k}$, $\alpha_k \in (0, 1)$. Shamir and Zhang [127] prove the convergence of the last iterate in the case of stochastic gradient descent (a special case of SMD) for $\alpha = \frac{1}{2}$.

Our analysis uses their technique and extends it to the mirror descent method, heterogeneous learning rates, and general $\alpha_k \in (0, 1)$.

**Theorem 10.** Consider the DSMD method with learning rates $\eta_k^{(t)} = \theta_k t^{-\alpha_k}$. Then for all $t \geq 1$,

$$\mathbb{E}\left[f(x(t))\right] - f^* \leq \sum_{k=1}^K \left(\frac{D_k}{\theta_k t^{1-\alpha_k}} + \frac{\theta_k G^2}{2\mu_k (1-\alpha_k) t^{\alpha_k}}\right) (2 + \ln t). \quad (5.6)$$

This bound is a $O(t^{-\min(\alpha_{\text{min}}, 1-\alpha_{\text{max}})} \ln t)$.

**Proof.** Let $t$ be fixed. Adapting the proof of Shamir and Zhang [127], we define $S_m$ to be

$$S_m = \frac{1}{m+1} \sum_{\tau=t-m}^t \mathbb{E}\left[f(x^{(\tau)})\right].$$

We have by convexity of $f$,

$$\sum_{\tau=t-m}^t \mathbb{E}\left[f(x^{(\tau)}) - f(x^{(t-m)})\right] \leq \sum_{\tau=t-m}^t \mathbb{E}\left[\langle \ell^{(\tau)}, x^{(\tau)} - x^{(t-m)}\rangle\right] = \sum_{k=1}^K \sum_{\tau=t-m}^t \mathbb{E}\left[\langle \ell_k^{(\tau)}, x_k^{(\tau)} - x_k^{(t-m)}\rangle\right].$$
and applying Proposition 18 with $t_1 = t - m$, $t_2 = t$, and $x_k = x_k^{(t-m)}$, which is $\mathcal{F}_{t-m-1}$-measurable, we have
\[
\sum_{\tau=t-m}^{t} \mathbb{E} \left< \ell_k^{(\tau)}, x_k^{(\tau)} - x_k^{(t-m)} \right> \leq D_k \left( \frac{1}{\eta_k} - \frac{1}{\eta_k^{(t-m)}} \right) + \frac{G^2 \theta_k}{2 \mu_k} \sum_{\tau=t-m}^{t} \tau^{-\alpha_k} 
\leq \frac{D_k (t^{\alpha_k} - (t-m)^{\alpha_k})}{\theta_k} + \frac{\theta_k G^2 (t^{1-\alpha_k} - (t-m-1)^{1-\alpha_k})}{2 \mu_k (1 - \alpha_k)},
\]
where we used the integral bound $\sum_{\tau=t-m}^{t} \tau^{-\alpha_k} \leq \int_{t-m-1}^{t} u^{-\alpha_k} du$. To simplify this bound, we can use the fact that $-(t-m-1)^{-\alpha_k} \leq -t^{-\alpha_k}$ and write
\[
t^{1-\alpha_k} - (t-m-1)^{1-\alpha_k} \leq \frac{t - (t-m-1)}{t^{\alpha_k}} = \frac{m+1}{t^{\alpha_k}}.
\]
Similarly, $t^{\alpha_k} - (t-m)^{\alpha_k} \leq \frac{m}{t^{\alpha_k}}$. Therefore
\[
\sum_{\tau=t-m}^{t} \mathbb{E} \left[ f(x^{(\tau)}) - f(x^{(t-m)}) \right] \leq \sum_{k=1}^{K} \left( \frac{D_k m + 1}{\theta_k t^{1-\alpha_k}} + \frac{\theta_k G^2}{2 \mu_k (1 - \alpha_k)} \frac{m+1}{t^{\alpha_k}} \right).
\] (5.7)
Dividing by $m+1$, we have
\[
- \mathbb{E} \left[ f(x^{(t-m)}) \right] \leq - S_m + \sum_{k=1}^{K} \left( \frac{D_k}{\theta_k} \frac{1}{t^{1-\alpha_k}} + \frac{\theta_k G^2}{2 \mu_k (1 - \alpha_k)} \frac{1}{t^{\alpha_k}} \right) \frac{1}{m}. \]
Therefore
\[
S_{m-1} = \frac{1}{m} ((m+1)S_m - \mathbb{E} \left[ f(x^{(t-m)}) \right]) \leq S_m + \sum_{k=1}^{K} \left( \frac{D_k}{\theta_k} \frac{1}{t^{1-\alpha_k}} + \frac{\theta_k G^2}{2 \mu_k (1 - \alpha_k)} \frac{1}{t^{\alpha_k}} \right) \frac{1}{m}. \] (5.8)
We seek to derive a bound on $\mathbb{E} \left[ f(x^{(t)}) \right] - f^* = S_0 - f^*$, thus, we can sum inequality (5.8) for $m \in \{1, \ldots, t\}$, and obtain
\[
S_0 - f^* \leq S_{t-1} - f^* + \sum_{k=1}^{K} \left( \frac{D_k}{\theta_k} \frac{1}{t^{1-\alpha_k}} + \frac{\theta_k G^2}{2 \mu_k (1 - \alpha_k)} \frac{1}{t^{\alpha_k}} \right) \frac{1}{m} \frac{1}{m}. \] (5.9)
and from Theorem 9 we have
\[
S_{t-1} - f^* \leq \sum_{k=1}^{K} \left( \frac{D_k}{\theta_k t^{1-\alpha_k}} + \frac{\theta_k G^2}{2 \mu_k (1 - \alpha_k)} \frac{1}{t^{\alpha_k}} \right). \] (5.10)
Finally, combining the inequalities (5.9) and (5.10) and using the fact that $\sum_{m=1}^{t-1} \frac{1}{m} \leq 1 + \ln t$, gives the desired bound. \[\square\]

In particular, for $\psi(x) = \frac{1}{2} \|x\|^2$, which is strongly convex with respect to the Euclidean norm with constant $\mu = 1$, the algorithm reduces to stochastic gradient descent. Then, taking $\alpha = \frac{1}{2}$ yields the bound of Theorem 2 in [127].
5.5 Convergence of homogeneous DSMD

In this section, we study convergence properties of the DSMD model when all the updates use the same sequence of learning rates, \( \eta_k(t) = \eta(t) \) for all \( k \). The Bregman divergence, can however, be different for different \( k \). Observe that by scaling the Bregman divergence \( D_{\psi_k} \) and the learning rate \( \eta_k(t) \) by the same constant, the mirror update (5.3) is unchanged, thus the learning rate sequences only have to be equal up to constant scaling.

Almost sure convergence

First, we show almost sure convergence to the set of minimizers of \( f \). Let us denote the set of minimizers by \( \mathcal{X}^* := \arg \min_{x \in \mathcal{X}} f(x) \). We say that a sequence \( x(t) \) converges to \( \mathcal{X}^* \), and write \( x(t) \xrightarrow{a.s.} \mathcal{X}^* \), if \( d(x(t), \mathcal{X}^*) \to 0 \) as \( t \to \infty \) where \( d \) is the distance to the set \( d(x, \mathcal{X}^*) = \inf_{y \in \mathcal{X}} \| x - y \| \).

**Theorem 11.** Consider the homogeneous DSMD method, and suppose that \( \sum_{t=1}^{\infty} \eta(t) = \infty \) and \( \sum_{t=1}^{\infty} (\eta(t))^2 < \infty \). Then \( x(t) \xrightarrow{a.s.} \mathcal{X}^* \).

Note that a similar almost sure convergence result is known in the stochastic optimization literature, see for example [29]. However, such results assume uniqueness of the minimizer. We relax this uniqueness assumption by analyzing the Bregman divergence to \( \mathcal{X}^* \). In the proof, we will use the following result of convergence of almost super martingales, due to Robbins and Siegmund [116].

**Theorem 12 ([116]).** A stochastic process \( d(\tau) \) adapted to the filtration \( \mathcal{F}_\tau \) is an almost super martingale if there exist non-negative adapted processes \( \xi(\tau), \zeta(\tau) \) such that

\[
E[d(\tau + 1)] \leq d(\tau) + \xi(\tau) - \zeta(\tau).
\]

If \( \sum_\tau \xi(\tau) < \infty \) a.s., then almost surely, \( \lim_\tau d(\tau) \) exists, is finite, and \( \sum_\tau \zeta(\tau) < \infty \).

**Proof.** Recall that we can define a distance generating function on the product \( \mathcal{X} \), by taking \( \psi(x) = \sum_{k=1}^{K} \psi_k(x_k) \) as in (5.2), and the corresponding Bregman divergence is the sum of Bregman divergences. Now let \( D_\psi(\mathcal{X}^*, x) = \inf_{x^* \in \mathcal{X}^*} D_\psi(x^*, x) \). Since \( D_\psi \) is continuous and \( \mathcal{X}^* \) is compact (it is a closed subset of the compact set \( \mathcal{X} \)), we have that the infimum is attained and \( D_\psi(\mathcal{X}^*, \cdot) \) is continuous. By continuity of \( D_\psi(\mathcal{X}^*, \cdot) \) and compactness of \( \mathcal{X} \), we have \( x(t) \to \mathcal{X}^* \) if and only if \( D_\psi(\mathcal{X}^*, x(t)) \to 0 \).

We start by showing that \( D_\psi(\mathcal{X}^*, x(t)) \) converges almost surely, using a semi martingale convergence theorem. From inequality (5.4) in Proposition 18, summing over \( k \) and letting \( \mu \) be the harmonic mean of \( (\mu_k) \), we have

\[
D_\psi(x, x^{(\tau+1)}) \leq D_\psi(x, x^{(\tau)}) - \eta^{(\tau)} \langle \hat{\ell}^{(\tau)}, x^{(\tau)} - x \rangle + \frac{(\eta^{(\tau)})^2}{2\mu} \| \hat{\ell}^{(\tau)} \|_*^2.
\]
In particular, taking \( x \) to be equal to \( x^{(*)} : = \arg \min_{x \in \mathcal{X}} D_{\psi}(x^*, x^{(r)}) \), we have
\[
D_{\psi}(\mathcal{X}^*, x^{(r+1)}) \leq D_{\psi}(x^{(*)}, x^{(r+1)}) \\
\leq D_{\psi}(x^{(*)}, x^{(r)}) - \eta^{(r)} \left\langle \hat{\ell}^{(r)}, x^{(r)} - x^{(*)} \right\rangle + \frac{(\eta^{(r)})^2}{2\mu} \| \hat{\ell}^{(r)} \|^2_* \\
= D_{\psi}(\mathcal{X}^*, x^{(r)}) - \eta^{(r)} \left\langle \hat{\ell}^{(r)}, x^{(r)} - x^{(*)} \right\rangle + \frac{(\eta^{(r)})^2}{2\mu} \| \hat{\ell}^{(r)} \|^2_*.
\]

Then, we take conditional expectations with respect to \( \mathcal{F}_{\tau-1} \), and observe that since \( x^{(r)} \) and \( x^{(*)} \) are \( \mathcal{F}_{\tau-1} \)-measurable,
\[
E \left[ \left\langle \hat{\ell}^{(r)}, x^{(r)} - x^{(*)} \right\rangle | \mathcal{F}_{\tau-1} \right] = \left\langle E \left[ \hat{\ell}^{(r)} | \mathcal{F}_{\tau-1} \right], x^{(r)} - x^{(*)} \right\rangle \\
\overset{a.s.}{=} \left\langle \nabla f(x^{(r)}), x^{(r)} - x^{(*)} \right\rangle \\
\geq f(x^{(r)}) - f^*.
\]

Therefore, we have a.s.
\[
E \left[ D_{\psi}(\mathcal{X}^*, x^{(r+1)}) | \mathcal{F}_{\tau-1} \right] \leq D_{\psi}(\mathcal{X}^*, x^{(r)}) - \eta^{(r)} (f(x^{(r)}) - f^*) + \frac{(\eta^{(r)})^2}{2\mu} E \left[ \| \hat{\ell}^{(r)} \|^2_2 | \mathcal{F}_{\tau-1} \right].
\]

By the previous inequality, and the fact that

(i) \( \eta^{(r)} (f(x^{(r)}) - f^*) \geq 0 \), and

(ii) \( \sum_{r=1}^{\infty} \frac{(\eta^{(r)})^2}{2\mu} \| \hat{\ell}^{(r)} \|^2_* \) is a.s. finite, since \( (\eta^{(r)}) \) is square summable and \( E[\| \hat{\ell}^{(r)} \|^2_2] \) is finite,

the process \( (D_{\psi}(\mathcal{X}^*, x^{(r)})) \) is an almost super-martingale. Therefore, by the Robbins and Siegmund [116] convergence theorem, \( D_{\psi}(\mathcal{X}^*, x^{(r)}) \) converges a.s., and the sum
\[
\sum_{r=1}^{\infty} \eta^{(r)} (f(x^{(r)}) - f^*) < \infty \text{ a.s.}
\]

To show that the limit of \( D_{\psi}(\mathcal{X}^*, x^{(r)}) \) is a.s. 0, suppose that for some realization, \( D_{\psi}(\mathcal{X}^*, x^{(r)}) \) converges to \( d > 0 \), then there exists \( T > 0 \) such that for all \( t \geq T \), \( D_{\psi}(\mathcal{X}^*, x^{(r)}) > d/2 \). Let \( \delta \overset{\triangle}{=} \inf_{x \in \mathcal{X} : D_{\psi}(\mathcal{X}^*, x) > \frac{d}{2}} f(x) - f^* \). By continuity of \( f \), we have that \( \delta > 0 \), thus
\[
\sum_{t=1}^{\infty} \eta^{(r)} (f(x^{(r)}) - f^*) \geq \delta \sum_{t \geq T} \eta^{(r)} = \infty.
\]

since \( (\eta^{(r)}) \) is assumed summable. Therefore the event \( \lim_{t \to \infty} D_{\psi}(\mathcal{X}^*, x^{(r)}) > 0 \) is a subset of the event \( \sum_{r} \eta^{(r)} (f(x^{(r)}) - f^*) = \infty \), which proves that \( D_{\psi}(\mathcal{X}^*, x^{(r)}) \overset{a.s.}{\to} 0 \). \( \square \)
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Strongly convex case

In this section, we assume that \( f \) is \( \mu_f \)-strongly convex with respect to \( D_\psi \), in the following sense: for all \( x, y \in \mathcal{X} \),

\[
f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle + \mu_f \max(D_\psi(x, y), D_\psi(y, x)).
\]

We show that under this assumption, the variance of the iterates converges to 0. First, we observe that by strong convexity of \( \psi \), we have \( \mathbb{E} [\|x - x^*\|^2] \leq \frac{2\mu}{\mu} \mathbb{E} [D_\psi(x^*, x)] \), thus it suffices to show the convergence of \( \mathbb{E} [D_\psi(x^*, x^{(t)})] \). First, we show the following Lemma.

**Lemma 8.** Suppose \( f \) is \( \mu_f \)-strongly convex with respect to \( D_\psi \), and let \( x^* \) be the minimizer of \( f \) over \( \mathcal{X} \). Then for all \( y \in \mathcal{X} \), \( \langle \nabla f(y), y - x^* \rangle \geq 2\mu_f D_\psi(x^*, y) \).

**Proof.** By strong convexity of \( f \), we have

\[
f(x^*) \geq f(y) + \langle \nabla f(y), x^* - y \rangle + \mu_f D_\psi(x^*, y)
\]

\[
f(y) \geq f(x^*) + \mu_f D_\psi(x^*, y),
\]

and we conclude by summing the two inequalities. \( \square \)

**Proposition 19.** Suppose that \( f \) is \( \mu_f \)-strongly convex with respect to \( D_\psi \), where \( \psi \) is defined as the sum of \( \psi_k \), as in Equation (5.2). Then the homogeneous DSMD algorithm with homogeneous learning rates \( (\eta^{(t)}) \) guarantees

\[
\mathbb{E} [D_\psi(x^*, x^{(t+1)})] \leq (1 - 2\mu\eta^{(t)}) \mathbb{E} [D_\psi(x^*, x^{(t)})] + \frac{G^2}{2\mu} (\eta^{(t)})^2.
\]

**Proof.** We start from inequality [5.4] in Proposition 18. Taking expectation with \( x_k = x_k^* \), and summing over \( k \), it follows that

\[
\mathbb{E}[D_\psi(x^*, x^{(t+1)})] \leq \mathbb{E}[D_\psi(x^*, x^{(t)})] - \eta^{(t)} \mathbb{E}[\langle \hat{\ell}^{(t)}, x^{(t)} - x^* \rangle] + \frac{\mathbb{E} \|\hat{\ell}^{(t)}\|^2}{2\mu} \mathbb{E} (\eta^{(t)})^2,
\]

and since \( \mathbb{E} [\hat{\ell}^{(t)}|\mathcal{F}_{t-1}] = \nabla f(x^{(t)}) \) a.s., we have by Lemma 8

\[
- \mathbb{E} [\langle \hat{\ell}^{(t)}, x^{(t)} - x^* \rangle] \leq -2\mu_f \mathbb{E} [D_\psi(x^*, x^{(t)})].
\]

Combining the two inequalities, we have the claim. \( \square \)

**Theorem 13** (Convergence of variance for \( \eta^{(t)} = \Theta(t^{-\alpha}) \)). Suppose that \( f \) is \( \mu_f \) strongly convex with respect to \( D_\psi \), and consider the homogeneous DSMD with learning rates \( \eta^{(t)} = \frac{\theta}{2\mu_f t^\alpha} \), \( \alpha \in (0, 1) \). Then for all \( t \geq t_0 \)

\[
\mathbb{E} [D_\psi(x^*, x^{(t)})] \leq \frac{C}{t^\alpha},
\]

(5.11)

where \( t_0 = \left[ \left( \frac{2\alpha}{\theta} \right)^{\frac{1}{1-\alpha}} \right] \) and \( C = \max(Dt_0^\alpha, \frac{G^2\theta}{4\mu_f}) \).
Proof. We show the claim by induction on \( t \geq t_0 \). For \( t = t_0 \), we have by assumption on \( D_\psi \)

\[
\mathbb{E} \left[ D_\psi(x^*, x^{(t_0)}) \right] \leq D \leq \frac{C}{t_0^{\alpha}}.
\]

Now suppose by induction that \( \mathbb{E} \left[ D_\psi(x^*, x^{(t)}) \right] \leq \frac{C}{t^{\alpha}} \). Then by Proposition 19,

\[
\mathbb{E} \left[ D_\psi(x^*, x^{(t+1)}) \right] \leq \left( 1 - \frac{\theta}{t^\alpha} \right) \mathbb{E} \left[ D_\psi(x^*, x^{(t)}) \right] + \frac{G^2 \theta^2}{8\mu f} \frac{1}{t^{2\alpha}}
\]

\[
\leq \left( 1 - \frac{\theta}{t^\alpha} \right) \frac{C}{t^{\alpha}} + \frac{G^2 \theta^2}{8\mu f} \frac{1}{t^{2\alpha}}
\]

\[
= \frac{C}{(t+1)^{\alpha}} \left[ \left( \frac{t+1}{t} \right)^{\alpha} \left( 1 + \frac{1}{t^{\alpha}} \left( -\theta + \frac{G^2 \theta^2}{8\mu f} \right) \right) \right]
\]

\[
\leq \frac{C}{(t+1)^{\alpha}} \exp \left[ \frac{\alpha}{t^\alpha} + \frac{1}{t^{\alpha}} \left( \frac{G^2 \theta^2}{8\mu f} - \theta \right) \right].
\]

To conclude, it suffices to prove that the exponential term is less than one. By definition of \( C, \frac{G^2 \theta^2}{8\mu f} - \theta \leq -\frac{\theta}{2}, \) thus the exponential term is less than one if \( \frac{\alpha}{t^{\alpha}} - \frac{\theta}{2t^{\alpha}} \leq 0, \) i.e. \( t \geq \left( \frac{2\alpha}{\theta} \right)^{\frac{1}{1-\alpha}}, \) which is true if \( t \geq t_0. \) Therefore we have

\[
\mathbb{E} \left[ D_\psi(x^*, x^{(t+1)}) \right] \leq \frac{C}{(t+1)^{\alpha}},
\]

which completes the induction. \( \square \)

We observe that when \( \alpha = 1, \) the inequality \( \frac{1}{t} - \frac{\theta}{2t} \leq 0 \) holds whenever \( \theta \geq 2, \) in which case \( t_0 = 1, \) and we recover the \( O(\frac{1}{t}) \) bound of Shamir and Zhang \([127]\) for the Euclidean case with \( \eta^{(t)} = \frac{1}{\mu f}. \)

In fact, we can show that \( \mathbb{E} \left[ D_\psi(x^*, x^{(t)}) \right] \) converges to 0 for any sequence of learning rates such that \( \eta^{(t)} \to 0 \) and \( \sum t \eta^{(t)} = \infty. \)

**Lemma 9.** Let \((d^{(t)})\) be a sequence of non-negative numbers that satisfy the following inequality

\[
d^{(t+1)} \leq (1 - \nu_t) d^{(t)} + \Gamma \nu_t^2,
\]

for some \( \Gamma > 0 \) and a positive decreasing sequence \( \nu_t \) with \( \sum t \nu_t = \infty. \) Then for all \( T \) with \( \nu_T \leq 1, \) and all \( t > T, \)

\[
d^{(t)} \leq \nu_T \Gamma + d^{(T)} e^{-\sum_{r=T}^{t-1} \nu_r}.
\]
Proof. Let $T$ be fixed in $\mathbb{N}$, and such that $\nu_T \leq 1$. Then
\[
\begin{align*}
    d^{(t+1)} - \Gamma \nu_T &\leq (1 - \nu_t)d^{(t)} + \Gamma \nu^2_t - \Gamma \nu_T \\
    &\leq (1 - \nu_t)d^{(t)} + \Gamma \nu_T \nu_t - \Gamma \nu_T \\
    &= (1 - \nu_t)(d^{(t)} - \Gamma \nu_T)
\end{align*}
\]
And since $(1 - \nu_T) \geq 0$ for all $t \geq T$, we have by induction on $t > T$
\[
    d^{(t)} - \Gamma \nu_T \leq \Pi_{\tau=T}^{t-1}(1 - \nu_\tau)(d^{(T)} - \nu_T \Gamma)
\]
And we conclude by bounding the product $\Pi_{\tau=T}^{t-1}(1 - \nu_\tau) \leq \Pi_{\tau=T}^{t-1}e^{-\nu_\tau} = e^{-\sum_{\tau=T}^{t-1} \nu_\tau}$.

Combining Proposition 19 and Lemma 9, we can take $\nu_t = \mu_f \eta^{(t)}$ and $\Gamma = \frac{G^2}{2\mu_f^2}$ to obtain
\[
    \mathbb{E}\left[ D_{\psi}(x^*, x^{(t)}) \right] \leq \frac{G^2}{2\mu_f} \eta^{(T)} + De^{-\sum_{\tau=T}^{t-1} \mu_f \eta^{(\tau)}},
\]
for any $t > T$ such that $\mu_f \eta^{(T)} \leq 1$. In particular, this proves that $\mathbb{E}\left[ D_{\psi}(x^*, x^{(t)}) \right] \to 0$.

5.6 Numerical examples

Figure 5.2: Example routing game network, with a weakly convex Rosenthal potential.

To illustrate the convergence results of this chapter, we consider a routing game example, as defined in Section 2.3, on the network given in Figure 5.2. The game involves two populations of players, with origin nodes $v_0$ and $v_1$, respectively, and a common destination node $v_4$. The resulting Rosenthal potential function $f$ (as defined in (2.7)) is not strongly convex. To simulate the stochastic learning model, we add, to each path, a centered Gaussian noise with standard deviation $\sigma$, which results in stochastic loss vectors with a bounded second moment. For the population dynamics, we implement the DSMD given by Algorithm 5, with the smoothed KL divergence defined in Section B.8 in the appendix, and given by
\[
    D_{KL,\epsilon}(x, y) = \sum_a (x_a + \epsilon) \ln \frac{x_a + \epsilon}{y_a + \epsilon}.
\]
for a positive parameter $\epsilon > 0$. When $\epsilon = 0$, this reduces to the KL divergence, and the mirror descent method reduces to the Hedge algorithm, as discussed in Section B.6. However, the KL divergence is not bounded on the simplex ($D_{\text{KL}}(x, y)$ diverges when $y_a$ vanishes for $a$ in the support of $x$), which violates condition (i) in Assumption 3. Taking $\epsilon > 0$ ensures that the Bregman divergence remains bounded on the simplex by Proposition 25. And although the mirror descent update (5.3) does not have a closed form solution, it can be computed efficiently using the algorithms developed in Appendix C. If the action set has size $|A| = n$, then the solution can be computed in $O(n \ln n)$ time using a deterministic sorting method, given in Algorithm 15, and in expected linear time using a randomized sorting method given in Algorithm 16.

The results of the simulations are given in Figure 5.3, in which we show, in log-log scale, the potential values averaged over 100 realizations, for two different choices of (heterogeneous) learning rates. The empirical convergence rates observed in simulation are consistent with those predicted by Theorem 10.
In addition to the convergence of $\mathbb{E} \left[ f(x^{(t)}) \right]$, Theorem 13 provides a bound on $\mathbb{E} \left[ D_\psi(x^*, x^{(t)}) \right]$ if the potential $f$ is strongly convex and the learning rates are homogeneous. To illustrate this result, we simulate the stochastic routing game on a second network, given in Figure 5.4, for which the Rosenthal potential is strongly convex. We show in Figure 5.5 the sequence of mass distributions $(x^{(\tau)})$ and noisy losses $\hat{\ell}^{(\tau)}$, averaged across 100 simulations. In expectation $x^{(\tau)}$ converges to a Nash equilibrium, such that for each population, all paths with positive mass have the same loss (see Definition 2). Finally, we show the sequence of Bregman divergence $D_\psi(x^*, x^{(t)})$ in Figure 5.6. The empirical convergence rate is consistent with the $\mathcal{O}(1/t)$ bound predicted by Theorem 13.
Figure 5.6: Bregman divergence to equilibrium, averaged across 100 simulations. The dashed line shows the $O(t^{-1})$ convergence rate predicted by Theorem 13.

**Conclusion**

The stochastic mirror descent method provides a broad family of methods for convex optimization and online learning in convex potential games. We showed that we can provide convergence guarantees on the sequence of iterates $(x^{(\tau)})$, even in the heterogeneous model in which different learning rates are used in the different subproblems in the mirror update. This provides a powerful and flexible model of distributed learning, which is not only useful for solving distributed learning problems, but can also be used as a tool to model, and perhaps alter the decision dynamics of players who face an online learning problem, as we will see in the final two chapters of this first part.
Chapter 6

Estimation of Learning Dynamics: On Learning How Players Learn

The mirror descent dynamics developed in Chapter 5 provides a family of distributed algorithms for solving convex optimization problems, as well as coupled online learning problems in nonatomic convex potential games, as defined in Chapter 2. They provide convergence guarantees even in the heterogeneous case in which different players use different sequences of learning rates \( \eta_k(t) \), as long as these sequences have appropriate decay rates.

Besides prescribing dynamics for learning, the mirror descent method can be used as a model to describe the behavior of a decision maker who faces an online learning problem. Many cyber-physical systems have human decision makers who face online learning problems, such as in transportation networks (drivers who make decisions on which path to take to drive from their origin to their destination) and communication networks (routers who make decisions on which path to route packets). In such systems, a central coordinator can be responsible for actuating the system, for example by setting tolls or incentives to reduce congestion [106], by allocating capacity on the network [74], or by routing a fraction of the flow in order to reduce the total delay [120]. Thus, it is necessary for the system coordinator to have a model of the player decisions. Such problems are usually solved by assuming that the selfish players respond to the action of the coordinator by playing a Nash equilibrium, and there is an extensive literature on mechanism design (see, e.g. [104] and the references therein) and Stackelberg games (see [12] and the references therein), that studies such problems, which in many cases are hard to solve (e.g., the Stackelberg routing problem [120] is proved to be NP-hard).

In this chapter, we propose a different approach: We consider an online learning setting, in which each player (or population) faces a sequential decision problem, and is assumed to follow an online learning algorithm with unknown parameters. By observing the sequence of decisions, the central coordinator can estimate these parameters to fit the model of decision dynamics to the observations. More precisely, we will assume that each population follows the distributed mirror descent dynamics of Algorithm 5, with a known Bregman divergence (the KL divergence), but with unknown learning rates. We pose a simple problem of estimating
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the learning rates from observations from the model, and show that the estimation problem is convex in the case of the KL divergence.

In order to demonstrate our approach, and to evaluate whether the mirror descent dynamics are descriptive of actual decision dynamics, we developed a web application that allows players to participate in a distributed, online routing game, as defined in Section 2.3. When players log in, they are assigned an origin and destination on a shared network. They can choose, at each iteration, a distribution over their available routes, and each player seeks to minimize her own cost. We collect a data set using this platform, then apply the proposed method to estimate the learning rates of each player. We observe in particular that after an exploration phase, the joint decision of the players remains within a small distance of the set of Nash equilibria. We also use the estimated model parameters to predict future mass distributions, and compare our predictions to the actual distributions, showing that the online learning model can be used as a predictive model over short horizons.

6.1 Learning rate estimation in Hedge dynamics

Consider the distributed mirror descent model proposed in Algorithm 5, in which $K$ populations of players face an online learning problem. At iteration $t$, population $k$ has mass distribution $x_k(t) \in \Delta^{A_k}$, observes a loss vector $\ell_k(t)$, and updates its mass distribution by following the mirror descent update (5.3). We assume that we can observe the sequence of decisions $(x_k(t))$ and the sequence of loss functions $(\ell_k(t))$. These quantities are effectively measured in our experimental setting using the routing game web application, and can be measured on transportation networks using many existing traffic monitoring and forecasting systems, such as the Mobile Millennium system [13] or the Grenoble Traffic Lab [37].

Given the current mass distribution $x_k(t)$ and the current loss vector $\ell_k(t)$, the mirror descent model prescribes that the next distribution $x_k(t+1)$ is given by the update equation (5.3). We assume that the Bregman divergence $D_{\psi_k}$ is given by the KL divergence, but that the sequence of learning rates $(\eta_k(t))$ is an unknown, positive decreasing sequence. The learning model under Hedge dynamics is summarized in Algorithm 6 below.

Therefore, we can define a predictive model $\hat{x}_k^{(t+1)}(\eta)$, parameterized by a non-negative learning rate $\eta$, defined as follows:

$$\hat{x}_k^{(t+1)}(\eta) := \arg \min_{x_k \in \Delta^{A_k}} \left< \ell_k^{(t)}, x_k \right> + \frac{1}{\eta} D_{KL}(x_k, x_k^{(t)}).$$

(6.1)

The solution of the mirror descent update (6.1) is given by the Hedge update rule (see Section B.6 in the appendix),

$$x_{k,a}^{(t+1)}(\eta) = \frac{x_{k,a}^{(t)} e^{-\eta \ell_{k,a}^{(t)}}}{Z_k^{(t)}(\eta)}$$

(6.2)

where $Z_k^{(t)}(\eta)$ is the normalization constant $Z_k^{(t)}(\eta) = \sum_{a'} x_{k,a'}^{(t)} e^{-\eta \ell_{k,a'}^{(t)}}$. 
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Algorithm 6 Distributed Hedge algorithm with learning rates \((\eta_k^{(t)})\).

1: for \(t \in \mathbb{N}\) do
2:   for each \(k \in \{1, \ldots, K\}\) do
3:     Observe \(\ell_k^{(t)}\)
4:     Update
5:       \[ x_k^{(t+1)} = \arg \min_{x_k \in \Delta A_k} \left\langle \ell_k^{(t)}, x_k \right\rangle + \frac{1}{\eta_k^{(t)}} D_{KL}(x_k, x_k^{(t)}) \]
6:       = \left( \sum_{a'} x_k^{(t)} e^{-\eta_k^{(t)} \ell_k^{(t)} x_k^{(t)}, a'} e^{-\eta_k^{(t)} \ell_k^{(t)} x_k^{(t)}, a'} a \in A_k \right) \]
7:   end for
8: end for

Given the next mass distribution \(x_k^{(t+1)}\), we can measure the discrepancy between the model prediction and the observation using the KL divergence between \(x_k^{(t+1)}\) and \(\hat{x}_k^{(t+1)}(\eta)\). Thus, let

\[ d_k^{(t)}(\eta) := D_{KL}(x_k^{(t+1)}, \hat{x}_k^{(t+1)}(\eta)). \] (6.3)

Estimating a single term of the learning rates sequence

Fix \(t\), and suppose that we are given the tuple of observations \((x_k^{(t)}, \ell_k^{(t)}, x_k^{(t+1)})\). We define the estimate of the learning rate \(\hat{\eta}_k^{(t)}\) to be the minimizer of the KL divergence,

\[ \hat{\eta}_k^{(t)} = \arg \min_{\eta \geq 0} d_k^{(t)}(\eta). \] (6.4)

Note that we impose the constraint that \(\eta \geq 0\). This is an assumption of the model, and in our experiments, this turns out to be an important constraint, as we will see that \(d_k^{(t)}(\eta)\) can, in some rare cases, be minimal for negative values of \(\eta\) if the problem were solved without the non-negativity constraint. This corresponds to rare instances in which the players exhibit irrational behavior, by shifting probability mass to actions with higher losses, and will be further discussed in Section 6.3. In the next theorem, we show that the minimization problem (6.4) is convex.

Theorem 14. \(d_k^{(t)}(\eta) := D_{KL}(x_k^{(t+1)}, \hat{x}_k^{(t+1)}(\eta))\) is a convex function of \(\eta\), and its gradient with respect to \(\eta\) is given by

\[ \frac{d}{d\eta} d_k^{(t)}(\eta) = \left\langle \ell_k^{(t)}, x_k^{(t+1)} - \hat{x}_k^{(t+1)}(\eta) \right\rangle. \]
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Proof. Given the expression (6.2) of $\hat{x}^{(t+1)}(\eta)$, we can explicitly compute

$$d_k(\eta) = D_{KL}(x_k^{(t+1)}, \hat{x}_k^{(t+1)}(\eta))$$

$$= \sum_{a \in A_k} x_k^{(t+1)} \ln \frac{x_k^{(t+1)}}{\hat{x}_k^{(t+1)}(\eta)}$$

$$= \sum_{a \in A_k} x_k^{(t+1)} \left( \ln \frac{x_k^{(t+1)}}{\hat{x}_k^{(t+1)}} + \eta \ell_k^{(t)} + \ln Z_k^{(t)}(\eta) \right)$$

$$= D_{KL}(x_k^{(t+1)}, x_k^{(t)}) + \eta \left\langle \ell_k^{(t)}, x_k^{(t+1)} \right\rangle + \ln Z_k^{(t)}(\eta),$$

(6.5)

where we used the explicit form (6.2) of $\hat{x}_k^{(t+1)}(\eta)$ in the third equality, and the fact that $\sum_a x_k^{(t+1)} = 1$ in the last equality. In this expression, the first term does not depend on $\eta$, the second term is linear in $\eta$, and the last term is the function $\eta \mapsto \ln Z_k^{(t)}(\eta) = \ln \sum_a x_k^{(t)} e^{-\eta \ell_k^{(t)}}$, which is known to be convex in $\eta$ (see for example Section 3.1.5 in [30]). Therefore $d_k^{(t)}(\eta)$ is convex, and its gradient can be obtained by differentiating each term

$$\frac{d}{d\eta} d_k^{(t)}(\eta) = \left\langle \ell_k^{(t)}, x_k^{(t+1)} \right\rangle + \frac{\frac{d}{d\eta} Z_k^{(t)}(\eta)}{Z_k^{(t)}(\eta)}$$

$$= \left\langle \ell_k^{(t)}, x_k^{(t+1)} \right\rangle + \frac{\sum_a -\ell_k^{(t)} x_k^{(t)} e^{-\eta \ell_k^{(t)}}}{Z_k^{(t)}(\eta)}$$

$$= \left\langle \ell_k^{(t)}, x_k^{(t)} \right\rangle - \left\langle \ell_k^{(t)}, \hat{x}_k^{(t+1)}(\eta) \right\rangle,$$

which proves the claim.

On the support of the distributions

According to the entropy update and its explicit solution (6.6), the support of $\hat{x}_k^{(t+1)}(\eta)$ always coincides with the support of $x_k^{(t)}$ (due to the multiplicative form of the Hedge solution). As a consequence, if we observe a tuple $(x_k^{(t)}, \ell_k^{(t)}, \hat{x}_k^{(t+1)})$ such that some $a$ is in the support of $x_k^{(t+1)}$ but not in the support of $x_k^{(t)}$, the KL divergence $D_{KL}(x_k^{(t+1)}, \hat{x}_k^{(t+1)}(\eta))$ is infinite for all $\eta$, since support($x^{(t+1)}$) $\not\subset$ support($\hat{x}_k^{(t+1)}(\eta)$). This is problematic, as the estimation problem is ill-posed in such cases (which did occur in the routing game experiment). However, observe that from Equation (6.5), the KL divergence can be decomposed into two terms:

$$d_k^{(t)}(\eta) = D_{KL}(x_k^{(t+1)}, x_k^{(t)}) + \eta \left\langle \ell_k^{(t)}, x_k^{(t+1)} \right\rangle + \ln Z_k^{(t)}(\eta),$$

where the first term, $D_{KL}(x_k^{(t+1)}, x_k^{(t)})$ may be infinite (if support($x^{(t+1)}$) $\not\subset$ support($x_k^{(t)}$)), but does not depend on $\eta$, while the second term, $\eta \left\langle \ell_k^{(t)}, x_k^{(t+1)} \right\rangle + \ln Z_k^{(t)}(\eta)$ is finite for all
values of $\eta \geq 0$, regardless of the supports of the observations. Thus, instead of minimizing $d_k^{(t)}(\eta)$, we can minimize

$$\tilde{d}_k^{(t)}(\eta) := \eta \langle \ell_k^{(t)}, x_k^{(t+1)} \rangle + \ln Z_k^{(t)}(\eta),$$

and the problem becomes well-posed regardless of the supports.

**Estimating the decay rate of the learning rate sequence**

In the previous section, we proposed a method to estimate a single term of the learning rate sequence. One can of course repeat this procedure at every iteration, thus generating a sequence of estimated learning rates. However, the resulting sequence may not be decreasing. In order to be consistent with the assumptions of the mirror descent model, we can assume a parameterized sequence of learning rates, $\eta_k^{(t)} = \theta_k t^{-\alpha_k}$, with parameters $\theta_k > 0$ and $\alpha_k \in (0, 1)$. This polynomial decay rate is motivated by the convergence guarantees provided in Chapter 5 in Theorem 13 and Theorem 10.

Given the observations $(x_k^{(t)})$ and $(\ell_k^{(t)})$, we can define the cumulative divergence,

$$D_k^{(t)}(\alpha_k, \theta_k) := \sum_{\tau=1}^{t} d_k^{(\tau)}(\theta_k \tau^{-\alpha_k}),$$

where each term of the sum is as defined in Equation (6.3), then estimate $(\alpha_k, \theta_k)$ by solving the problem

$$(\alpha_k, \theta_k) = \arg \min_{\alpha_k \in (0, 1), \theta_k \geq 0} D_k^{(t)}(\alpha_k, \theta_k).$$

(6.6)

This problem is non-convex in general, however, since it is low-dimensional (two parameters to estimate), it can be solved approximately using non-convex optimization techniques.

### 6.2 The routing game web application

We have implemented a web application based on the routing game, using the Python Django Framework. The code is available on Github: [Github](https://www.github.com/walidk/routing). The application has been deployed on the Heroku service at the url: [Heroku](http://routing-game.herokuapp.com).

In this section, we will describe the architecture of the web application.

**Web Application Architecture**

The web application implements the repeated routing game described in Section 2.3. In our implementation, each player represents a population $k$, and chooses a mass distribution $x_k^{(t)} \in \Delta A_k$ at each iteration.

The general architecture of the system is summarized in Figure 6.1. It consists of two different client interfaces, that are used respectively by the administrator of the game and
Figure 6.1: General architecture of the system. The administrator sets up the game. During iteration $t$, the clients input the current values of the distributions $x_k(t)$ and send them to the server. At the end of the iteration, the server uses these values to compute the loss functions $\ell_k(t)$ and sends them back to the clients.

the players, shown in Figures 6.2 and 6.3, and a backend server that is responsible for collecting inputs from the clients, updating the state of the game, then broadcasting current information to each player.

**Admin Interface**

The administrator can set up the game using the admin interface shown in Figure 6.2 by:

1. Creating a graph and defining the cost functions on each edge.
2. Creating player models. A player model is defined by its origin, destination and total mass. When a player connects to the game, she is randomly assigned to one of the player models (note that multiple players can have the same player model).
3. Setting additional parameters of the game, such as the total number of iterations and the duration of each iteration.

Once the game is set up, players can log in to the client interface. During the game, the administrator can monitor, for each player, her expected cost and the learning rate estimates, computed as described in Section 6.3.
Figure 6.2: Admin interface

Player Interface
Figure 6.3 shows a screenshot of the client interface for the players. The table is the main element of the graphical user interface, and can be used by the player to set weights on the different paths, using the sliders. The weights determine the mass distribution $x^t_k$ for the current iteration. The table also shows the previous mass distribution $(x^{(t-1)}_k)$, and the
Figure 6.3: User interface

previous costs \( \ell_k^{(t-1)} \). Clicking a path on the table will also highlight that path on the graph. The bottom charts show the full history of distributions \( x_k^{(\tau)} \), costs \( \ell_k^{(\tau)} \), and expected costs given by the inner product \( \langle x_k^{(\tau)}, \ell_k^{(\tau)} \rangle \), for \( \tau \leq t \). The top navigation bar shows the time left until the end of the current iteration, and the number of iterations left until the end of the game.

At the end of the iteration, the server uses the values of \( x_k^{(t)} \) for all players \( k \in \{1, \ldots, K\} \) to compute the costs \( \ell_k(x^{(t)}) \), then sends this information to the clients, which then update the charts and the table with the last value of the cost.
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6.3 Experimental results

To illustrate the methods proposed in this chapter, we ran the experiment on the example network (shown in Figure 6.4), with 10 anonymous players. The game is played over a horizon of 25 iterations. The edge cost functions are taken to be linear increasing.

Figure 6.4: Network of the routing game experiment.

![Network of the routing game experiment](image)

Figure 6.5: Exploration and convergence to equilibrium. The left figure shows the distance to equilibrium, measured by the Rosenthal potential \( f(x(t)) - f^* \) as a function of iteration \( t \). The right figure shows the costs of each player, normalized by the equilibrium costs \( \langle x_k^{(t)}, \ell_k^{(t)} \rangle / \langle x_k^*, \ell_k(x^*) \rangle \).

Convergence to equilibrium

First, we evaluate whether the distributed decisions of the players converge to the set of Nash equilibria of the game. The distance to equilibrium can be measured simply by the Rosenthal potential \( f(x(t)) - f^* \) as a function
of iteration $t$, as well as the corresponding costs $\langle x_k^{(t)}, \ell_k(x^{*}) \rangle$ of the players, normalized by the equilibrium costs $\langle x_\ast^k, \ell_k(x^*) \rangle$ (so that, close to equilibrium, the normalized costs are close to one). Figure 6.6 shows the mass distributions $x_k^{(t)}$ for two different players. We can observe that at the beginning of the game, there is an exploration phase in which players tend to make aggressive adjustments in their distributions (observe the oscillations in the early iterations on Figure 6.6), while during later turns, the joint distribution $x^{(t)}$ remains close to equilibrium (as measured by the potential function $f$ on Figure 6.5). However, joint distribution moves away from equilibrium close to the end of the game, on iteration 22 (due to a player performing an aggressive update), which results in a sharp increase in the potential value, and we can observe that the players react to this sudden change by significantly changing their distribution during the next iteration.

### Learning rate estimation

We now apply the methods proposed in Section 6.1 to estimate the learning rates of each player, then use the estimated rates to predict the decision of the players over a short horizon.

First, we solve Problem (6.4) to estimate the learning rate sequence one term at a time. Figure 6.7 compares the estimated distributions $\hat{x}_k^{(t+1)}(\hat{\eta}_k^{(t)})$ to the actual distributions $x_k^{(t+1)}$, for one of the players. The figure shows that the estimated distributions are close to the actual distributions, which indicates that the mirror descent model is expressive enough to describe the observed behavior of the players.

In addition to estimating one term of the learning rate sequence at a time, we also use the parameterized form $\eta_k^{(t)} = \theta_k t^{-\alpha_k}$, and estimate $\theta_k$ and $\alpha_k$ by solving problem (6.6).
Predicting future mass distributions

We discuss one possible application of the proposed estimation problem. Once we have computed an estimate of the learning rate sequence, we can propagate the model forward in order to predict the distributions of the players for the next time step. More precisely, if we have computed, at iteration $t_0$, an estimate of the learning rate sequence given by $(\hat{\eta}_k^{(t)})$, the mirror descent model predicts that the mass distributions obey the update rule

$$\hat{x}_k^{(t_0+i+1)} = \arg\min_{x_k \in \Delta A_k} \langle x_k, \ell_k(\hat{x}_k^{(t_0+i)}) \rangle + D_{\text{KL}}(x_k, \hat{x}_k^{(t_0+i)}).$$

So starting from the current observation $\hat{x}^{(t_0)} = x^{(t_0)}$, we can propagate the model forward, over a horizon $h$, by inductively applying the update rule.

Here, we assume that we have an estimate of the entire sequence of learning rates, not just terms up to $t_0$ (we need the future terms $\hat{\eta}_k^{(t_0+i)}$ to be able to propagate the model). To obtain such an estimate in our experiment, we tested the following simple methods:

1. For the single term estimates (obtained by solving problem (6.4)), we use a stationary sequence, $\hat{\eta}_k^{(t_0+i)}$, either equal to the last estimate $\hat{\eta}_k^{(t_0)}$, or the average of the last $N$ estimates $\frac{1}{N} \sum_{n=0}^{N-1} \hat{\eta}_k^{(t_0-n)}$. 

Figure 6.7: Comparison of the distributions $\hat{x}_k^{(t)}$ of the estimated model to the actual distributions $x_k^{(t)}$, for player $k = 2$. Each subplot corresponds to a path.
2. For the parameterized model (obtained by solving problem (6.6)), we can simply use the current estimate of $\theta_k, \alpha_k$ and set $\hat{\eta}_k(t_0 + i) = \theta_k(t_0 + i)^{-\alpha_k}$.

We numerically test these methods to predict the mass distributions of the players over a short horizon $h \in \{1, \ldots, 7\}$. We evaluate each method by computing the average Bregman divergence (per player and per iteration) between the predicted distribution $\hat{x}_k(t_0 + h)$ and the actual distribution $x_k(t_0 + h)$, i.e.

$$
\frac{1}{K} \sum_{k=1}^{K} \frac{1}{t_{\max} - t_{\min}} \sum_{t_0 = t_{\min}}^{t_{\max} - 1} D_{KL}(x_k(t_0 + h), \hat{x}_k(t_0 + h)),
$$

where $t_{\min}$ is taken to be equal to 5 (so that there is always a minimal history of observations to estimate the parameters). The results are given in Figure 6.8. One can observe that for all methods, as the horizon $h$ increases, the average divergence tends to increase, since the modeling errors propagate and the quality of the predictions degrade. The best overall performance is obtained with the parameterized model $\hat{\eta}_k(t) = \theta_k t^{-\alpha_k}$, although for $h = 1$, the best prediction is achieved using the single term estimates (since this model has as many parameters as time steps, it allows for a much better fit of the observed data, but has poor generalization performance, i.e. its prediction quickly degrades beyond the first iteration).

![Figure 6.8: Average Bregman divergence per player and per iteration, between the predicted distributions $\hat{x}_k(t_0 + h)$ and the actual distributions $x_k(t_0 + h)$, as a function of the prediction horizon $h$.](image)

**Irrational updates**

It was interesting and perhaps surprising to observe that when estimating learning rates one term at a time, in some rare instances, the objective $d_k^{(2)}(\eta)$, as defined in Equation (6.4),
Figure 6.9: Histogram of irrational updates (left), corresponding to iterations $t$ such that the inner product $\langle \ell(t), x_{k, t}^{(t+1)} - x_{k, t}^{(t)} \rangle > 0$, which means that the player shifts probability mass to paths with higher costs, which is hard to predict by the model. Example of an irrational update (right), corresponding to iteration $t = 2$ for one of the players. In particular, this player decreased the mass on path $p_2$ even though this is the best path).

Such behavior is hard to interpret or justify (at least within our framework which models players as sequential decision makers). A negative learning rate does not make sense in our model, since the mirror descent update (6.1), would encourage shifting mass towards paths with higher cost. Thus we add the constraint $\eta \geq 0$ when solving the estimation problem (6.4).

**Conclusion**

We proposed a problem of learning rate estimation in the mirror descent model, given a sequence of observations of player decisions, and we tested this method on data collected from our routing game experiment. The experimental results suggest that the mirror descent model can be a good descriptive model of player behavior, although in some rare cases, a player decision can be hard to model (e.g. when a player increases the probability mass on previously bad routes).
Chapter 7

Optimal Control Under Hedge Dynamics

As we discussed in the previous chapter, if we consider a system with decision makers who face an online learning problem, we can model their decision dynamics using the mirror descent method studied in Chapter 5. We considered in particular the Hedge dynamics (i.e. mirror descent with the KL divergence) with unknown learning rates, and showed that given a sequence of observations of the player decisions and their losses, we can estimate the learning rates, and tested the method experimentally.

In this chapter, we consider the online learning model of the nonatomic potential game defined in Chapter 2. We suppose that a central authority can control a fraction of the population mass, by deciding their mass distributions, and seeks to improve an objective function over a given horizon, while the remaining mass obeys an online learning algorithm, given by the Hedge dynamics, with known learning rates (these learning rates can be estimated using the methods discussed in the previous chapter).

This results in a non convex, optimal control problem under Hedge dynamics, defined in Section 7.1. We propose two different methods for approximately solving this problem: The first method, presented in Section 7.2 is a greedy algorithm, which sequentially minimizes one term of the objective at a time. In the second method, presented in Section 7.3, we use the adjoint method [87, 56] to perform a local search using the gradient of the objective function by locally linearizing the Hedge constraints. In particular, we derive the adjoint system equations of the Hedge dynamics and show that they can be solved efficiently.

We illustrate these methods on the routing game example from Chapter 2. We first present a simple example on a parallel network in Section 7.4 and discuss the qualitative behavior of each method. Finally, we perform a test on a model of the Los Angeles highway network in Section 7.5, and show the improvement in the total travel time that could be achieved, for various proportions of controlled traffic.
Optimal control problems in routing and transportation

In the one-shot routing game, the partial control problem (controlling a fraction of the flow while the remaining flow responds selfishly), is known as the Stackelberg routing problem, and was proved to be NP-hard even in the simple case of parallel networks with linear latencies [120]. Stackelberg equilibria provide a theoretical framework for understanding the inefficiencies of a network and how much they can be alleviated, but they do not capture route choice dynamics.

In other approaches, e.g. [31, 109, 114], one can model and control the dynamics of traffic, by using a macroscopic model based on conservation laws, such as the cell transmission model, that can be obtained as a Godunov discretization of a PDE modeling traffic dynamics known as the Lighthill-Whitham-Richards equation, due to [86, 115], and studied for example in [55]. Our approach is different in that we do not explicitly model the flow dynamics (time scale of minutes or seconds). Instead, we model route choice dynamics (time scale of days), by modeling the players as sequential decision makers. We consider the Hedge dynamics in particular, since it is an instance of both the AREP class and the mirror descent class for which we provided convergence guarantees, and since we have a method for estimating the learning rates for the Hedge algorithm, as discussed in Chapter 6.

7.1 Problem formulation

Consider the model of nonatomic, convex potential games defined in Chapter 2 given by K populations, $S_1, \ldots, S_K$, such that each population $S_k$ has an action set $A_k$. The loss vector of population $S_k$ is given by a loss function

$$\tilde{\ell}_k : \Delta \rightarrow \mathbb{R}^{A_k},$$

which is a function of the joint mass distribution $x \in \Delta = \Delta^{A_1} \times \cdots \times \Delta^{A_K}$, defined in Equation (2.1).

Suppose that a central controller has the task of assigning the actions of a subset of the population $S_k$, and the rest follows an online learning algorithm given by the Hedge dynamics described in Algorithm 6 with known learning rates. In other words, we partition $S_k = U_k \cup X_k$, where $U_k$ is the subset of the population controlled by the coordinator, and $X_k$ is the subset which follows the Hedge dynamics. Let $u_k \in \Delta^{A_k}$ denote the mass distribution of sub-population $U_k$, and $x_k \in \Delta^{A_k}$ the mass distribution of sub-population $X_k$. Then the total mass distribution of $S_k$ is simply

$$\tilde{x}_k = \frac{m(U_k)u_k + m(X_k)x_k}{m(S_k)} \in \Delta^{A_k}$$

and letting $\tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_K)$, we can redefine the loss vector as a function of $(x, u)$ as follows:

$$\ell_k : \Delta \times \Delta \rightarrow \mathbb{R}^{A_k}$$

$$(x, u) \mapsto \tilde{\ell}_k(\tilde{x}).$$
Now suppose that the coordinator seeks to minimize an objective function over a fixed horizon $T$, given by

$$J : \Delta^T \times \Delta^T \to \mathbb{R}$$

$$(x^{(1:T)}, u^{(1:T)}) \mapsto J(x^{(1:T)}, u^{(1:T)}) = \sum_{t=1}^{T} J(t)(x^{(t)}, u^{(t)}).$$

(7.1)

where $x^{(1:T)}$ denotes the tuple $(x^{(t)})_{1 \leq t \leq T}$, and similarly for $u^{(1:T)}$. Each function $J(t)$ is assumed to be jointly convex on $\Delta \times \Delta$.

The Hedge dynamics for populations $X_1, \ldots, X_K$ is given by Algorithm 6, with a known initial distribution $x^{(1)} = x^{\text{init}}$, and known learning rates $(\eta_k^{(1:T)})$. The loss vectors $\ell_k^{(t)}$ are given by the loss functions defined above

$$\ell_k^{(t)} := \ell_k(x^{(t)}, u^{(t)}).$$

This defines an optimal control problem, in which one seeks to minimize the objective function subject to the Hedge dynamics, summarized below:

$$\text{minimize } \sum_{t=1}^{T} J(t)(x^{(t)}, u^{(t)})$$

(7.2)

subject to $u^{(t)} \in \Delta \forall 1 \leq t \leq T,$

(7.3)

$$x^{(1)} = x^{\text{init}},$$

(7.4)

$$x^{(t+1)}_{k,a} = \frac{x^{(t)}_{k,a} e^{-\eta_k^{(t)} \ell_k(u^{(t)}, x^{(t)})}}{\sum_{a' \in A_k} x^{(t)}_{k,a'} e^{-\eta_k^{(t)} \ell_k(u^{(t)}, x^{(t)})}}.$$ (7.5)

We refer to $u^{(t)}$ as the control vectors or control distributions, and $x^{(t)}$ as the selfish distributions (since they correspond to the mass distributions of selfish online learners).

This problem is non-convex in general, due to the equality constraints (7.5) corresponding to the Hedge dynamics. However, we propose two methods for efficiently finding approximate solutions to this optimal control problem.

**Example: Minimizing total delay in the routing game**

Although the proposed methods apply to general cost functions $J(t)$, we will focus, in our numerical examples, on minimizing total delay in the routing game defined in Section 2.3. In this example, the action set of each population is a set of paths connecting a common origin $o_k$ to a common destination $d_k$ on a given graph. The loss vector corresponds to the delays on the paths, and are given by Equation (2.6). The total delay on the network is

$$J(t)(x, u) = \sum_{k=1}^{K} \left\langle m(U_k)u_k + m(X_k)x_k, \ell_k^{(t)} \right\rangle,$$ (7.6)

where $m(U_k)u_k + m(X_k)x_k$ is the vector of total mass along paths.
7.2 A greedy method

Optimizing terms successively in the cost function

In this method, we minimize the objective function one term at a time, given the state on the previous time steps. That is, we minimize $J(t)(x(t), u(t))$ given the state and control vectors $(x(\tau), u(\tau))_{1 \leq \tau \leq t-1}$. Since the state at time $t - 1$ completely determines $x(t)$ by the Hedge update equation (7.5), the subproblem becomes

$$\text{minimize}_{u \in \Delta} J(t+1)(x(t+1), u).$$

(7.7)

In words, the controller anticipates the move of the selfish players and myopically optimizes the objective on the next iteration. This is a convex optimization problem since $J(t)$ is convex by assumption, so it can be solved using mirror descent on the product of simplices $\Delta$. The greedy algorithm can then be summarized as follows:

Algorithm 7 Greedy method for optimal control under Hedge dynamics

1: Input: $x^{\text{init}}$ and $\eta_{k}^{(1:T)}$ are given.
2: $x^{(1)} = x^{\text{init}}$.
3: for each time step $1 \leq t \leq T$ do
4: Solve $u(t) = \arg \min_{u \in \Delta} J(t)(x(t), u)$.
5: Compute $x(t+1)$ according to Equation (7.5).
6: end for
7: return $u^{(1:T)}$.

Computational complexity

Since the optimal control problem is non-convex in general, we cannot provide guarantees on convergence to a desired precision. However, studying the computational complexity of a single iteration, as a function of the problem size, can be useful in evaluating how well the method scales. Therefore, in analyzing the computational complexity of the two proposed methods, we will only consider the dependence on the size of the problem $|\mathcal{A}_k|$, and not on the desired precision $\epsilon$.

The greedy method solves $T$ convex optimization problems on the product of simplices $\Delta$, where each problem is followed by a Hedge update of the mass distribution. Each iteration of mirror descent requires computing the gradient of the objective $J(t)$, then updating the distribution $u(t)$, which has a linear cost $O(|\mathcal{A}_k|)$. Thus the total complexity of each problem is $O(|\mathcal{A}_k|)$, and the total complexity of the greedy method is $O(T \sum_{k=1}^{K} |\mathcal{A}_k|)$. 
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7.3 The adjoint method

In this section, we propose to use the adjoint method to find a local minimum of the non-convex problem (7.2). First, we can reformulate problem (7.2) as follows:

\[
\begin{align*}
\text{minimize} & \quad J(x,u) \\
\text{subject to} & \quad H(x,u) = 0 \\
& \quad x \in \times_{t=1}^T \Delta, u \in \times_{t=1}^T \Delta
\end{align*}
\]  

(7.8)

where we used \(x\) to denote the entire tuple \(x^{(1:T)}\) (we drop the time indices to simplify notation), and we define a function \(H\) on \(\mathbb{R}^{NT} \times \mathbb{R}^{NT}\), with values in \(\mathbb{R}^{NT}\), to encode the constraints on the selfish distributions \(x\), where \(N = \sum_{k=1}^K |A_k|\) is the total number of actions.

The constraint function \(H\) can be obtained simply from the initial condition constraint (7.4) and the Hedge update equation (7.5), as follows:

\[
\forall k, \forall a \in A_k
\]

\[
H^{(1)}_{k,a}(x,u) = x^{(1)}_{k,a} - x^{(\text{init})}_{k,a},
\]

(7.9)

\[
H^{(t)}_{k,a}(x,u) = x^{(t)}_{k,a} - \frac{x^{(t-1)}_{k,a} e^{-\gamma_{k,t-1}} e^{\gamma_{k,t-1} t_{k,a}} (x^{(t-1)}_{k,a}, u^{(t-1)})}{\sum_{a' \in A_k} x^{(t-1)}_{k,a'} e^{-\gamma_{k,t-1} t_{k,a'} (x^{(t-1)}_{k,a'}, u^{(t-1)})}} \quad \text{for } 2 \leq t \leq T.
\]

(7.10)

The adjoint method is a general local search method for solving optimal control problems under non-linear constraints, of the form given in problem (7.8). It is derived using the stationarity conditions of Pontryagin’s maximum principle. For an introduction to the adjoint method in optimal control, see for example [48, 110] and references therein. A complete exposition of the adjoint method is beyond the scope of this chapter, but we give below a formal derivation and intuitive interpretation of the adjoint system equations.

Since the control distributions \(u^{(1:T)}\) entirely determine the selfish distributions \(x^{(1:T)}\), let us assume, for the sake of discussion, that \(x^{(1:T)}\) can be written as \(x^{(1:T)}(u^{(1:T)})\) for some differentiable function \(X : \times_{t=1}^T \Delta \rightarrow \times_{t=1}^T \Delta\). The optimal control problem would then be equivalent to minimizing the function \(J(X(u^{(1:T)}), u^{(1:T)})\) over the feasible set \(\times_{t=1}^T \Delta\), and we can use the mirror descent algorithm to solve this problem, since the constraint set is a product of simplices. To apply mirror descent, we need to compute, at each iteration, the gradient of the function \(u \mapsto J(X(u), u)\), which we denote \(\nabla_u J(x,u)\). Using the chain rule, we have the following expression of the gradient

\[
\nabla_u J(x,u) = \frac{\partial J}{\partial x}(x,u) \nabla_u X(u) + \frac{\partial J}{\partial u}(x,u),
\]

(7.11)

where the Jacobian term \(\nabla_u X(u)\), which represents the dependence of \(x^{(1:T)}\) on the control \(u^{(1:T)}\), can be expensive to compute. The adjoint method provides a different approach to computing the gradient (7.11) without explicitly computing the Jacobian \(\nabla_u X(u)\): Since \(H(X(u), u) = 0\), we have, taking derivatives,

\[
\frac{\partial H}{\partial x}(x,u) \nabla_u X(u) + \frac{\partial H}{\partial u}(x,u) = 0.
\]

(7.12)
Algorithm 8  Adjoint method for optimal control under Hedge dynamics

1: Initialize $i = 0$, $u^{[0]} \in \times_{t=1}^{T} \Delta^u(\alpha, F)$, and $x^{[0]}$ by solving $H(x^{[0]}, u^{[0]}) = 0$.
2: while stopping criterion not satisfied do
3: \hspace{1em} Solve the adjoint system
4: \hspace{2em} $\lambda^{[i]} = - \left[ \frac{\partial J}{\partial x^{[i]}}(x^{[i]}, u^{[i]}) \right]^T.$
5: \hspace{1em} Compute the gradient
6: \hspace{2em} $g^{[i]} = \nabla_u J(x^{[i]}, u^{(i)}) = \lambda^{[i]} T \frac{\partial H}{\partial u}(x^{[i]}, u^{[i]}) + \frac{\partial J}{\partial u}(x^{[i]}, u^{[i]})$.
7: \hspace{1em} Perform one mirror descent step in the direction $-g^{[i]}$: \forall $k$, \forall $t \in \{1, \ldots, T\}$, \forall $a \in A_k$,
8: \hspace{2em} $u^{(i)[t+1]}_{k,a} \propto u^{(i)[t]}_{k,a} \exp(-\beta_i g^{(i)[t]}_{k,a})$.
9: \hspace{1em} Update $x^{[i+1]}$ by solving $H(x^{[i+1]}, u^{[i+1]}) = 0$.
10: Update $i \leftarrow i + 1$.
11: end while
12: return Control solution $u^{[i_{\text{best}}]}$.

Therefore if we let $\lambda$ be a solution to the system

$$\left[ \frac{\partial H}{\partial x}(x,u) \right]^T \lambda = - \left[ \frac{\partial J}{\partial x}(x,u) \right]^T, \quad (7.13)$$

called the adjoint system, then

$$\lambda^T \frac{\partial H}{\partial u}(x,u) = -\lambda^T \frac{\partial H}{\partial x}(x,u) \nabla_u X(u) = \frac{\partial J}{\partial x}(x,u) \nabla_u X(u),$$

where we used (7.12) in the first equality and (7.13) in the second. Plugging this expression in (7.11), we obtain the following expression of the gradient

$$\nabla_u J(x,u) = \lambda^T \frac{\partial H}{\partial u}(x,u) + \frac{\partial J}{\partial u}(x,u). \quad (7.14)$$

We apply the adjoint method as follows: at each iteration $i$, we solves the adjoint system equations (7.13) and compute the gradient using (7.14), then perform one mirror descent step in the direction of the gradient. This is summarized in Algorithm 8, where we use the superscript $[i]$ to denote step $i$ in the algorithm, not to be confused with superscript.
(t), which denotes time t (corresponding to one term of the objective function). In the experiments, we can run the method from multiple random initial points \(u^{[0]}\) and keep the best local minimum.

**Derivation of the adjoint system equations for the Hedge dynamics**

In this section, we explicitly derive, for the Hedge learning dynamics, the adjoint system equations (7.13). First, since \(H^{(t)}\) only depends on \(x^{(t)}\), \(x^{(t-1)}\) and \(u^{(t-1)}\), we have for all \(k, k', a \in A_k, a' \in A_{k'}\),

\[
\frac{\partial H^{(t)}_{k,a}}{\partial x^{(s)}_{k',a'}}(x, u) = 0 \quad \forall s \notin \{t - 1, t\},
\]

\[
\frac{\partial H^{(t)}_{k,a}}{\partial u^{(s)}_{k',a'}}(x, u) = 0 \quad \forall s \neq t - 1.
\]

Then, to simplify the derivation, let \(A^{(t-1)}_{k'}, B^{(t-1)}\) denote the Jacobian of the loss function \(\ell^{(t-1)}\) with respect to \(x^{(t-1)}\) (respectively \(u^{(t-1)}\)), so that

\[
A^{(t-1)}_{k',a,a'} = \frac{\partial \ell^{(t-1)}_{k,a}(x^{(t-1)}, u^{(t-1)})}{\partial x^{(t-1)}_{k',a'}},
\]

\[
B^{(t-1)}_{k',a,a'} = \frac{\partial \ell^{(t-1)}_{k,a}(x^{(t-1)}, u^{(t-1)})}{\partial u^{(t-1)}_{k',a'}},
\]

and let

\[
w^{(t-1)}_{k,a} = \exp(-\eta^{(t-1)}_{k,a}(x^{(t-1)}, u^{(t-1)})),
\]

\[
W^{(t-1)}_{k} = \sum_{a \in A_k} w^{(t-1)}_{k,a}.
\]

Using this notation, and the Kronecker delta \(\delta^{k'}_k = 1\) if \(k = k'\) and 0 otherwise, we have

\[
\frac{\partial H^{(t)}_{k,a}}{\partial x^{(t-1)}_{k',a'}} = -w^{(t-1)}_{k,a} \left[ x^{(t-1)}_{k,a} \eta^{(t-1)}_{k} \left( \frac{A^{(t-1)}_{k,k',a,a'}}{W^{(t-1)}_{k}} - \sum_{b \in A_k} x^{(t-1)}_{k,b} \frac{w^{(t-1)}_{k,b} A^{(t-1)}_{k,k',b,a'}}{(W^{(t-1)}_{k})^2} \right) \right.
\]

\[
+ \delta^{k'}_k x^{(t-1)}_{k,a} \frac{w^{(t-1)}_{k',a'}}{(W^{(t-1)}_{k})^2} - \delta_{a,a'} \frac{1}{W^{(t-1)}_{k}} \right].
\]

(7.15)

And

\[
\frac{\partial H^{(t)}_{k,a}}{\partial u^{(t-1)}_{k,a'}} = -w^{(t-1)}_{k,a} \left[ x^{(t-1)}_{k,a} \eta^{(t-1)}_{k} \left( \frac{B^{(t-1)}_{k,k',a,a'}}{W^{(t-1)}_{k}} - \sum_{b \in A_k} x^{(t-1)}_{k,b} \frac{u^{(t-1)}_{k,b} B^{(t-1)}_{k,k',b,a'}}{(W^{(t-1)}_{k})^2} \right) \right].
\]

(7.16)
Complexity analysis

The method performs a mirror descent on the product of simplices $\times_{t=1}^{T} \Delta$. Now, each gradient evaluation requires solving the adjoint system (7.13) then using the expression (7.14) to compute the full gradient. One gradient evaluation thus requires calculating the partial derivatives $\frac{\partial J}{\partial u}(x, u), \frac{\partial J}{\partial x}(x, u), \frac{\partial H}{\partial u}(x, u), \frac{\partial H}{\partial x}(x, u) \in \mathbb{R}^{NT}$, then solving the adjoint system (7.13) for $\lambda \in \mathbb{R}^{NT}$. Since the cost function $J(t)$ at time-step $t$ only depends on $x(t)$ and $u(t)$, the matrix $\frac{\partial H}{\partial x}(x, u)$ is banded lower-triangular, and contains $O(TN^2)$ non-zero terms. Therefore solving the adjoint system can be done in $O(TN^2)$ using Gaussian elimination, as discussed for example in [30] Appendix C-2. Therefore, the total computational complexity of the adjoint method scales as $O(TN^2)$. It is linear in $T$ similarly to the greedy method, but scales quadratically in the number of actions, $N$.

7.4 Optimal routing on the Pigou network

\[
c_1(\phi_1) = 1
\]

\[
\begin{array}{c}
\circ \\
c_2(\phi_2) = 2\phi_2
\end{array}
\]

\[
\text{Figure 7.1: Pigou network used in the numerical experiment.}
\]

To illustrate the qualitative difference between the greedy and the adjoint solutions, we consider a simple example known as the Pigou network, given in Figure 7.1. Consider a single population of players $S_1$, with total mass $m(S_1) = 1$, and with two paths connecting the origin to the destination, each consisting of a single edge. The congestion function on the top edge is constant, $c_1(\phi_1) = 1$, and the congestion function on the second edge is linear, $c_2(\phi_2) = 2\phi_2$.

This routing game has a unique Nash equilibrium, given by $x^{Nash} = (\frac{1}{2}, \frac{1}{2})$ (under this equilibrium, both edges have the same loss). It can be obtained by minimizing the Rosenthal potential function defined in (2.7), which in this case is given by

\[
f(x) = \int_{0}^{x_1} c_1(u)du + \int_{x_1}^{x_2} c_2(u)du = x_1 + x_2^2 = x_1 + (1 - x_1)^2,
\]

which is minimal at $x_1 = \frac{1}{2}$. The total delay of the network is

\[
\langle x, \ell(x) \rangle = x_1 + 2x_2^2 = x_1 + 2(1 - x_1)^2,
\]
which is minimal at \( x^{(\text{social})} = \left( \frac{1}{4}, \frac{3}{4} \right) \), usually referred to as the social optimum of the routing game, since it minimizes the total (social) cost across the entire population (but \( x^{\text{social}} \) is clearly not a Nash equilibrium).

Now suppose that a coordinator controls a fraction \( \alpha \) of the total mass, and let \( u \) be the mass distribution of the controlled population, and \( x \) that of the selfish mass. Then the total delay of the network, defined in (7.6), is given by

\[
J(u, x) = \alpha u_1 + (1 - \alpha)x_1 + 2[\alpha u_2 + (1 - \alpha)x_2]^2.
\]

The particularity of this network is that if we consider the Stackelberg game, in which the controller chooses \( u \), and the rest of the population plays a Nash equilibrium \( x \) induced by \( u \), no Stackelberg strategy can improve the total delay if \( \alpha \leq \frac{1}{2} \). Indeed, any allocation \( u \) will induce the same total mass distribution \( \alpha u + (1 - \alpha)x \), equal to \( \left( \frac{1}{2}, \frac{1}{2} \right) \). So for the one-shot game, the total delay at equilibrium cannot be improved. However, in our online learning model, one may take advantage of the learning dynamics of the selfish population to reduce the cost on a finite horizon.

We assume that the selfish population obeys the Hedge dynamics, starting from the uniform distribution, and with learning rates \( \eta^{(t)}_1 = \frac{1}{\sqrt{t}} \). Without control (i.e. \( \alpha = 0 \)), the selfish distribution is stationary, \( x^{(t)} = \left( \frac{1}{2}, \frac{1}{2} \right) \) for all \( t \), since it starts at the Nash equilibrium. We simulate the greedy method and the adjoint method on a horizon \( T = 300 \), with \( \alpha = \frac{1}{2} \). The value of the total delay obtained for each solution is given in the table below, where we compare the solutions of the greedy method and the adjoint method to the selfish solution (obtained by setting \( \alpha = 0 \), i.e. we simply let the selfish population follow the Hedge dynamics), and the social optimum, obtained by setting \( \alpha = 1 \), (i.e. we control the entire population).

<table>
<thead>
<tr>
<th>( J^{\text{social}} )</th>
<th>( J^{\text{greedy}} )</th>
<th>( J^{\text{adjoint}} )</th>
<th>( J^{\text{selfish}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>262.5</td>
<td>291.7</td>
<td>283.0</td>
<td>300.0</td>
</tr>
</tbody>
</table>

The greedy and the adjoint solutions are illustrated in Figure 7.2 and are quite different qualitatively: The greedy solution assigns all the controlled flow \( u^{(t)} \) to the upper path for all \( t \), since this is the best myopic decision at any time (while the selfish mass keeps shifting to the second path). The adjoint solution, however, first allocates mass \( u^{(t)} \) to the lower path, which results in a decrease of the selfish mass on that path. Then, \( u^{(t)} \) is moved to the upper path, which results in decreasing the cost on the lower path.

The per-time-step costs \( J^{(t)} \) for both solutions are given in Figure 7.3 where we can observe that the adjoint solution sacrifices the cost on the first few time-steps for a better cost on later time steps. In particular, this example illustrates the limitations of the greedy approach, since, by definition, it does not anticipate the dynamics of the selfish population over several time steps.
Figure 7.2: Control solution on the Pigou network. Controlled mass $u(t)$ (top), selfish mass $x(t)$ (middle) and corresponding path losses $\ell(t) = \ell(\alpha u(t) + (1 - \alpha)x(t))$ (bottom). The green lines correspond to the top path, and the blue lines to the bottom path. The dashed lines show the social optimum $x_{\text{social}} = (\frac{1}{4}, \frac{3}{4})$. 
Figure 7.3: Profile of network delays $J(t)$ over time, induced by adjoint solution (left) and the greedy solution (right). The dashed line shows the cost of the social optimum.

Figure 7.4: Los Angeles highway network and its graph model.

7.5 Numerical experiment on the Los Angeles highway network

In this section, we consider a model of the Los Angeles highway road network, used in [133], and illustrated in Figure 7.4. The network topology is obtained from OpenStreetMap data,
by keeping highways that contain five lanes or more. We consider \( K = 42 \) origin-destination pairs, illustrated in Figure 7.5, for the following destinations: Hollywood (node 5), Santa Monica (node 20), Central L.A. (node 22). The congestion functions are those estimated by the Bureau of Public Roads for a network in quasi-static equilibrium $[133]$. More precisely, the congestion function is assumed to be of the form $c_e(\phi_e) = d_e D(\phi_e / \xi_e)$, where $D(x) = 1 + 0.15x^4$, $\phi_e$ is the edge mass, $d_e$ a minimal delay on the edge, and $\xi_e$ is called the capacity on edge $e$. The simulations are run with a time horizon $T = 20$, learning rates $\eta_k(t) = \frac{1}{\sqrt{t}}$, with values of $\alpha \in \{.1, .3, .5, .7, .9, 1\}$. The results are given in Figure 7.6, and discussed below. In addition to the adjoint method described in Section 7.3, which uses mirror descent with a fixed sequence of learning rates ($\beta_i$), we also implement a version of the adjoint method with backtracking line search, which uses the Armijo rule to set $\beta_i$. 

Effect of increasing control

First, we observe that increasing the control parameter $\alpha$ results in a decrease in the total delay, and for higher values of $\alpha$, the value of the objective becomes close to that of the social optimum. Although intuitive, this cannot be guaranteed in general, since the problem is non-convex for all $\alpha$ strictly between 0 and 1, so the problem may converge to a worse local minimum for a lower value of $\alpha$.

Figure 7.5: Selected origins (blue) and destinations (red) on the Los Angeles highway network.
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Figure 7.6: Total delay $J(x^{[i]}, u^{[i]})$, as a function of iteration number $i$, for the proposed methods, with different control proportion $\alpha$. The red solid and dotted lines represent, respectively, the social optimum ($\alpha = 1$) and the selfish response without control ($\alpha = 0$).

Numerical Results for $\alpha = 0.1$

We now have a more detailed look at the performance of each method with a fixed $\alpha = 0.1$. The values of the objective function for each method are reported in the following table, and the average delay per vehicle per day is reported as a function of iteration number in Figure 7.6.
We observe that most of the methods do not guarantee a decrease in the value of the objective from one iteration to the next, except the adjoint method with line search, which, by definition, searches for a step size which guarantees a descent (by Armijo’s rule). Nevertheless, the adjoint method without line search performs best, and converges to a local minimum with lower objective value than that with line search. This may be a result of line search being too conservative: Requiring the Armijo rule to be satisfied at each iteration may prevent the method from exploring the search space. The greedy method performs surprisingly well, and is within 3% of the (normalized) objective value of the best method. The convex penalization is the worst performing among all methods, although it still results in a 38% decrease in the distance to social optimum. Finally, it is worth observing that even when controlling a fraction of the population as small as $\alpha = 0.1$, the improvement in the total delay can be significant (70% reduction in the distance to social optimum).

7.6 Conclusion

In the first part of the thesis, we studied decision dynamics for online learning in nonatomic convex potential games. We studied several classes of dynamics using different techniques, each leading to different convergence guarantees of the sequence of mass distributions $(x^{(r)})$ to the set of Nash equilibria, i.e. the set of minimizers of the potential function. We first showed that algorithms with sublinear regret guarantee convergence in the sense of Cesàro. Then we showed that approximate replicator (AREP) algorithms, obtained by taking a discrete time approximation of the replicator ODE, guarantee almost sure convergence. Then using results from stochastic optimization, we gave a more detailed analysis of stochastic mirror descent dynamics, and derived convergence rates, both in the homogeneous and heterogeneous models of learning. In particular, we used connections between discrete and continuous time dynamics both to motivate the study of the replicator ODE (by showing that it can be obtained as a continuous-time limit of the Hedge algorithm), and to relate the asymptotic properties of the discrete process to the those of the solution trajectories of the ODE (by using the notion of asymptotic pseudo trajectories).

We showed that the Hedge algorithm is both an instance of approximate replicator algorithms, studied in Chapter 4, and of mirror descent algorithms, studied in Chapter 5. Using Hedge as a model of decision dynamics, we studied an estimation problem in Chapter 6 and an optimal control problem in Chapter 7. First, assuming we can observe a sequence of decisions of a player who follows the Hedge dynamics with unknown learning rates, we proposed a method to estimate the learning rates to fit the model to the observations. We demonstrated this approach on field data collected using a web application that simulates
the routing game, and showed that the model of Hedge dynamics is descriptive of actual player decisions, and can even be used to predict future decisions over short horizons. Second, assuming that players follow Hedge dynamics, we posed an optimal control problem in which we control the decisions of a small fraction of players. We used the adjoint method to compute a local minimizer of the problem, and demonstrated this approach on different examples of the routing game, showing that in a realistic model of congestion in transportation networks, control over a small fraction of traffic could potentially lead to significant improvements of the network-wide efficiency.

While we focused on the routing game as an application of our estimation and optimal control problem, there are several additional examples of systems which involve sequential decision makers (either humans or automated computer systems), and in which a central coordinator has control over a fraction of the players, or over some parameters of the system, e.g. through pricing or tolling. This is for example the case in power networks, and auction platforms for online advertising. In such systems, the dynamics of the decision makers can be similarly modeled using the Hedge algorithm or other instances of the mirror descent family, and one can use the approach proposed in Chapters 6 and 7 respectively to estimate the learning rates, and to optimally control the system.
Part II

Accelerated Dynamics for
Constrained Convex Optimization
Chapter 8

Accelerated Mirror Descent in Continuous Time

In the second part of the thesis, we study dynamics for constrained convex optimization. Similarly to the first part, we will exhibit connections between discrete and continuous-time dynamics, by first designing dynamics in the continuous-time domain, using a Lyapunov approach, then discretizing the resulting ODE to obtain a discrete algorithm. We start from two important families of methods: the mirror descent method, due to Nemirovski and Yudin [98], and Nesterov’s original accelerated method for unconstrained convex optimization [102]. Both methods can be interpreted as a discretization of a continuous-time dynamics, and their continuous-time ODE can be analyzed using simple Lyapunov functions. Combining ideas from both methods, we show that for constrained convex problems, one can define a natural energy function which encodes the constraints and the desired convergence rate, then design the dynamics to make that function a Lyapunov function. This is different from the usual approach in which one starts from a given dynamics then looks for an appropriate Lyapunov function.

We give different interpretations of the resulting dynamics. In particular, we show that it can be interpreted as the equations of motion of a particle in a potential field with viscous friction, with a time-varying friction coefficient, which sheds light on some of the qualitative behavior typically observed in accelerated descent methods. We also show that the dynamics can be interpreted as coupled ODEs of a dual variable $Z(t)$ cumulating gradients at a rate $\eta(t)$, and a primal variable $X(t)$ obtained as the weighted average of the mirror of the dual trajectory, with weights $w(t)$. This interpretation makes a rigorous connection between acceleration and averaging, which was previously observed in the special case of quadratic functions in [50]. As an example, we show that the replicator dynamics studied in Part I can be accelerated using averaging.

This also motivates the study of a more general averaging scheme in Chapter 9 in which we give sufficient conditions on the primal and dual weight functions $w$ and $\eta$ to guarantee a given convergence rate. We also propose an adaptive averaging heuristic, which intuitively works by increasing weights on portions of the trajectory which make the most progress.
This heuristic empirically gives faster convergence and alleviates the oscillations typically observed in accelerated methods. It also compares favorably to other popular heuristics, such as restarting, and gives significant improvements in many cases. All these heuristics (adaptive averaging and the different restarting conditions) have been developed as a result of the different continuous-time interpretations, which shows some of the advantages of studying the continuous-time dynamics. This not only helps simplify and guide the analysis (although the discrete-time analysis is usually more involved than its continuous-time counterpart, as discussed in Chapter [10]), but it also results in new insights and interpretations, which can lead to a better understanding of the dynamics, and to heuristics to adaptively improve the speed of convergence.

8.1 Introduction

We consider a constrained convex optimization problem,

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad x \in \mathcal{X},
\end{align*}
\]

where \( \mathcal{X} \subseteq \mathbb{R}^n \) is the feasible set, assumed to be convex and closed, \( f \) is a \( C^1 \) convex function, and its gradient, \( \nabla f \) is assumed to be \( L_f \)-Lipschitz with respect to a pair of dual norms \( (\|\cdot\|, \|\cdot\|^*) \), i.e., \( \|\nabla f(x) - \nabla f(y)\|^* \leq L_f \|x - y\| \) for all \( x, y \in \mathcal{X} \). Let \( S \subset \mathcal{X} \) be the set of minimizers of \( f \) on \( \mathcal{X} \), and suppose that \( S \) is non-empty. Let \( f^* \) be the value of \( f \) on \( S \). Many convex optimization methods can be interpreted as the discretization of an ordinary differential equation, the solutions of which are guaranteed to converge to \( S \). Perhaps the simplest such method is gradient descent for the unconstrained problem (when \( \mathcal{X} \) is all of \( \mathbb{R}^n \)), given by the iteration \( x^{(k+1)} = x^{(k)} - s \nabla f(x^{(k)}) \) for some step size \( s > 0 \), which can be interpreted as the discretization of the ODE \( \dot{X}(t) = -\nabla f(X(t)) \), with discretization step \( s \). The well-established theory of ordinary differential equations can provide guidance in the design and analysis of optimization algorithms, and has been used for unconstrained optimization \([32, 26, 64]\), constrained optimization \([125]\) and stochastic optimization \([112]\). It has also been applied to second-order methods, for example the Hessian-driven damping method in \([7]\), and to more general problems, such as finding a zero of a monotone operator \([3]\). In particular, proving convergence of the solution trajectories of an ODE can often be achieved using simple and elegant Lyapunov arguments. The ODE can then be carefully discretized to obtain an optimization algorithm for which the convergence rate can be analyzed by using an analogous Lyapunov argument in discrete time.

In this chapter, we focus on two families of first-order methods: Nesterov’s accelerated method \([102]\), and Nemirovski’s mirror descent method \([98]\). First-order methods have become increasingly important for large-scale optimization problems that arise in machine learning applications. Nesterov’s accelerated method \([102]\) has been applied to many problems and extended in a number of ways, see for example \([103, 101, 100, 14]\). The mirror descent method also provides an important generalization of the gradient descent method
to constrained, non-Euclidean geometries, as discussed in [98, 47, 131, 15], and has many applications in convex optimization [24, 23, 43, 70], as well as online learning [34, 40]. An intuitive understanding of these methods is of particular importance for the design and analysis of optimization algorithms. Although Nesterov’s method has been notoriously hard to explain intuitively [69], progress has been made recently: in [130], Su et al. give an ODE interpretation of Nesterov’s method. However, this interpretation is restricted to the original method [102], and does not apply to constrained, non-Euclidean geometries. In [2], Allen-Zhu and Orecchia give another interpretation of Nesterov’s method, as performing, at each iteration, a convex combination of a mirror step and a gradient step. Although it covers a broader family of algorithms (including non-Euclidean geometries), this interpretation still requires an involved analysis, and lacks the simplicity and elegance of ODEs. We provide a new interpretation which has the benefits of both approaches: we show that a broad family of accelerated methods (which includes those studied in [130] and [2]) can be obtained as a discretization of a simple ODE, which is guaranteed to converge in $O(1/t^2)$.

The continuous-time analysis of Nesterov’s method [130] and that of mirror descent [98] both rely on a Lyapunov argument. They are reviewed in Section 8.2. By combining these ideas, we propose, in Section 8.3, a candidate Lyapunov function $V(t) := V(X(t), Z(t), t)$ that depends on two state variables: $X(t)$, which evolves in the primal space $E = \mathbb{R}^n$ (more precisely, $X(t)$ evolves in the feasible set $X \subset E$), and $Z(t)$, which evolves in the dual space $E^*$, and we design coupled dynamics of $(X, Z)$ to guarantee that $\frac{d}{dt}V(t) \leq 0$. Such a function is said to be a Lyapunov function in reference to Aleksandr Mikhailovich Lyapunov [88]; see also [71] for an introduction to Lyapunov theory in the context of modern control theory. This derivation leads us to a new family of ODE systems, given by

$$
\text{AMD} \begin{cases}
\dot{Z} = -\frac{t}{r} \nabla f(X) \\
\dot{X} = \frac{r}{t} (\nabla \psi^*(Z) - X) \\
X(0) = x_0, \ Z(0) = z_0 \text{ with } \nabla \psi^*(z_0) = x_0
\end{cases}
$$

(8.1)

where $r$ is a positive parameter, and $\psi^*$ is a distance generating function on $E^*$ with Lipschitz gradient, and such that its gradient, $\nabla \psi^*$, is a mapping from the dual space $E^*$ to the feasible set $X$; it is usually referred to as the mirror operator, and such a function can be constructed using standard results from convex analysis, by taking the convex conjugate of a strongly convex function $\psi$ with effective domain $X$; see Chapter B in the appendix for a brief review of the definition and basic properties of mirror operators.

We prove the existence and uniqueness of the solution to (8.1) in Theorem 15 and Section 8.4 is dedicated to proving the theorem. In Section 8.5 we prove, using the Lyapunov function $V$, that the solution trajectories are such that $f(X(t)) - f^* = O(1/t^2)$. In Section 8.6 we derive an equivalent formulation of the ODE: we show that the second equation is equivalent, in integral form, to $X(t) = \int_0^t w(\tau) \nabla \psi^* (Z(\tau)) d\tau / \int_0^t w(\tau) d\tau$, where $w(\tau) = \tau r^{-1}$, so that the primal variable $X$ can be interpreted as a weighted average of the mirrored dual trajectory $\nabla \psi^* (Z(\tau))$, $\tau \in [0, t]$. Motivated by this averaging interpretation, we will study,
in the next chapter, the ODE with generalized averaging and give sufficient conditions on the weight function to achieve a given convergence rate. We close this chapter with a discussion of possible extensions to non-differentiable objective functions in Section 8.8.

8.2 Nemirovski’s mirror descent and Nesterov’s accelerated method

Proving convergence of the solution trajectories of an ODE often involves a Lyapunov argument. For example, to prove convergence of the solutions of the unconstrained gradient descent ODE, $\dot{X}(t) = -\nabla f(X(t))$, consider the candidate Lyapunov function $D(x^*, X) = \frac{1}{2}||X - x^*||^2$ for some minimizer $x^* \in S$ (such a minimizer exists since $S$ is supposed nonempty). Then the time derivative of $D(x^*, X(t))$ along a solution trajectory $X(t)$ is given by

$$\frac{d}{dt} D(x^*, X(t))(t) = \langle \dot{X}(t), X(t) - x^* \rangle$$

$$= (-\nabla f(X(t)), X(t) - x^*)$$

$$\leq -(f(X(t)) - f^*)$$,

where the last inequality is by convexity of $f$. Integrating the inequality, we have $D(x^*, X(t)) - D(x^*, X(0)) \leq tf^* - \int_0^t f(X(\tau))d\tau$, thus by Jensen’s inequality, $f\left(\frac{1}{t}\int_0^t X(\tau)d\tau\right) - f^* \leq \frac{1}{t}\int_0^t f(X(\tau))d\tau - f^* \leq \frac{D(x^*, X(0))}{t}$, which proves that $f\left(\frac{1}{t}\int_0^t X(\tau)d\tau\right)$ converges to the optimum at a $O(1/t)$ rate. Additionally, if the set of minimizers $S$ is compact, then we can prove that $X(t)$ converges to $S$. Indeed, let us define the distance to the set of minimizers, $D(S, x) = \inf_{x^* \in S} D(x^*, x)$ (this is a continuous function of $x$ since $S$ is compact). We have shown that $D(x^*, X(t))$ is a nonincreasing function of $t$ for all $x^* \in S$. Since $t \mapsto D(S, X(t))$ is the pointwise infimum of non-negative, nonincreasing functions, it is also non-negative nonincreasing, therefore it has a limit as $t \to \infty$, and its limit is necessarily 0: By contradiction, suppose that its limit is strictly positive. Then there exists $d > 0$ and $T \geq 0$ such that for all $t \geq T$, $D(S, X(t)) > d$, and by continuity of $f$ and $D(S, \cdot)$, $\delta \equiv \inf_{x : D(S, x) > d} f(x) - f^* > 0$. Thus for all $t \geq T$, and for all $x^* \in S$,

$$\frac{d}{dt} D(x^*, X(t)) \leq f^* - f(X(t)) \leq -\delta.$$

Integrating, we would have $D(x^*, X(t)) \leq D(x^*, X(T)) - (t - T)\delta$ for all $t \geq T$, which contradicts the fact that $D$ is non-negative. This proves that $D(S, X(t))$ converges to 0.

Mirror descent ODE

The previous argument was extended by Nemirovski and Yudin in [98] to a family of methods called mirror descent, to solve general constrained convex optimization problems. The idea
is to start from a non-negative function, then to design dynamics for which that function is a Lyapunov function. Nemirovski and Yudin argue that one can replace the Lyapunov function $D(x^*, X(t)) = \frac{1}{2}\|X(t) - x^*\|^2_2$ (used in gradient descent) by a function defined on the dual space, $D_{\psi^*}(Z(t), z^*)$, where $Z(t) \in E^*$ is a dual variable for which we will design the dynamics, and the corresponding trajectory in the primal space is $X(t) = \nabla\psi^*(Z(t))$ and $x^* = \nabla\psi^*(z^*)$. Here, $E^*$ is the dual space, i.e. the space of linear functionals on $E$ (in our case, since $E = \mathbb{R}^n$, $E^*$ can also be identified with $\mathbb{R}^n$, but we make this distinction since, conceptually, the spaces $E$ and $E^*$ are different), and $\psi^*$ is a convex function assumed to be finite and differentiable on all of $E^*$, and such that $\nabla\psi^*$ is a Lipschitz function that maps from $E^*$ to $\mathcal{X}$. We will refer to $\psi^*$ as the distance generating function on $E^*$, and to $\nabla\psi^*$ as the mirror operator. Such a function $\psi^*$ can be obtained by taking the convex conjugate of a strongly convex function $\psi$ with effective domain $\mathcal{X}$ (hence our choice of notation for $\psi^*$); See Chapter 3 in the appendix for a more detailed discussion on the duality properties of $\psi$ and $\psi^*$, and the operator $\nabla\psi^*$.

The function $D_{\psi^*}(\cdot, \cdot)$ is the Bregman divergence associated with $\psi^*$, given as follows: for all $z, y \in E^*$,

$$D_{\psi^*}(z, y) = \psi^*(z) - \psi^*(y) - \langle \nabla\psi^*(y), z - y \rangle.$$ 

By definition of the Bregman divergence, we have

$$\frac{d}{dt} D_{\psi^*}(Z(t), z^*) = \frac{d}{dt} \left( \psi^*(Z(t)) - \psi^*(z^*) - \langle \nabla\psi^*(z^*), Z(t) - z^* \rangle \right)$$

$$= \left\langle \nabla\psi^*(Z(t)) - \nabla\psi^*(z^*), \dot{Z}(t) \right\rangle$$

$$= \left\langle X(t) - x^*, \dot{Z}(t) \right\rangle.$$ 

Therefore, if the dual variable $Z$ obeys the dynamics $\dot{Z} = -\nabla f(X)$, then

$$\frac{d}{dt} D_{\psi^*}(Z(t), z^*) = -\langle \nabla f(X(t)), X(t) - x^* \rangle \leq -(f(X(t)) - f^*)$$

and by the same argument as in the gradient descent ODE, $D_{\psi^*}(Z(t), z^*)$ is a Lyapunov function and $f \left( \frac{1}{t} \int_0^t X(\tau) d\tau \right) - f^*$ converges to 0 at a $O(1/t)$ rate. The mirror descent ODE system can be summarized by

$$\text{MD} \begin{cases} 
X = \nabla\psi^*(Z) \\
\dot{Z} = -\nabla f(X) \\
X(0) = x_0, \ Z(0) = z_0 \text{ with } \nabla\psi^*(z_0) = x_0 
\end{cases} \quad (8.2)$$

This is illustrated in Figure 8.1.

Note that ODE (8.2) can be rewritten as $\dot{Z} = -\nabla f(\nabla\psi^*(Z))$, and since by assumption, $\nabla f$ and $\nabla\psi^*$ are Lipschitz functions, we can invoke the Cauchy-Lipschitz theorem (Theorem 2.5 in [132]) to prove existence and uniqueness of a solution $Z(t)$ defined on $[0, +\infty)$. In
addition to the convergence of the time average $f(\frac{1}{t}\int_0^t X(\tau) d\tau)$, one can show the following stronger convergence result under the additional assumption that $\psi^*$ is twice differentiable:

Consider the energy function

$$V_{\text{MD}}(X, Z, t) := t(f(X) - f^*) + D_{\psi^*}(Z, z^*)$$

and let $V_{\text{MD}}(t) := V_{\text{MD}}(X(t), Z(t), t)$. Taking the time derivative of $V_{\text{MD}}(t)$, we have that

$$\frac{d}{dt} V_{\text{MD}}(t) = \frac{d}{dt} V_{\text{MD}}(X(t), Z(t), t)$$

$$= f(X(t)) - f^* + \left\langle \nabla f(X(t)), \dot{X}(t) \right\rangle + \left\langle \dot{Z}(t), \nabla \psi^*(Z(t)) - \nabla \psi^*(z^*) \right\rangle$$

$$= f(X(t)) - f^* - t \left\langle \nabla f(X(t)), \nabla^2 \psi^*(Z(t)) \nabla f(X(t)) \right\rangle + \left\langle \dot{Z}(t), X(t) - x^* \right\rangle$$

$$\leq f(X(t)) - f^* - \left\langle \nabla f(X(t)), X(t) - x^* \right\rangle$$

$$\leq 0,$$

where we used the fact that $\dot{X}(t) = \frac{d}{dt} \nabla \psi^*(Z(t)) = \nabla^2 \psi^*(Z(t)) \dot{Z}(t) = -\nabla^2 \psi^*(Z(t)) \nabla f(X(t))$ in the second equality (here $\nabla^2 \psi^*(Z)$ is the Hessian of $\psi^*$ at $Z$); the fact that $\nabla^2 \psi^*(Z)$ is positive semi-definite (by convexity of $\psi^*$) in the third inequality; and convexity of $f$ in the last inequality.

This proves that the energy $V_{\text{MD}}$ is a nonincreasing function of time, thus

$$f(X(t)) - f^* \leq \frac{V_{\text{MD}}(t)}{t} \leq \frac{V_{\text{MD}}(0)}{t} = \frac{D_{\psi}(z_0, z^*)}{t},$$

which proves that $f(X(t))$ converges to $f^*$ at a $O(1/t)$ rate.
Note that since $X = \nabla \psi^*(Z)$, and the mirror operator $\nabla \psi^*$ maps into $\mathcal{X}$ by assumption, the solution trajectory $X(t)$ remains in $\mathcal{X}$. Therefore, the mirror descent ODE is a natural generalization of gradient descent to constrained optimization problems: if one can construct a mirror operator $\nabla \psi^*$ which maps into $\mathcal{X}$, the solution is guaranteed to remain in $\mathcal{X}$. We also observe that the unconstrained gradient descent ODE can be obtained as a special case of the mirror descent ODE (8.2) by taking $\psi^*(z) = \frac{1}{2} \|z\|_2^2$, for which $\nabla \psi^*$ is the identity, in which case $X$ and $Z$ coincide.

The family of mirror descent methods can then be obtained by discretizing the ODE (8.2), and can be analyzed by using an analogous Lyapunov function in discrete time [98]. The mirror descent method is of particular importance in convex optimization, since the appropriate choice of Bregman divergence $D_{\psi}$ can lead to improving the dependence of the convergence rate on the dimension of the space, see for example Chapter 3 in [98] and [24].

**ODE interpretation of Nesterov’s accelerated method**

In [130], Su et al. show that Nesterov’s accelerated method [102] can be interpreted as a discretization of a second-order differential equation, given by

$$\begin{cases} 
\ddot{X} + \frac{r+1}{t} \dot{X} + \nabla f(X) = 0, \\
X(0) = x_0, \quad \dot{X}(0) = 0.
\end{cases} \tag{8.4}$$

The analysis of the ODE uses the following candidate Lyapunov function (up to reparameterization)

$V_{\text{Nesterov}}(t) := \frac{t^2}{r^2} (f(X) - f^*) + \frac{1}{2} \|X + \frac{t}{r} \dot{X} - x^*\|^2,$

which is proved to be a Lyapunov function for the ODE (8.4) whenever $r \geq 2$. This can be viewed by taking the time derivative of $V_{\text{Nesterov}}(t)$ and plugging in the dynamics:

$$\frac{d}{dt} V_{\text{Nesterov}}(t) = \frac{2t}{r^2} (f(X) - f^*) + \frac{t^2}{r^2} \left( \nabla f(X), \dot{X} \right) + \left( X + \frac{t}{r} \dot{X} - x^*, \dot{X} + \frac{r}{t} \ddot{X} \right)$$

$$= \frac{2t}{r^2} (f(X) - f^*) + \frac{t^2}{r^2} \left( \nabla f(X), \dot{X} \right) + \left( X + \frac{t}{r} \dot{X} - x^*, -\frac{t}{r} \nabla f(X) \right)$$

$$= \frac{2t}{r^2} (f(X) - f^*) - \frac{t}{r} \left( X - x^*, \nabla f(X) \right)$$

$$\leq \left( \frac{2t}{r^2} - \frac{t}{r} \right) (f(X) - f^*),$$

where we used convexity of $f$ in the last inequality.

Since $V_{\text{Nesterov}}$ is a non-increasing function of time, it follows that for all $t > 0$,

$$f(X(t)) - f^* \leq \frac{r^2}{t^2} V_{\text{Nesterov}}(t) \leq \frac{r^2}{t^2} V_{\text{Nesterov}}(0) \leq \frac{r^2}{t^2} \|x_0 - x^*\|^2.$$
which proves that \( f(X(t)) \) converges to \( f^* \) at a \( \mathcal{O}(1/t^2) \) rate.

One should note in particular that the dynamics is unconstrained, and the Euclidean distance is used in the definition of the Lyapunov function. As a consequence, discretizing the ODE (8.4) leads to a family of unconstrained, Euclidean accelerated methods. In the next section, we show that by combining elements from the Lyapunov analysis of Nesterov’s accelerated method and Nemirovski’s mirror descent, we can construct a much more general family of ODE systems which have the same \( \mathcal{O}(1/t^2) \) convergence guarantee, and which apply to constrained optimization with non-Euclidean geometries.

### 8.3 Lyapunov design of the dynamics

Let \( \| \cdot \|_* \) be a reference norm on the dual space \( E^* \), and let \( \psi^* \) be a distance generating function on \( E^* \), assumed to be \( L_{\psi^*} \)-smooth with respect to \( \| \cdot \|_* \). Consider the function

\[
V(X, Z, t) = \frac{t^2}{r^2} (f(X) - f^*) + D_{\psi^*}(Z, z^*)
\]

(8.5)

where \( Z \) is a dual variable for which we will design the dynamics, and \( z^* \) is its value at equilibrium. Given a \( C^1 \) trajectory \((X(t), Z(t))\), let

\[
\mathcal{V}(t) := V(X(t), Z(t), t).
\]

This function combines the Bregman divergence term of the mirror descent Lyapunov function \( \mathcal{V}^{\text{MD}} \) (which encodes the constraint set) and the first term of the Nesterov Lyapunov function \( \mathcal{V}^{\text{Nesterov}} \) (which encodes the desired quadratic convergence rate). We will now design the dynamics of \((X, Z)\) to make this candidate function a Lyapunov function. Taking the time-derivative of \( \mathcal{V}(t) \), we have

\[
\frac{d}{dt} \mathcal{V}(t) = \frac{d}{dt} V(X(t), Z(t), t)
= \frac{2t}{r^2} (f(X) - f^*) + \frac{t^2}{r^2} \left\langle \nabla f(X), \dot{X} \right\rangle + \left\langle \dot{Z}, \nabla \psi^*(Z) - \nabla \psi^*(z^*) \right\rangle
\]

(8.6)

Assume that \( \dot{Z} = -\frac{4}{\tau} \nabla f(X) \). Then, the time-derivative becomes

\[
\frac{d}{dt} \mathcal{V}(t) = \frac{2t}{r^2} (f(X) - f^*) - \frac{t}{\tau} \left\langle \nabla f(X), -\frac{t}{\tau} \dot{X} + \nabla \psi^*(Z) - \nabla \psi^*(z^*) \right\rangle.
\]

Therefore, if \( X \) satisfies \( X + \frac{t}{\tau} \dot{X} = \nabla \psi^*(Z) \), and \( \nabla \psi^*(z^*) = x^* \), then,

\[
\frac{d}{dt} \mathcal{V}(t) = \frac{2t}{r^2} (f(X) - f^*) - \frac{t}{\tau} \left\langle \nabla f(X), X - x^* \right\rangle
\leq \frac{2t}{r^2} (f(X) - f^*) - \frac{t}{\tau} (f(X) - f^*)
= -t \frac{r - 2}{r^2} (f(X) - f^*)
\]

(8.6)
and it follows that $V$ is a Lyapunov function whenever $r \geq 2$. The proposed ODE system is then given by the system (8.11), copied below:

$$
\begin{aligned}
\dot{Z} &= -\frac{t}{r} \nabla f(X), \\
\dot{X} &= \frac{r}{t} (\nabla \psi^*(Z) - X), \\
X(0) &= x_0, \quad Z(0) = z_0, \text{ with } \nabla \psi^*(z_0) = x_0.
\end{aligned}
$$

In the Euclidean case, taking $\psi^*(z) = \frac{1}{2} \|z\|^2_2$, we have $\nabla \psi^*(z) = z$, thus $Z = X + \frac{t}{r} \dot{X}$, and the ODE system is equivalent to $\frac{d}{dt} \left( X + \frac{t}{r} \dot{X} \right) = -\frac{t}{r} \nabla f(X)$, i.e. $\frac{d}{dt} \dot{X} + \frac{r+1}{r} \dot{X} + \frac{t}{r} \nabla f(X) = 0$, which is equivalent to the ODE (8.4) studied in [130], which we recover as a special case.

It is also important to observe that since $\nabla \psi^*$ maps into $\mathcal{X}$, then any primal solution $X(t)$ is viable (i.e. remains in the feasible set $\mathcal{X}$). Intuitively, since $\dot{X} = \frac{r}{t} (\nabla \psi^*(Z) - X)$, then $\dot{X}(t)$ always points inside the feasible set $\mathcal{X}$. In particular, whenever $X(t)$ is on the boundary of $E$, $\dot{X}(t)$ towards the interior of $\mathcal{X}$, thus guaranteeing that $X$ remains in $\mathcal{X}$. This argument is made more precise in the proof of Theorem 15 in the next section.

### 8.4 Existence, uniqueness and viability of the solution

First, we prove existence and uniqueness of a solution to the ODE system (8.11), defined for all $t > 0$. By assumption, both $\nabla f$ and $\nabla \psi^*$ are Lipschitz-continuous functions. Unfortunately, due to the $\frac{r}{t}$ term in the expression of $\dot{X}$, the function $(X, Z, t) \mapsto (\dot{X}, \dot{Z})$ is not Lipschitz at $t = 0$. However, one can work around this by considering a sequence of approximating ODEs, similarly to the argument used in [130]. We observe that, alternatively, we could have instead initialized the ODE at a positive time $t_0$, which avoids the degeneracy at $t = 0$. This will be indeed our approach for proving existence and uniqueness of the solution for the more general ODE studied in Chapter 9, see Theorem 18. We present this more elaborate proof in this section merely to satisfy mathematical curiosity of the interested reader, since for practical purposes, it does not matter at which time the ODE is initialized.

**Theorem 15.** Suppose $f$ is $C^1$, $\nabla f$ is $L_f$-Lipschitz and $\nabla \psi^*$ is $L_{\psi^*}$-Lipschitz. Let $x_0 \in \mathcal{X}$ and $z_0 \in E^*$ such that $\nabla \psi^*(z_0) = x_0$. Then the accelerated mirror descent ODE system (8.11) with initial condition $(x_0, z_0)$ has a unique maximal solution $(X, Z)$ (i.e. defined on a maximal interval) in $C^1([0, \infty), \mathbb{R}^n)$. Furthermore, the primal solution $X$ is viable, that is $X(t) \in \mathcal{X}$ for all $t \geq 0$.

By a solution to (8.11), we mean a pair of functions $(X, Z)$ that are $C^1$ on $[0, \infty)$, and which satisfy the differential equations for all $t > 0$. We first show existence and uniqueness
of a solution on any given interval $[0, T]$. Let $\delta > 0$, and consider the smoothed ODE system

$$\text{AMD}^\delta \begin{cases} 
\dot{Z} &= -\frac{t}{r} \nabla f(X), \\
\dot{X} &= \frac{r}{\max(t, \delta)} (\nabla \psi^*(Z) - X), \\
X(0) &= x_0, \quad Z(0) = z_0 \text{ with } \nabla \psi^*(z_0) = x_0.
\end{cases} \quad (8.7)$$

Since the functions $(X, Z) \mapsto -\frac{t}{r} \nabla f(X)$ and $(X, Z) \mapsto \frac{r}{\max(t, \delta)} (\nabla \psi^*(Z) - X)$ are Lipschitz for all $t \in [0, T]$, by the Cauchy-Lipschitz theorem (Theorem 2.5 in [132]), the system (8.7) has a unique solution $(X_\delta, Z_\delta)$ in $C^1([0, T])$. In order to show the existence of a solution to the original ODE, we use the following property of the solution to the smoothed ODE. The proof of Lemma 10 is deferred to the end of the chapter.

**Lemma 10.** Let $t_0 = \frac{2}{\sqrt{L_1 L_\psi^*}}$. Then the family of solutions $((X_\delta, Z_\delta)|_{[0, t_0)})_{\delta \leq t_0}$ is equi-Lipschitz-continuous and uniformly bounded. More precisely,

$$\|\dot{Z}_\delta(t)\| \leq \frac{3t}{r} \|\nabla f(x_0)\|,$$

$$\|\dot{X}_\delta(t)\| \leq \frac{(3 + r) L_\psi^* t}{2} \|\nabla f(x_0)\|.$$

**Proof of existence.** Consider the family of solutions $((X_\delta, Z_\delta), \delta_i = t_0 2^{-i})_{i \in \mathbb{N}}$ restricted to $[0, t_0]$. By Lemma 10, this family is equi-Lipschitz-continuous and uniformly bounded, thus by the Arzelà-Ascoli theorem, there exists a subsequence $((X_{\delta_i}, Z_{\delta_i}))_{i \in \mathbb{N}}$ that converges uniformly on $[0, t_0]$. Let $(\bar{X}, \bar{Z})$ be its limit. Then we prove that $(\bar{X}, \bar{Z})$ is a solution to the original ODE (8.11) on $[0, t_0]$.

First, since for all $i \in \mathbb{N}$, $X_{\delta_i}(0) = x_0$ and $Z_{\delta_i}(0) = z_0$, it follows that

$$\bar{X}(0) = \lim_{i \to \infty, i \in \mathbb{N}} X_{\delta_i}(0) = x_0,$$

$$\bar{Z}(0) = \lim_{i \to \infty, i \in \mathbb{N}} Z_{\delta_i}(0) = z_0,$$

thus $(\bar{X}, \bar{Z})$ satisfies the initial conditions. Next, let $t_1 \in (0, t_0)$, and let $(\bar{X}, \bar{Z})$ be the solution of the ODE (8.11) on $t \geq t_1$, with initial condition $(\bar{X}(t_1), \bar{Z}(t_1))$. Since $(X_{\delta_i}(t_1), Z_{\delta_i}(t_1))_{i \in \mathbb{N}} \to (\bar{X}(t_1), \bar{Z}(t_1))$ as $i \to \infty$, then by continuity of the solution w.r.t. initial conditions, we have that for some $\epsilon > 0$, $X_{\delta_i} \to \bar{X}$ uniformly on $[t_1, t_1 + \epsilon)$. But we also have $X_{\delta_i} \to \bar{X}$ uniformly on $[0, t_0]$, therefore $X$ and $\bar{X}$ coincide on $[t_1, t_1 + \epsilon)$, therefore $\bar{X}$ satisfies the ODE on $[t_1, t_1 + \epsilon)$. And since $t_1$ is arbitrary in $(0, t_0)$, this concludes the proof of existence.

**Proof of uniqueness.** It suffices to prove uniqueness on an open neighborhood of 0, since away from 0, uniqueness is guaranteed by the Cauchy-Lipschitz theorem.
Let $(X, Z)$ and $(\bar{X}, \bar{Z})$ be two solutions of the ODE (8.11), and let $\Delta_Z = Z - \bar{Z}$ and $\Delta_X = X - \bar{X}$. Then $\Delta_X, \Delta_Z$ are $C^1$, and we have

\[
\begin{align*}
\dot{\Delta}_Z &= -\frac{t}{r} (\nabla f(X) - \nabla f(\bar{X})) \\
\dot{\Delta}_X &= \frac{r}{t} \left( \nabla \psi^*(Z) - \nabla \psi^*(\bar{Z}) - \Delta_X \right) \\
\Delta_Z(0) &= \Delta_X(0) = 0
\end{align*}
\]

Let $A(t) = \sup_{u \in [0,t]} \left\| \Delta_Z(u) \right\|$, and $B(t) = \sup_{u \in [0,t]} \left\| \Delta_X(u) \right\|$. Note that $B(t)$ is finite since $\Delta_X$ is continuous on $[0,t]$. The finiteness of $A(t)$ will be established below. We have

\[
\left\| \dot{\Delta}_Z(t) \right\| = \frac{t}{r} \left\| \nabla f(X(t)) - \nabla f(\bar{X}(t)) \right\| \leq \frac{L_f t}{r} \left\| \Delta_X(t) \right\| \leq \frac{L_f t}{r} B(t).
\]

Dividing by $t$ and taking the supremum, we have

\[
A(t) \leq \frac{L_f}{r} B(t). \tag{8.8}
\]

Next, since $t^r \dot{\Delta}_X + rt^{r-1} \Delta_X = rt^{r-1} \left( \nabla \psi^*(Z) - \nabla \psi^*(\bar{Z}) \right)$, we have

\[
\frac{d}{dt} \left( t^r \Delta_X \right) = rt^{r-1} \left( \nabla \psi^*(Z) - \nabla \psi^*(\bar{Z}) \right).
\]

Therefore, integrating and taking norms

\[
t^r \left\| \Delta_X(t) \right\| \leq \int_0^t r^{r-1} \left\| \nabla \psi^*(Z(\tau)) - \nabla \psi^*(\bar{Z}(\tau)) \right\| d\tau \\
\leq rt^{r-1} \int_0^t L_{\psi^*} \left\| \Delta_Z(\tau) \right\| d\tau \\
\leq L_{\psi^*} rt^{r-1} A(t) \int_0^t \frac{\tau^2}{2} d\tau \\
= \frac{L_{\psi^*} rt^{r-1} A(t)}{6},
\]

where we used the fact that $\left\| \Delta_Z(\tau) \right\| = \left\| \int_0^\tau \dot{\Delta}_Z(u) du \right\| \leq \int_0^\tau u A(t) du = A(t) \frac{\tau^2}{2}$. Dividing by $t^r$ and taking the supremum,

\[
B(t) \leq \frac{L_{\psi^*} rt^2}{6} A(t). \tag{8.9}
\]

Combining (8.8) and (8.9), we have $A(t) \leq \frac{L_f L_{\psi^*} t^2}{6} A(t)$. It follows that $A(t) = 0$ for $0 \leq t < \sqrt{\frac{6}{L_f L_{\psi^*}}}$, which in turn implies that $B(t) = 0$ on the same interval. This concludes the proof. \qed
Proof of viability. We now prove that the primal solution $X$ remains in $\mathcal{X}$ for all $t$. Intuitively, since $\dot{X} = \frac{r}{t}(\nabla \psi^*(Z) - X)$, the derivative $\dot{X}$ will point towards $\mathcal{X}$, keeping $X(t)$ inside the feasible set.

Suppose by contradiction that there exists $t_1 > 0$ such that $x_1 = X(t_1) \notin \mathcal{X}$. Let $D = \sup_{t \in [0, t_1]} \|\nabla \psi^*(Z(t))\|$ (finite by continuity of the solution), and consider the restriction of the feasible set to the ball of radius $D$, $\bar{\mathcal{X}} = \mathcal{X} \cap \{x : \|x\| \leq D\}$. Then $\bar{\mathcal{X}}$ is convex and compact and does not contain $x_1$, so by the separation theorem, there exists a hyperplane that strictly separates $x_1$ and $\bar{\mathcal{X}}$. That is, there exists an affine functional $\ell(\cdot) = \langle u, \cdot \rangle - \alpha$, $u \in \mathbb{R}^n$, $\alpha \in \mathbb{R}$, such that $\ell(x_1) > 0$ and $\ell(x) < 0$ for all $x \in \bar{\mathcal{X}}$. Since the solution trajectory $X(t)$ is $C^1$, $t \mapsto \ell(X(t))$ is also $C^1$, and its time-derivative is $\dot{\ell}(X(t)) = \frac{d}{dt} \langle u, X(t) \rangle - \alpha = \langle u, \dot{X}(t) \rangle$.

We have $\ell(X(0)) < 0$ (since $x_0 \in \bar{\mathcal{X}}$) and $\ell(X(t_1)) > 0$, thus there exists $t_0$ such that $\ell(X(t_0)) = 0$ and $\ell(X(t)) > 0$ for all $t \in (t_0, t_1]$, that is, $t_0$ is the last time $X(t)$ crosses the separating hyperplane ($t_0$ is simply $\sup\{t \leq t_1 : \ell(X(t)) \leq 0\}$). Then by definition, $\ell(X(t_1)) - \ell(X(t_0)) > 0$, but by the mean value theorem, there exists $t_2 \in [t_0, t_1]$ such that

$$\frac{\ell(X(t_1)) - \ell(X(t_0))}{t_1 - t_0} = \dot{\ell}(X(t_2)) = \langle u, \dot{X}(t_2) \rangle$$

$$= \frac{r}{t} \langle u, \nabla \psi^*(Z(t_2)) - X(t_2) \rangle$$

$$= \frac{r}{t} (\ell(\nabla \psi^*(Z(t_2))) - \ell(X(t_2))) < 0$$

since $\nabla \psi^*(Z(t_2)) \in \bar{\mathcal{X}}$. This is a contradiction, which concludes the proof. \qed
8.5 Convergence rate

Now that we have proved the existence and uniqueness of the solution, it becomes straightforward to establish the convergence rate of the function values, using the Lyapunov function which motivated the dynamics.

**Theorem 16.** Suppose that $\nabla f$ and $\nabla \psi^*$ are Lipschitz. Let $(X(t), Z(t))$ be the solution to the accelerated mirror descent ODE (8.11) with $r \geq 2$. Then for all $t > 0$,

$$f(X(t)) - f^* \leq \frac{r^2 D_{\psi^*}(z_0, z^*)}{t^2}$$  \hspace{1cm} (8.10)

Furthermore, if $r > 2$, then $\int_0^\infty t(f(X(t)) - f^*)dt \leq \frac{r^2}{r - 2} D_{\psi^*}(z_0, z^*)$.

**Proof.** By construction of the ODE, we have $V(X(t), Z(t), t) = \frac{t^2}{r^2} (f(X(t)) - f^*) + D_{\psi^*}(Z(t), z^*)$ is a Lyapunov function. It follows that for all $t > 0$,

$$\frac{t^2}{r^2} (f(X(t)) - f^*) \leq V(X(t), Z(t), t) \leq V(x_0, z_0, 0) = D_{\psi^*}(z_0, z^*),$$

which proves the first inequality. Furthermore, we have that

$$\frac{d}{dt} V(X(t), Z(t), t) \leq -\frac{r - 2}{r^2} t(f(X(t)) - f^*),$$

thus, integrating from 0 to $T$ and rearranging, we have

$$\int_0^T t(f(X(t)) - f^*)dt \leq \frac{r^2}{r - 2} V(x_0, z_0, 0) = \frac{r^2}{r - 2} D_{\psi^*}(z_0, z^*),$$

which proves the second part of the claim.

**Remark 2.** The second part of the theorem indicates that the convergence rate is in fact better than $\Omega(1/t^2)$. Indeed, if $f(X(t)) - f^* \geq \frac{c}{t^2}$ for some positive constant $c$, then $\int_1^T t(f(X(t)) - f^*)dt \geq c \ln T$, which would contradict the theorem. We also observe that, although it seems from the bound (8.10) that smaller values of the parameter $r$ are better, the upper bound on the integral diverges as $r$ approaches 2, which indicates that smaller values of $r$ are not necessarily better. In Section 8.7, we will give another interpretation of the parameter $r$ as a damping coefficient, and we will further discuss its effect on convergence.

**Remark 3 (On scaling time).** Note that in continuous time, a faster convergence rate can be obtained by rescaling time. In other words, if $X(t)$ converges to the set of minimizers at the rate $r_1(t)$ in the sense that $f(X(t)) - f^* = \mathcal{O}(1/r_1(t))$ (where $r_1$ is an increasing function on $\mathbb{R}_+$), then given an increasing function $h : \mathbb{R}_+ \to \mathbb{R}_+$ such that $h(t) \geq t$, the trajectory $\tilde{X}(t) := X(h(t))$ satisfies $f(\tilde{X}(t)) - f^* = \mathcal{O}(1/r_2(t))$ where $r_2 = r_1 \circ h$ is a faster rate (i.e. $r_2(t) \geq r_1(t)$ for all $t$). Of course the spatial trajectories $\{X(t), t \in \mathbb{R}_+\}$ and $\{\tilde{X}(t), t \in \mathbb{R}_+\}$
coincide, but rescaling time seems to lead to faster convergence. Such a transformation is not possible in discrete time, as scaling time by a superlinear function would correspond to scaling up the step sizes, which would eventually violate the upper bounds on step sizes. Thus convergence rates do not have the same interpretation in continuous and discrete time. Since the quadratic rate of convergence is the optimal rate for first-order methods for convex optimization (according to the lower bounds derived by Nemirovski and Yudin [98]), it is natural to consider continuous dynamics with a time scale that gives a quadratic convergence rate, and to seek a discretization which preserves this rate.

8.6 Averaging interpretation

Starting from the equation $\dot{X} = \frac{t}{r} (\nabla \psi^*(Z(t)) - X(t))$, we can multiply both sides by $\frac{t}{r}$ and rearrange to obtain $\frac{t}{r} \dot{X}(t) + t^{-1}X(t) = t^{-1} \nabla \psi^*(Z(t))$. Integrating from 0 to $t$, and observing that $\frac{t}{r} \dot{X}(t) + t^{-1}X(t)$ is the time derivative of $\frac{t}{r}X(t)$, we have

$$\frac{t}{r}X(t) = \int_0^t \tau^{-1} \nabla \psi^*(Z(\tau))d\tau.$$

Finally, dividing by $\frac{t}{r}$, we have

$$X(t) = \frac{r}{t} \int_0^t \tau^{-1} \nabla \psi^*(Z(\tau))d\tau = \frac{\int_0^t \tau^{-1} \nabla \psi^*(Z(\tau))d\tau}{\int_0^t \tau^{-1}d\tau}.$$

Therefore the primal variable $X(t)$ can be interpreted as a weighted average of the trajectory $\nabla \psi^*(Z(\tau))$, $\tau \in [0, t]$, with time-varying weights $w(\tau) = \tau^{r-1}$. This interpretation formalizes a connection between acceleration and averaging, as observed in [50] for the unconstrained quadratic case. This also provides an intuitive interpretation of the parameter $r$: it controls the weights in the expression of $X$. A higher value of $r$ puts larger weights on the recent points $\nabla \psi^*(Z(t))$.

The accelerated mirror descent ODE can then be written in the equivalent form:

$$\begin{cases}
\dot{Z} = -\eta(t) \nabla f(X(t)), & \eta(t) = \frac{t}{r} \\
X(t) = \frac{\int_0^t w(\tau) \nabla \psi^*(Z(\tau))d\tau}{\int_0^t w(\tau)d\tau}, & w(\tau) = \tau^{r-1} \\
X(0) = x_0, & Z(0) = z_0 \text{ with } \nabla \psi^*(z_0) = x_0
\end{cases} \quad (8.11)$$

Here $Z$ is a dual variable which accumulates the negative gradient of $f$, at a rate $\eta(t) = \frac{t}{r}$, and $X$ is a weighted average of the “mirrored” dual trajectory $\nabla \psi^*(Z(\tau))$, $\tau \in [0, t]$, with weight function $w(\tau) = \tau^{r-1}$. We also note that since $\nabla \psi^*(Z(\tau))$ remains in $\mathcal{X}$ for all $\tau$, so does $X$, by convexity of the feasible set $\mathcal{X}$. This provides an alternate, simple proof of the viability of the solution (last part of Theorem 15).
8.7 Damped nonlinear oscillator interpretation

In this section, we will assume that $\psi^*$ is twice differentiable on all of $E^*$, and we will denote its Hessian at a point $z \in E^*$ by $\nabla^2 \psi^*(z)$, defined as $\nabla^2 \psi^*(z)_{ij} = \frac{\partial^2 \psi^*(z)}{\partial z_i \partial z_j}$. This assumption is not particularly restrictive, see Chapter B in the Appendix for examples. Writing $\frac{t}{r} \ddot{X} + X = \nabla \psi^*(Z)$ and taking the time-derivative, we have

$$\frac{t}{r} \dddot{X} + \frac{1}{r} \ddot{X} + \dot{X} = \nabla^2 \psi^*(Z) \dot{Z} = -\frac{t}{r} \nabla^2 \psi^*(Z) \nabla f(X).$$

Multiplying both sides by $\frac{t}{r}$, we have

$$\dddot{X} + \frac{r + 1}{t} \ddot{X} + \nabla^2 \psi^*(Z) \nabla f(X) = 0. \quad (8.12)$$

The initial condition for $\dot{X}$ is $\dot{X}(0) = 0$. To prove this, one can argue that for all $\delta > 0$, the solution to the smoothed ODE (8.7) satisfies $\dot{X}_\delta(0) = \frac{t}{r} (\nabla \psi^*(z_0) - x_0) = 0$, thus $\dot{X}(0)$ is also equal to zero since the solution $X$ is a limit point of the equi-Lipschitz family of solutions $(X_\delta)$.

The ODE (8.12) can be interpreted as a generalization of a damped nonlinear oscillator: In the unconstrained Euclidean case, we can take $\psi^*(z) = \frac{1}{2} \|z\|^2$, in which case $\nabla^2 \psi^*(Z)$ is the identity, then the ODE becomes $\dddot{X} + \frac{r + 1}{t} \ddot{X} + \nabla f(X) = 0$, and we recover ODE (8.4) studied in [130]. It can be interpreted as describing the evolution of a particle with position $X$, velocity $\dot{X}$ and acceleration $\dddot{X} = -\nabla f(X) - \frac{r + 1}{t} \ddot{X}$. The first term is a conservative force due to the scalar potential $f$, and the second term is a dissipative force proportional to the velocity, which can be thought of as a viscous friction term. Some properties of this system have been recently studied in [6]. Note that the damping constant $\frac{r + 1}{t}$ is time-dependent, and vanishes as time tends to infinity. The parameter $r$ can then be interpreted as a damping coefficient. Intuitively, the larger $r$, the more energy is dissipated. This is illustrated in Figure 8.3, which shows the solution trajectory of the ODE on a finite time interval, in a simplex-constrained example, with different values of $r$. In this case, a natural measure of the energy of the system is given by the mechanical energy, the sum of the potential energy $f(X)$ and the kinetic energy $\frac{1}{2} \|\dot{X}\|^2$,

$$E(t) = f(X(t)) + \frac{1}{2} \|\dot{X}(t)\|^2. \quad (8.13)$$

Taking the time-derivative of the energy, we have

$$\frac{d}{dt} E(t) = \left\langle \nabla f(X(t)) + \dot{X}(t), \dot{X}(t) \right\rangle$$

$$= \left\langle -\frac{r + 1}{t} \dot{X}(t), \dot{X}(t) \right\rangle$$

$$= -\frac{r + 1}{t} \|\dot{X}(t)\|^2.$$
which proves that the energy is non-increasing (and strictly decreasing as long as the particle is not at rest), as expected due to the presence of the dissipative friction term. In the next chapter, we will define a generalization of this energy function that is suited to the constrained case, see Section 9.4.

In the constrained case, the Hessian term $\nabla^2 \psi^*(Z)$ which appears in ODE (8.12) is a non-linear transformation that applies to the gradient, in order to keep the trajectory in the feasible set. Remarkably, this transformation is not static, it depends on the value of the dual variable, hence varies with time. Intuitively, whenever $\nabla \psi^*(Z)$ approaches the (relative) boundary of the feasible set, the term $\nabla^2 \psi^*(Z)$ should transform the gradient so that it points inside the feasible set. The role of the Hessian term will be further discussed in Section 9.5 in the next chapter.

**Figure 8.3:** Solution trajectories of the accelerated mirror descent ODE on a finite time interval $t \in [0,T]$, for simplex-constrained quadratic minimization, with different values of the parameter $r$. Larger values of $r$ result in more energy dissipation, and suppress oscillations, but because the time-horizon is finite, too much energy dissipation means that the trajectory does not make enough progress within $[0,T]$, as can be seen in plot (c). This example shows that the “best damping” is not necessarily obtained for smaller values of $r$, as one could think from the bound of Theorem 16.

### 8.8 On extending the dynamics to non-differentiable objective functions

In this section, we consider the case in which the objective function is non-differentiable. One such case of particular interest is composite optimization, in which the objective function can be decomposed into the sum of two terms $f = f_1 + f_2$ where $f_1$ is differentiable with Lipschitz gradient, and $f_2$ is a general convex function; this model covers many problems in machine learning, such as $\ell_1$-regularized regression, and many algorithms have been developed for composite optimization in discrete time, for example [100], as well as continuous time, for example [7]. In this section, we discuss how the Lyapunov argument can be extended to
non-differentiable functions. More precisely, assume that \( f \) is a closed and proper convex function (not necessarily differentiable), and denote by \( \partial f(x) \) the subdifferential of \( f \) at \( x \) (a closed and convex set). A natural way to extend the ODE (8.11) to this non-differentiable case is to replace the dual differential equation \( \dot{Z}(t) = -\frac{r}{t} \nabla f(X(t)) \) by the differential inclusion \( \dot{Z}(t) \in -\frac{r}{t} \partial f(X(t)) \). As we will see, this may not suffice to guarantee that the energy function \( V \) decreases along continuous solution trajectories. As observed by [130], the directional derivative \( f'(X; \dot{X}) \) plays a central role in deriving the correct dynamics in the non-differentiable case.

The (one-sided) directional derivative of \( f \) at \( x \) in the direction \( y \) is defined by

\[
f'(x; y) = \lim_{\epsilon \to 0^+, \epsilon > 0} \frac{f(x + \epsilon y) - f(x)}{\epsilon},
\]

where the limit can be \( +\infty \). It exists at any point \( x \) in the domain of \( f \) (i.e. where \( f \) is finite), and is a positively homogeneous convex function of \( y \), see Theorem 23.1 in [117]. Additionally, we have the following connection between the directional derivative and the subdifferential: By Theorem 23.4 in [117] we have that for all \( x \) in the interior of the domain of \( f \) (denoted int dom \( f \)), \( \partial f(x) \) is a non-empty compact set, and

\[
f'(x; y) = \sup_{g \in \partial f(x)} \langle g, y \rangle.
\]

Thus we can associate to \( f'(x; y) \) the set of subgradients which achieve the maximum (the supremum is attained since \( \partial f(x) \) is a compact set in this case). We will denote this set

\[
d(x; y) = \arg\max_{g \in \partial f(x)} \langle g, y \rangle.
\]

**Theorem 17.** Consider the energy function \( t \mapsto V(X(t), Z(t), t) = \frac{t^2}{2} (f(X(t)) - f^*) + D_{\psi^*}(Z(t), z^*) \) where \( f \) is a proper closed convex function, and suppose that \((X(t), Z(t))\) is a continuous and differentiable solution trajectory of the ODE

\[
\begin{cases}
    \dot{Z} \in -\frac{r}{t} d(X, \dot{X}) \\
    \dot{X} = \frac{r}{t} (\nabla \psi^*(Z) - X),
\end{cases}
\]

such that \( X(t) \) remains in the relative interior of the domain of \( f \). Then the energy function is differentiable and \( \frac{d}{dt} V(X(t), Z(t), t) \leq 0 \).

Since the energy function is decreasing, any continuous and differentiable solution will satisfy \( f(X(t)) - f^* = O(1/t^2) \) by a similar argument to Theorem 16. Note however that we do not discuss existence of such solutions in this case.
Proof. To prove that the energy function is differentiable, consider the difference quotient, defined for $\epsilon > 0$,

$$\Delta_t(\epsilon) = \frac{V(t + \epsilon) - V(t)}{\epsilon}$$

$$= \frac{t^2}{r^2} f(X(t + \epsilon)) - f(X(t)) + \frac{2t + \epsilon}{r^2} (f(X(t + \epsilon)) - f^*) + \frac{D_{\psi^*} (Z(t + \epsilon), z^*) - D_{\psi^*} (Z(t), z^*)}{\epsilon}.$$  

Using the fact that a convex function is locally Lipschitz on the relative interior of its domain (so that $f(x + o(\epsilon)) = f(x) + o(\epsilon)$), and that $D_{\psi^*}(Z(t), z^*)$ is differentiable, we have

$$\Delta_t(\epsilon) = \frac{t^2}{r^2} f(X(t) + \epsilon \dot{X}(t)) + o(\epsilon) - f(X(t)) + \frac{2t + \epsilon}{r^2} (f(X(t)) + o(1) - f^*) + \frac{d}{dt} D_{\psi^*} (Z(t), z^*) + o(1)$$

$$= \frac{t^2}{r^2} f(X(t) + \epsilon \dot{X}(t)) - f(X(t)) + \frac{2t}{r^2} (f(X(t)) - f^*) + \frac{d}{dt} D_{\psi^*} (Z(t), z^*) + o(1).$$  

The derivative of the Bregman divergence in (8.15) is

$$\frac{d}{dt} D_{\psi^*} (Z(t), z^*) = \langle \dot{Z}(t), \nabla \psi^* (Z(t)) - \nabla \psi^* (z^*) \rangle = \langle \dot{Z}(t), X(t) + \frac{t}{r} \dot{X}(t) - x^* \rangle.$$  

The first term in (8.15) converges, as $\epsilon \to 0$, to $f'(X; \dot{X})$. Combining the two limits, we have that the limit of $\Delta_t(\epsilon)$ exists and

$$\lim_{\epsilon \to 0, \epsilon > 0} \Delta_t(\epsilon) = \frac{t^2}{r^2} f'(X(t); \dot{X}(t)) + \frac{2t}{r^2} (f(X(t)) - f^*) + \langle \dot{Z}(t), X(t) + \frac{t}{r} \dot{X}(t) - x^* \rangle,$$

and if we let $\dot{Z}(t) = -\frac{t}{r} g(t)$, then

$$\lim_{\epsilon \to 0, \epsilon > 0} \Delta_t(\epsilon) \leq \frac{t^2}{r^2} \left( f'(X; \dot{X}) - \langle g, \dot{X} \rangle \right) + \frac{t}{r} (f(X) - f^* - \langle g, X - x^* \rangle),$$  

(8.16)

where we used the assumption that $r \geq 2$. Note that if $\dot{Z}$ satisfies the differential inclusion $\dot{Z}(t) \in -\frac{t}{r} \partial f(X(t))$ (in other words, $g(t)$ is a subgradient of $f$ at $X(t)$), then the second term in inequality (8.16) is non-positive by definition of a subgradient, but the first term $f'(X; \dot{X}) - \langle g, \dot{X} \rangle$ is non-negative by (8.14), and one cannot conclude that the energy is decreasing. This motivates our choice of the subgradient. Indeed, when $\dot{Z}(t) \in -\frac{t}{r} d(X; \dot{X})$ (in other words, $g(t)$ is a subgradient of $f$ at $X(t)$ that maximizes the linear functional $\langle \cdot, \dot{X}(t) \rangle$), the first term in inequality (8.16) is non-positive, therefore $\lim_{\epsilon \to 0, \epsilon > 0} \Delta_t(\epsilon) \leq 0$, which concludes the proof.  

Proof of Lemma 10

Let us rewrite the smoothed accelerated mirror descent ODE system

\[
\begin{aligned}
\dot{Z} &= -\frac{t}{r} \nabla f(X) \\
\dot{X} &= \frac{r}{\text{max}(t, \delta)} \left( \nabla \psi^*(Z) - X \right) \\
X(0) &= x_0, \ Z(0) = z_0 \text{ with } \nabla \psi^*(z_0) = x_0.
\end{aligned}
\]

By the Cauchy-Lipschitz theorem, there exists a unique solution \((X_\delta, Z_\delta)\) defined on \([0, \infty),\) and the solution is \(C^1\). Define, for \(t > 0,\)

\[
A_\delta(t) = \sup_{u \in [0, t]} \frac{\| \dot{Z}_\delta(u) \|}{u} \\
B_\delta(t) = \sup_{u \in [0, t]} \frac{\| X_\delta(u) - x_0 \|}{u} \\
C_\delta(t) = \sup_{u \in [0, t]} \| \dot{X}_\delta(u) \|
\]

These quantities are finite for the following reasons:

- \(\| X_\delta(u) - x_0 \|_u = \| \dot{X}_\delta(0) \| + o(1)\) near 0, thus \(B_\delta\) is finite.
- \(\| \dot{X}_\delta \|\) is continuous thus bounded on \([0, t],\) thus \(C_\delta\) is finite.
- Finiteness of \(A_\delta\) is a consequence of the following lemma.

To prove Lemma 10, we first need the auxiliary lemma below, that provides bounds on \(A_\delta, B_\delta, C_\delta.\)

Lemma 11. For all \(t,\)

\[
\begin{aligned}
rA_\delta(t) &\leq \| \nabla f(x_0) \| + L_f t B_\delta(t), \quad (8.17) \\
B_\delta(t) &\leq \frac{L_{\psi^*} r t}{6} A_\delta(t), \quad (8.18) \\
C_\delta(t) &\leq r \left( \frac{t L_{\psi^*}}{2} A_\delta(t) + B_\delta(t) \right). \quad (8.19)
\end{aligned}
\]

Proof. By definition of \(A_\delta\) and \(B_\delta,\) we have

\[
\begin{aligned}
\| Z_\delta(t) - z_0 \| &\leq \int_0^t \| \dot{Z}_\delta(v) \| dv \leq A_\delta(t) \int_0^t v dv = \frac{t^2}{2} A_\delta(t), \quad (8.20) \\
\| X_\delta(t) - x_0 \| &\leq t B_\delta(t).
\end{aligned}
\]
Now, from the first equation in (8.7), we have for all $0 < t \leq t_0$

\[
\frac{r}{t} \| \dot{Z}_\delta(t) \| = \| \nabla f(X_\delta(t)) \|
\leq \| \nabla f(x_0) \| + \| \nabla f(X_\delta(t)) - \nabla f(x_0) \|
\leq \| \nabla f(x_0) \| + L_f \| X_\delta(t) - x_0 \|
\]

$\nabla f$ is $L_f$-Lipschitz

Thus,

\[
ra_\delta(t) \leq \| \nabla f(x_0) \| + L_f t B_\delta(t).
\]

To prove inequality (8.18), we show that

\[
\| X_\delta(t) - x_0 \| \leq \max(\delta, t) \int_0^t \| \nabla \psi^*(Z_\delta(s)) - \nabla \psi^*(z_0) \| ds.
\]

We consider the two cases $t \leq \delta$ and $t \geq \delta$.

- Let $t \leq \delta$. From the second equation in (8.7), we have

\[
e^{\frac{rt}{\delta}} \left( \dot{X}_\delta + \frac{r}{\delta} (X_\delta - x_0) \right) = \frac{r}{\delta} e^{\frac{rt}{\delta}} (\nabla \psi^*(Z_\delta) - \nabla \psi^*(z_0)),
\]

i.e.,

\[
\frac{d}{dt} (X_\delta(t) - x_0) e^{\frac{rt}{\delta}} = \frac{r}{\delta} e^{\frac{rt}{\delta}} (\nabla \psi^*(Z_\delta(t)) - \nabla \psi^*(z_0)),
\]

thus integrating

\[
(X_\delta(t) - x_0) e^{\frac{rt}{\delta}} = \frac{r}{\delta} \int_0^t e^{\frac{rs}{\delta}} (\nabla \psi^*(Z_\delta(s)) - \nabla \psi^*(z_0)) ds
\]

dividing by $e^{\frac{rt}{\delta}}$ and taking norms we obtain the desired inequality.

- Let $t \geq \delta$. From the second equation in (8.7), we have

\[
t^r \left( \dot{X}_\delta + \frac{r}{t} (X_\delta - x_0) \right) = rt^{r-1} (\nabla \psi^*(Z_\delta) - \nabla \psi^*(z_0)),
\]

i.e.,

\[
\frac{d}{dt} (t^r(X_\delta(t) - x_0)) = rt^{r-1} (\nabla \psi^*(Z_\delta) - \nabla \psi^*(z_0)),
\]

thus integrating

\[
t^r(X_\delta(t) - x_0) = \int_0^t rs^{r-1} (\nabla \psi^*(Z_\delta(s)) - \nabla \psi^*(z_0)) ds
\]

dividing by $t^r$ and taking norms, we obtain the desired inequality.
Now we have
\[ \| X_\delta(t) - x_0 \| \leq \frac{r}{\max(\delta, t)} \int_0^t \left\| \nabla \psi^*(Z_\delta(s)) - \nabla \psi^*(z_0) \right\| ds \]
\[ \leq \frac{L_\psi^* r}{\max(\delta, t)} \int_0^t \| Z_\delta(s) - z_0 \| ds \] \quad \nabla \psi^* \text{ is } L_\psi^*-\text{Lipschitz} \]
\[ \leq \frac{L_\psi^* r}{\max(\delta, t)} \int_0^t \frac{s^2}{2} A_\delta(t) ds \]
\[ = \frac{L_\psi^* r t^2 A_\delta(t)}{6} \]
\[ \leq \frac{L_\psi^* r t^2 A_\delta(t)}{6}. \]

Dividing by \( t \) and taking the supremum, we have (8.18).

Finally, to bound \( C_\delta \), we have from the second equation in (8.7), for all \( 0 < t \leq t_0 \),
\[ \| \dot{X}_\delta(t) \| = \frac{r}{\max(\delta, t)} \left\| \nabla \psi^*(Z_\delta(t)) - X_\delta(t) \right\| \]
\[ \leq \frac{r}{\max(\delta, t)} \left( \left\| \nabla \psi^*(Z_\delta(t)) - \nabla \psi^*(z_0) \right\| + \| X_\delta(t) - x_0 \| \right) \]
\[ \leq \frac{r}{\max(\delta, t)} \left( L_\psi^* \| Z_\delta(t) - z_0 \| + \| X_\delta(t) - x_0 \| \right) \]
\[ \leq \frac{r}{\max(\delta, t)} \left( \frac{t^2}{2} L_\psi^* A_\delta(t) + t B_\delta(t) \right) \]
\[ \leq r \left( \frac{L_\psi^* t}{2} A_\delta(t) + B_\delta(t) \right), \]

which conclude the proof.

**Proof of Lemma 10.** First, we show that \( A_\delta, B_\delta, C_\delta \) are bounded on \([0, t_0]\), uniformly in \( \delta \). Combining (8.17) and (8.18), we have
\[ r A_\delta(t) \leq \| \nabla f(x_0) \| + L_f t B_\delta(t) \leq \| \nabla f(x_0) \| + L_f t \frac{L_\psi^* r t}{6} A_\delta(t). \]
Thus \( A_\delta(t) \left( 1 - \frac{L_\psi^* L_f t^2}{6} \right) \leq \frac{\| \nabla f(x_0) \|}{r} \). And when \( t \leq \frac{2}{\sqrt{L_f L_\psi^*}} \), \( 1 - \frac{L_\psi^* L_f t^2}{6} \geq \frac{1}{3} \), thus
\[ A_\delta(t) \leq \frac{3}{r} \| \nabla f(x_0) \|. \quad (8.21) \]
Next, we have
\[
C_\delta(t) \leq r \left( \frac{t L \psi^* A_\delta(t)}{2} + B_\delta(t) \right) \quad \text{by (8.19)}
\]
\[
\leq r \left( \frac{t L \psi^* A_\delta(t)}{2} + \frac{L \psi^* r t}{6} A_\delta(t) \right) \quad \text{by (8.18)}
\]
\[
\leq \frac{(3 + r) L \psi^* t}{2} \| \nabla f(x_0) \| \quad \text{by (8.21)}
\]

To conclude, we have for all \( t \in [0, t_0] \)
\[
\| \dot{Z}_\delta(t) \| \leq t A_\delta(t) \leq \frac{3t}{r} \| \nabla f(x_0) \|
\]
\[
\| \dot{X}_\delta(t) \| \leq C_\delta(t) \leq \frac{(3 + r) L \psi^* t}{2} \| \nabla f(x_0) \|
\]
which are bounded uniformly in \( \delta \) on \([0, t_0]\), thus the family is equi-Lipschitz-continuous on \([0, t_0]\). It also follows that it is uniformly bounded on the same interval. \( \square \)
Chapter 9

Generalized and Adaptive Averaging

9.1 Accelerated mirror descent with generalized averaging

In Chapter 8, we proposed an accelerated mirror descent ODE for constrained, smooth convex optimization, which was motivated by a simple Lyapunov argument. In particular, we showed in Section 8.6 that the ODE can be interpreted as coupled dynamics of a dual variable $Z(t)$ which evolves in the dual space $E^*$, and a primal variable $X(t)$ which is obtained as the weighted average of a non-linear transformation of the dual trajectory. More precisely,

$$
\begin{align*}
\dot{Z}(t) &= -\eta(t)\nabla f(X(t)), \quad \eta(t) = \frac{t}{r} \\
X(t) &= \frac{\int_0^t w(\tau)\nabla \psi^*(Z(\tau))d\tau}{\int_0^t w(\tau)d\tau}, \quad w(\tau) = \tau^{r-1} \\
X(0) &= \nabla \psi^*(Z(0)) = x_0,
\end{align*}
$$

where $r \geq 2$ is a fixed parameter, the initial condition $x_0$ is a point in the feasible set $\mathcal{X}$, and $\nabla \psi^*$ is a Lipschitz function, called the mirror operator, that maps from the dual space $E^*$ to the feasible set $\mathcal{X}$. We showed in Theorem 16 that the solution trajectories of this ODE exhibit a quadratic convergence rate, i.e. if $f^*$ is the minimum of $f$ over the feasible set, then $f(X(t)) - f^* \leq C/t^2$ for a constant $C$ which depends on the initial conditions. This formalized an interesting connection between acceleration and averaging, which had been observed in [50] in the special case of unconstrained quadratic minimization.

A natural question that arises is whether different averaging schemes can be used to achieve the same rate, or perhaps faster rates. In this chapter, we provide a positive answer.
We study a broader family of accelerated mirror descent dynamics, given by

\[
\text{AMD}_{w,\eta} \left\{ \begin{array}{l}
\dot{Z}(t) = -\eta(t)\nabla f(X(t)) \\
X(t) = \frac{X(t_0)W(t_0) + \int_{t_0}^{t} w(\tau)\nabla \psi^*(Z(\tau))d\tau}{W(t)}, \quad \text{with } W(t) = \int_0^t w(\tau)d\tau \\
X(t_0) = \nabla \psi^*(Z(t_0)) = x_0,
\end{array} \right.
\]

(9.1)

parameterized by two positive, continuous weight functions \(w\) and \(\eta\), where \(w\) is used in the averaging and \(\eta\) determines the rate at which \(Z\) accumulates gradients. This is illustrated in Figure 9.1. In this generalization, we choose to initialize the ODE at \(t_0 > 0\) instead of 0 (to guarantee existence and uniqueness of a solution, as discussed in Section 9.2).

![Figure 9.1: Illustration of AMD_{w,\eta}. The dual variable Z (red dashed line) evolves in the dual space \(E^*\), and accumulates negative gradients at a rate \(\eta(t)\), and the primal variable \(X(t)\) (green solid line) is obtained by averaging the mirrored trajectory \(\nabla \psi^*(Z(\tau)), \tau \in [t_0, t]\) (green dashed line), with weights \(w(\tau)\).](image)

We give a unified study of this ODE using a parameterized Lyapunov function given by

\[
V_r(X, Z, t) = r(t)(f(X) - f^*) + D_{\psi^*}(Z, z^*),
\]

(9.2)

where \(D_{\psi^*}\) is the Bregman divergence associated with \(\psi^*\), and \(r(t)\) is a desired convergence rate (a non-negative function defined on \(\mathbb{R}_+\)). This function is a generalization of the Lyapunov function used in Chapter 8. We give in Section 9.3 a sufficient condition on \(\eta, w\) and \(r\) for \(V_r\) to be a Lyapunov function for AMD_{w,\eta}. As an immediate consequence, we obtain that \(f(X(t))\) converges to \(f^*\) at the rate \(1/r(t)\) (Theorem 19), since whenever \(V_r\) is a Lyapunov function,

\[
f(x(t)) - f^* \leq \frac{1}{r(t)} V_r(X(t), Z(t), t) \leq \frac{1}{r(t)} V_r(x_0, z_0, t_0).
\]
In Section 9.4, we exhibit a natural energy function of the system and show that under the same conditions on $w, \eta$ and $r$, the energy is decreasing (Theorem 20). This provides further physical intuition on the dynamics. In Section 9.5, we give an equivalent formulation of AMD$_{w,\eta}$ written purely in the primal space. We give several examples of these dynamics for simple constraint sets. In particular, when the feasible set is the probability simplex, we derive in Section 9.6 an accelerated version of the replicator dynamics, an ODE that plays an important role in evolutionary game theory [135], viability theory [8], and has many applications including traffic systems [49], as discussed in Chapters 3.

Many heuristics have been developed to speed up the convergence of accelerated methods. Most of these heuristics consist in restarting the ODE (or the algorithm in discrete time) whenever a simple condition is met. When the function is strongly convex, and the strong convexity constant is known, then restarting the ODE at fixed intervals (which depend on the parameters of the function) can provably lead to exponential convergence. This is discussed in Section 9.7. For general, non-strongly convex functions, some heuristics have been proposed based on restarting. For example, a gradient restart heuristic is proposed in [105], in which the algorithm is restarted whenever the trajectory forms an acute angle with the gradient (which intuitively indicates that the trajectory is not making progress), and a speed restarting heuristic is proposed in [130], in which the ODE is restarted whenever the speed $\|\dot{X}(t)\|$ decreases (which intuitively indicates that progress is slowing). These heuristics are known to empirically improve the speed of convergence, but provide few guarantees. For example, the gradient restart in [105] is only studied for unconstrained quadratic problems, and the speed restart in [130] is only studied for unconstrained strongly convex problems. In particular, it is not guaranteed (to our knowledge) that these heuristics preserve the original convergence rate of the non-restarted method, when the objective function is not strongly convex. In Section 9.8, we propose a new heuristic that provides such guarantees, and that is based on a simple idea for adaptively computing the weights $w(t)$ along the solution trajectories (thus the weights become effectively a function of $X$ and $t$, and not a predefined function of time). The heuristic simply decreases the time derivative of the Lyapunov function $L_r(X(t), Z(t), t)$ whenever possible. Thus it preserves the $1/r(t)$ convergence rate.

In the next chapter, we will derive a discretization of the accelerated mirror descent dynamics and of our adaptive averaging heuristic which guarantees a quadratic rate of convergence. We will also give numerical experiments in which we compare the performance of these heuristics. The experiments indicate that adaptive averaging compares favorably to the restarting heuristics in all of the examples, and gives a significant improvement in many cases.

9.2 Existence, uniqueness and viability of the solution

We start by giving an equivalent form of AMD$_{w,\eta}$, which we use to briefly discuss existence and uniqueness of the solution. Writing the second equation as $X(t)W(t) - X(t_0)W(t_0) =$
\[
\int_{t_0}^t w(\tau) \nabla \psi^*(Z(\tau)) d\tau, \text{ then taking the time-derivative, we have}
\]
\[
\dot{X}(t)W(t) + X(t)w(t) = w(t)\nabla \psi^*(Z(t)).
\]

Thus the ODE is equivalent to
\[
\begin{cases}
\dot{X}(t) = -\eta(t)\nabla f(X(t)) \\
\dot{z}(t) = \frac{w(t)}{W(t)}(\nabla \psi^*(Z(t)) - X(t)) \\
X(t_0) = \nabla \psi^*(Z(t_0)) = x_0.
\end{cases}
\]

The following theorem guarantees existence, uniqueness and viability of the solution.

**Theorem 18.** Suppose that \(\nabla f\) and \(\nabla \psi^*\) are Lipschitz, and that \(w, \eta\) are continuous functions. Furthermore suppose that \(W(t_0) > 0\). Then \(AMD_{w,\eta}\) has a unique maximal solution (i.e. defined on a maximal interval) \((X(t), Z(t))\) in \(C^1([t_0, +\infty))\). Furthermore, the solution is viable, i.e. for all \(t \geq t_0\), \(X(t)\) belongs to the feasible set \(\mathcal{X}\).

**Proof.** By assumption, \(\nabla f\) and \(\nabla \psi^*\) are both Lipschitz, and \(w, \eta\) are continuous. Furthermore, \(W(t)\) is non-decreasing and continuous, as the integral of a non-negative function, thus \(w(t)/W(t) \leq w(t)/W(t_0)\). This guarantees that on any finite interval \([t_0, T]\), the functions \(\eta(t)\) and \(w(t)/W(t)\) are bounded. Therefore, \(-\eta(t)\nabla f(X)\) and \(\frac{w(t)}{W(t_0)}(\nabla \psi^*(Z) - X)\) are Lipschitz functions of \((X, Z)\), uniformly in \(t \in [t_0, T]\). By the Cauchy-Lipschitz theorem (e.g. Theorem 2.5 in [132]), there exists a unique \(C^1\) solution defined on \([t_0, T]\). Since \(T\) is arbitrary, this defines a unique solution on all of \([t_0, +\infty)\). Indeed, any two solutions defined on \([t_0, T_1]\) and \([t_0, T_2]\) with \(T_2 > T_1\) coincide on \([t_0, T_1]\). Finally, viability of the solution follows from the fact that \(\mathcal{X}\) is convex and \(X(t)\) is the weighted average of points in \(\mathcal{X}\), specifically, \(x_0\) and the set \(\{\nabla \psi^*(Z(\tau)), \tau \in [t_0, t]\}\). \(\Box\)

Note that in general, it is important to initialize the ODE at \(t_0\) and not at 0, since \(W(0) = 0\) and \(w(t)/W(t)\) can diverge at 0, in which case one cannot apply the Cauchy-Lipschitz theorem. It is possible however to prove existence and uniqueness with \(t_0 = 0\) for some choices of \(w\), by taking a sequence of Lipschitz ODEs that approximate the original one, as is done in the proof of Theorem 13. This is a technicality and does not matter for practical purposes, since the ODE can be initialized at any point in time.

### 9.3 Convergence guarantees

We now move to our main convergence result. Suppose that \(r\) is an increasing, positive differentiable function on \([t_0, +\infty)\), and consider the candidate Lyapunov function \(V_r\) defined in (9.2), where the Bregman divergence term is given by
\[
D_{\psi^*}(z, y) := \psi^*(z) - \psi^*(y) - \langle \nabla \psi^*(y), z - y \rangle,
\]
and $z^*$ is a point in the dual space such that $\nabla \psi^*(z^*) = x^*$ belongs to the set of minimizers $S$. Let $(X(t), Z(t))$ be the unique maximal solution trajectory of $\text{AMD}_{w, \eta}$, and let

$$V_r(t) := V_r(X(t), Z(t), t) = r(t)(f(X(t)) - f^*) + D_{\psi^*}(Z(t), z^*).$$

Taking the time-derivative of $V_r(t)$, we have

$$\frac{d}{dt} V_r(t) = \frac{d}{dt} V_r(X(t), Z(t), t)$$

$$= r'(t)(f(X(t)) - f^*) + r(t) \left\langle \nabla f(X(t)), \dot{X}(t) \right\rangle + \left\langle \dot{Z}(t), \nabla \psi^*(Z(t)) - \nabla \psi^*(z^*) \right\rangle$$

$$= r'(t)(f(X(t)) - f^*) + r(t) \left\langle \nabla f(X(t)), \dot{X}(t) \right\rangle + \left\langle -\eta(t)\nabla f(X(t)), X(t) + \frac{W(t)}{w(t)} \dot{X}(t) - x^* \right\rangle$$

$$\leq (f(X(t)) - f^*)(r'(t) - \eta(t)) + \left\langle \nabla f(X(t)), \dot{X}(t) \right\rangle \left( r(t) - \frac{\eta(t)W(t)}{w(t)} \right), \quad (9.4)$$

where we used the expressions for $\dot{Z}$ and $\nabla \psi^*(Z)$ from $\text{AMD}'_{w, \eta}$ in the second equality, and convexity of $f$ in the last inequality. Equipped with this bound, it becomes straightforward to give sufficient conditions for $V_r$ to be a Lyapunov function.

**Theorem 19.** Suppose that for all $t \in [t_0, +\infty)$,

1. $\eta(t) \geq r'(t)$ and
2. $\left\langle \nabla f(X(t)), \dot{X}(t) \right\rangle \left( r(t) - \frac{\eta(t)W(t)}{w(t)} \right) \leq 0.$

Then $V_r$ is a Lyapunov function for $\text{AMD}_{w, \eta}$, and for all $t \geq t_0$,

$$f(X(t)) - f^* \leq \frac{V_r(X(t_0), Z(t_0), t_0)}{r(t)}.$$

**Proof.** The two conditions, combined with inequality (9.4), imply that $\frac{d}{dt} V_r(X(t), Z(t), t) \leq 0$, thus $V_r$ is a Lyapunov function. Finally, since $D_{\psi^*}$ is non-negative, and the Lyapunov function is decreasing, we have

$$f(X(t)) - f^* \leq \frac{V_r(X(t), Z(t), t)}{r(t)} \leq \frac{V_r(X(t_0), Z(t_0), t_0)}{r(t)}.$$

which proves the claim. \qed

Note that the second condition depends on the solution trajectory $X(t)$, and may be hard to check a priori. However, we give one special case in which the condition trivially holds.

**Corollary 3.** Suppose that for all $t \in [t_0, +\infty)$, $\eta(t) = \frac{w(t)r(t)}{W(t)}$, and $\frac{w(t)}{W(t)} \geq \frac{r'(t)}{r(t)}$. Then $V_r$ is a Lyapunov function for $\text{AMD}_{w, \eta}$, and for all $t \geq t_0$, $f(X(t)) - f^* \leq \frac{V_r(X(t_0), Z(t_0), t_0)}{r(t)}$. 

Next, we describe a method to construct weight functions $w, \eta$ that satisfy the conditions of Corollary 3, given a desired rate $r$. Of course, it suffices to construct $w$ that satisfies $\frac{w(t)}{W(t)} \geq \frac{r'(t)}{r(t)}$ for all $t$, then to set $\eta(t) = \frac{w(t)r(t)}{W(t)}$. We can reparameterize the weight function by writing $\frac{w(t)}{W(t)} = a(t)$. We will refer to $a(t)$ as the normalized weight function. Then integrating from $t_0$ to $t$, we have $\frac{W(t)}{W(t_0)} = e^{\int_{t_0}^{t} a(r)dr}$, and

$$w(t) = w(t_0) \frac{a(t)}{a(t_0)} e^{\int_{t_0}^{t} a(r)dr}. \tag{9.5}$$

Therefore the conditions of the corollary are satisfied whenever $w(t)$ is of the form $\frac{a(t)}{a(t_0)} e^{\int_{t_0}^{t} a(r)dr}$ and $a : \mathbb{R}_+ \to \mathbb{R}_+$ is a continuous, positive function with $a(t) \geq \frac{r'(t)}{r(t)}$. Note that the expression of $w$ is defined up to the constant $w(t_0)$, which reflects the fact that the condition of the corollary is scale-invariant (if the condition holds for a function $w$, then it holds for $\alpha w$ for all $\alpha > 0$).

**Example 1.** Let $r(t) = \frac{\beta}{t}$ for some positive constant $\beta$. Then $r'(t)/r(t) = 2/t$, and we can take $a(t) = \frac{\beta}{t}$ with $\beta \geq 2$. Then $w(t) = \frac{a(t)}{a(t_0)} e^{\int_{t_0}^{t} a(r)dr} = \frac{\beta}{\beta/t_0} e^{\beta t/t_0} = (t/t_0)^{\beta - 1}$ and $\eta(t) = a(t)r(t) = \frac{\beta}{t}t$, and for $\beta = r$, we recover the weighting scheme used in Chapter 8.

**Example 2.** More generally, if $r(t) = \frac{\beta}{t^p}$ for some positive constant $r$, then $r'(t)/r(t) = p/t$, and we can take $a(t) = \frac{\beta}{t}$ with $\beta \geq p$. Then $w(t) = (t/t_0)^{\beta - 1}$, and $\eta(t) = a(t)r(t) = \frac{\beta}{t^p}t^{p-1}$.

### 9.4 Energy of the system

In this section, we exhibit a second energy function that is guaranteed to decrease under the same conditions of Theorem 19. This energy function, unlike the Lyapunov function $V_\tau$, does not guarantee a specific convergence rate. However, it captures a natural measure of energy in the system, and generalizes the mechanical energy in the damped oscillator interpretation of Section 8.7.

To define this energy function, we will use the following characterization of the inverse mirror map: By duality of the subdifferentials (e.g. Theorem 23.5 in [117]), we have for a pair of convex conjugate functions $\psi$ and $\psi^*$ that $x \in \partial \psi^*(x^*)$ if and only if $x^* \in \partial \psi(x)$. To simplify the discussion, we will assume that $\psi$ is also differentiable, so that $(\nabla \psi^*)^{-1} = \nabla \psi$ (this assumption can be relaxed). In what follows, we will denote by $X = \nabla \psi(X)$ and $Z = \nabla \psi^*(Z)$.

**Theorem 20.** Let $(X(t), Z(t))$ be the unique maximal solution of AMD$_{w, \eta}$, and let $\bar{X} = \nabla \psi(X)$. Consider the energy function

$$E_r(X, Z, t) = f(X) + \frac{1}{r(t)} D_{\psi^*}(Z, \bar{X}), \tag{9.6}$$
and let \( E_r(t) := E_r(X(t), Z(t), t) \). Then if \( w, \eta \) satisfy condition (2) of Theorem 19, \( E_r \) is a decreasing function of time.

**Proof.** To make the notation more concise, we omit the explicit dependence on time in this proof. We have \( D_{\psi^*}(Z, \dot{X}) = \psi^*(Z) - \psi^*(\dot{X}) - \langle X, Z - \dot{X} \rangle \). Taking the time-derivative, we have

\[
\frac{d}{dt} D_{\psi^*}(Z, \dot{X}) = \left\langle \nabla \psi^*(Z), \dot{Z} \right\rangle - \left\langle \nabla \psi^*(\dot{X}), \dot{\dot{X}} \right\rangle - \langle \dot{X}, Z - \dot{X} \rangle - \langle X, \dot{Z} - \dot{\dot{X}} \rangle
\]

Using the second equation in AMD\(_{w, \eta}\), we have \( \nabla \psi^*(Z) - X = \frac{1}{a} \dot{\dot{X}} \), and \( \langle \dot{X}, Z - \dot{X} \rangle = a \left( \nabla \psi^*(Z) - \nabla \psi^*(\dot{X}), Z - \dot{X} \right) \geq 0 \) by monotonicity of \( \nabla \psi^* \). Combining, we have

\[
\frac{d}{dt} D_{\psi^*}(Z, \dot{X}) \leq -\frac{\eta}{a} \left\langle \dot{X}, \nabla f(X) \right\rangle,
\]

and we can finally bound the derivative of \( E_r \): since \( r \) is increasing, \( r'/r^2 \) is positive, and

\[
\frac{d}{dt} E_r(t) = \left\langle \nabla f(X), \dot{X} \right\rangle + \frac{1}{r} \frac{d}{dt} D_{\psi^*}(Z, \dot{X}) - \frac{r'}{r^2} D_{\psi^*}(Z, \dot{X}) \leq \left\langle \nabla f(X), \dot{X} \right\rangle \left( 1 - \frac{\eta}{ar} \right).
\]

Therefore condition (2) of Theorem 19 implies that \( \frac{d}{dt} E_r(t) \leq 0 \).

This energy function can be interpreted, loosely speaking, as the sum of a potential energy given by \( f(X) \), and a generalization of the kinetic energy, given by \( \frac{1}{r(t)} D_{\psi^*}(Z, \dot{X}) \). Indeed, when the problem is unconstrained, then one can take \( \psi^*(z) = \frac{1}{2} \| z \|^2 \), in which case \( \nabla \psi^* = \nabla \psi = I \), the identity, and

\[
\frac{1}{r(t)} D_{\psi^*}(Z, \dot{X}) = \frac{1}{2r(t)} \| \dot{Z} - X \|^2 = \frac{1}{2r(t)a^2(t)} \| \dot{X} \|^2,
\]

a quantity proportional to the kinetic energy (in the quadratic case given in Example 1 we have \( r(t) = \frac{t^2}{r^2} \) and we can take \( a(t) = \frac{t}{r} \), so that \( \frac{1}{2r(t)a^2(t)} = \frac{1}{2} \), and the energy function reduces to the mechanical energy (8.13) studied in the oscillator interpretation in Chapter 8.

### 9.5 Primal Representation

An equivalent primal representation of the ODE AMD\(_{w, \eta}\) can be obtained by rewriting the equations in terms of \( \ddot{Z} = \nabla \psi^*(Z) \) and its derivatives (\( \ddot{Z} \) is a primal variable that remains in \( \mathcal{X} \), since \( \nabla \psi^* \) maps into \( \mathcal{X} \)). Taking the time derivative of \( \ddot{Z}(t) = \nabla \psi^*(Z(t)) \), we have

\[
\dot{\ddot{Z}}(t) = \nabla^2 \psi^*(Z(t)) \ddot{Z}(t) = -\eta(t) \nabla^2 \psi^* \circ \nabla \psi(\ddot{Z}(t)) \nabla f(X(t))
\]
where $\nabla^2\psi^*(z)$ is the Hessian of $\psi^*$ at $z$, defined as $\nabla^2\psi^*(z)_{ij} = \frac{\partial^2 \psi^*(z)}{\partial z_i \partial z_j}$. Then using the averaging expression for $X$, we can write AMD$_{w, \eta}$ in the following primal form

\[
\text{AMD}^p_{w, \eta} \left\{ \begin{aligned}
\dot{Z}(t) &= -\eta(t)\nabla^2\psi^* \circ \nabla\psi(Z(t)) \nabla f \left( x_0 W(t_0) + \int_{t_0}^t w(\tau) \dot{Z}(\tau) d\tau \right) \frac{1}{W(t)}
\dot{Z}(t_0) &= x_0.
\end{aligned} \right.
\tag{9.7}
\]

A similar derivation can be made for the mirror descent ODE without acceleration, which can be written as follows (see Section 8.2, and the original derivation of Nemirovski and Yudin in Chapter 3 in [98])

\[
\text{MD} \left\{ \begin{aligned}
\dot{Z}(t) &= -\nabla f(X(t))
X(t) &= \nabla\psi^*(Z(t))
X(t_0) &= x_0.
\end{aligned} \right.
\]

Note that this can be interpreted as a limit case of AMD$_{\eta, w}$ with $\eta(t) \equiv 1$ and $w(t)$ a Dirac function at $t$. Taking the time derivative of $X(t) = \nabla\psi^*(Z(t))$, we have $\dot{X}(t) = \nabla^2\psi^*(Z(t)) \dot{Z}(t)$, which leads to the primal form of the mirror descent ODE

\[
\text{MD}^p \left\{ \begin{aligned}
\dot{X}(t) &= -\nabla^2\psi^* \circ \nabla\psi(X(t)) \nabla f(X(t))
X(t_0) &= x_0.
\end{aligned} \right.
\tag{9.8}
\]

For some choices of $\psi$, $\nabla^2\psi^* \circ \nabla\psi$ has a simple expression. We give some examples below. The operator $\nabla^2\psi^* \circ \nabla\psi$ appears in both primal representations (9.7) and (9.8), and multiplies the gradient of $f$. It can be thought of as a transformation of the gradient which ensures that the primal trajectory remains in the feasible set, which will be illustrated in the examples below.

We also observe that in its primal form, AMD$_{w, \eta}$ is a generalization of the ODE family studied by Wibisono et al. in [136], which can be written as $\frac{d}{dt} \nabla\psi(X(t) + e^{-\alpha(t)} \dot{X}(t)) = -e^{\alpha(t)} + \beta(t) \nabla f(X(t))$, for which they prove the convergence rate $O(e^{-\beta(t)})$. This corresponds to setting, in our notation, $a(t) = e^\alpha(t)$, $r(t) = e^{\beta(t)}$ and taking $\eta(t) = a(t)r(t)$ (which corresponds to the condition of Corollary 3). The ODE studied in this section, AMD$_{w, \eta}$, is more general in that it does not assume the condition of Corollary 3, which will be essential in deriving the adaptive averaging heuristic in Section 9.8.

**Positive-orthant-constrained dynamics** Suppose that $\mathcal{X}$ is the positive orthant $\mathbb{R}_+^n$, and consider the negative entropy function $\psi(x) = \sum_{i=1}^n x_i \ln x_i$. Then its dual is $\psi^*(z) = \sum_{i=1}^n e^{z_i-1}$, and we have $\nabla\psi(x)_i = 1 + \ln x_i$ and $\nabla^2\psi^*(z)_{ij} = \delta^1_i e^{z_i-1}$, where $\delta^1_i$ is 1 if $i = j$ and 0 otherwise (see Section 3.4 in the appendix). Thus for all $x \in \mathbb{R}_+^n$, 

\[
\nabla^2\psi^* \circ \nabla\psi(x) = \text{diag}(x).
\]
Therefore, the primal forms \[9.8\] and \[9.7\], reduce to, respectively,

\[
\begin{aligned}
\forall i, \dot{X}_i &= -X_i \nabla f(X)_i \\
X(0) &= x_0
\end{aligned}
\]

\[
\begin{aligned}
\forall i, \dot{\check{Z}}_i &= -\eta(t) \check{Z}_i \nabla f(X(\check{Z}))_i \\
\check{Z}(t_0) &= x_0
\end{aligned}
\]

where for the second ODE we write \(X(\check{Z})\) compactly to denote the weighted average given by the second equation of AMD\(w,\eta\),

\[
X(\check{Z}) := \frac{X(t_0)W(t_0) + \int_{t_0}^{t} w(\tau) \check{Z}(\tau) d\tau}{W(t)}.
\]

When \(f\) is affine, the mirror descent ODE lead to Lotka-Volterra equation which has applications in economics and ecology. For the mirror descent ODE, one can verify that the solution remains in the positive orthant since \(\dot{X}\) tends to 0 as \(X\) approaches the boundary of the feasible set. Similarly for the accelerated version, \(\dot{\check{Z}}\) tends to 0 as \(\check{Z}\) approaches the boundary, thus \(\check{Z}\) remains feasible, and so does \(X\) by convexity.

### 9.6 The accelerated replicator dynamics

Now suppose that \(\mathcal{X}\) is the \(n\)-simplex, \(\mathcal{X} = \Delta = \{x \in \mathbb{R}^n_+ : \sum_{i=1}^n x_i = 1\}\). Consider the distance-generating function \(\psi(x) = \sum_{i=1}^n x_i \ln x_i + \delta_{\mathcal{X}}(x)\), where \(\delta_{\mathcal{X}}(\cdot)\) is the convex indicator function of the feasible set (see Section B.6 in the appendix). Then its conjugate is \(\psi^*(z) = \ln (\sum_{i=1}^n e^{z_i})\), defined on \(E^*\), and we have \(\nabla \psi(x)_i = 1 + \ln x_i\), \(\nabla \psi^*(z)_i = \frac{e^{z_i}}{\sum_k e^{z_k}}\), and \(\nabla^2 \psi^*(z)_{ij} = \frac{\delta^2 \sum_k e^{z_k} x_k - x_i x_j}{\left(\sum_k e^{z_k}\right)^2}\). Then it is simple to calculate

\[
\nabla^2 \psi^* \circ \nabla \psi(x)_{ij} = \frac{\delta^2 x_i x_j}{\sum_k x_k} - \frac{x_i x_j}{\left(\sum_k x_k\right)^2} = \delta^2 x_i - x_i x_j.
\]

Therefore, the primal forms \[9.8\] and \[9.7\] reduce to, respectively,

\[
\begin{aligned}
\forall i, \dot{X}_i + X_i \left(\nabla f(X)_i - \langle X, \nabla f(X)\rangle\right) &= 0 \\
X(0) &= x_0
\end{aligned}
\]

\[
\begin{aligned}
\forall i, \dot{\check{Z}}_i + \eta(t) \check{Z}_i \left(\nabla f(X)_i - \langle \check{Z}, \nabla f(X)\rangle\right) &= 0 \\
\check{Z}(0) &= x_0.
\end{aligned}
\]

The first ODE is the replicator dynamics analyzed in Chapter 3 for the congestion game. It has been studied for a long time, see [128] for a survey, and has many applications ranging from evolutionary game theory [135] and viability theory [8] to traffic networks and routing [49].
It is used to study large population dynamics, where one considers a population of players and a finite action set \( \{1, \ldots, n\} \), such that at time \( t \), \( X_i(t) \) is the proportion of players who adopt action \( i \). Then \( \nabla f_i(X) \) is the cost (or the negative fitness) of action \( i \) given the distribution \( X \). The ODE is called replicator as it can be obtained using a simple model of adaptive play as follows: at time \( t \), players are randomly matched in pairs, and if their
current actions are, respectively, \(i\) and \(j\), then the first player will switch to \(j\) (i.e. replicate the action of the second player) with a rate proportional to \(\nabla_j f(X) - \nabla_i f(X)\), and similarly for the second player. As a consequence, the rate of increase of \(X_i\) is simply the sum over all actions \(j\) of \(X_i X_j (\nabla_j f(X) - \nabla_i f(X))\), i.e.

\[
\dot{X}_i = \sum_{j=1}^{n} X_i X_j (\nabla_j f(X) - \nabla_i f(X))
\]

This example shows that the replicator dynamics can be accelerated simply by performing the original replicator update on the variable \(\tilde{Z}\), in which (i) the gradient of the objective function is scaled by \(\eta(t)\) at time \(t\), and (ii) the gradient is evaluated at \(X(t)\), the weighted average of the \(\tilde{Z}\) trajectory.

**Illustration of the operator \(\nabla^2 \psi^* \circ \nabla \psi(Z)\)**

Consider the accelerated replicator dynamics given above. This example can be used to illustrate the role of the Hessian term in Equation (9.7). Suppose that \(\nabla \psi^*(Z)\) approaches the relative boundary of the feasible set, say \(e_{Z_k}^0\) approaches 0. Then \((\nabla^2 \psi^*(Z) \nabla f(X))_{i_0} = \frac{\epsilon^2_{Z_0}}{\sum \epsilon^2_{Z_k}} (\nabla_{i_0} f(X) - \langle \nabla f(X), \frac{\epsilon^2_{Z_k}}{\sum \epsilon_{Z_k}} \rangle)\), also approaches 0. Figure 9.2 displays the vector field \(\nabla^2 \psi^*(Z) \nabla f(X)\) for different values of \(Z\), to illustrate this phenomenon.

**9.7 Restarting the ODE in the strongly convex case**

When the objective function is strongly convex with a known parameter, faster convergence can be obtained by restarting the ODE at fixed intervals. That is, for some period \(T\) which depends on the function parameters, if we call \(T_k = t_0 + kT\), we can define a trajectory \((X, Z)\) to be the union of the solutions, on each interval \([T_k, T_{k+1})\), of the ODE

\[
\begin{align*}
\dot{Z}(t) &= -\eta(t - T_k) \nabla f(X(t)) \\
X(t) &= \frac{X(T_k) W(t_0) + \int_{T_k}^{t} w(\tau - kT) \nabla \psi^*(Z(\tau)) d\tau}{W(t - kT)} \\
X(T_k) &= \nabla \psi^*(Z(T_k)) = x_{T_k}, \text{ where } x_{T_k} = X(T_k^-).
\end{align*}
\]  

(9.9)

That is, we solve a sequence of ODEs, one on each interval, and choose the initial conditions at the start of each interval so that the primal trajectory is continuous. The dual variable
Z is reinitialized at $T_k$ in order to satisfy $\nabla \psi^*(Z(T_k)) = X(T_k^-)$. Since $X(t)$ is the weighted average of the $\nabla \psi^*(Z(\tau))$ on the interval $[T_k, t]$, setting $\nabla \psi^*(Z(T_k)) = X(T_k^-)$ ensures continuity of the primal trajectory (but the dual trajectory is in general, discontinuous at $T_k$). We now present a simple restarting strategy in the strongly convex case.

**Theorem 21.** Suppose that the objective function $f$ is $\ell_f$-strongly convex, and that the distance generating function $\psi^*$ is $\ell_{\psi^*}$-strongly convex. Let $r(t)$ be a positive increasing rate function, and consider the ODE $\text{AMD}_{w,\eta}$, with $w, \eta, r$ satisfying the conditions of Theorem 19. Then the restarted ODE with period $T = r^{-1}(c(r(t_0) + \frac{1}{\ell_{\psi^*} \ell_f}))$, with $c > 1$, guarantees that for all $k \geq 0$ and all $t \in [T_k + 1, T_{k+1}]$,

$$f(X(t)) - f^* \leq r(T)c^{-\frac{1}{c}}(f(x_0) - f^*).$$

In other words, $f(X(t))$ converges exponentially to $f^*$, at a rate $\frac{1}{T}$. Note, however, that this method requires previous knowledge of the strong convexity parameter $\ell_f$.

**Proof.** By Theorem 19, we have for all $t \in [T_k, T_{k+1}]$,

$$f(X(t)) - f^* \leq \frac{1}{r(t - T_k)}V(X(T_k), Z(T_k), t_0)$$

$$= \frac{1}{r(t - T_k)}(r(t_0)(f(X(T_k)) - f^*) + D_{\psi^*}(Z(T_k), z^*)).$$

But since $\psi^*$ is strongly convex,

$$D_{\psi^*}(Z(T_k), z^*) \leq \frac{1}{\ell_{\psi^*}}\|\nabla \psi^*(Z(T_k)) - \nabla \psi^*(z^*)\|^2$$

by Proposition 23

$$= \frac{1}{\ell_{\psi^*}}\|X_{T_k} - x^*\|^2$$

$$\leq \frac{1}{\ell_{\psi^*} \ell_f}(f(X_k) - f^*)$$

by strong convexity of $f$.

Therefore,

$$f(X(t)) - f^* \leq \frac{1}{r(t - T_k)}(r(t_0) + \frac{1}{\ell_{\psi^*} \ell_f})(f(X(T_k)) - f^*)$$

Thus using a restarting interval $T = r^{-1}(c(r(t_0) + \frac{1}{\ell_{\psi^*} \ell_f}))$, and evaluating the last inequality at $t = T_{k+1}$, we have

$$f(X(T_{k+1})) - f^* \leq \frac{f(X(T_k)) - f^*}{c},$$
so by induction $f(X(T_k)) - f^* \leq \frac{f(x_0) - f^*}{c^k}$, and for $T_k + 1 \leq t \leq T_{k+1}$, we have

$$f(X(t)) - f^* \leq \frac{r(T)}{c} (f(X(t)) - f^*) \leq \frac{r(T) f(x_0) - f^*)}{c^k} = r(T) c^{-\frac{t}{T}} (f(x_0) - f^*)$$

since $k + 1 \geq \frac{t}{T}$.

This concludes the proof. \hfill \qed

### 9.8 Adaptive averaging

In this section, we propose an adaptive averaging heuristic for adaptively computing the weights $w$. Note that in Corollary 3, we simply set $a(t) = \frac{\eta(t)}{r(t)}$ so that

$$\langle \nabla f(X(t)), \dot{X}(t) \rangle \left( r(t) - \frac{\eta(t)}{a(t)} \right)$$

is identically zero (thus trivially satisfying condition (2) of Theorem 19). However, from the bound (9.4), if this term is negative, then this helps further decrease the Lyapunov function $V_r$ (as well as the energy function $E_r$). A simple strategy is then to adaptively define $a(t)$ as follows.

**Definition 13.** Consider the accelerated mirror descent ODE with generalized averaging $\text{AMD}_{w,\eta}$, and suppose the weight function $w$ is given by Equation (9.5). We say that the averaging is adaptive if the following conditions hold:

$$\begin{cases} a(t) = \frac{\eta(t)}{r(t)} & \text{if } \langle \nabla f(X(t)), \dot{X}(t) \rangle > 0, \\ a(t) \geq \frac{\eta(t)}{r(t)} & \text{otherwise.} \end{cases}$$

If we further suppose that $\eta(t) \geq r'(t)$, then the conditions of Theorem 19 and Theorem 20 are satisfied, which guarantees the decrease of the Lyapunov function $V_r$ and the energy function $E_r$.

**Theorem 22.** Let $r(t)$ be a positive increasing rate function, and consider accelerated mirror descent $\text{AMD}_{w,\eta}$ with adaptive averaging. Suppose that $\eta(t) \geq r'(t)$. Then $V_r$ is a Lyapunov function and the energy $E_r$ is non-increasing. In particular, we have for all $t \geq t_0$

$$f(X(t)) - f^* \leq \frac{V_r(X(t_0), Z(t_0), t_0)}{r(t)}$$

and adaptive averaging preserves the rate $r(t)$. 
In the next chapter, we will propose a discretization of the accelerated mirror descent ODE, both for adaptive and non-adaptive averaging schemes, which results in a family of accelerated first-order methods. We show that when \( r(t) \) is a quadratic, the discretization preserves the Lyapunov function, and as a consequence, it preserves the convergence rate. We also find that empirically, adaptive averaging significantly improves the speed of convergence.

**Example 3** (Adaptive averaging for quadratic rates). Let \( r(t) = \frac{t^2}{r^2} \) for some positive constant \( r \), and let \( \eta(t) = \frac{\beta t}{r^2} \) so that \( \eta(t) \geq \frac{r'(t)}{r(t)} \). Then \( a(t) \) is adaptive if

\[
\begin{cases}
    a(t) = \frac{\beta}{t} & \text{if } \langle \nabla f(X(t)), \dot{X}(t) \rangle > 0, \\
    a(t) \geq \frac{\beta}{t} & \text{otherwise.}
\end{cases}
\]

This defines an adaptive version of Example 1, the discrete version of which will be studied in further detail in the next chapter. One limiting example is to set \( a(t) = \frac{\beta}{t} \) if \( \langle \nabla f(X(t)), \dot{X}(t) \rangle > 0 \) and set \( a(t) \) to be constant otherwise (this is a limit case because it would violate continuity of \( a \)). It is worth observing that a constant \( a(t) \) over an interval corresponds to an exponential increase in the weight \( w(t) \) by Equation (9.3), while \( a(t) = \frac{\beta}{t} \) corresponds to the polynomial increase \( w(t) = w(t_0)(t/t_0)^{\beta-1} \). In other words, the adaptive averaging scheme would increase the weights polynomially by default, and exponentially whenever the trajectory is moving in a good direction, i.e. \( \langle \nabla f(X), \dot{X} \rangle \leq 0 \).
Chapter 10

Discretizing the Accelerated Dynamics

In this chapter, we show that with a careful discretization of the continuous-time accelerated mirror descent dynamics developed in Chapters 8 and 9, we can obtain a general family of accelerated first-order methods for constrained optimization, which have a quadratic rate of convergence. We start with a naive discretization using a forward-backward Euler scheme in Section 10.1 and discuss why such a discretization does not, in general, preserve the Lyapunov function associated to the ODE. In Section 10.2, we give a modification of the discretization, and prove in Section 10.3 that the modified scheme is consistent with the ODE (i.e. the continuous-time limit of the discrete difference equations still correspond to the original ODE). In Section 10.4, we prove that the proposed family of accelerated mirror descent (as well as adaptive averaging) preserve the Lyapunov function associated to the ODE, and as a consequence, these methods are guaranteed to have a quadratic convergence rate. We give a detailed example in Section 10.5 which corresponds to the discretization of the accelerated replicator dynamics studied in the previous chapter. We review and discuss different restarting heuristics in Section 10.6 and test these different methods on several numerical examples in Section 10.7. In particular, we compare the performance of restarting and adaptive averaging. The results indicate that adaptive averaging compares favorably to the best known heuristics, with significant improvements in some cases. Finally, we conclude this part of the thesis in Section 10.8 with a summary and discussion of our results, and with directions for future research.

10.1 Forward-backward Euler discretization

Using a mixed Euler scheme (forward in the $Z$ variable, and backward in the $X$ variable), see e.g. Chapter 2 in [36], we can discretize the ODE system (8.11) using a step size $\sqrt{s}$ as follows (the choice of the step size as $\sqrt{s}$ instead of $s$ will become clear in Section 10.2). Given a solution $(X, Z)$ of the ODE (8.11), consider the correspondence between discrete
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and continuous time, \( t_k = k\sqrt{s} \), and let

\[
x^{(k)} = X(t_k) = X(k\sqrt{s}).
\]

Starting from the second form of the accelerated mirror descent ODE with generalized averaging \( [9.3] \),

\[
\text{AMD}'_{w,\eta} \left\{ \begin{array}{l}
\dot{Z}(t) = -\eta(t)\nabla f(X(t)) \\
\dot{X}(t) = a(t)(\nabla\psi^*(Z(t)) - X(t)) \\
X(t_0) = \nabla\psi^*(Z(t_0)) = x_0,
\end{array} \right.
\]

and approximating \( \dot{X}(t_k) \) with \( X((t_k + \sqrt{s}) - X(t_k)) \), and, similarly, \( \dot{Z}(t_k) \) with \( Z((t_k + \sqrt{s}) - Z(t_k)) \), consider the Euler discretization, forward in \( X \) and backward in \( Z \),

\[
\begin{align*}
\frac{z^{(k+1)} - z^{(k)}}{\sqrt{s}} &= -\eta_k \nabla f(x^{(k)}), \\
\frac{x^{(k+1)} - x^{(k)}}{\sqrt{s}} &= a_{k+1} \left( \nabla\psi^*(z^{(k+1)}) - x^{(k+1)} \right),
\end{align*}
\]

where we have defined \( \eta_k := \eta(k\sqrt{s}) \) and \( a_k := a(k\sqrt{s}) \). The second equation can be rewritten as

\[
x^{(k+1)} = \frac{x^{(k)} + a_{k+1}\sqrt{s}\nabla\psi^*(z^{(k+1)})}{1 + a_{k+1}\sqrt{s}}.
\]

In other words, \( x^{(k+1)} \) is a convex combination of \( \nabla\psi^*(z^{(k)}) \) and \( x^{(k)} \) with coefficients \( \lambda_{k+1} = \frac{a_{k+1}\sqrt{s}}{1 + a_{k+1}\sqrt{s}} \) and \( 1 - \lambda_{k+1} = \frac{1}{1 + a_{k+1}\sqrt{s}} \). Note that since \( \nabla\psi^* \) maps into \( \mathcal{X} \), starting from \( x^{(0)} \in \mathcal{X} \) guarantees that \( x^{(k)} \) remains in \( \mathcal{X} \) for all \( k \). To summarize, our first discrete scheme can be written as

\[
\begin{align*}
z^{(k+1)} &= z^{(k)} - \eta_k \sqrt{s}\nabla f(x^{(k)}), \\
x^{(k+1)} &= \lambda_{k+1} \nabla\psi^*(z^{(k+1)}) + (1 - \lambda_{k+1})x^{(k)}, \quad \lambda_k = \frac{a_k\sqrt{s}}{1 + a_k\sqrt{s}}.
\end{align*}
\]

An equivalent form of the mirror descent update

When the primal distance generating function can be written as the restriction to \( \mathcal{X} \) of a differentiable function \( \Psi \) (Assumption 5 in the appendix), the mirror update \( z^{(k+1)} = z^{(k)} - \eta_k \sqrt{s}\nabla f(x^{(k)}) \) can be written in terms of the primal variable \( \hat{z}^{(k)} = \nabla\psi^*(z^{(k)}) \), see the discussion in Section 3.3 in the appendix.

In this case, the discretization can be written purely in terms of the primal variables \( x^{(k)} \) and \( \hat{z}^{(k)} \) as follows

\[
\begin{align*}
x^{(k+1)} &= \lambda_{k+1}\hat{z}^{(k+1)} + (1 - \lambda_{k+1})x^{(k)}, \quad \lambda_k = \frac{a_k\sqrt{s}}{1 + a_k\sqrt{s}}, \\
\hat{z}^{(k+1)} &= \arg\min_{x \in \mathcal{X}} \eta_k \sqrt{s} \langle \nabla f(x^{(k+1)}), x \rangle + D_\psi(x, \hat{z}^{(k)}).
\end{align*}
\]
We will eventually modify this scheme in order to be able to prove the quadratic convergence rate. However, we start by analyzing this version of the discretization to show that, in general, it fails to preserve the Lyapunov function from continuous time.

A candidate Lyapunov sequence

Motivated by the continuous-time Lyapunov function \( (9.2) \), and using the correspondence \( t_k = k\sqrt{s} \), consider the candidate Lyapunov sequence, defined for \( k \geq 1 \),

\[
v^{(k)}_r = V_r(x_{k-1}, z_k, t_k) = r_k(f(x^{(k-1)}) - f^*) + D_{\psi^*}(z^{(k)}, z^*),
\]

where \( r_k := r(k\sqrt{s}) \). Then we have

\[
v^{(k+1)}_r - v^{(k)}_r = r_{k+1}(f(x^{(k)}) - f^*) - r_k(f(x^{(k-1)}) - f^*) + D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\]

\[
= r_k(f(x^{(k)}) - f(x^{(k-1)})) + (r_{k+1} - r_k)(f(x^{(k)}) - f^*) + D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*).
\]

The difference of the Bregman divergences in the last equality can be bounded as follows

\[
D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\]

\[
= D_{\psi^*}(z^{(k+1)}, z^{(k)}) + \left\langle \nabla_{\psi^*}(z^{(k)}) - \nabla_{\psi^*}(z^*), z^{(k+1)} - z^{(k)} \right\rangle
\]

\[
= D_{\psi^*}(z^{(k+1)}, z^{(k)}) + \left\langle \frac{1}{a_k\sqrt{s}}(x^{(k)} - x^{(k-1)}) + x^{(k)} - x^* - \eta_k\sqrt{s}\nabla f(x^{(k)}) \right\rangle
\]

\[
\leq D_{\psi^*}(z^{(k+1)}, z^{(k)}) + \eta_k\sqrt{s}(f^* - f(x^{(k)})) + \frac{\eta_k}{a_k}(f(x^{(k-1)}) - f(x^{(k)})).
\]

where the first equality follows from the Bregman identity in Lemma 15, the second equality is by the discretization (10.1), and the last inequality is by convexity of \( f \). Combining the last inequality with the expression of \( v^{(k+1)}_r - v^{(k)}_r \), we have

\[
v^{(k+1)}_r - v^{(k)}_r \leq \sqrt{s}(f(x^{(k)}) - f^*) \left( \frac{r_{k+1} - r_k}{\sqrt{s}} - \eta_k \right) + (f(x^{(k)}) - f(x^{(k-1)})) \left( r_k - \eta_k \frac{a_k}{a_k} \right) + D_{\psi^*}(z^{(k+1)}, z^{(k)}).
\]

(10.4)

Let us compare this expression with the bound (9.4) on \( \frac{d}{dt}V_r(X(t), Z(t), t) \) in the continuous-time case, copied below.

\[
\frac{d}{dt}V_r(X(t), Z(t), t) \leq (f(X(t)) - f^*)(r'(t) - \eta(t)) + \left\langle \nabla f(X(t)), \dot{X}(t) \right\rangle \left( r(t) - \frac{\eta(t)}{a(t)} \right).
\]

We see that we obtain an analogous bound (where \( r'(t) \) is approximated by \( \frac{r_{k+1} - r_k}{\sqrt{s}} \)), except for the additional Bregman divergence term \( D_{\psi^*}(z^{(k+1)}, z^{(k)}) \). Using a discrete counterpart of the conditions of Theorem 19, we can guarantee that the first two terms in the bound (10.4) are non-positive, but due to the additional Bregman divergence term, we cannot immediately conclude that \( v^{(k)} \) is a Lyapunov sequence. This can be remedied by a modification of the discretization, described next.
10.2 Discrete-time accelerated mirror descent and adaptive averaging

In this section, we propose a modification of the Euler discretization, which preserves quadratic convergence rates, both for adaptive and non-adaptive averaging schemes. This results in a family of accelerated first-order methods, that generalizes Nesterov’s accelerated proximal method [101]. For faster rates \( r(t) = t^p, \ p > 2 \), it is also possible to discretize the ODE and preserve the convergence rate, as proposed by Wibisono et al. [136], at the expense of using higher-order methods. For example, for cubic convergence rates, their discretization results in Nesterov’s acceleration of regularized Newton method [99]. We focus on first-order methods since they are better suited to large-scale optimization, given the size and dimensionality of the data sets typically encountered in machine learning and modern data analysis applications.

First, we specialize the Euler discretization to the quadratic case. Following Example 1 and Example 3 (for the adaptive and non-adaptive version of the ODE), let \( r(t) = \frac{t^2}{r^2} \) for some positive parameter \( r \), and let \( \eta(t) = \frac{\beta t^2}{r^2} \) with \( \beta \geq 2 \), so that \( \eta(t) \geq r'(t) \) to satisfy the first condition of Theorem 19. We will keep a general normalized weight function \( a(t) \), to be able to analyze both the adaptive and non-adaptive versions of the algorithm. As a result, we have

\[
\begin{align*}
    r_k &= r(k\sqrt{s}) = \frac{k^2s}{r^2}, \\
    \eta_k &= \eta(k\sqrt{s}) = \frac{\beta k\sqrt{s}}{r^2},
\end{align*}
\]

and the discretization (10.2) becomes

\[
\begin{align*}
    x^{(k+1)} &= \lambda_{k+1} \hat{z}^{(k+1)} + (1 - \lambda_{k+1}) x^{(k)}, \quad \lambda_k = \frac{a_k\sqrt{s}}{1 + a_k\sqrt{s}}, \\
    \hat{z}^{(k+1)} &= \arg\min_{x \in X} \frac{\beta ks}{r^2} \langle \nabla f(x^{(k+1)}), x \rangle + D\psi(x, \hat{z}^{(k)}).
\end{align*}
\]

Next, in the expression of \( x^{(k+1)} = \lambda_k \nabla \psi^*(\hat{z}^{(k+1)}) + (1 - \lambda_k) x^{(k)} \), we propose to replace \( x^{(k)} \) with \( \tilde{x}^{(k+1)} \), obtained as the solution to the minimization problem

\[
\tilde{x}^{(k+1)} = \arg\min_{x \in X} \gamma s \langle \nabla f(x^{(k)}), x \rangle + R(x, x^{(k)}),
\]

where \( \gamma \) is a positive constant that scales the step size (the appropriate conditions on \( \gamma \) will be derived in Theorem 23), and \( R \) is regularization function that satisfies the following assumption:

Assumption 4. There exist \( 0 < \ell_R \leq L_R \) such that for all \( x, x' \in E \),

\[
\frac{\ell_R}{2} \| x - x' \|^2 \leq R(x, x') \leq \frac{L_R}{2} \| x - x' \|^2.
\]
In the Euclidean case, one can take $R$ to be the squared Euclidean distance, $R(x, x') = \frac{\|x-x'\|^2}{2}$, in which case $\ell_R = L_R = 1$ and the $\tilde{x}$ update becomes a prox-update. In the general case, one can take $R(x, x') = D_\phi(x, x')$ for some distance generating function $\phi$ which is $\ell_R$-strongly convex and $L_R$-smooth, in which case the $\tilde{x}$ update becomes a mirror update.

The resulting method is illustrated in Figure [10.1]. This algorithm is a generalization of Allen-Zhu and Orecchia’s interpretation of Nesterov’s method in [2], where $x^{(k+1)}$ is a convex combination of a mirror descent update and a gradient descent update.

![Figure 10.1: Illustration of the accelerated mirror descent method in discrete time.](image)

Adaptive and non-adaptive averaging

In order to fully specify the algorithm, we need to define the sequence of normalized weights $a_k$. In the non-adaptive version, using a discrete counterpart of Example 1 in which $a(t) = \frac{\beta}{t}$, we simply use the correspondence $t = k\sqrt{s}$ and set

$$a_k = \frac{\beta}{k\sqrt{s}}. \quad (10.6)$$

In the adaptive version, we propose a rule which is based on the continuous-time adaptive averaging heuristic in Example 3. Let

$$a_k \in \left\{ \frac{\beta}{k\sqrt{s}}, \min \left( a_{k-1}, \frac{\beta_{\text{max}}}{k\sqrt{s}} \right) \right\}, \text{ with } f(\overline{x}^{(k+1)}) - f(\overline{x}^{(k)}) > 0 \text{ only if } a_k = \frac{\beta}{k\sqrt{s}}. \quad (10.7)$$

This rule should be interpreted as follows: At iteration $k$, we try setting $a_k = \min \left( a_{k-1}, \frac{\beta_{\text{max}}}{k\sqrt{s}} \right)$, compute $x^{(k)}$, then evaluate $f(\overline{x}^{(k+1)}) - f(\overline{x}^{(k)})$. If this quantity is non-positive, we move to
the next iteration, otherwise we set $a_k = \frac{\beta}{k\sqrt{s}}$ then recompute $x^{(k)}$ and move to the next iteration. This guarantees the following properties, which will be essential in proving that the discretization preserves the Lyapunov function in Lemma 13, and the quadratic convergence rate in Theorem 23.

**Lemma 12.** The sequences $a_k$ defined following the non-adaptive and the adaptive schemes (10.6) and (10.7), both satisfy the following properties:

1. For all $k$, $\frac{\beta}{k\sqrt{s}} \leq a_k \leq \frac{\beta_{\max}}{k\sqrt{s}}$;
2. For all $k$, $\frac{1}{a_k \sqrt{s}} (f(\tilde{x}^{(k+1)}) - f(\tilde{x}^{(k)})) \leq \frac{k}{\beta} (f(\tilde{x}^{(k+1)}) - f(\tilde{x}^{(k)}))$.

The resulting methods are summarized below, in Algorithm 9 and Algorithm 10. To simplify the presentation, we chose to write all of the updates in the primal space. In both algorithms, the mirror descent update line 3 can be equivalently written in the dual space as

$$z^{(k+1)} = z^{(k)} - \frac{\beta_k s}{\gamma^2} \nabla f(x^{(k)})$$

$$\tilde{z}^{(k+1)} = \nabla \psi^* (z^{(k+1)})$$

**Algorithm 9** Accelerated mirror descent with non-adaptive averaging

**Parameters:** Distance generating function $\psi^*$,
- Regularizer $R$,
- Step size $s$,
- Initial point $x_0$,
- Weight rate $\beta \geq 2$.

1: Initialize $\tilde{x}^{(0)} = \tilde{z}^{(0)} = x_0$.
2: for $k \in \mathbb{N}$ do
3: $\tilde{z}^{(k+1)} = \arg\min_{\tilde{z} \in X} \frac{\beta_k s}{\gamma^2} \langle \nabla f(x^{(k)}), \tilde{z} \rangle + D_{\psi} (\tilde{z}, \tilde{z}^{(k)})$
4: $\tilde{x}^{(k+1)} = \arg\min_{\tilde{x} \in X} \gamma s \langle \nabla f(x^{(k)}), \tilde{x} \rangle + R(\tilde{x}, x^{(k)})$
5: $x^{(k+1)} = \lambda_{k+1} z^{(k+1)} + (1 - \lambda_{k+1}) \tilde{x}^{(k+1)}$, with $\lambda_k = \frac{\sqrt{a_k}}{1 + \sqrt{a_k}} = \frac{\beta}{\beta + k}$.
6: end for

### 10.3 Consistency of the discretization

One can show that given our assumptions on $R$, $\tilde{x}^{(k+1)} = x^{(k)} + \mathcal{O}(s)$. Indeed, we have

$$\frac{\ell R}{2} \|\tilde{x}^{(k+1)} - x^{(k)}\|^2 \leq R(\tilde{x}^{(k+1)}, x^{(k)}) \leq R(x^{(k)}, x^{(k)}) + \gamma s \langle \nabla f(x^{(k)}), x^{(k)} - \tilde{x}^{(k+1)} \rangle$$

$$\leq \gamma s \|\nabla f(x^{(k)})\|_* \|\tilde{x}^{(k+1)} - x^{(k)}\|$$
Algorithm 10 Accelerated mirror descent with adaptive averaging

**Parameters:** Distance generating function $\psi^*$,
- Regularizer $R$,
- Step size $s$,
- Initial point $x_0$,
- Weight rates $\beta^{\max} \geq \beta \geq 2$.

1: Initialize $\tilde{x}(0) = x_0$, $\tilde{z}(0) = x_0$, $a_1 = \frac{\beta}{\sqrt{s}}$
2: for $k \in \mathbb{N}$ do
3: \hspace{1em} $\tilde{z}^{(k+1)} = \arg\min_{\tilde{z} \in X} \frac{\beta ka}{\sqrt{t^2}} \left( \nabla f(x^{(k)}), \tilde{z} \right) + D\psi(\tilde{z}, \tilde{z}^{(k)})$,
4: \hspace{1em} $\tilde{x}^{(k+1)} = \arg\min_{\tilde{x} \in X} \gamma s \left( \nabla f(x^{(k)}), \tilde{x} \right) + R(\tilde{x}, x^{(k)})$
5: \hspace{1em} $x^{(k+1)} = \lambda_{k+1} \tilde{z}^{(k+1)} + (1 - \lambda_{k+1}) \tilde{x}^{(k+1)}$, with $\lambda_k = \frac{\sqrt{s} a_k}{1 + \sqrt{s} a_k}$.
6: \hspace{1em} $a_k \in \left\{ \frac{\beta}{k \sqrt{s}}, \min \left( a_{k-1}, \frac{\beta^{\max}}{k \sqrt{s}} \right) \right\}$, with $f(\tilde{x}^{(k+1)}) - f(\tilde{x}^{(k)}) > 0$ only if $a_k = \frac{\beta}{k \sqrt{s}}$.
7: end for

Therefore $\|\tilde{x}^{(k+1)} - x^{(k)}\| \leq s^2 \|\nabla f(x^{(k)})\|$-, which proves the claim. Using this observation, we can show that the modified discretization scheme is consistent with the original ODE (8.11), that is, the difference equations defining $x^{(k)}$ and $z^{(k)}$ converge, as $s$ tends to 0, to the ordinary differential equations of the continuous-time system (8.11). The difference equations of Algorithm 9 are equivalent to (10.1) in which $x^{(k)}$ is replaced by $\tilde{x}^{(k+1)}$, i.e.

$$
\begin{align*}
\frac{z^{(k+1)} - z^{(k)}}{\sqrt{s}} &= -\eta_k \nabla f(x^{(k)}) \\
\frac{x^{(k+1)} - \tilde{x}^{(k+1)}}{\sqrt{s}} &= a_{k+1} \left( \nabla \psi^*(z^{(k+1)}) - x^{(k+1)} \right).
\end{align*}
$$

Now suppose there exist $C^1$ functions $(X, Z)$, defined on $\mathbb{R}^+$, such that $X(t_k) \approx x^{(k)}$ and $Z(t_k) \approx z^{(k)}$ for $t_k = k \sqrt{s}$. Then, using the fact that $\tilde{z}^{(k)} = x^{(k)} + O(s)$, we have

$$
\frac{x^{(k+1)} - \tilde{x}^{(k+1)}}{\sqrt{s}} + O(\sqrt{s}) \approx \frac{x(t_k + \sqrt{s}) - X(t_k)}{\sqrt{s}} + O(\sqrt{s}) = \hat{X}(t_k) + O(\sqrt{s}),
$$

and similarly,

$$
\frac{z^{(k+1)} - z^{(k)}}{\sqrt{s}} \approx \hat{Z}(t_k) + o(1),
$$

therefore the difference equation system can be written as

$$
\begin{align*}
\hat{Z}(t_k) + o(1) &= -\eta_k \nabla f(X(t_k)) \\
\hat{X}(t_k) + O(\sqrt{s}) &= a(t_k + \sqrt{s}) \left( \nabla \psi^*(Z(t_k + \sqrt{s})) - X(t_k + \sqrt{s}) \right)
\end{align*}
$$

which converges to the ODE (8.11) as $s \to 0$.

10.4 Convergence guarantees

To prove convergence of the discrete accelerated mirror descent algorithms, we will show that the following sequence is a Lyapunov sequence,

$$
\tilde{v}^{(k)} = V_r(\tilde{x}^{(k)}, z^{(k)}, t_k) = \frac{k^2 s}{r^2} (f(\tilde{x}^{(k)}) - f^*) + D\psi^*(z^{(k)}, z^*).
$$
In the following, we will suppose that \( \beta_{\text{max}} \geq \beta \geq 2 \), that \( \psi^* \) is \( L_{\psi^*} \) smooth, and that \( R \) is \( \ell_R \) strongly convex and \( L_R \) smooth.

**Lemma 13.** Consider the sequence of iterates generated by Algorithm 9 or Algorithm 10. If \( \gamma \geq \frac{\beta \beta_{\text{max}} L_R L_{\psi^*}}{r^2} \) and \( s \leq \frac{\ell_R}{2 L_R \gamma} \), then

\[
\tilde{v}^{(k+1)} - \tilde{v}^{(k)} \leq \frac{(2k + 1 - k \beta) s}{r^2} f(\tilde{x}^{(k+1)} - f^*).
\]

It follows that if \( \beta \geq 3 \), \( \tilde{v}^{(k)} \) is non-increasing for \( k \geq 1 \).

As a consequence, we can prove that the discrete accelerated mirror descent algorithms exhibit a quadratic convergence rate.

**Theorem 23.** Accelerated mirror descent with adaptive and non-adaptive averaging, given in Algorithm 9 and Algorithm 10, with weight rate \( \beta_{\text{max}} \geq \beta \geq 3 \), and step sizes \( \gamma \geq \frac{\beta \beta_{\text{max}} L_R L_{\psi^*}}{r^2} \) and \( s \leq \frac{\ell_R}{2 L_R \gamma} \), guarantees that for all \( k > 0 \),

\[
f(\tilde{x}^{(k)}) - f^* \leq \frac{r^2 \tilde{v}^{(1)}}{sk^2}.
\]

Additionally, we can bound \( \tilde{v}^{(1)} \) in terms of the initial conditions of the algorithm as follows:

\[
\tilde{v}^{(1)} \leq D_{\psi^*}(z^{(0)}, z^*) + \frac{s}{r^2} (f(x^{(0)}) - f^*).
\]

**Proof.** Since \( \tilde{v}^{(k)} \) is a Lyapunov sequence for \( k \geq 1 \) by Lemma 13, we have

\[
f(\tilde{x}^{(k)}) - f^* \leq \frac{r^2 s}{sk^2} \tilde{v}^{(k)} \leq \frac{r^2 s}{sk^2} \tilde{v}^{(1)}.
\]

It remains to prove the bound on \( \tilde{v}^{(1)} \). By Lemma 13, we have

\[
\tilde{v}^{(1)} \leq \tilde{v}^{(0)} + \frac{s}{r^2} (f(\tilde{x}^{(1)}) - f^*) 
= D_{\psi^*}(z^{(0)}, z^*) + \frac{s}{r^2} (f(\tilde{x}^{(1)}) - f^*).
\]

To conclude, it suffices to show that \( f(\tilde{x}^{(1)}) \leq f(x^{(0)}) \). By definition, we have

\[
\tilde{x}^{(1)} = \arg \min_{\tilde{x} \in X} \gamma s \langle \nabla f(x^{(0)}), \tilde{x} \rangle + R(\tilde{x}, x^{(0)}),
\]

thus

\[
\gamma s \langle \nabla f(x^{(0)}), \tilde{x}^{(1)} \rangle + R(\tilde{x}^{(1)}, x^{(0)}) \leq \gamma s \langle \nabla f(x^{(0)}), x^{(0)} \rangle. \tag{10.8}
\]
Therefore,

\[
f(\bar{x}^{(1)}) - f(x^{(0)}) \\
\leq \langle \nabla f(x^{(0)}), \bar{x}^{(1)} - x^{(0)} \rangle + \frac{L_f}{2} \| \bar{x}^{(1)} - x^{(0)} \|^2 \quad \text{by Lemma 14}
\]

\[
\leq \langle \nabla f(x^{(0)}), \bar{x}^{(1)} - x^{(0)} \rangle + \frac{L_f}{\ell_R} R(\bar{x}^{(1)}, x^{(0)}) \quad \text{by assumption on } R
\]

\[
\leq \langle \nabla f(x^{(0)}), \bar{x}^{(1)} - x^{(0)} \rangle + \frac{1}{\gamma_s} R(\bar{x}^{(1)}, x^{(0)}) \quad \text{using that } L_f \ell_R \leq 1
\]

This concludes the proof. 

\[\square\]

**Proof of Lemma 13.** The difference \( \bar{v}^{(k+1)} - \bar{v}^{(k)} \) is given by

\[
\bar{v}^{(k+1)} - \bar{v}^{(k)} = \frac{(k + 1)^2 s}{\gamma^2} (f(\bar{x}^{(k+1)}) - f^*) - \frac{k^2 s}{\gamma^2} (f(\bar{x}^{(k)}) - f^*) + D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\]

and we start by bounding the difference in Bregman divergences.

\[
D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\]

\[
= -D_{\psi^*}(z^{(k)}, z^{(k+1)}) + \langle \nabla \psi^*(z^{(k+1)}) - \nabla \psi^*(z^*), z^{(k+1)} - z^{(k)} \rangle \quad \text{by Lemma 15}
\]

\[
\leq -\frac{1}{2L_{\psi^*}} \| \tilde{z}^{(k+1)} - \tilde{z}^{(k)} \|^2 + \left\langle \tilde{z}^{(k+1)} - x^*, -\frac{\beta ks}{\gamma^2} \nabla f(x^{(k)}) \right\rangle \quad \text{by Lemma 16 (10.9)}
\]

Now using the step from \( x^{(k)} \) to \( \bar{x}^{(k+1)} \), we have

\[
\bar{x}^{(k+1)} = \arg \min_{x \in \mathcal{X}} \gamma_s \left\langle \nabla f(x^{(k)}), x \right\rangle + R(x, x^{(k)})
\]

with \( \ell_R \| x - y \|^2 \leq R(x, y) \leq \frac{L_f}{2} \| x - y \|^2 \). Therefore, for any \( x \), \( R(x, x^{(k)}) \geq R(\bar{x}^{(k+1)}, x^{(k)}) + \gamma_s \left\langle \nabla f(x^{(k)}), \bar{x}^{(k+1)} - x^{(k)} \right\rangle \). We can write

\[
\tilde{z}^{(k+1)} - \tilde{z}^{(k)} = \frac{1}{\lambda_k} \left( \lambda_k \tilde{z}^{(k+1)} + (1 - \lambda_k) \bar{x}^{(k)} - x^{(k)} \right) = \frac{1}{\lambda_k} \left( d^{(k+1)} - x^{(k)} \right),
\]
where we have defined \( d^{(k+1)} \) in the obvious way. Thus

\[
\|\tilde{z}^{(k+1)} - \tilde{z}^{(k)}\|^2
= \frac{1}{\lambda_k^2} \|d^{(k+1)} - x^{(k)}\|^2
\geq \frac{1}{\lambda_k^2} \frac{2}{L_R} R(d^{(k+1)}, x^{(k)})
\geq \frac{1}{\lambda_k^2} \frac{2}{L_R} \left( R(\bar{x}^{(k+1)}, x^{(k)}) + \gamma_s \left\langle \nabla f(x^{(k)}), \bar{x}^{(k+1)} - d^{(k+1)} \right\rangle \right)
\geq \frac{1}{\lambda_k^2} \frac{2}{L_R} \left( R\left(\frac{\ell_R}{2}\|\bar{x}^{(k+1)} - x^{(k)}\|^2 + \gamma_s \left\langle \nabla f(x^{(k)}), \bar{x}^{(k+1)} - \lambda_k \tilde{z}^{(k+1)} - (1 - \lambda_k)\bar{x}^{(k)} \right\rangle \right) \right).
\]

Thus, multiplying by \( \frac{\lambda_k \beta L R}{2 \gamma r^2} \),

\[
\frac{\lambda_k \beta L R}{2 \gamma r^2} \|\tilde{z}^{(k+1)} - \tilde{z}^{(k)}\|^2
\geq \frac{\beta \ell_R}{2 \lambda_k \gamma r^2} \|\bar{x}^{(k+1)} - x^{(k)}\|^2 + \left\langle \frac{\beta k s}{r^2} \nabla f(x^{(k)}), \frac{1}{\lambda_k} \bar{x}^{(k+1)} - \tilde{z}^{(k+1)} - \frac{1 - \lambda_k}{\lambda_k} \bar{x}^{(k)} \right\rangle.
\]

Subtracting (10.10) from (10.9),

\[
D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\leq -\alpha_k \|\bar{x}^{(k+1)} - x^{(k)}\|^2 - \frac{\beta \ell_R}{2 \lambda_k \gamma r^2} \|\bar{x}^{(k+1)} - x^{(k)}\|^2
+ \left\langle \frac{\beta k s}{r^2} \nabla f(x^{(k)}), -x^* + \frac{1}{\lambda_k} \bar{x}^{(k+1)} - \frac{1 - \lambda_k}{\lambda_k} \bar{x}^{(k)} \right\rangle,
\]

where

\[
\alpha_k = \frac{1}{2 \lambda_{\psi^*}} - \frac{\beta k \lambda_k L R}{2 \gamma r^2}.
\]

Defining \( D_1^{(k+1)} = \|\bar{x}^{(k+1)} - x^{(k)}\|^2 \) and \( D_2^{(k+1)} = \|\tilde{z}^{(k+1)} - \tilde{z}^{(k)}\|^2 \), we can rewrite the last inequality as

\[
D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\leq -\alpha_k D_2^{(k+1)} - \frac{\beta \ell_R}{2 \lambda_k \gamma r^2} D_1^{(k+1)}
+ \frac{\beta k s}{r^2} \left\langle -\nabla f(x^{(k)}), \bar{x}^{(k+1)} - x^* \right\rangle + \frac{1 - \lambda_k}{\lambda_k} \frac{\beta k s}{r^2} \left\langle -\nabla f(x^{(k)}), \bar{x}^{(k+1)} - \bar{x}^{(k)} \right\rangle.
\]

By Lemma 14, we can bound the inner products as follows

\[
\left\langle \bar{x}^{(k+1)} - \bar{x}^{(k)}, -\nabla f(x^{(k)}) \right\rangle \leq f(\bar{x}^{(k)}) - f(\bar{x}^{(k+1)}) + \frac{L_f}{2} D_1^{(k+1)},
\]
\[
\left\langle \bar{x}^{(k+1)} - x^*, -\nabla f(x^{(k)}) \right\rangle \leq f^* - f(\bar{x}^{(k+1)}) + \frac{L_f}{2} D_1^{(k+1)}.
\]
Combining the last inequalities,
\[
D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*) \\
\leq -\alpha_k D_2^{(k+1)} - \frac{\beta k \ell_R}{2 \lambda_k \gamma r^2} D_1^{(k+1)} + \frac{\beta k s}{r^2} \left( f^* - f(\bar{x}^{(k+1)}) + \frac{L f D_1^{(k+1)}}{2} \right) + \frac{\beta k s}{r^2} \frac{1 - \lambda_k}{\lambda_k} \left( f(\bar{x}^{(k)}) - f(\bar{x}^{(k+1)}) + \frac{L f D_1^{(k+1)}}{2} \right)
\]

Combining with the previous inequality, we have
\[
\begin{align*}
\left\{ \begin{array}{l}
\beta_k = \frac{\beta k \ell_R}{2 \lambda_k \gamma r^2} - \frac{\beta k s L_f}{2 r^2} - \frac{\beta k s L_f}{2 r^2} \frac{1 - \lambda_k}{\lambda_k} = \frac{\beta k}{2 r^2 \lambda_k} \left( \frac{\ell_R}{\gamma} - L f s \right)
\end{array} \right.
\end{align*}
\]

Combining with the previous inequality, we have
\[
D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*) \\
\leq \frac{k^2 s}{r^2} \left( f(\bar{x}^{(k)}) - f(\bar{x}^{(k+1)}) \right) + \frac{\beta k s}{r^2} \left( f^* - f(\bar{x}^{(k+1)}) \right) - \alpha_k D_2^{(k+1)} - \beta_k D_1^{(k+1)}
\]

Finally, we obtain a bound on the difference \( \bar{\nu}^{(k+1)} - \bar{\nu}^{(k)} \):
\[
\bar{\nu}^{(k+1)} - \bar{\nu}^{(k)} \\
= \frac{(k+1)^2 s}{r^2} (f(\bar{x}^{(k+1)}) - f^*) - \frac{k^2 s}{r^2} (f(\bar{x}^{(k)}) - f^*) + D_{\psi^*}(z^{(k+1)}, z^*) - D_{\psi^*}(z^{(k)}, z^*)
\]

For the desired inequality to hold, it suffices that \( \alpha_k, \beta_k \geq 0 \), i.e.
\[
\left\{ \begin{array}{l}
\frac{1}{2 L_{\psi^*}} - \frac{\beta k \lambda_k L_R}{2 r^2 \gamma} \geq 0 \\
\frac{\beta k}{2 r^2 \lambda_k} \left( \frac{\ell_R}{\gamma} - L f s \right) \geq 0
\end{array} \right.
\]

i.e.
\[
\gamma \geq \frac{\beta k \lambda_k L_R L_{\psi^*}}{r^2}, \quad s \leq \frac{\ell_R}{L f \gamma}.
\]
To simplify the condition on $\gamma$, we observe that $\lambda_k = \frac{1}{1 + \sqrt{s}a_k}$, and since $a_k \leq \frac{\beta_{\text{max}}}{k\sqrt{s}}$ by Lemma 12, we have

$$\beta_k \lambda_k \leq \frac{\beta k}{1 + \frac{k}{\beta_{\text{max}}}} \leq \beta \beta_{\text{max}}.$$ 

So it is sufficient that

$$\begin{cases}
\gamma \geq \beta \beta_{\text{max}} L_R L_{\psi^*}, \\
s \leq \frac{\ell_R}{L_{f^*}},
\end{cases}$$

which concludes the proof.

10.5 Accelerated entropic descent

We give an instance of Algorithms 9 and Algorithm 10 for simplex-constrained problems, which corresponds to a discretization of the accelerated replicator dynamics studied in Section 9.6. Suppose that $\mathcal{X} = \Delta^n = \{x \in \mathbb{R}^n_+ : \sum_{i=1}^n x_i = 1\}$ is the probability simplex in $\mathbb{R}^n$. Taking $\psi$ to be the negative entropy on $\Delta$, we have for $x \in \mathcal{X}, z \in E^*$,

$$\psi(x) = \sum_{i=1}^n x_i \ln x_i, \quad \psi^*(z) = \ln \left( \sum_{i=1}^n e^{z_i} \right), \quad \nabla \psi(x)_i = 1 + \ln x_i, \quad \nabla \psi^*(z)_i = \frac{e^{z_i}}{\sum_{j=1}^n e^{z_j}}.$$ 

The resulting mirror descent update is a simple entropy projection and can be computed exactly in $O(n)$ operations (since the projection is given in closed form by the expression of $\nabla \psi^*$), and $\psi^*$ can be shown to be 1-smooth w.r.t. $\|\cdot\|_\infty$, see for example [15, 24]. For the second update, we take $R(x, y) = D_{\phi}(x, y)$ where $\phi$ is a smoothed negative entropy function defined as follows: let $\epsilon > 0$, and let

$$\phi(x) = \epsilon \sum_{i=1}^n (x_i + \epsilon) \ln(x_i + \epsilon) + \delta_\Delta(x).$$

Although no simple expression is known for the mirror operator $\nabla \phi^*(z) = \arg \max_x \langle z, x \rangle - \phi(x)$, it can be solved efficiently, in $O(n \log n)$ time using a deterministic algorithm, or $O(n)$ expected time using a randomized algorithm, see Appendix C. Additionally, $D_\phi$ satisfies our assumptions: $\phi$ is $\frac{1}{1 + ne}$-strongly convex w.r.t. $\|\cdot\|_1$, and 1-smooth w.r.t. $\|\cdot\|_\infty$. The resulting accelerated mirror descent method on the simplex can then be implemented efficiently, and by Theorem 23, it is guaranteed to converge in $O(1/k^2)$ whenever $\gamma \geq 1$ and $s \leq \frac{\epsilon}{2(1 + ne)L_{f^*}}$.

10.6 Restarting in discrete time

In this section, we adapt the restarting heuristics proposed by O’Donoghue and Candès in [105], and Su et al. in [130]. In Section 9.7, we motivated restarting in continuous time.
for strongly convex functions, by observing that restarting at fixed intervals (determined by the strong convexity parameter of the objective), allows us to recover linear convergence. Even when the function is not strongly convex, restarting can be intuitively motivated by the observation that because of the “memory” in the solution (both in the dual variable $Z(t) = Z(0) + \int_0^t -\tau \nabla f(X(\tau))$, which accumulates gradients, and the primal variable due to averaging), the trajectory may point in a bad direction at a given time $t$. Thus, one can restart the ODE whenever a given condition is met, by resetting time to zero and reinitializing it at the current point, effectively wiping the memory of the solution.

Recall that in continuous-time, the algorithm is restarted at a given time $T_k$, by solving a new ODE given by (9.9), in which time is shifted by $-T_k$, and the dual variable is reinitialized to have $\nabla \psi^*(Z(T_k)) = X(T_k^{-})$ (to ensure continuity of the primal trajectory).

We define restarting in discrete time similarly to the continuous time: The algorithm is restarted at time $K$ simply by shifting future time by $-K$, and setting the dual variable $z(k+1)$ such that $\nabla \psi^*(z(k+1))$ coincides with the current iterate $x(k+1)$. This is summarized in Algorithm 11, where we give a general template for the restarted version of Algorithm 9; specific restarting conditions are discussed below.

**Algorithm 11** Accelerated mirror descent with restarting

**Parameters:** Distance generating function $\psi^*$,
- Regularizer $R$,
- Step size $s$,
- Initial point $x_0$,
- Weight rate $\beta \geq 2$.

1: Initialize $K = 0$, $\tilde{x}(0) = \tilde{z}(0) = x_0$.
2: for $k \in \mathbb{N}$ do
3: \[ \tilde{z}(k+1) = \arg\min_{\tilde{z} \in \mathcal{X}} \frac{\beta}{s} \frac{(k-K)s}{\tau^2} \langle \nabla f(x(k)), \tilde{z} \rangle + D_{\psi}(\tilde{z}, \tilde{z}(k)) \]
4: \[ \tilde{x}(k+1) = \arg\min_{\tilde{x} \in \mathcal{X}} s \langle \nabla f(x(k)), \tilde{x} \rangle + R(\tilde{x}, x(k)) \]
5: \[ x(k+1) = \lambda_k z(k+1) + (1 - \lambda_k z(k+1)) x(k+1), \text{ with } \lambda_k = \frac{\sqrt{sA_k}}{1+\sqrt{sA_k}} = \frac{\beta}{\beta+k}. \]
6: if Restart condition then
7: \[ K \leftarrow k \]
8: \[ z(k+1) \leftarrow x(k+1) \]
9: end if
10: end for

Many restarting conditions have been proposed in recent literature, motivated by unconstrained continuous-time optimization. We review some of these conditions below.

(i) Gradient restart condition \[105\]: $\langle x(k+1) - x(k), \nabla f(x(k)) \rangle > 0$. Intuitively, the algorithm is restarted whenever the trajectory makes an acute angle with the gradient, i.e. the trajectory is moving in a bad direction.
(ii) Function restart condition \[105\]: \( f(x^{(k+1)}) \geq f(x^{(k)}) \). This condition is similar to the gradient condition, since one has \( f(x^{(k+1)}) \geq f(x^{(k)}) + \langle \nabla f(x^{(k)}), x^{(k+1)} - x^{(k)} \rangle \) by convexity of \( f \), thus the second condition is implied by the first.

(iii) Speed restart condition \[130\]: \( \|x^{(k+1)} - x^{(k)}\| < \|x^{(k)} - x^{(k-1)}\| \). This condition was proposed by Su et al. in \[130\], and is motivated by the unconstrained Euclidean case: intuitively, the speed starts to decrease whenever the trajectory points in a bad direction.

We test these restarting heuristics numerically in the next section, compare them to our adaptive averaging heuristic, and discuss their empirical performance and qualitative differences.

10.7 Numerical experiments

To illustrate our results, we implement the accelerated mirror descent methods developed in this chapter, in Algorithms \[9\], \[10\] and \[11\] on simplex-constrained problems in \( \mathbb{R}^n \), first for \( n = 3 \), to be able to visualize the probability simplex and the solution trajectories, then in higher dimension to better evaluate the performance of the method. We run the algorithm on the following objective functions:

1. A quadratic \( f(x) = \langle x - x^*, Q(x - x^*) \rangle \) for a random positive definite matrix \( Q \).

2. A weakly convex function given by \( f(x) = g(x_1 - x_1^*)^2 + (x_2 - x_3)^2 \), where \( g(x) = \min(x + \alpha, \max(0, x - \alpha)) \). The set of minimizers of the second problem is the segment given by \( \{ x \in \Delta : x_1 \in [x_1^* - \alpha, x_1^* + \alpha] \text{ and } x_2 = x_3 \} \). In the plots, the set of minimizers is visualized as a solid black segment.

3. A linear function \( f(x) = \langle c, x \rangle \).

We compare the following methods:

1. The mirror descent method without acceleration.

2. The accelerated mirror descent method with non-adaptive weights given in Algorithm \[9\] (in which the normalized weights follow a predetermined schedule given by \( a_k = \frac{\eta k}{r_k} = \frac{\beta}{k \sqrt{s}} \)),

3. Accelerated mirror descent with adaptive averaging, given in Algorithm \[10\],

4. The gradient restarting heuristic in \[105\], in which the algorithm is restarted from the current point whenever \( \langle \nabla f(x^{(k)}), x^{(k+1)} - x^{(k)} \rangle > 0 \),

5. The speed restarting heuristic in \[130\], in which the algorithm is restarted from the current point whenever \( \|x^{(k+1)} - x^{(k)}\| \leq \|x^{(k)} - x^{(k-1)}\| \).
We omit the function restarting heuristic, since in practice, it has a very similar behavior and performance to the gradient restarting heuristic. We implement the accelerated entropic descent algorithm proposed in Section 10.5, with parameter $\beta = r$, so the Lyapunov rate and the dual weight function are given by $r_k = \frac{k^2 s}{r}$, $\eta_k = \frac{k s}{r}$, according to Equation (10.5).

The corresponding code and videos are available at the following url: http://www.github.com/walidk/AcceleratedMirrorDescent.

The results are shown in Figures 10.2, 10.3 and 10.4 for the experiments in $\mathbb{R}^3$. Each subfigure is divided into four plots: Clockwise from the top left, we show the value of the objective function $f(\bar{x}(k))$, the trajectory on the simplex, viewed as a subset of $\mathbb{R}^2$, the value of the energy function $e_r(k) := E_r(\bar{x}(k), z(k), k\sqrt{s})$, and the value of the Lyapunov function $v_r(k) := V_r(\bar{x}(k), z(k), k\sqrt{s})$. They are given by the following expressions:

\[
e_r(k) = E_r(\bar{x}(k), z(k), k\sqrt{s}) = f(\bar{x}(k)) + \frac{r^2}{k^2 s} D_{KL}(\bar{x}(k), \bar{z}(k)),
\]
\[
v_r(k) = V_r(\bar{x}(k), z(k), k\sqrt{s}) = \frac{k^2 s}{r^2} (f(\bar{x}(k)) - f^*) + D_{KL}(\bar{x}(k), \bar{z}(k)).
\]

**Effect of acceleration**

The accelerated mirror descent method exhibits a polynomial convergence rate, which is empirically faster than the $\mathcal{O}(1/k^2)$ rate predicted by Theorem 23, both in the strongly and weakly convex cases. The experiments confirm that the Lyapunov function is decreasing for the accelerated method, but not for the original mirror descent method.

The method also exhibits oscillations around the set of minimizers. We observe that increasing the parameter $r$ seems to reduce the period of the oscillations, and results in a trajectory that is initially slower, but faster for large $k$, see Figure 10.3. The restarting heuristics and the adaptive averaging heuristic alleviate the oscillation and empirically speed up the convergence. This observation also holds when the solution is on the boundary of the feasible set, see Figure 10.4 for an example.
(a) Strongly convex quadratic.

(b) Weakly convex function.
Effect of adaptive averaging and restarting heuristics

The results in Figure 10.2 show that adaptive averaging compares favorably to the restarting heuristics on all these examples, with a significant improvement in the strongly convex case. Additionally, the experiments confirm that under the adaptive averaging heuristic, the Lyapunov function is decreasing. This is not the case for the restarting heuristics as can be seen on the weakly convex example. It is interesting to observe, however, that the energy function $E_r$ is non-increasing for all the methods in our experiments. If we interpret the energy as the sum of a potential and a kinetic term, then this could be explained intuitively by the fact that restarting preserves the potential energy and can only decrease the kinetic energy. It is also worth observing that even though the Lyapunov function is non-decreasing, it will not necessarily converge to 0 when there is more than one minimizer (in particular, its limit will depend on the choice of $z^*$ in the definition of $V_r$).

Finally, we observe that these heuristics have a different qualitative behavior. The accelerated method exhibits oscillations around the set of minimizers, and the heuristics alleviate
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Figure 10.3: Effect of the parameter $r$.

Figure 10.4: Example with the solution on the relative boundary of the simplex.
these oscillations in different ways: Intuitively, the adaptive averaging acts by increasing the
weights on portions of the trajectory which make the most progress, while the restarting
heuristics reset the velocity of the solution trajectory to zero whenever the algorithm detects
that the trajectory is moving in a bad direction. The speed restarting heuristic seems to be
more conservative in that it restarts more frequently.

Figure 10.5: Adaptive averaging for accelerated mirror descent and cubic-regularized Newton
method.

Adaptive averaging in higher-order methods

In this section, we implement a discrete version of adaptive averaging for Nesterov’s cubic-
regularized Newton method \[99\]. Wibisono et al. show in \[136\] that this method can be
interpreted as a discretization of the ODE with cubic rate $r(t) = t^3$. Although we do not provide convergence guarantees in the cubic case for the discrete adaptive averaging, the continuous-time version is guaranteed to converge by Theorem 22. In order to implement adaptive averaging in discrete time, we can take, following Example 2, $r(t) = \frac{t^3}{r}$ and $\eta(t) = \frac{\beta t^2}{r^3}$, with $\beta \geq 3$, i.e.

$$r_k = \frac{k^3 s^{3/2}}{r^3},$$
$$\eta_k = \frac{\beta k^2 s}{r^3}.$$  

Like in the quadratic case, we have that $\eta_k/r_k = \frac{\beta}{k^{\sqrt{2}}}$, so we use the same adaptive rule (10.7) for setting the normalized weights $a_k$.

We provide additional numerical experiments in higher dimension $n = 100$, to illustrate the performance of the adaptive averaging compared to the restarting heuristics, both in the quadratic and the cubic case. We test the algorithm on simplex-constrained problems, with quadratic objective functions $f(x) = (x - s)^T A(x - s)$ with a positive definite matrix $A$ in the first example, and a positive semidefinite matrix in the second example (with rank 10), and use a linear function in the last example. The results are reported in Figure 10.5. Each subfigure has three plots: From left to right, we show the value of objective function, the Lyapunov function and the energy function. We observe similar results to those in dimension 3. Adaptive averaging speeds up the convergence, both in the quadratic and cubic case, and performs as well as the restarting heuristics, with a significant improvement in one of the examples (in this case the linear example).

### 10.8 Conclusion

By combining the Lyapunov argument that motivated mirror descent, and a recent ODE interpretation of Nesterov’s method, we proposed a method to construct an energy function tailored to a given constrained convex optimization problem. The energy function combines a term that encodes the desired convergence rate, and a term that encodes the constraints (the Bregman divergence term). We then derived an ODE which is tailored to that energy function, and showed existence, uniqueness and viability of its solutions. It turns out that this ODE also has a simple interpretation as a coupling between a dual variable $Z(t)$ which cumulates gradients (similar to the original mirror descent method, but with an increasing rate $\eta(t)$), and a primal variable $X(t)$ obtained by averaging the mirrored dual trajectory $\nabla \psi^*(Z(\tau))$, $\tau \in [0,t]$ with weights $w(t)$. Motivated by this averaging interpretation, we studied a family of ODEs with a generalized averaging scheme, and gave sufficient conditions on the weight functions $w, \eta$ to guarantee a given convergence rate in continuous time. We showed as an example how the replicator ODE can be accelerated by averaging. Our adaptive averaging heuristic preserves the convergence rate in continuous time (since it preserves the Lyapunov function). We proved that a careful discretization of
the ODE gives a quadratic convergence rate, both for adaptive and non-adaptive averaging. Empirically, adaptive averaging performs at least as well as other known heuristics for accelerated first-order methods, and in some cases considerably better. This encourages further investigation into the performance of adaptive averaging, both theoretically (by attempting to prove faster rates, e.g. for strongly convex functions), and numerically, by testing it on other, higher-order accelerated methods.

This approach can also be extended to more general classes of problems, such as maximal monotone operators. Continuous and discrete dynamics for finding a zero of a maximal monotone operator are derived for example in [108], and a promising direction is to develop a Lyapunov approach to these classes of dynamics, and extend them to the constrained case using the formalism of mirror descent and Bregman divergences, such as in [131, 97].

The main tool we used for proving the convergence of the accelerated methods obtained after discretization is to use a discrete counterpart of the continuous-time Lyapunov function. A promising avenue for research is to use the theory of variational time integrators, which studies the question of discretizing continuous dynamics while preserving natural quantities, such as the mechanical energy in mechanical systems, see e.g. [93, 85] and the references therein. The idea of the method is to discretize Hamilton’s principle of critical action, associated to the system, rather than the ODE of the dynamics. And while these methods have been designed mainly for conservative mechanical systems, they are known to have good empirical performance for dissipative systems. This is important since the accelerated mirror descent dynamics are dissipative by design (otherwise the trajectories would not settle at the bottom of the potential field). In [136], Wibisono et al. give a Lagrangian interpretation (and its dual Hamiltonian interpretation) of the family of accelerated mirror descent dynamics. Starting from this interpretation and applying variational time integrators can lead to numerical methods to discretize the continuous-time dynamics, while preserving the Lyapunov function, hence the convergence rates.
Part III
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Appendix A

Results from convex analysis

In this chapter, we review some standard definitions and results from convex analysis which are used throughout the thesis. Most standard results are given without proof, but proofs can be found for example in [117].

A.1 Convex functions and convex conjugates

A function $f : E \to \mathbb{R} \cup \{+\infty\}$ defined on $E = \mathbb{R}^n$ is said to be a proper convex function if and only if it satisfies, for all $x, y$ and all $\lambda \in [0, 1],$

$$f(\lambda x_1 + (1 - \lambda)x_2) \leq \lambda f(x_1) + (1 - \lambda)f(x_2).$$

It is strictly convex if the inequality is strict for all $x \neq y$ and $\lambda \in (0, 1)$.

The effective domain of $f$ is the set of points where $f$ is finite,

$$\text{dom } f = \{x \in E : f(x) < \infty\}.$$

The effective domain is a convex set, and one can define its relative interior, denoted by $\text{ri dom } f$, as its interior relative to the smallest affine set containing it. The relative boundary is defined similarly.

A proper convex function is said to be closed if its epigraph is closed. We will mainly consider closed proper convex functions, since they have nicer properties in general than functions that are not closed, and taking the closure of a convex function $f$ (i.e. the infimum of all closed functions that dominate $f$) only changes $f$ on the relative boundary of its effective domain.

Convex conjugate

Most duality results in convex analysis stem from the following simple idea: that a closed convex function can be described either as a locus of points $(x, f(x))$, or as the supremum of linear functions that lower-bound $f$ (the same idea applies to a closed convex set, which can be described as the intersection of all half-spaces that contain it). More precisely:
Definition 14 (Convex conjugate). Given a convex function $f$, the convex conjugate of $f$ is given by: for all $x^* \in E^*$ (the dual space of $E$),

$$f^*(x^*) = \sup_{x \in E} \langle x^*, x \rangle - f(x).$$

As a consequence of the definition, we have

$$f(x) \geq \langle x^*, x \rangle - f^*(x^*) \quad \forall x,$$

and this defines a linear function $x \mapsto \langle x^*, x \rangle - f^*(x^*)$ that lower-bounds $f$. Fenchel’s duality theorem simply states that when $f$ is closed and convex, it is the supremum of all these linear functions. In other words,

$$f(x) = \sup_{x^* \in \mathbb{R}^n} \langle x^*, x \rangle - f^*(x^*),$$

which is, by definition, the conjugate of $f^*$.

Theorem 24 (Fenchel’s duality theorem). If $f$ is a closed proper convex function, then

$$f^{**} = f.$$ 

A.2 Duality of subdifferentials

Definition 15 (Subgradient and subdifferential). A vector $x^* \in E^*$ is called a subgradient of $f$ at $x$ if

$$f(y) \geq f(x) + \langle x^*, y - x \rangle \quad \forall y,$$

that is, if the linear function $y \mapsto f(x) + \langle x^*, y - x \rangle$ lower-bounds $f$. The set of all such vectors $x^*$ is called the subdifferential of $f$ at $x$ and denoted $\partial f(x)$.

By definition of the subgradient, we have the following characterization in terms of the convex conjugate of $f$,

$$x^* \in \partial f(x) \iff \langle x^*, x \rangle - f(x) \geq \langle x^*, y \rangle - f(y) \forall y \in E$$

$$\iff x \in \arg \max_{y \in E} \langle x^*, y \rangle + f(y)$$

$$\iff f^*(x^*) = \langle x^*, x \rangle - f(x)$$

and switching the roles of $f$ and $f^*$ (and using the fact that $f^{**} = f$), we have the following theorem (which can be obtained as a special case of Theorem 23.5 in [117]).
Theorem 25. Given a proper convex closed function $f$, we have the following equivalence for all $(x, x^*) \in E \times E^*$:

$$f^*(x^*) + f(x) = \langle x^*, x \rangle \Leftrightarrow x^* \in \partial f(x)$$

$$\Leftrightarrow x \in \partial f^*(x^*)$$

$$\Leftrightarrow x \in \arg \max_{y \in E} \langle x^*, y \rangle - f(y)$$

$$\Leftrightarrow x^* \in \arg \max_{y^* \in E^*} \langle y^*, x \rangle - f^*(y^*).$$

In particular, this proves that $\partial f$ and $\partial f^*$ are inverses of each other.

A.3 Duality of strict convexity and differentiability

Definition 16 (Essential smoothness). A convex function $f$ is essentially smooth if it is differentiable on the interior of its domain, and $\|\nabla f(x)\| \to \infty$ as $x$ tends to the boundary of the domain.

Definition 17 (Essential strict convexity). A convex function $f$ is essentially strictly convex if it is strictly convex on all convex subsets where it is subdifferentiable.

By Theorem 25.3 in [117], we have the following duality result:

Theorem 26. Let $f$ be closed proper convex. Then $f$ is essentially strictly convex if and only if $f^*$ is essentially smooth.

A.4 Strong convexity and smoothness

Definition 18 (Smoothness). A convex function is $L$-smooth with respect to the norm $\|\cdot\|$ if it is differentiable and for all $x, y \in E$

$$f(x) \leq f(y) + \langle \nabla f(y), x - y \rangle + \frac{L}{2} \|y - x\|^2.$$

Definition 19 (Strong convexity). A convex function is $\ell$-strongly convex with respect to the norm $\|\cdot\|$ if it is differentiable and for all $x, y \in E$

$$f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle + \frac{\ell}{2} \|y - x\|^2.$$

Next, we prove some properties which are used throughout the thesis.

Lemma 14. Let $f$ be an convex function, and suppose that $f$ is $L$-smooth w.r.t. $\|\cdot\|$. Then for all $x, x', x^+$,

$$f(x^+) \leq f(x') + \langle \nabla f(x'), x^+ - x' \rangle + \frac{L}{2} \|x^+ - x\|^2.$$
Proof. Since $f$ is $L$-smooth, we have

$$f(x^+) \leq f(x) + \langle \nabla f(x), x^+ - x \rangle + \frac{L}{2} \|x^+ - x\|^2$$

and by convexity of $f$,

$$f(x') \geq f(x) + \langle \nabla f(x), x' - x \rangle$$

Summing the two inequalities, we obtain the result. \qed
Appendix B

Mirror Operators and Bregman divergences

B.1 Dual distance generating functions and the mirror operator $\nabla \psi^*$

The dynamics studied in Part II of the thesis rely on the construction of a mirror operator $\nabla \psi^*$ which satisfies a certain number of properties. Consider a constrained optimization problem

$$\min_{x \in \mathcal{X}} f(x),$$

where $\mathcal{X}$ is a closed, convex subset of $E = \mathbb{R}^n$, and $f$ is a differentiable, closed proper convex function. We defined Nemirovski’s mirror descent dynamics $[8.2]$ following Chapter III in $[98]$ as follows:

$$\begin{cases}
\dot{Z}(t) = -\nabla f(X(t)) \\
X(t) = \nabla \psi^*(Z(t)) \\
\nabla \psi^*(Z(0)) = x_0
\end{cases}$$

where $X \in E$ is a primal variable, and $Z \in E^*$ is a dual variable, which are related using the mirror operator $X = \nabla \psi^*(Z)$. For the dynamics to be well-posed, we require the following properties:

1. $\psi^*$ is differentiable on all of $E^* = \mathbb{R}^n$.
2. $\nabla \psi^*$ maps to $\mathcal{X}$.

This ensures that the dual variable $Z$ can evolve in the unconstrained dual space, and that $X = \nabla \psi^*(Z)$ is well-defined, and remains in the primal feasible set $\mathcal{X}$.

We now discuss how to obtain such an operator $\nabla \psi^*$. Consider a pair of conjugate convex functions $\psi, \psi^*$ such that $\psi$ is closed and proper, and the effective domain of $\psi$ is $\mathcal{X}$. We denote $\mathcal{X}^*$ the effective domain of $\psi^*$. Since $\psi$ and $\psi^*$ are proper convex functions, each is
subdifferentiable on the relative interior of its effective domain (Theorem 23.4 in [117]). And if we denote \( \partial \psi(x) \) the subdifferential of \( \psi \) at \( x \), then we have, by Theorem 25

\[
\partial \psi^*(z) = \arg \max_{x \in \mathbb{R}^n} \langle z, x \rangle - \psi(x),
\]

and since \( \text{dom} \psi = \mathcal{X} \), we have that \( \partial \psi^*(z) \subset \mathcal{X} \). Thus we have a set-valued function \( \partial \psi^*(\cdot) \) which maps \( E^* \) into \( \mathcal{X} \), and whenever \( \partial \psi^*(x^*) \) contains a single point, it reduces to \( \nabla \psi^*(x^*) \). Thus, to satisfy the mirror operator properties, it is sufficient for \( \psi^* \) to be differentiable on all of \( E^* \). The following proposition gives a necessary and sufficient condition in terms of properties of \( \psi \).

**Definition 20.** A convex function \( \psi \) is cofinite if its epigraph does not contain any non-vertical half-line.

**Proposition 20.** Let \( \psi, \psi^* \) be a pair of proper convex closed functions which are conjugates of each other. Then \( \psi^* \) is finite and differentiable on all of \( E^* \) if and only if \( \psi \) is essentially strictly convex and cofinite.

**Proof.** By Theorem 13.3 in [117], \( \text{dom} \psi^* = E^* \) if and only if \( \psi \) is cofinite. And by Theorem 26, \( \psi^* \) is essentially smooth if and only if \( \psi \) is essentially strictly convex. But when \( \text{dom} \psi^* = E^* \), essential smoothness and differentiability are equivalent. Therefore,

\[
\psi^* \text{ is finite and differentiable on } E^* \iff \text{dom} \psi^* = E^* \text{ and } \psi^* \text{ is essentially smooth} \\
\iff \psi \text{ is cofinite and } \psi \text{ is essentially strictly convex.}
\]

This defines a general way to construct mirror operators which satisfy the desired properties: given a closed convex set \( \mathcal{X} \), choose a function \( \psi \) that is essentially strictly convex and cofinite, and take \( \psi^* \) to be its convex conjugate. Then \( \psi^* \) is differentiable and we have an explicit characterization of the mirror operator: for all \( z \in E^* \),

\[
\nabla \psi^*(z) = \arg \max_{x \in \mathcal{X}} \langle z, x \rangle - \psi(x). 
\]

(B.1)

Note that the conditions of Proposition 20 are satisfied whenever \( \psi \) is strongly convex, or when \( \psi \) is strictly convex and \( \mathcal{X} \) is bounded. In general, \( \psi \) need not be differentiable, even though this assumption is often made to simplify the discussion (for example in Chapter 4 in [33], Chapter 11 in [10], and Section 2.7 in [126]). In fact, differentiability of \( \psi \) is restrictive: By definition, \( \psi \) is differentiable at \( x \) if and only if there exists \( z \) such that

\[
\lim_{\|x' - x\| \to 0} \frac{\psi(x') - \psi(x) - \langle x', x' - x \rangle}{\|x' - x\|} = 0; \text{ in particular, } \psi \text{ can only be differentiable on the interior of } \mathcal{X} \text{ since } \psi \text{ needs to be finite in a neighborhood of } x \text{ for the limit to be 0. Therefore, if } \mathcal{X} \text{ has empty interior, } \psi \text{ is nowhere differentiable. This was previously observed for example by [126], who argues that the negative entropy function restricted to the simplex is}.

non-differentiable, and that the usual mirror descent analysis does not apply to this case. We will see that differentiability of $\psi$ is not required, and that one can define Bregman divergences for non-differentiable $\psi$.

Finally, note that we required $\psi^*$ to be differentiable on all of $E^*$ since in the general case, the dynamics of the dual variable $\dot{Z} = -\nabla f(X)$ can evolve anywhere in $E^*$. However, for some problems, one may have a particular structure of $\nabla f$ which guarantees that $Z$ remains in a subset of $E^*$. For example, suppose that there exists a convex cone $\mathcal{K}$ such that $\nabla f(x) \in \mathcal{K}$ for all $x \in \mathcal{X}$. Then $Z$ remains in $-\mathcal{K}$, and it suffices that $\psi^*$ is differentiable on $-\mathcal{K}$, not necessarily all of $E^*$.

### B.2 Bregman divergences

Next, we define the Bregman divergences generated by the functions $\psi$ and $\psi^*$. Suppose that $\psi^*$ is differentiable on $E^*$. Then for $(z, z') \in E^* \times E^*$, let

$$D_{\psi^*}(z, z') = \psi^*(z) - \psi^*(z') - \langle \nabla \psi^*(z'), z - z' \rangle.$$ 

In words, $D_{\psi^*}(z, z')$ measures the distance between the convex function $\psi^*(z)$ and its linear approximation around $z'$, given by $\psi^*(z') + \langle \nabla \psi^*(z'), z - z' \rangle$, and by convexity of $\psi^*$, the Bregman divergence is non-negative, and convex in its first argument.

One can similarly define $D_{\psi}(x, x')$ for $x \in E$ and points $x'$ at which $\psi$ is differentiable. However, as noted in the previous section, if $\mathcal{X}$ (the effective domain of $\psi$) has empty interior, $\psi$ is, strictly speaking, nowhere differentiable. However, as we will see in the next proposition, if $\psi$ can be written as the restriction to $\mathcal{X}$ of a function that is differentiable on $\text{ri} \mathcal{X}$, then the Bregman divergence can still be unambiguously defined whenever $x' \in \text{ri} \mathcal{X}$.

Recall that the convex indicator of a convex set $\mathcal{X}$, denoted by $\delta_{\mathcal{X}}$, is defined as follows:

$$\delta_{\mathcal{X}}(x) = \begin{cases} 0 & \text{if } x \in \mathcal{X}, \\ +\infty & \text{otherwise}. \end{cases}$$

In what follows, we will make the following assumption:

**Assumption 5.** $\psi$ can be written as $\psi = \Psi + \delta_{\mathcal{X}}$, where $\delta_{\mathcal{X}}$ is the convex indicator of $\mathcal{X}$, and $\Psi$ is convex and differentiable on $\text{ri} \mathcal{X}$.

We will denote $A$ the affine hull of $\mathcal{X}$ (i.e. the smallest affine space containing $\mathcal{X}$), and $N$ the subspace of normal vectors to $A$.

$$N = \{ n \in E : \langle n, x - x' \rangle = 0 \ \forall x, x' \in A \}.$$ 

**Proposition 21** (Characterization of $\partial \psi$). Suppose that $\psi$ is of the form given in Assumption 5. Then $\psi$ is subdifferentiable on $\text{ri} \mathcal{X}$, and $\forall x \in \text{ri} \mathcal{X}$,

$$\partial \psi(x) = \nabla \Psi(x) + N.$$
Furthermore, for all \((x, x') \in \mathcal{X} \times \text{ri} \mathcal{X}\) and all \(z \in \partial \psi(x')\),
\[
\psi(x') - \psi(x) - \langle z, x' - x \rangle = \psi(x') - \psi(x) - \langle \nabla \Psi(x'), x' - x \rangle,
\] (B.2)

Since the expression (B.2) does not depend on the choice of \(z \in \partial \psi(x')\), we can define the Bregman divergence for all \((x, x') \in \mathcal{X} \times \text{ri} \mathcal{X}\) as
\[
D_\psi(x, x') = \psi(x') - \psi(x) - \langle \partial \psi(x'), x' - x \rangle,
\] which is defined unambiguously.

Proof. First, by additivity of the subdifferentials (Theorem 23.8 in [117]), we have for \(x \in \text{ri} \mathcal{X}\),
\[
\partial \psi(x) = \partial \Psi(x) + \partial \delta_X(x) = \nabla \Psi(x) + \partial \delta_X(x),
\] since \(\Psi\) is differentiable on \(\text{ri} \mathcal{X}\). The subdifferential of \(\delta_X\) at \(x \in \text{ri} \mathcal{X}\) is simply the subspace \(N\) of vectors that are normal to the affine hull of \(\mathcal{X}\), which proves the claim.

To prove that the Bregman divergence is defined unambiguously, let \(z \in \partial \psi(x)\). Then \(\exists u \in N\) such that \(z = \nabla \Psi(x) + u\), and
\[
\psi(x') - \psi(x) - \langle z, x' - x \rangle = \psi(x') - \psi(x) - \langle \nabla \Psi(x) + u, x' - x \rangle = \psi(x') - \psi(x) - \langle \nabla \Psi(x), x' - x \rangle
\]
since \(u\) is normal to the affine hull of \(\mathcal{X}\).

Next, we have the following characterization of the subdifferential of \(\psi^*\).

**Proposition 22** (Characterization of \(\nabla \psi^*\) and \(\nabla^2 \psi^*\)). Suppose that \(\psi\) satisfies Assumption \(\mathbb{E}\) and that \(\psi^*\) is differentiable on \(E^*\). Then for all \(z \in E^*\), and for all \(u \in N\),
\[
\nabla \psi^*(z + u) = \nabla \psi^*(z).
\]
Furthermore, if \(\psi^*\) is twice differentiable on \(E^*\), then for all \(x \in \text{ri} \mathcal{X}\) and all \(z \in \partial \psi(x)\),
\[
\nabla^2 \psi^*(z) = \nabla^2 \psi^*(\nabla \Psi(x)).
\]

As a consequence, it follows that \(\psi^*\) is linear in directions that are normal to the affine hull of \(\mathcal{X}\). And if \(\psi^*\) is twice differentiable, then the operator \(\nabla^2 \psi^* \circ \partial \psi(x)\) is defined unambiguously for \(x \in \text{ri} \mathcal{X}\) and does not depend on the choice of \(z \in \partial \psi(x)\).

Proof. To prove the first part, let \(z \in E^*\) and \(u \in N\). Then
\[
x = \nabla \psi^*(z) \iff z \in \partial \psi(x) \quad \text{by Theorem 25}
\]
\[
\iff z \in \partial \psi(x) - u \quad \text{since } \partial \psi(x) = \nabla \Psi(x) + N
\]
\[
\iff z + u \in \partial \psi(x)
\]
\[
\iff x = \partial \psi^*(z + u) \quad \text{by Theorem 25 again.}
\]
If $\psi^*$ is twice differentiable, and $z \in \partial \psi(x)$, then $z = \nabla \Psi(x) + u$ for some $u \in N$, and
\[
\nabla^2 \psi^*(z) = \nabla^2 \psi^*(\nabla \Psi(x) + u) = \nabla^2 \psi^*(\nabla \Psi(x)),
\]
where the last equality follows simply from the fact that $\nabla \psi^*(\nabla \Psi(x) + u)$ coincides with $\nabla \psi^*(\nabla \Psi(x))$, thus so do their differentials.

Finally, we have the following identity that relates the dual Bregman divergences.

**Proposition 23** (Duality of Bregman divergences). Suppose that $\psi$ satisfies Assumption 5 and that $\psi^*$ is differentiable on $E^*$. Then for all $u, v \in E^*$, we have
\[
D_{\psi^*}(u, v) = D_{\psi}(\bar{v}, \bar{u})
\]
where $\bar{u} = \nabla \psi^*(u)$ and $\bar{v} = \nabla \psi^*(v)$.

**Proof.** Using the characterization of subdifferentials in Theorem 25, we have
\[
\bar{u} \in \nabla \psi^*(u) \Leftrightarrow u \in \partial \psi(\bar{u}) \Leftrightarrow \psi(\bar{u}) + \psi^*(u) = \langle u, \bar{u} \rangle,
\]
so that
\[
D_{\psi^*}(u, v) = \psi^*(u) - \psi^*(v) - \langle \nabla \psi^*(v), u - v \rangle
= [\langle u, \bar{u} \rangle - \psi(\bar{u})] - [\langle v, \bar{v} \rangle - \psi(\bar{v})] - \langle \bar{v}, u - v \rangle
= \psi(\bar{v}) - \psi(\bar{u}) - \langle u, \bar{v} - \bar{u} \rangle
= D_{\psi}(\bar{v}, \bar{u}),
\]
where the last inequality uses the definition of the primal Bregman divergence and the fact that $u \in \partial \psi(\bar{u})$.

**Lemma 15** (Bregman identity). For all $u, v, w$
\[
D_{\psi^*}(u, v) - D_{\psi^*}(w, v) = -D_{\psi^*}(w, u) + \langle \nabla \psi^*(u) - \nabla \psi^*(v), u - w \rangle.
\]

**Proof.** By definition of the Bregman divergence, we have
\[
D_{\psi^*}(u, v) - D_{\psi^*}(w, v)
= \psi^*(u) - \psi^*(v) - \langle \nabla \psi^*(v), u - v \rangle - (\psi^*(w) - \psi^*(v) - \langle \nabla \psi^*(v), w - v \rangle)
= \psi^*(u) - \psi^*(w) - \langle \nabla \psi^*(v), u - w \rangle
= - (\psi^*(w) - \psi^*(u) - \langle \nabla \psi^*(u), w - u \rangle) + \langle \nabla \psi^*(u) - \nabla \psi^*(v), u - w \rangle
= -D_{\psi^*}(w, u) + \langle \nabla \psi^*(u) - \nabla \psi^*(v), u - w \rangle
\]
Lemma 16 (Bounds on a smooth Bregman divergence). Suppose that $\psi^*$ is a dual distance generating function that is differentiable on $E^*$, and such that $\nabla \psi^*$ is $L_{\psi^*}$ Lipschitz. Then for all $u, v \in E^*$,

$$\frac{1}{2L_{\psi^*}} \|\tilde{u} - \tilde{v}\|^2 \leq D_{\psi^*}(u, v) \leq \frac{L_{\psi^*}}{2} \|u - v\|^2_*$$

where $\tilde{u} = \nabla \psi^*(u)$ and $\tilde{v} = \nabla \psi^*(v)$.

Proof. We have

$$D_{\psi^*}(u, v) = \psi^*(u) - \psi^*(v) - \langle \nabla \psi^*(v), u - v \rangle$$

$$= \int_0^1 \nabla \langle \psi^*(v + t(u - v)) - \nabla \psi^*(v), u - v \rangle \, dt$$

$$\leq \|u - v\|_* \int_0^1 \|\psi^*(v + t(u - v)) - \nabla \psi^*(v)\| \, dt$$

by the Cauchy-Schwartz inequality

$$\leq L_{\psi^*} \|u - v\|_* \int_0^1 \|v + t(u - v) - v\|_* \, dt$$

since $\psi^*$ is $L_{\psi^*}$-Lipschitz

$$= L_{\psi^*} \|u - v\|^2_* \int_0^1 t \, dt$$

which proves the second inequality. The first inequality will be proved by dualizing this inequality. Fix $v \in E^*$ and define

$$h(u) = D_{\psi^*}(u, v) = \psi^*(u) - \psi^*(v) - \langle \nabla \psi^*(v), u - v \rangle,$$

$$d(u) = \frac{L_{\psi^*}}{2} \|u - v\|^2_*.$$

Then by the previous inequality, $h(u) \leq d(u)$ for all $u \in E^*$, and taking duals, we have $h^*(u^*) \geq d^*(u^*)$ for all $u^*$. We now derive the duals. Let $\tilde{v} = \psi^*(v)$. Then,

$$h^*(u^*) = \sup_u \langle u^*, u \rangle - h(u)$$

$$= \sup_u \langle u^*, u \rangle - \psi^*(u) + \psi^*(v) + \langle \tilde{v}, u - v \rangle$$

$$= \psi^*(v) - \langle v, \tilde{v} \rangle + \sup_u \langle u^* + \tilde{v}, u \rangle - \psi^*(u)$$

$$= \psi^*(v) - \langle v, \tilde{v} \rangle + \tilde{\psi}(u^* + \tilde{v}),$$
and

\[ d^*(u^*) = \sup_u \langle u^*, u \rangle - d(u) \]
\[ = \sup_u \langle u^*, u \rangle - \frac{L_{\psi^*}}{2} \| u - v \|^2 \]
\[ = \sup_w \langle u^*, v + w \rangle - \frac{L_{\psi^*}}{2} \| w \|^2 \]
\[ = \langle u^*, v \rangle + \sup_w \langle u^*, w \rangle - \frac{L_{\psi^*}}{2} \| w \|^2 \]
\[ = \langle u^*, v \rangle + \frac{1}{2L_{\psi^*}} \| u^* \|^2, \]

where the last equality uses Cauchy-Schwartz. Therefore combining the two inequalities,

\[ \psi^*(v) - \langle v, u^* + \tilde{v} \rangle + \psi(u^* + \tilde{v}) \geq \frac{1}{2L_{\psi^*}} \| u^* \|^2. \]

In particular, for all \( u \in E^* \), if we call \( \tilde{u} = \nabla \psi^*(u) \), and take \( u^* = \tilde{u} - \tilde{v} \), then

\[ \psi^*(v) - \langle v, \tilde{u} \rangle + \psi(\tilde{u}) \geq \frac{1}{2L_{\psi^*}} \| \tilde{u} - \tilde{v} \|^2, \]

and by Theorem 23.5 in Rockafellar, \( \psi(\tilde{u}) = \langle u, \tilde{u} \rangle - \psi^*(\tilde{u}) \), thus

\[ \psi^*(v) - \psi^*(u) - \langle \tilde{u}, v - u \rangle \geq \frac{1}{2L_{\psi^*}} \| \tilde{u} - \tilde{v} \|^2. \]

which proves the claim. \( \square \)

### B.3 Mirror update and Bregman projection

In this section, we draw a connection between the mirror operator and the Bregman divergence. Many first-order methods for convex optimization and online learning can be formulated as a sequence of mirror updates, which maintains a dual variable \( z^{(k)} \) that accumulates dual vectors \( \ell^{(k)} \) (in convex optimization, \( \ell^{(k)} \) is a subgradient of the objective function at the current point, and in online learning, \( \ell^{(k)} \) is the loss function at the current iteration), and a primal variable \( x^{(k)} = \nabla \psi^*(z^{(k)}) \), obtained by applying the mirror operator to the dual variable. Consider for example the constrained convex minimization problem, \( \min_{x \in X} f(x) \).

By discretizing the mirror descent dynamics given in ODE (8.2), using a sequence of step sizes \( (\eta_k) \), we obtain the discrete mirror descent method proposed by Nemirovski and Yudin in [98] (see also [47, 41, 23]) summarized in Algorithm 12.
Algorithm 12 Mirror descent method with learning rates \((\eta_k)\) and mirror operator \(\nabla \psi^*\).

1: for \(\tau \in \mathbb{N}\) do
2: Query a dual vector \(\ell^{(k)}\)
3: Perform a mirror update
   \[
   \begin{aligned}
   z^{(k+1)} &= z^{(k)} - \eta_k \ell^{(k)}, \\
   x^{(k+1)} &= \nabla \psi^*(z^{(k+1)}). 
   \end{aligned}
   \]
4: end for

And using the characterization of \(\nabla \psi^*\), given in (B.1), we can write the primal update as follows:

\[
\begin{aligned}
x^{(k+1)} &= \nabla \psi^*(z^{(k+1)}) \\
&= \nabla \psi^* \left( z^{(k)} - \eta_k \ell^{(k)} \right) \\
&= \arg\min_{x \in \mathcal{X}} \psi(x) - \langle z^{(k)} - \eta_k \ell^{(k)}, x \rangle \\
&= \arg\min_{x \in \mathcal{X}} \eta_k \langle \ell^{(k)}, x \rangle + \psi(x) - \psi(x^{(k)}) - \langle z^{(k)}, x - x^{(k)} \rangle,
\end{aligned}
\]

where in the last equality, we only added constant terms which do not depend on \(x\). As a result, we see that the primal update can be written as a minimization problem involving a Bregman divergence. Indeed, if \(\psi\) is differentiable, then \(x^{(k)} = \nabla \psi^*(z^{(k)})\) if and only if \(z^{(k)} = \nabla \psi(x^{(k)})\), thus

\[
\psi(x) - \psi(x^{(k)}) - \langle z^{(k)}, x - x^{(k)} \rangle = D_\psi(x,x^{(k)}).
\]

More generally, if the primal distance generating function can be written in the form of Assumption 5 as the restriction to \(\mathcal{X}\) of a differentiable function \(\Psi\), then \(x^{(k)} = \nabla \psi^*(z^{(k)})\) if and only if \(z^{(k)} \in \partial \psi(x^{(k)})\), and we have by Proposition 21 that the Bregman divergence is unambiguously defined, and

\[
\psi(x) - \psi(x^{(k)}) - \langle z^{(k)}, x - x^{(k)} \rangle = D_\psi(x,x^{(k)}).
\]

In both cases, the mirror descent method can be written equivalently in Algorithm 13.

Algorithm 13 Primal form of the mirror descent method

1: for \(\tau \in \mathbb{N}\) do
2: Query a dual vector \(\ell^{(k)}\)
3: Perform a mirror update (in the primal space only)
   \[
   x^{(k+1)} = \arg\min_{x \in \mathcal{X}} \eta_k \langle \ell^{(k)}, x \rangle + D_\psi(x,x^{(k)}).
   \]
4: end for
This primal form of the mirror descent update can be interpreted as performing a Bregman projection, since it minimizes the sum of a linear function and a Bregman divergence. In the case of convex optimization problems, $\ell^{(k)}$ is a subgradient of $f$ at $x^{(k)}$, and the mirror update \[ \text{B.4} \] can be interpreted, as observed by Beck and Teboulle in \cite{15}, as minimizing a local approximation of the function around the current point, since

$$\arg \min_{x \in \mathcal{X}} \eta_k \langle \ell^{(k)}, x \rangle + D_\psi(x, x^{(k)}) = \arg \min_{x \in \mathcal{X}} \eta_k (f(x^{(k)}) + \langle \ell^{(k)}, x - x^{(k)} \rangle) + D_\psi(x, x^{(k)}),$$

where the first term $f(x^{(k)}) + \langle \ell^{(k)}, x - x^{(k)} \rangle$ is a linear approximation of the function around the current iterate, and the Bregman divergence term $D_\psi(x, x^{(k)})$ penalizes deviations from the current iterate. The step size $\eta_k$ trades-off the two terms.

**Example: projected gradient descent**

Projected gradient descent can be obtained as a special case of mirror descent: Let $\Psi(x) = \frac{1}{2} \|x\|_2^2$, and suppose that $\psi$ is the restriction of $\Psi$ to the feasible set $\mathcal{X}$, i.e. $\psi(x) = \Psi(x) + \delta_{\mathcal{X}}(x)$. The Bregman divergence associated to $\psi$ is

$$D_\psi(x, y) = \psi(x) - \psi(y) - \langle \nabla \psi(y), x - y \rangle$$

$$= \frac{1}{2} \|x\|_2^2 - \frac{1}{2} \|y\|_2^2 - \langle y, x - y \rangle$$

$$= \frac{1}{2} \|x - y\|_2^2,$$

and the mirror descent update \[ \text{B.4} \] becomes

$$x^{(k+1)} = \arg \min_{x \in \mathcal{X}} \frac{1}{2} \|x - x^{(k)}\|_2^2$$

$$= \arg \min_{x \in \mathcal{X}} \frac{1}{2} \|x - x^{(k)} - \eta_k \ell^{(k)}, x \|_2^2$$

which is the projection, in the Euclidean norm, of the vector $x^{(k)} - \eta_k \ell^{(k)}$, which corresponds to the projected gradient descent update.

**B.4 Entropy projection on the positive orthant**

Let $\mathcal{X}$ be the positive orthant $\mathcal{X} = \mathbb{R}_+^n$, and consider the negative (generalized) entropy $\psi(x) = -H(x) = \sum_{i=1}^n x_i \ln x_i$. Then $\psi$ is differentiable on the interior of $\mathcal{X}$, $\nabla \psi(x) = (1 + \ln x_i)_i$, and a simple calculation shows that $D_\psi(x, x') = \sum_{i=1}^n x_i \ln \frac{x_i}{x_i'} - \ln x_i - \sum_{i=1}^n (x_i - x_i')$, the generalized I-divergence of $x$ to $x'$.

Writing the definition of $\psi^*$, we have

$$\psi^*(z) = \sup_{x \in \mathbb{R}_+^n} \langle z, x \rangle - \sum_i x_i \ln x_i.$$
The maximization can be solved explicitly by writing the Lagrangian of the problem: for \( \lambda \in \mathbb{R}_+^n \), let \( L(x, \lambda) = \langle z, x \rangle - \sum x_i \ln x_i + \sum_{i=1}^n \lambda_i x_i \). Its gradient with respect to \( x \) is \( z - (1 + \ln x_i) + \lambda \). Then by the KKT optimality conditions, \( x \) is optimal if and only if there exist \( \lambda \in \mathbb{R}_+^n \) such that

\[
\begin{align*}
z - (1 + \ln x_i) + \lambda &= 0 \\
x \geq 0, \\
x_i \lambda_i &= 0 \quad \forall i.
\end{align*}
\]

The first condition is equivalent to \( x_i = e^{z_i + \lambda_i - 1} \), and since any solution of this form is strictly positive, the complementary slackness condition requires that \( \lambda = 0 \), thus the solution is simply

\[ \nabla \psi^*(z) = x = (e^{z_i - 1})_i \]

and \( \psi^*(z) = \langle z, x \rangle - \psi(x) = \sum_{i=1}^n e^{z_i - 1} \), which is finite and differentiable on all of \( E^* \).

---

**Figure B.1:** Illustration of the generalized negative entropy function \( \psi(x) = -H(x) \), and its conjugate \( \psi^*(z) = \sum_{i=1}^n e^{z_i - 1} \).

---

### B.5 Itakura-Saito divergence on the positive orthant

Let \( \mathcal{X} \) be the positive orthant \( \mathcal{X} = \mathbb{R}_+^n \), and let \( \psi(x) = -\sum_{i=1}^n \ln x_i \). Then \( \nabla \psi(x) = \left( -\frac{1}{x_i} \right)_i \), and a simple calculation shows that \( D\psi(x, y) = \sum_{i=1}^n \left( \frac{x_i}{y_i} - \ln \frac{x_i}{y_i} - 1 \right) \), the Itakura-Saito divergence of \( x \) and \( y \).

Writing the expression of \( \psi^* \), we have

\[ \psi^*(z) = \sup_{x \in \mathbb{R}_+^n} \langle z, x \rangle + \sum_{i=1}^n \ln x_i, \]
it is finite on $\mathcal{X}^* = \mathbb{R}^n_\times$. The maximization can be solved using the same approach as in the previous example. Define the Lagrangian, for $\lambda \in \mathbb{R}^n_+$, $L(x, \lambda) = \langle z, x \rangle + \sum_{i=1}^n \ln x_i + \sum_{i=1}^n \lambda_i x_i$. Its gradient with respect to $x$ is $z + \left(\frac{1}{x_i}\right)_i + \lambda$, and $x$ is optimal if and only if there exists $\lambda \in \mathbb{R}^n_+$ such that

$$
\begin{aligned}
&z + \left(\frac{1}{x_i}\right)_i + \lambda = 0 \\
x &\geq 0 \\
\lambda_i x_i &\leq 0,
\end{aligned}
$$

and the first condition can be rewritten as $x_i = \frac{1}{\frac{1}{x_i} + \lambda_i}$. Since any solution of this form is non-zero, the complementary slackness condition requires that $\lambda = 0$, and the first condition becomes $x_i = -\frac{1}{z_i}$. Therefore

$$
\nabla \psi^* (z) = \left(-\frac{1}{z_i}\right)_i
$$

and simple calculation shows that $\psi^* (z) = \langle z, x \rangle + \sum_{i=1}^n \ln x_i = -\sum_{i=1}^n [1 + \ln(-z_i)],$ defined on $\mathcal{X}^* = \mathbb{R}^n_\times$.

### B.6 Entropy projection on the simplex and the Hedge algorithm

Let $\mathcal{X}$ be the probability simplex on $\mathbb{R}^n$, i.e. $\mathcal{X} = \Delta = \{ x \in \mathbb{R}^n_+: \sum_{i=1}^n x_i = 1 \}$, and let $\psi$ be the negative entropy $-H$ restricted to $\Delta$. Formally, $\psi(x) = -H(x) + \delta_\Delta(x)$.

We have $-\nabla H(x) = (1 + \ln x_i)_i$, and by Proposition 21 for all $x, x' \in \Delta \times \text{ri} \Delta$,

$$
D_\psi (x, y) = \psi (x) - \psi (y) - \langle \nabla \psi (y), x - y \rangle = \sum_i x_i \ln \frac{x_i}{y_i}
$$

i.e. the Kullback Leibler divergence between the distribution vectors $x, x'$. Similarly to the previous section, we can write the definition of $\psi^*$,

$$
\psi^* (z) = \max_{x \in \Delta} \langle x, z \rangle - \sum_{i=1}^n x_i \ln x_i,
$$

and solve the maximization problem by writing the Lagrangian: for $\mu \in \mathbb{R}$ and $\lambda \in \mathbb{R}^n_+$, let $L(x, \nu, \mu) = \langle z, x \rangle - \sum_{i=1}^n x_i \ln x_i + \nu (\sum_{i=1}^n x_i - 1) + \sum_i \lambda_i x_i$. Its gradient with respect to $x$ is $z - (1 + \ln x_i)_i - \nu + \lambda$. Then by the KKT optimality conditions, $x$ is optimal if and only if there exist $\lambda \in \mathbb{R}^n_+$ and $\nu$ such that

$$
\begin{aligned}
z - (1 + \ln x_i)_i - \nu + \lambda &= 0 \\
x &\geq 0, \sum_{i=1}^n x_i = 1 \\
x_i \lambda_i &= 0 \forall i.
\end{aligned}
$$
The first condition can be rewritten \( x_i = e^{z_i + \lambda_i} / e^{\nu + 1} \). Thus the third condition (complementary slackness), requires \( \lambda_i \) to be 0, and the expression of \( x \) simplifies to \( x_i = e^{z_i} / e^{\nu + 1} \). Finally, the primal feasibility condition \( \sum_{i=1}^{n} x_i = 1 \) requires that \( \sum_{i=1}^{n} e^{z_i} / e^{\nu + 1} = 1 \). Therefore, the unique solution of the maximization problem is

\[
\nabla \psi^*(z)_i = x_i = \frac{e^{z_i}}{\sum_j e^{z_j}},
\]

and simple algebra shows that \( \psi^*(z) = \langle z, x \rangle - \psi(x) = \ln \sum_{i=1}^{n} e^{z_i} \), differentiable on all of \( E^* = \mathbb{R}^n \). Note that we can verify the invariance of \( \nabla \psi^* \) in Proposition \[22] if \( u \) is a normal vector to the affine hull of \( \Delta \), i.e. \( u = \alpha \mathbf{1} \) for some scalar \( \alpha \), then \( \nabla \psi^*(z) = \nabla \psi^*(z + u) \).

Figure B.2: Illustration of the negative entropy function restricted to the simplex \( \psi(x) = -H(x) + \delta_\Delta(x) \), and its conjugate \( \psi^*(z) = \ln(\sum_{i=1}^{n} e^{z_i}) \). The function \( \psi \) is subdifferentiable on the interior of \( \Delta \), but nowhere differentiable. The figure illustrates this fact by showing two supporting hyperplanes at the same point. The conjugate function \( \psi^* \) is linear in the direction normal to the simplex (shown in dashed lines on the right).

### B.7 Csiszár potentials on the simplex

Let \( \mathcal{X} \) be the probability simplex on \( \mathbb{R}^n \). We define a class of distance generating functions which exhibit a certain symmetry, as follows:

**Definition 21 (Csiszár potential).** Let \( \omega \leq 0 \). An increasing, \( C^1 \)-diffeomorphism \( \phi : \mathbb{R} \to (\omega, +\infty) \) such that \( \int_0^1 \phi^{-1}(u)du < \infty \) is called a Csiszár potential.

Note that Audibert et al. \[9\] introduce a similar definition, which they call \( \omega \)-potential, in which the domain of \( \phi \) could be a subset of \( \mathbb{R} \). We require, in our definition, that \( \phi \) be defined on all of \( \mathbb{R} \) to ensure that \( \psi^* \) is differentiable, as discussed below.
Definition 22 (Csiszár distance generating function). Let $\phi$ be a Csiszár potential. The distance generating function associated to $\phi$ is the function defined on the simplex

\[
\psi(x) = \Psi(x) + \delta_\Delta(x)
\]

where

\[
\Psi : \mathbb{R}^n_+ \rightarrow \mathbb{R}
\]

\[x \mapsto \sum_{i=1}^{n} \int_{1}^{x_i} \phi^{-1}(u) du.
\]

This can be viewed as a generalization of the entropy function of the previous section. The entropy can be obtained as a special case by taking the exponential potential $\phi(u) = e^{u-1}$, then $\Psi(x) = \sum_{i=1}^{n} \int_{1}^{x_i} 1 + \ln u du = \sum_{i=1}^{n} x_i \ln x_i$.

By definition, $\Psi$ is finite (in particular, the condition $\int_{1}^{0} \phi^{-1}(u) du < \infty$ on the potential ensures that $\Psi$ is finite on the boundary of the simplex), differentiable on $\mathbb{R}^n_+$, and its gradient is given by

\[
\nabla \Psi : \mathbb{R}^n_+ \rightarrow \mathbb{R}^n
\]

\[x \mapsto \nabla \Psi(x) = (\phi^{-1}(x_i))_{i=1,...,n}.
\]

Since $\phi^{-1}$ is strictly increasing, $\psi$ is strictly convex. We have by Proposition 21 for all $x, x' \in \Delta \times ri \Delta$,

\[
D_\psi(x, y) = \psi(x) - \psi(y) - \langle \nabla \Psi(y), x - y \rangle
\]

\[= \sum_{i=1}^{n} \int_{1}^{x_i} \phi^{-1}(u) du - \int_{1}^{y_i} \phi^{-1}(u) du - \phi^{-1}(y_i)(x_i - y_i)
\]

\[= \sum_{i=1}^{n} \int_{y_i}^{x_i} (\phi^{-1}(u) - \phi^{-1}(y_i)) du.
\]

(B.5)

By definition of $\psi^*$,

\[
\psi^*(z) = \max_{x \in \Delta} \langle x, z \rangle - \sum_{i=1}^{n} \int_{1}^{x_i} \phi^{-1}(u) du.
\]
Unlike in the previous example, there is no closed-form solution in general. However, we can give a simple necessary and sufficient condition of optimality.

**Proposition 24 (Optimality conditions for Csiszár mirror operators).** Let \( \psi \) be the distance generating function associated to a Csiszár potential \( \phi \). Then \( \psi^* \) is differentiable on \( \mathbb{R}^n \), and for all \( z \in E^* \),

\[
x = \nabla \psi^*(z) \iff \exists \nu \in \mathbb{R} \colon \forall i, \ x_i = (\phi(z_i + \nu))^+
\]

\[
\sum_{i=1}^{n} x_i = 1.
\]

**(B.6)**

**Proof.** Since \( \phi^{-1} \) is strictly increasing, \( \psi \) is strictly convex. And since \( \Delta \), the effective domain of \( \psi \) is bounded, the epigraph of \( \psi \) does not contain any non-vertical half-lines, thus \( \psi \) is cofinite. Therefore, by Proposition 20, \( \psi^* \) is differentiable on all of \( E^* \).

Let \( z \in E^* \). Recall from equation B.1 that \( \nabla \psi^*(z) = \text{arg max}_{x \in \Delta} \langle x, z \rangle - \sum_{i=1}^{n} \int_{1}^{x_i} \phi^{-1}(u)du \).

First, define the Lagrangian of the problem: for \( \mu \in \mathbb{R} \) and \( \lambda \in \mathbb{R}^n_+ \), let

\[
L(x, \nu, \mu) = \langle x, z \rangle - \sum_{i=1}^{n} \int_{1}^{x_i} \phi^{-1}(u)du - \nu \left( \sum_{i=1}^{n} x_i - 1 \right) + \sum_{i} \lambda_i x_i.
\]

Its gradient with respect to \( x \) is \( z - (\phi^{-1}(x_i))_i - \nu + \lambda \). Then by the KKT optimality conditions (together with Slater’s condition for constraint qualification), \( x \) is optimal if and only if there exist \( \lambda \in \mathbb{R}^n_+ \) and \( \nu \) such that

\[
\begin{cases}
    z - (\phi^{-1}(x_i))_i - \nu + \lambda = 0, \\
x \geq 0, \sum_{i=1}^{n} x_i = 1, \\
x_i \lambda_i = 0 \ \forall i.
\end{cases}
\]

The first condition is equivalent to \( x_i = \phi(z_i + \lambda_i - \nu) \). Let \( \mathcal{I} = \{ i : x_i > 0 \} \) be the support of an optimal point. Then by the complementary slackness condition \( x_i \lambda_i = 0 \), we have for all \( i \in \mathcal{I}, \lambda_i = 0 \), thus \( x_i = \phi(z_i + \nu) \), and for all \( i \notin \mathcal{I}, \)

\[
\phi(z_i + \nu) \leq \phi(z_i + \nu + \lambda_i) \quad \text{since } \phi \text{ is increasing}
\]

\[
= x_i = 0.
\]

Therefore \( x_i \) can be simply written \( x_i = (\phi(z_i + \nu^*))^+ \) which proves the claim.

The optimality conditions of Proposition 24 will be useful in developing efficient algorithms for computing approximate and exact Bregman projections, as discussed in the next chapter. Next, we give one family of Csiszár potentials which lead to a generalization of the entropy projection that enjoys some desirable properties.
B.8 Generalized entropy projection on the simplex and the smoothed KL divergence

Definition 23 (Exponential potential). Let $\epsilon \geq 0$. We call the function
\[
\phi_\epsilon : \mathbb{R} \to (-\epsilon, +\infty)
\]
\[
\phi_\epsilon(u) \mapsto e^{u-1} - \epsilon,
\]
the exponential potential with parameter $\epsilon$. It is a Csizár potential.

The distance generating function induced by $\phi_\epsilon$ is given by
\[
\psi(x) = \sum_{i=1}^{n} \int_{1}^{x_i} \phi_\epsilon^{-1}(u)du
\]
\[
= \sum_{i=1}^{n} \int_{1}^{x_i} 1 + \ln(u + \epsilon)du
\]
\[
= \sum_{i=1}^{n} (x_i + \epsilon) \ln(x_i + \epsilon) - (1 + \epsilon) \ln(1 + \epsilon)
\]
\[
= H(x + \epsilon) - H(1 + \epsilon),
\]
where $\epsilon$ is the vector whose entries are all equal to $\epsilon$, and $H$ is the negative entropy function $H(x) = \sum_{i=1}^{n} x_i \ln x_i$. The corresponding Bregman divergence is
\[
D_\psi(x, y) = H(x + \epsilon) - H(y + \epsilon) - \langle \nabla H(y + \epsilon), x - y \rangle
\]
\[
= D_{\text{KL}}(x + \epsilon, y + \epsilon)
\]
\[
= \sum_{i=1}^{n} (x_i + \epsilon) \ln \frac{x_i + \epsilon}{y_i + \epsilon},
\]
and will be denoted $D_{\text{KL},\epsilon}(x, y)$. It corresponds to the KL divergence between the vectors $x + \epsilon$ and $y + \epsilon$, and can be thought of as a regularized KL divergence. In particular, when $\epsilon > 0$, $D_{\text{KL},\epsilon}$ is finite for all $x, y \in \Delta$, unlike the KL divergence which is infinite if the support of $y$ is not a subset of the support of $x$. We show some additional properties below.

Properties of the generalized KL divergence

Proposition 25. For all $\epsilon > 0$, $D_{\text{KL},\epsilon}$ is $\frac{1}{1+n\epsilon}$-strongly convex and $\frac{1}{\epsilon}$-smooth w.r.t. $\| \cdot \|_1$. Furthermore, it is bounded on the simplex by $\ln \frac{1+x}{\epsilon}$. 

\[ \ell_\epsilon \frac{2}{2} \|x - y\|_2^2 \]

where we used the fact that the Hessian of the negative entropy function is \( \nabla^2 H(z) = \)

\[ \frac{1}{2} \sum_{i=1}^{n} \frac{(x_i - y_i)^2}{z_i}, \]

Proof. First, we show strong convexity and smoothness. Let \( x, y \in \Delta \). By Taylor’s theorem, \( \exists z \in (x + \epsilon, y + \epsilon) \) such that

\[ D_{\text{KL}}(x, y) = H(x + \epsilon) - H(y + \epsilon) - \langle \nabla H(y + \epsilon), x - y \rangle \]

\[ = \frac{1}{2} \langle x - y, \nabla^2 H(z)(x - y) \rangle \]

\[ = \frac{1}{2} \sum_{i=1}^{n} \frac{(x_i - y_i)^2}{z_i}, \]

Figure B.4: Illustration of the distance generating function induced by exponential potentials with parameter \( \epsilon \), for \( n = 2 \): \( H(x) = x_1 \ln(x_1) + (1 - x_1) \ln(1 - x_1) \).

Figure B.5: Illustration of Proposition 25 when \( d = 2 \). The distributions \( x \) and \( y \) are parameterized as follows: \( x = (p, 1 - p) \) and \( y = (q, 1 - q) \). The surface plot (left) shows the generalized KL divergence for \( \epsilon = .1 \), with, in dashed lines, the quadratic upper and lower bounds, \( \frac{\epsilon}{2} \|x - y\|^2 \) and \( \frac{L_{\epsilon}}{2} \|x - y\|^2 \). The second plot (right) compares \( D_{\text{KL},\epsilon}(x, y_0) \) and \( D_{\text{KL}}(x, y_0) \) for a fixed \( y_0 = (.35, .65) \).
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And since \( \forall i, z_i \geq \epsilon \) (\( z \) belongs to the segment \( (x + \epsilon, y + \epsilon) \)), it follows that

\[
D_{KL,\epsilon}(x, y) \leq \frac{1}{2\epsilon} \sum_{i=1}^{n} (x_i - y_i)^2 \leq \frac{1}{2\epsilon} \|x - y\|_1^2,
\]

which proves smoothness. Next, by the Cauchy-Schwartz inequality, we have

\[
\left( \sum_{i=1}^{n} |x_i - y_i| \right)^2 \leq \sum_{i=1}^{n} (x_i - y_i)^2 \sum_{i=1}^{n} z_i,
\]

thus

\[
D_{KL,\epsilon}(x, y) \geq \frac{1}{2} \frac{\|x - y\|_1^2}{\|z\|_1} = \frac{1}{2} \frac{1}{1 + d\epsilon} \|x - y\|_1^2.
\]

To compute the upper bound on \( D_{KL,\epsilon} \), we observe that \( D_{KL,\epsilon}(x, y) \) is jointly-convex in \( (x, y) \) (by joint-convexity of the KL divergence), therefore, its maximum on \( \Delta^d \times \Delta^d \) is attained on a vertex of the feasible set, that is, for \( (x, y) = (\delta_{i_0}, \delta_{j_0}) \), for some \( (i_0, j_0) \), where \( \delta_{i_0} \) is the Dirac distribution on \( i_0 \). Finally, simple calculation shows that

\[
D_{KL,\epsilon}(\delta_{i_0}, \delta_{j_0}) = \begin{cases} 0 & \text{if } i_0 = j_0, \\ \ln \frac{1 + \epsilon}{\epsilon} & \text{otherwise}. \end{cases}
\]

Projecting on the simplex with the KL divergence plays a central role in many applications in online learning and convex optimization [34, 40, 126]. Some applications include non-parametric statistical estimation, e.g. Section 7.2 in [30], multi-commodity flow problems, e.g. Chapter 12 in [38], tomography image reconstruction [24] and learning dynamics in repeated games as discussed in Chapter 5. However, some variants of mirror descent require the Bregman divergence to be bounded on the simplex in order to have guarantees on the convergence rate, see for example [45], as well as in Chapter 5. The accelerated mirror descent algorithm that we develop in Chapter 10 also uses a mirror update using a Bregman divergence which is required to be both strongly convex and smooth. These examples motivate the use of the smoothed KL divergence.

Although the mirror operator \( \nabla \psi^* \) has no closed-form solution, we will develop, in the next chapter, efficient algorithms for computing the exact projection in \( O(n \ln n) \) time using a deterministic sorting method, given in Algorithm 15, and in expected linear time using a randomized sorting method given in Algorithm 16.
\[\begin{array}{|c|c|c|c|c|c|}
\hline
\mathcal{X} & \mathcal{X}^* & \psi^*(z) & \Psi(x) & \nabla\psi^*(z) & \nabla\Psi(x) & D_{\psi^*}(x, y) \\
\hline
\mathbb{R}_+^n & \mathbb{R}^n & \sum_{i=1}^n e^{z_i - 1} & \sum_{i=1}^n x_i \ln x_i & (e^{z_i - 1})_i & (1 + \ln x_i)_i & \sum_{i=1}^n x_i \ln \frac{z_i}{y_i} - \sum_{i=1}^n (x_i - y_i) \\
\mathbb{R}_+^n & \mathbb{R}^-_n & -\sum_{i=1}^n [1 + \ln(-z_i)] & -\sum_{i=1}^n \ln x_i & \left(-\frac{1}{z_i}\right)_i & \left(-\frac{1}{x_i}\right)_i & \sum_{i=1}^n \left(\frac{z_i}{y_i} - \ln \frac{z_i}{y_i} - 1\right) \\
\Delta & \mathbb{R}^n & \ln \sum_{i=1}^n e^{z_i} & \sum_{i=1}^n x_i \ln x_i & \left(-\frac{1}{x_i}\right)_i & (1 + \ln x_i)_i & \sum_{i=1}^n x_i \ln \frac{z_i}{y_i} \\
\Delta & \mathbb{R}^n & - & \sum_{i=1}^n (x_i + \epsilon) \ln(x_i + \epsilon) & Alg. 15 & (1 + \ln(x_i + \epsilon))_i & \sum_{i=1}^n (x_i + \epsilon) \ln \frac{z_i + \epsilon}{y_i + \epsilon} \\
\hline
\end{array}\]

Table B.1: Examples of dual distance generating functions and the corresponding mirror operators and Bregman divergences.
Appendix C

Efficient Bregman Projections on the Simplex

In Section B.3, we discussed that many algorithms for online learning and convex optimization involve repeatedly solving the mirror update equation of Algorithm 13 on the simplex, i.e.

\[ x^* = \arg \min_{x \in \Delta} \langle \ell, x \rangle + D_\psi(x, \bar{x}). \]  

(C.1)

where \( \Delta \) is the probability simplex on \( \mathbb{R}^n \), \( D_\psi \) is the Bregman divergence associated to a distance generating function \( \psi \), \( \bar{x} \) is the current iterate in the primal space, and \( \ell \) is a given dual vector, which can be either a loss function (in online learning problems) or a subgradient of the objective function at the current point (in convex optimization), scaled by a step size. We refer to problem (C.1) as the Bregman projection or the mirror update on the simplex.

Some instances of Bregman projections on the simplex are known to have an exact solution which can be computed efficiently. For example, the solution of the KL divergence projection on the simplex is given by the exponential weights update \cite{98, 15}, and the Euclidean projection on the simplex can be computed efficiently either by sorting and thresholding in \( O(n \log n) \), or by using a randomized pivot method in \( O(n) \), see \cite{46}.

In this chapter, we show that for the Csiszár potentials defined in Section B.7, the solution of the Bregman projection on the simplex can be approximated efficiently: an \( \epsilon \)-approximate solution can be computed in \( O(n \log \frac{1}{\epsilon}) \) operations. Finally, we show that for the exponential potentials defined in Section B.8, the exact solution can be computed using a deterministic algorithm with \( O(n \log n) \) complexity, or a randomized algorithm with expected linear complexity.
APPENDIX C. EFFICIENT BREGMAN PROJECTIONS ON THE SIMPLEX

C.1 Efficient approximate projection with Csiszár potentials

First, we consider the problem of projecting on a simplex with a Csiszár potential, as defined in Section B.7. We derive optimality conditions for the Bregman projection problem (C.1), similar to Proposition 24. Using the expression (B.5) of the Bregman divergence, we can rewrite the problem as

\[ x^* = \arg \min_{x \in \Delta} \langle \bar{\ell}, x \rangle + D_\psi(x, \bar{x}) \]

\[ = \arg \min_{x \in \Delta} \langle \bar{\ell}, x \rangle + \sum_{i=1}^{n} \int_{\bar{x}_i}^{x_i} (\phi^{-1}(u) - \phi^{-1}(\bar{x}_i))du \]

Proposition 26. Let \( \psi \) be a Bregman divergence associated to Csiszár potential \( \phi \). Consider the Bregman projection onto the simplex given in Problem (B.7). Then \( x^* \) is a solution if and only if there exists \( \nu^* \in \mathbb{R} \) such that

\[
\begin{cases}
\forall i, & x^*_i = \left( \phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \nu^*) \right)_+ , \\
\sum_{i=1}^{n} x^*_i = 1,
\end{cases}
\]

where \( x_+ \) denotes the positive part of \( x \), \( x_+ = \max(x, 0) \).

Proof. Define the Lagrangian of the problem: for \( \mu \in \mathbb{R} \) and \( \lambda \in \mathbb{R}_+^n \), let

\[ L(x, \nu, \mu) = \langle x, \bar{\ell} \rangle + \sum_{i=1}^{n} \int_{\bar{x}_i}^{x_i} (\phi^{-1}(u) - \phi^{-1}(\bar{x}_i))du - \nu \left( \sum_{i=1}^{n} x_i - 1 \right) - \sum_i \lambda_i x_i. \]

Its gradient with respect to \( x \) is \( \bar{\ell} - (\phi^{-1}(x_i) - \phi^{-1}(\bar{x}_i))_i - \nu - \lambda \). Then by the KKT optimality conditions (together with Slater’s condition for constraint qualification), \( x^* \) is optimal if and only if there exist \( \lambda^* \in \mathbb{R}_+^n \) and \( \nu^* \) such that

\[
\begin{cases}
\bar{\ell} + (\phi^{-1}(x_i^*) - \phi^{-1}(\bar{x}_i))_i - \nu^* - \lambda^* = 0, \\
x^*_i \geq 0, \sum_{i=1}^{n} x_i^* = 1, \\
x_i^* \lambda_i^* = 0 \forall i.
\end{cases}
\]

The first condition is equivalent to \( x_i^* = \phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \lambda_i^* + \nu^*) \). Let \( \mathcal{I} = \{ i : x_i^* > 0 \} \) be the support of \( x^* \). Then by the complementary slackness condition, we have for all \( i \in \mathcal{I} \), \( \lambda_i^* = 0 \), thus \( x_i^* = \phi(\phi^{-1}(\bar{x}_i) + \bar{\ell}_i + \nu) \), and for all \( i \notin \mathcal{I} \),

\[ \phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \nu^*) \leq \phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \nu^* + \lambda_i^*) \quad \text{since \( \phi \) is increasing} \]

\[ = x_i^* = 0. \]

Therefore \( x_i^* \) can be simply written \( x_i^* = (\phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \nu^*))_+ \) which proves the claim. \( \square \)
Next, we make the following observation regarding the support of the solution:

**Proposition 27.** Let $x^*$ be the solution to the projection problem (C.1), and let $\mathcal{I}$ be its support. Then for all $i, j$, if $i \in \mathcal{I}$ and $\phi^{-1}(\bar{x}_i) - \bar{\ell}_i \leq \phi^{-1}(\bar{x}_j) - \bar{\ell}_j$, then $j \in \mathcal{I}$.

**Proof.** Follows from Proposition 26 and the fact that $\phi$ is increasing. 

As a consequence of the previous propositions, computing the projection reduces to computing the optimal dual variable $\nu^*$, and since the potential is increasing, one can iteratively approximate $\nu^*$ using a bisection method, given in Algorithm 14: we start by defining a bound on the optimal $\nu^*$, $\bar{\nu} \leq \nu^* \leq \bar{\nu}$, then we iteratively halve the size of the interval by inspecting the value of a carefully defined criterion function.

**Algorithm 14** Bisection method to approximate the Bregman projection with precision $\epsilon$.

1: Input: $\bar{x}, \bar{\ell}, \epsilon$.
2: Initialize
   $\bar{\nu} = \phi^{-1}(1) - \max_i \phi^{-1}(\bar{x}_i) - \bar{\ell}_i$
   $\nu = \phi^{-1}(1/n) - \max_i \phi^{-1}(\bar{x}_i) - \bar{\ell}_i$
3: Define $\bar{x}(\nu) = (\phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \nu)_+ )_{i=1,...,n}$
4: while $\|\bar{x}(\nu) - \bar{x}(\bar{\nu})\|_1 > \epsilon$ do
5:   Let $\nu^+ \leftarrow \frac{\nu + \bar{\nu}}{2}$
6:   if $\sum_{i=1}^n \bar{x}_i(\nu^+) > 1$ then
7:     $\bar{\nu} \leftarrow \nu^+$
8:   else
9:     $\nu \leftarrow \nu^+$
10: end if
11: end while
12: Return $\bar{x}(\bar{\nu})$

**Theorem 27.** Consider the Bregman projection onto the simplex given in Problem (C.1), with Csiszár potential $\phi$. Let $\epsilon > 0$, and consider the bisection method given in Algorithm 14. Then the Algorithm terminates after $T = \mathcal{O}(\log \frac{1}{\epsilon})$ steps, and its output $\bar{x}(\bar{\nu}(T))$ is such that $\|\bar{x}(\bar{\nu}(T)) - x^*\|_1 \leq \epsilon$.

Each step of the algorithm has complexity $\mathcal{O}(n)$, thus the total complexity is $\mathcal{O}(d \log \frac{1}{\epsilon})$.

**Proof.** Define, as in Algorithm 14, the function $\bar{x}(\nu) = (\phi(\phi^{-1}(\bar{x}_i) - \bar{\ell}_i + \nu)_+ )_{i=1,...,n}$. Since $\phi$ is, by assumption, increasing, so is $\nu \mapsto \bar{x}_i(\nu)$, which is the key fact that allows us to use a bisection.

We will denote by a superscript $(t)$ the value of each variable at iteration $t$ of the loop. To prove the claim, we show the following invariant for $t$:
(i) \( 0 \leq \bar{\nu}(t) - \nu(t) \leq \frac{\nu(0) - \nu(0)}{2t} \),
(ii) \( \forall i, 0 \leq \bar{x}_i(\nu(t)) \leq \bar{x}_i(\nu(t)) \leq 1 \),
(iii) \( \sum_{i=1}^{n} \bar{x}_i(\nu(t)) \leq 1 \leq \sum_{i=1}^{n} \bar{x}_i(\nu(t)) \).

We first prove the invariant for \( t = 0 \). Let \( i_0 = \arg \max_i \phi^{-1}(\bar{x}_i) - \bar{\ell}_i \). By definition of \( \bar{\nu}(0) \) and \( \nu(0) \), we have
\[
\phi^{-1}(1/n) - \nu = \phi^{-1}(\bar{x}_{i_0}) - \bar{\ell}_{i_0} = \phi^{-1}(1) - \bar{\nu}, \tag{C.2}
\]
and it follows that \( \bar{x}_{i_0}(\nu(0)) = 1/n \) and \( \bar{x}_{i_0}(\nu(0)) = 1 \). By \( \phi^{-1}(1/n) - \nu(0) = \phi^{-1}(1) - \phi^{-1}(1/n) \geq 0 \) (since \( \phi^{-1} \) is increasing), which proves (i). Next, since \( \nu \mapsto \bar{x}_i(\nu) \) is increasing, we have
\[
0 \leq \bar{x}_i(\nu(0)) \leq \bar{x}_i(\nu(0)) \leq \bar{x}_{i_0}(\nu(0)) = 1,
\]
which proves (ii). Finally, we have
\[
\sum_{i=1}^{n} \bar{x}_i(\nu(0)) \leq n \bar{x}_{i_0}(\nu(0)) = 1,
\]
\[
\sum_{i=1}^{n} \bar{x}_i(\nu(0)) \geq \bar{x}_{i_0}(\nu(0)) = 1,
\]
which proves (iii). This proves the invariant for \( t = 0 \). Now suppose it holds at iteration \( t \), and let us prove it still holds at \( t + 1 \). By definition of the bisection (lines 5–10), we immediately have
\[
\bar{\nu}(t+1) - \nu(t+1) = \frac{\nu(t) - \nu(t)}{2} = \frac{\nu(0) - \nu(0)}{2t},
\]
which proves (i). We also have that \( \nu(t) \leq \nu(t+1) \leq \nu(t+1) \leq \bar{\nu}(t) \), which proves (ii) since \( \nu \mapsto \bar{x}_i(\nu) \) is increasing. Finally, (iii) follows from the condition of the bisection (line 6).

To conclude the proof, we simply observe that since the distance \( |\bar{\nu} - \nu| \) decreases exponentially, the algorithm will terminate after a number of steps logarithmic in \( 1/\epsilon \). Indeed, since \( \phi \) is \( C^1 \), it is Lipschitz-continuous on \( [\phi^{-1}(0), \phi^{-1}(1)] \). Let \( L \) be its Lipschitz constant, then
\[
\|\bar{x}(\nu(t)) - \bar{x}(\nu(t))\|_1 = \sum_{i=1}^{n} |\bar{x}_i(\nu(t)) - \bar{x}_i(\nu(t))|
\leq nL|\nu(t) - \nu(t)|
\leq \frac{nL|\nu(0) - \nu(0)|}{2t} \quad \text{by (ii)},
\]
thus the algorithm terminates after \( T = \log_2 \frac{|\nu(0) - \nu(0)|}{nL} \) iterations, and the last iterate satisfies
\[
\|\bar{x}(\nu^*) - \bar{x}(\nu(T))\|_1 \leq \|\bar{x}(\nu(T)) - \bar{x}(\nu(t))\|_1 \quad \text{by (iii) and since } \bar{x}_i \text{ are increasing}
\leq \epsilon,
\]
which concludes the proof.

C.2 Efficient exact projection with exponential potentials

We now consider a special case of Csiszár potentials, given by the exponential potentials defined in Section 4.8 and show that the exact solution can be computed using a sorting algorithm. We first apply the optimality conditions of Proposition 26 to this special class, and show that the solution is entirely determined by its support.

**Proposition 28.** Consider the Bregman projection onto the simplex given in Problem (C.1), with Bregman divergence $D_{KL,\epsilon}$. Let $x^*$ be the solution and $I = \{i : x^*_i > 0\}$ its support. Then

$$
\begin{aligned}
\forall i \in I, \quad x^*_i &= -\epsilon + (\bar{x}_i + \epsilon)e^{-\bar{\ell}_i}/Z^*, \\
Z^* &= \sum_{i \in I}(\bar{x}_i + \epsilon)e^{-\bar{\ell}_i}/1 + |I|\epsilon.
\end{aligned}
$$

(C.3)

**Proof.** Applying Proposition 26 with the expression $\phi(u) = e^{u-1} + \epsilon$ and $\phi^{-1}(u) = 1 + \ln(u+\epsilon)$, $x^*$ is a solution if and only if there exists $\nu^* \in \mathbb{R}$ such that $\forall i, \ x^*_i = \left( -\epsilon + (\bar{x}_i + \epsilon)e^{-\bar{\ell}_i}e^{\nu^*} \right)_+$, and $\sum_i x^*_i = 1$. Thus, if $I$ is the support of $x^*$, then these optimality conditions are equivalent to

$$
\begin{aligned}
\forall i \in I, \quad x^*_i &= -\epsilon + (\bar{x}_i + \epsilon)e^{-\bar{\ell}_i}e^{\nu^*}, \\
\sum_{i \in I} -\epsilon + (\bar{x}_i + \epsilon)e^{-\bar{\ell}_i}e^{\nu^*} &= 1,
\end{aligned}
$$

and the second equation can be rewritten as

$$
1 + \epsilon|I| = e^{\nu^*}\sum_{i \in I}(\bar{x}_i + \epsilon)e^{-\bar{\ell}_i},
$$

which proves the claim, with $Z^* = e^{-\nu^*}$.

Proposition 28 shows that solving the Bregman projection with smoothed KL divergence reduces to finding the support of the solution. Next, we show that the support has a simple characterization. To this end, we associate to $(\bar{x}, \bar{\ell})$ the vector $\bar{y}$ defined as follows

$$
\forall i, \ \bar{y}_i = (\bar{x}_i + \epsilon)e^{-\bar{\ell}_i},
$$

and we denote by $\bar{y}_{\sigma(i)}$ the $i$-th largest element of $\bar{y}$. 
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Algorithm 15 ExpProject: Sort based method to compute the Bregman projection with smoothed KL divergence $D_{\text{KL},\epsilon}$

1: Input: $\bar{x}, \ell$
2: Output: $x^*$
3: Form the vector $\bar{y}_i = (\bar{x}_i + \epsilon)e^{-\ell_i}
4: $Sort $y$, let $\bar{y}_{\sigma(i)}$ be the $i$-th smallest element of $y$.
5: Let $j^*$ be the smallest index for which $c(j) := (1 + \epsilon(n - j + 1))\bar{y}_{\sigma(j)} - \epsilon\sum_{i \geq j} \bar{y}_{\sigma(i)} > 0$. Set
6: $\begin{cases} Z(j^*) = \sum_{i \geq j^*} \bar{y}_{\sigma(i)} \\ x_i^* = \left( -\epsilon + \frac{\bar{y}_{\sigma(j^*)}}{Z(j^*)} \right)_+ \end{cases}$

**Lemma 17.** The function $c(j) \mapsto (1 + \epsilon(n - j + 1))\bar{y}_{\sigma(j)} - \epsilon\sum_{i \geq j} \bar{y}_{\sigma(i)}$ is increasing, and the support of $x^*$ is $\{\sigma(j^*), \ldots, \sigma(n)\}$, where $j^* = \min\{j : c(j) > 0\}$.

**Proof.** First, straightforward algebra shows that $c(j + 1) - c(j) = (1 + \epsilon(n - j))(\bar{y}_{\sigma(j + 1)} - \bar{y}_{\sigma(j)}) \geq 0$.

Thus $c$ is increasing. To prove the second part of the claim, we know by Proposition 27 that the support is $\{\sigma(i^*), \ldots, \sigma(n)\}$ for some $i^*$, and to show that $i^* = j^* = \min\{j : c(j) > 0\}$, it suffices to show that $c(i^*) > 0$ and $c(j) \leq 0$ for all $j < i^*$. First, by the expression (C.3) of $x^*$, we have

$$x_{\sigma(i^*)}^* = -\epsilon + \frac{\bar{y}_{\sigma(i^*)}}{1 + \epsilon(n - i^* + 1)} > 0,$$

which is equivalent to $c(i^*) > 0$. And if $j < i^*$ (i.e. $\sigma(j)$ is outside the support), then by the expression (C.3) again,

$$0 = x_{\sigma(j)}^* \geq -\epsilon + \frac{\bar{y}_{\sigma(j)}}{1 + \epsilon(n - i^* + 1)}$$

which is equivalent to

$$(1 + \epsilon(n - i^* - 1))\bar{y}_{\sigma(j)} - \epsilon\sum_{i \geq i^*} \bar{y}_{\sigma(i)} \leq 0,$$

but $c(j)$ is smaller than the LHS, since

$$c(j) - (1 + \epsilon(n - i^* - 1))\bar{y}_{\sigma(j)} - \epsilon\sum_{i \geq i^*} \bar{y}_{\sigma(i)} = \epsilon\sum_{j \leq i < i^*} \bar{y}_{\sigma(j)} - \bar{y}_{\sigma(i)} \leq 0,$$

which concludes the proof.
Theorem 28. The ExpProject Algorithm terminates after $O(n \log n)$ iterations and outputs the solution $x^*$ to the Bregman projection problem (C.1) with smoothed KL divergence $D_{KL,\epsilon}$.

Proof. Correctness of the algorithm follows from the characterization of the support of $x^*$ in Lemma and the expression of $x^*$ in Proposition 28. The complexity of the sort operation (step 4) is $O(n \log n)$, and finding $j^*$ (step 5) can be done in linear time since the criterion function $c(\cdot)$ is such that $c(j + 1) - c(j) = (1 + \epsilon(n - j))(\bar{y}_{\sigma(j+1)} - \bar{y}_{\sigma(j)})$, so each criterion evaluation costs $O(1)$. Therefore, the overall complexity of Algorithm 15 is $O(n \log n)$. \qed

C.3 A randomized pivot algorithm with expected linear time

We now propose a randomized version of Algorithm 15, which selects a random pivot at each iteration, instead of sorting the full vector. The resulting algorithm, which we call QuickProject, is an extension of the QuickSelect algorithm due to Hoare [65]. A similar idea is used in the randomized version of the $\ell_2$ projection on the simplex in [46].

Theorem 29. In expectation, the QuickProject Algorithm terminates after $O(n)$ operations, and outputs the solution $x^*$ of the Bregman projection problem (C.1) with the smoothed KL divergence $D_{KL,\epsilon}$.

Proof. First, we prove that the algorithm has expected linear complexity. Let $T(n)$ be the expected complexity of the while loop when $|J| = n$.

The partition and compute step (7) takes $3n$ operations, then we recursively apply the loop to $J^-$ or $J^+$, which have sizes $(m, n - m)$ for any $m \in \{1, \ldots, n\}$, with uniform probability. Thus we can bound $T(n)$ as follows

$$T(n) \leq 3n + \frac{1}{n} \sum_{m=1}^{n} T(\max(m, n - m)) \leq 3n + \frac{2}{n} \sum_{m=\frac{n}{2}}^{n} T(m),$$

and we can show by induction that $T(n) \leq 12n$, since $T(0) = 0$ and

$$3n + \frac{2}{n} \sum_{m=\frac{n}{2}}^{n} 12m \leq 3n + 12 \frac{3n}{4} = 12n.$$

To prove the correctness of the algorithm, we will prove that once the while loop terminates, $s^* = \sigma(j^*)$, and $S, C$ are respectively the sum and the cardinality of $\{\bar{y}_{\sigma(i)} : i \geq j^*\}$, then by Proposition 28 we have the correct expression of $x^*$. We start by showing the following invariants:
Algorithm 16 QuickExpProject: Randomized pivot based method to compute the Bregman projection with $D_{KL, \epsilon}$.

1: Input: $\bar{x}, \ell$
2: Output: $x^*$
3: Form the vector $\bar{y}_i = (\bar{x}_i + \epsilon)e^{-\ell_i}$
4: Initialize $\mathcal{J} = \{1, \ldots, n\}$, $S = 0$, $C = 0$, $s^* = n + 1$
5: while $\mathcal{J} \neq \emptyset$ do
6: Select a random pivot index $j \in \mathcal{J}$
7: Partition $\mathcal{J}$ into $\mathcal{J}^+ = \{i \in \mathcal{J} : \bar{y}_i \geq \bar{y}_j\}$ and $\mathcal{J}^- = \{i \in \mathcal{J} : \bar{y}_i < \bar{y}_j\}$.
8: Compute $S^+ = \sum_{i \in \mathcal{J}^+} \bar{y}_i$ and $C^+ = |\mathcal{J}^+|$.
9: Let $\gamma = (1 + \epsilon(C + C^+))\bar{y}_j - \epsilon(S + S^+)$
10: if $\gamma > 0$ then
11: $\mathcal{J} \leftarrow \mathcal{J}^-$, $s^* = j$
12: $S \leftarrow S + S^+$, $C \leftarrow C + C^+$
13: else
14: $\mathcal{J} \leftarrow \mathcal{J}^+$
15: end if
16: end while
17: Set

\[
\begin{cases}
Z = \frac{S}{1 + \epsilon C} \\
x_i^* = (-\epsilon + \frac{\bar{y}_i}{Z})_+
\end{cases}
\]

(i) If $\bar{y}_{\sigma(m_t)}$ is the largest element in $\mathcal{J}^{(t)}$, then $\sigma(m_t + 1) = (s^*)^{(t)}$.

(ii) $\mathcal{J}^{(t)}$ contains $\sigma(j^*)$ or $\sigma(j^* - 1)$.

(iii) $S$ and $C$ are the sum and cardinality of $\{i : \sigma(i) \geq s^*\}$.

(iv) $\gamma^{(t)} = c(j^{(t)})$, where $c$ is the criterion function defined in Lemma 17.

The invariant holds for the first iteration since $\mathcal{J}^{(1)} = \{1, \ldots, n\}$, $m_t = d$, and $S^{(1)} = C^{(1)} = 0$. Suppose the invariant is true at iteration $t$ of the loop. Then two cases are possible:

1. If $\gamma^{(t)} \leq 0$, then $\mathcal{J}^{(t+1)} = (\mathcal{J}^{(t)})^+$ and $m^{(t+1)} = m^{(t)}$, and the invariant still holds.

2. If $\gamma^{(t)} > 0$, then $\mathcal{J}^{(t+1)} = (\mathcal{J}^{(t)})^-$ and $(s^*)^{(t+1)} = j^{(t)}$, thus

\[
\{i : \sigma(i) \geq (s^*)^{t+1}\} = \{i : \sigma(i) \geq (s^*)^{(t)}\} \cup \{i : (s^*)^{t+1} \leq \sigma(i) \leq (s^*)^{(t)} - 1\}
\]

and by the update step (lines 10–11), the invariant still holds.
To finish the proof, suppose the while loop terminates after $T$ iterations, i.e. $\mathcal{J}^{(T+1)} = \emptyset$. We claim that $(s^*)^{(T+1)} = \sigma(j^*)$. During the last update, two cases are possible:

1. If $\gamma^{(T)} > 0$, then $\bar{y}_{j^{(T)}}$ is the smallest element of $\mathcal{J}^{(T)}$. In this case, since $c(i) \leq 0$ for $i < j^*$, and $\mathcal{J}^{(T)}$ contains $\sigma(j^*)$ or $\sigma(j^* - 1)$, it must be that $j^{(T)} = \sigma(j^*)$, thus $(s^*)^{T+1} = j^{(T)} = \sigma(j^*)$.

2. If $\gamma^{(T)} \leq 0$, then $\bar{y}_{j^{(T)}}$ is the largest element of $\mathcal{J}^{(T)}$, in this case, since $c(j^*) > 0$, it must be that $j^{(T)} = \sigma(j^* - 1)$, so $m^{(t)} = j^* - 1$ and $\sigma(m^{(t)}) = \sigma(j^* - 1)$ and $(s^*)^{(T+1)} = (s^*)^{(T)} = \sigma(m^{(t)} + 1) = \sigma(j^*)$.

This concludes the proof. □

This proves that the Bregman projection problem (C.1) with smoothed KL divergence can be solved exactly in expected $O(n)$ time. A question which remains open is whether it can be solved in $O(n)$ time using a deterministic algorithm, akin to the “median of medians” algorithm due to Blum et al. [27] which solves the selection problem in deterministic linear time.

C.4 Numerical experiments

![Figure C.1: Run time as a function of the dimension $n$, with $\epsilon = .1$, in log-log scale (left). The highlighted region is zoomed-in in linear scale on the right.](image)

We provide a simple python implementation of the projection algorithms at [github.com/walidk/BregmanProjection](https://github.com/walidk/BregmanProjection). The implementation of Algorithm 14 is generic and can be instantiated for any Csiszár potential by providing the function $\phi$ and its inverse. The implementation of Algorithm 15 and QuickProject are specific to the exponential potential. Finally, we report in Figure C.1 the run times of both algorithms as the dimension $n$ grows, averaged over 50 runs, for randomly generated, normally distributed vectors $\bar{x}$ and $\bar{g}$. The numerical simulations are also available on the same repository.
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