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Abstract

Design and Engineering of Pattern Formation in Gene Expression in Escherichia coli

by

Justin Ezekiel Hsia

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Murat Arcak, Chair

Synthetic biology aims to develop new biological systems and devices, from the modifica-
tion of existing pathways to the construction of entirely new genetic circuits. The role of the
engineer in synthetic biology is to apply engineering principles to the design and analysis of
proposed systems. Building biological systems de novo are the best way to demonstrate our
successes on this front and so far has yielded biological devices such as synthetic promoters,
toggle switches, oscillators, and logic gates. Here we aim to push the current boundaries of
synthetic biology and study the principles behind engineering pattern formation in ensem-
bles of E. coli cells. Motivated by the study of morphogenesis, we hope to develop synthetic
systems with the high-minded goals of one day engineering molecular differentiation or even
multicellularity. Pattern formation will be a critical part of these goals and brings an ad-
ditional focus on cell-to-cell communication and signaling molecules. Here we examine two
different communication mechanisms, quorum sensing and contact-based signaling, and see
what types of patterns we can achieve.

Using quorum sensing, we focus on diffusion-driven instability (Turing patterning), where
a homogeneous steady state of an ensemble of cells is destabilized in the presence of diffusion.
This is made possible by the conflicting interactions of the internal dynamics of the cells
and the normalizing effect of diffusion between them. The work in this area thus far has
centered around activator-inhibitor network theory and to date has yet to yield a biological
experimental demonstration. Here we analyze the Turing mechanism and propose a new
network which we call a “quenched oscillator” system and demonstrate its ability to produce
diffusion-driven instability. We then propose a synthetic implementation and present work
towards a partial implementation. In the process, we use zinc finger proteins (ZFPs) and
small RNAs (sRNAs) to construct new synthetic inverters to put together in a ring oscillator
for use in a quenched oscillator system.

Interest in contact-based signaling has risen recently with the discovery of a contact-
dependent inhibition (CDI) system in E. coli. While a synthetic contact-mediated com-
munication channel has not yet been achieved, its realization will provide a huge boost
in engineering possibilities, particularly for multicellular applications. Here we develop an
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analytical framework based on graph theory for analyzing lateral inhibition networks, a cat-
egory that CDI falls under, for the existence and stability of equitable patterns. Without
an actual CDI system to use, we develop what we call a “compartmental lateral inhibi-
tion” system using diffusible molecules and engineered communication channels to simulate
contact-mediated signaling for verification of our patterning analysis. The current state of
our synthetic implementation is presented, highlighting experimental setup details that may
prove useful for future applications in engineered multicellular ensembles.
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Chapter 1

Introduction

1.1 Preface

Despite its simple-sounding name, synthetic biology is a wondrously convoluted interdis-
ciplinary field. It captures the attention of biologists, chemists, physicists, engineers, and
computer scientists alike and yet we sometimes still struggle to come to an agreement over
its very definition. Each discipline brings with it its own unique set of skills and views and
this can lead to harmonious collaboration as well as clashes in opinions. But this is what
makes synthetic biology both exciting and frustrating – the field is still ripe with promise,
but every bump along the road is humbling and forces you to learn something new.

And so here I offer up a definition of synthetic biology as broad as the field itself: “the
manipulation or creation of biological systems for ‘useful’ purposes.” This means
vastly different things to different people and my own internal definition continues to evolve
as I learn more and more. Working in this field has given me a newfound appreciation for
the fact that most living things just... work, somehow. And despite the constant setbacks,
I still get giddy at the thought of the possibilities in this field for the future. It has been
so much fun to push the boundaries of what we want to build even if the basics of forward
engineering of biology are still being investigated. We are getting there little by little and
I’m proud and thankful to have played a small part of that.

1.2 Synthetic Biology

Synthetic biology aims to develop new biological systems and devices, from the modifi-
cation of existing pathways to the construction of entirely new genetic circuits. While the
concept has been around for the better part of a century, the characterization of a growing
number of pathways, a growing library of synthetic parts, the decreasing costs of sequencing
and DNA synthesis, exciting new technologies, and increased funding have facilitated a boom
in the field since just before the turn of the century. The collaboration between biologists
and engineers has produced a very broad range of work that have been categorized into
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numerous fields and subfields. It is difficult to impossible to encompass the breadth of syn-
thetic biology succinctly, but the manipulation or creation of biological systems can be used
for any number of goals [71] such as biofuels [113], disease prevention [135], or mimicking
electronic circuitry [96].

From an engineering perspective, the last example is of particular interest. Indeed, a large
amount of effort has been placed on seeing what we can currently achieve in biology in terms
of computation and the construction of basic elements such as switches [48, 64], oscillators
[42, 126], and logic gates [4, 132, 128]. The role of the engineer in synthetic biology is to apply
engineering principles to the design and analysis of proposed systems. Building biological
systems de novo are the best way to demonstrate our successes on this front. However, the
engineering principles of standardization, abstraction, and functional composition [43] have
proven to be much more difficult to achieve in the realm of biology. In particular, the main
shortcoming of the engineering work in synthetic biology is the mismatch between modeling
and reality. Unlike the mechanical and digital or analog electronic realms, biology tends to
be much more complicated and less controlled. The workings of a single cell, much less an
organism, are extremely complicated and any desired engineered behavior could be interfered
with in unforeseen and unpredictable ways.

Much work is currently being done to try to overcome these limitations on complexity
and construction [21]. Much of the engineering effort in synthetic biology can be divided
into the following rough areas: system and interaction modeling [10, 97, 2], simulation tools
[14, 85, 67], functional composition [34], engineering robustness [76], parts optimization [41],
in vitro experiments [75], and continued de novo circuit construction. Our work is focused
on this last area. We continue to pursue the design of evermore complicated and exciting
systems with the understanding that future results in these other areas will continue to make
our designs more and more feasible. We aim for a practical approach with projects where
we can provide a significant theoretical contribution to synthetic biology while still targeting
reasonable experimental implementations.

1.3 Pattern Formation

1.3.1 Motivation

The focus of this work is on pattern formation in gene expression. Like most engineering-
focused projects in synthetic biology, we have a biology-based motivating example plus a
more grandiose engineering goal. Our motivating example here is developmental biology
and the study of morphogenesis. At some point during development, multicellular organisms
transform from a clump of identical embryonic cells to an organism with specialized cells
that have undergone differentiation. Much of how that happens is still unknown but there
must be signaling that allows cells to determine their fate based on their neighbors or global
spatial position. While the biologists continue to study the exact mechanisms that cause
this to happen in nature, we will study the underlying principles behind pattern formation
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to try to contribute to the understanding of patterning systems and to construct tractable
model systems.

From the engineering perspective, patterning systems are of particular interest to the
outlandish goal of one day engineering multicellularity, that is, synthesizing biological sys-
tems on the order of organisms. While this may or may not be achievable, pattern formation
is a critical part of one or more of the so-called “enabling technologies” for engineered mul-
ticellularity, particularly molecular differentiation [91]. More realistically, pattern formation
is an area that is ripe for results and is more interesting and more complex than most of the
synthetic genetic circuits achieved thus far exactly because of its multicellular nature. This
brings an additional focus on cell-to-cell communication [20] and signaling molecules that
will be examined in this work.

The two methods of cell-to-cell communication examined here are quorum sensing [133]
and contact-based signaling [57]. Because these mechanisms are very different from each
other, they allow for different patterns to emerge. We choose to base our work in E. coli
for a number of reasons. It is a model organism that is well-sequenced and easy to manipu-
late (both chromosomally and with plasmids); it lacks much of the complicated background
machinery in eukaryotes that might unintentionally interfere with our work; and there exist
quorum sensing and contact-based signaling mechanisms that are known to work in E. coli.
And finally, a demonstration of engineered multicellularity will be that much more meaning-
ful if we can achieve it in a single-celled organism like E. coli instead of co-opting an existing
multicellular system.

1.3.2 Diffusion-based Signaling

Quorum sensing depends on the secretion or diffusion of a signaling molecule that is
sensed by other cells. Because it is diffusion-based, the signaling can reach over relatively
long distances and can be effective at a variety of different cell densities. Our work here will
be focused on a mathematical phenomenon known as diffusion-driven instability, or Turing
patterning [129], where the conditions are such that the interaction between the internal
dynamics of the cells and the normalizing effect of diffusion between cells causes the spatial
homogenous steady state to be destabilized. This phenomenon has been known for over half
a century and yet no synthetic demonstration has been yet achieved in biology. In Chapter
2 we propose a novel architecture that produces spatio-temporal Turing patterning. We
work through the design and analysis of this new network and present results on a partial
implementation. The primary goal of this chapter is to provide a circuit architecture which
can be implemented with relative ease by practitioners and which provides an alternative
implementation strategy for reaction-diffusion pattern generation in synthetic multicellular
systems. During our partial implementation, we create new synthetic inverters using zinc
finger proteins and small RNAs that may prove useful to others in the synthetic biology
community.
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1.3.3 Contact-based Signaling

Contact-based signaling relies on ligands and receptors that are expressed on the outer
membrane of cells. Because of this mechanical restriction, cells must be in close proximity
for these signaling pathways to be activated, and thus the signals only reach very short
distances but tend to have stronger interactions. In Chapter 3 we study a phenomenon
known as lateral inhibition, where a cell can reduce the activity of its neighbors. Because of
the competitive inhibition between neighbors, we find that it produces more “on-off” type
patterning. We describe a graph theoretic approach to analyzing potentially large contact
networks for the existence and stability of these “fine-grained” patterns. In place of an
actual contact-based system, we propose a synthetic circuit we call a compartmental lateral
inhibition system that used diffusible molecules to demonstrate these types of patterns and
work towards its laboratory implementation. The primary goal of this chapter is to provide a
theoretical framework in preparation for the future when a synthetic contact-based signaling
becomes available. Such systems have been found in nature, but have yet to be co-opted
to transport transcriptional factors of our choosing, so the compartmental lateral inhibition
system serves as an intermediate demonstration.
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Chapter 2

Turing Patterning

2.1 Diffusion-Driven Instability

A particularly well-studied mechanism for pattern formation is diffusion-driven instabil-
ity, originally proposed by Turing ([129]), where a homogeneous steady state is destabilized
in the presence of diffusion.

Attempts have been made to build synthetic gene networks that generate spatio-temporal
patterns in gene expression mediated by diffusible signals ([27, 122, 12, 13, 88]). To obtain
pattern generation, these efforts have relied either on the external spatio-temporal manip-
ulation of the cell’s chemical environment ([27, 122, 88]) or the precise positioning of cells
containing different gene networks that secrete or respond to diffusible signals ([12, 13]). To
date, there have been no experimental demonstrations of a robust, tunable system which can
break symmetry and spontaneously generate predictable gene expression patterns (spatio-
temporal inhomogeneities) as in the Turing mechanism. What is specifically lacking in the
community is an experimentally tractable model system for studying spontaneous pattern
formation. Such a system would catalyze the engineering of complex cellular ensembles,
ranging from engineered microbial communities ([12, 88]) to auto-differentiating multicellu-
lar systems.

In the synthetic biology community, efforts to achieve spontaneous generation of spatial
patterns in gene expression have been centered around networks similar to the one originally
proposed by Turing ([129]): two diffusible species (usually termed an activator and an in-
hibitor) interact with each other via chemical reactions that produce positive and negative
interactions as in Figure 2.1 in Section 2.3. For an appropriate range of kinetic parameters
and diffusion constants, these topologies produce spatial or spatio-temporal patterns sponta-
neously from a homogeneous initial condition perturbed by small variations in concentration
due to stochastic effects. However, this type of architecture has proven very difficult to
implement using genetic networks because: (a) Turing instability requires that the steady
state occur in the linear regime of the activator-inhibitor interactions away from saturation,
and severely restricts the parameter range to meet the instability criteria; (b) when using
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systems with two diffusible components, either the diffusion constants ([129]) or the uptake
rates ([127]) must be sufficiently different to allow unstable spatial modes, and significant
differences are difficult to engineer; (c) the addition of intermediate protein steps to Turing’s
two-molecule activator-inhibitor model further restricts the parameter set for patterning, and
(d) stochasticity plays a significant role in the behavior of these systems, but most analyses
rely on continuum partial differential equation (PDE) models, making it difficult to reconcile
theoretical predictions with observed experimental results.

Although the activator-inhibitor model is the canonical example of a system demonstrat-
ing Turing instability, many other possible network structures exist. Indeed, the essential
structural requirement for the emergence of the Turing phenomenon is that the network
contain an unstable subsystem, which is stabilized by a feedback loop. The diffusion of
molecules participating in this feedback loop then unleashes the inherent instability and al-
lows growth of spatial modes. In the activator-inhibitor network, the activator plays the role
of the unstable subsystem and the inhibitor provides the stabilizing feedback. Although it
is well known that the Turing mechanism is not restricted to the activator-inhibitor network
(e.g. see [36] for Turing instability conditions for general reaction-diffusion models), to the
best of our knowledge, no other biologically plausible network has been proposed. Systems
that contain more than two species have been studied, but their reactions conform to the
essential structure of the activator-inhibitor paradigm ([93]).

Here we break away from the activator-inhibitor model and propose a new network which
we call a “quenched oscillator” system. This system uses one diffusible component and an
oscillator circuit serving as the unstable subsystem that is quenched by a second feedback
loop, as depicted in Figure 2.4 in Section 2.4. To our knowledge, this is the first demonstra-
tion that oscillator-driven gene networks can exhibit Turing instability and spatial patterning
of gene expression across fields of cells. Moreover, the network can be implemented with a
variety of published oscillator circuits ([42, 126]) using known genes and promoters. It is
important to stress that the mechanism pursued here – displaying Turing instability – is
fundamentally different from the traveling wave trains and spiral waves in diffusively cou-
pled oscillators ([136, 98]). Although we employ an oscillator as a subsystem, the full system
is not an oscillator, instead exhibiting a stable steady state as in the Turing mechanism.
Moreover, the oscillator subsystem lacks a diffusible molecule. The proposed architecture
bears resemblance to the diffusively coupled repressilator model in [47], where a second loop
is integrated with the repressilator to incorporate a diffusible molecule. However, their loop
does not quench the oscillator, but simply enables communication between cells to ensure
synchronization, which is contrary to the pattern formation task studied here.

2.2 Reaction-Diffusion System Analysis

Turing pattern formation arises in reaction-diffusion systems where stability of a steady
state in the reaction system does not imply stability of the homogeneous steady state in the
presence of diffusion [129]. We will consider the situation where the cells are closely packed
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and study the continuous reaction-diffusion system

∂

∂t
c(t, ξ) = f(c(t, ξ)) +D∇2

ξc(t, ξ) (2.1)

over the spatial domain Ω with smooth boundary ∂Ω subject to zero-flux (Neumann) bound-
ary conditions. Here c(t, ξ) is the vector of species concentrations that depends on time t
and spatial variable ξ ∈ Ω, f is the vector field of reaction rates, D � 0 is a diagonal matrix
of diffusion coefficients, and ∇2 is the vector Laplacian. The Neumann boundary condition
states that ∇c(t, ξ) · n(ξ) = 0, ∀ξ ∈ ∂Ω, where n(ξ) is the outward normal vector.

We let J = ∂f
∂c
|c=c∗ denote the Jacobian linearization about the steady state c∗. The

dynamical behavior of the reaction-diffusion system is determined from the matrices J+λkD,
where λk are the eigenvalues of the Laplacian operator ∇2 on the given spatial domain,
and the subscripts k = 1, 2, 3, . . . denote the wave numbers [25]. For example, on a one-
dimensional domain Ω = [0, L], λk = −(πk/L)2. If the matrix J + λkD is Hurwitz, then the
corresponding wave decays to zero asymptotically in time. If J + λkD is unstable, then the
corresponding wave grows. In Turing’s condition for pattern formation, matrix J is stable,
implying convergence to steady-state in the absence of diffusion, but J +λkD is unstable for
one or more wave numbers k ≥ 1, implying the growth of these waves due to diffusion.

2.2.1 Additive D-Stability

A matrix stability concept that rules out Turing pattern formation is additive D-stability
[49, 70], defined below. We are interested in this concept because necessary conditions for
additive D-stability, when negated, serve as sufficient conditions for Turing instability.

Definition 2.1. A matrix J is called additively D-stable if J − D̄ is Hurwitz for all diagonal
D̄ � 0.

For Turing pattern formation, we need J+λkD to become unstable for some λk. Because
λk ≤ 0 for Neumann eigenvalues [51] and all diffusion coefficients are non-negative, J + λkD
matches the J − D̄ format of additive D-stability with D̄ = −λkD. Thus, if J is additively
D-stable, Turing pattern formation is not possible.

We will make use of the following necessary condition for additive D-stability and its
proof to observe an essential structural property for Turing instability:

Theorem 2.1. A necessary condition for additive D-stability of the matrix J is that J and
all of its principal submatrices be stable.

Proof. A result similar to Theorem 2.1 has been proven in [104]. Here, we present an alter-
native proof that makes explicit the structure of D̄ that renders J − D̄ unstable. Observing
this structure will be helpful in designing a network that exhibits Turing instability.
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We proceed by contradiction and suppose that J ∈ R
n×n contains an unstable principal

submatrix Jr of size r ≤ n, and show that we can recursively construct a diagonal matrix
D̄ � 0 such that J − D̄ is unstable.

If r = n, then J is an unstable matrix and we can choose D̄ = 0. If r < n, we assume,
without loss of generality, that Jr is a leading principal submatrix. Taking the leading
principal submatrix of size r + 1:

Jr+1 =

[

Jr br
cr ar+1

]

,

we claim that we can find D̄r+1 = diag{0, . . . , 0, dr+1} such that Jr+1− D̄r+1 is unstable. To
see this, let dr+1 = 1/ǫ and note from standard singular perturbation arguments [79] that, as
ǫ→ 0, one of the eigenvalues of Jr+1−D̄r+1 approaches −∞, while the remaining r approach
the eigenvalues of Jr. Since Jr is unstable, then by an appropriately large choice of dr+1 we
can make Jr+1 − D̄r+1 unstable.

Now we can similarly define

Jr+2 =

[

Jr+1 br+1

cr+1 ar+2

]

and D̄r+2 = diag{0, . . . , 0, dr+1, dr+2}, and render

Jr+2 − D̄r+2 =

[

Jr+1 − D̄r+1 br+1

cr+1 ar+2 − dr+2

]

unstable by an appropriately large choice of dr+2. We can then recursively apply this proce-
dure until we make Jn − D̄n = J − D̄ unstable using D̄ = diag{0, . . . , 0, dr+1, . . . , dn}.

2.2.2 Conditions for Turing Patterning

We can utilize the above findings into the following conditions for finding biological
networks that should produce Turing patterning:

Condition 1: The network must contain an unstable subsystem. [63]

Condition 2: This subsystem must be stabilized by the rest of the system so that J is
stable.

Condition 3: The diffusion matrix D must be such that J+λkD is unstable for some wave
number k ≥ 1.
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Figure 2.1: The canonical two-component “activator-inhibitor” Turing system. The top
component is the activator (in pink) and the bottom component is the inhibitor (in blue),
both diffusible.

Since Condition 1 breaks the necessary condition set forth in Theorem 2.1, these condi-
tions are merely sufficient to show Turing patterning and alternative design methodologies to
achieve Turing pattern formation may exist. If Conditions 1 and 2 are met, then a matrix D
that satisfies Condition 3 can be constructed following the recursive procedure in the proof
of Theorem 2.1.

2.3 Activator-Inhibitor Theory

We show that the conditions for Turing patterning discussed above encompass the canon-
ical two-component activator-inhibitor system in Figure 2.1. The linearization and diffusion
matrices for this system have the form:

J =

[

j11 j12
j21 j22

]

, D =

[

d1 0
0 d2

]

, di ≥ 0,

where j11 > 0 so that component 1 is the unstable “activator,” and j22 < 0 so that component
2 is the stabilizing “inhibitor.” The activator thus serves as the unstable subsystem to
disprove additive D-stability. We assume the spatial domain is Ω = [0, π] with zero-flux
boundary conditions such that the eigenfunctions are cos(kξ) with eigenvalues λk = −k2.

Condition 1: This condition is met since we define j11 > 0.

Condition 2: For stability of the full reaction network, we need:

j11 + j22 < 0 and j11j22 − j12j21 > 0 (2.2)

so that det(λI − J) = λ2 − (j11 + j22)λ + (j11j22 − j12j21) has both roots in the left
half-plane. The first part of (2.2) in combination with Condition 1 confirm that j11 and
j22 must have opposite signs with the negative (stable) quantity of larger magnitude.
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Figure 2.2: One proposed synthetic implementation of an activator-inhibitor network us-
ing existing components. The species λ cI activates itself as the unstable subsystem and
also activates a longer feedback loop using the membrane-diffusable signaling molecule acyl-
homoserine lactone (AHL). This system proved experimentally infeasible due to parameter
constraints.

This matches our intuition that the feedback loop has to be strong enough to stabilize
the overall system.

Condition 3: For diffusion-driven instability of the kth spatial mode we need:

(j11j22 − j12j21)− k2(j11d2 + j22d1) + k4d1d2 < 0 (2.3)

so that det(λI−(J+λkD)) = λ2−(j11+j22−k2(d1+d2))λ+(j11j22−j12j21)−k2(j11d1+
j22d2) + k4d1d2 has at least one unstable root. Note in (2.3) that the first quantity is
positive by (2.2) and the third quantity is positive by definition, so instability is only
possible if j11d2 + j22d1 > 0. This leads to the further condition that d2 > d1.

The proof of Theorem 2.1 implies that instability is achieved when d2 > 0 is large enough
and this is verified by the condition above. The proof also implies that d1 = 0 is admissible
for Turing instability.

2.3.1 Activator-Inhibitor Example

We attempted to find an experimentally feasible activator-inhibitor system, but it proved
to be difficult to do with existing components (as discussed in Section 2.3.2). Although many
different systems were proposed and tested without success, we will present the system shown
in Figure 2.2 as an illustrative example of the difficulties involved.

Here we use the positive auto-regulating loop from λ phage where λ CI is a transcriptional
activator of the promoter PRM . This is one of the simplest (and smallest) unstable subsystems
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available. The feedback loop consists of Vibrio fisheri quorum sensing genes luxI and luxR
and disrupts the auto-regulating loop by targeted degradation of λ CI via the Lon protease
found in Mesoplasma florum (mf-Lon) [54]. Although this Turing patterning example did
not work out, the use of degradation tags here led directly to the creation of a new bistable
switch [64].

We represent the dynamics of this system with the following set of partial differential
equations:

∂

∂t
mC = VPRM

NC

(

1

1 + (KC/pC)nC
+ ℓPRM

)

− γmmC

∂

∂t
pC = ǫCmC − γCpC −

kcatpLon
1 +KM/pC

∂

∂t
mI = VPRM

NC

(

1

1 + (KC/pC)nC
+ ℓPRM

)

− γmmI

∂

∂t
pI = ǫImI − γIpI

∂

∂t
pA = v3pI − kfpA(pR − pRA) + krpRA − γApA + dAHL∇2pA

∂

∂t
pRA = kfpA(pR − pRA)− krpRA

∂

∂t
mLon = VPLuxI

NC

(

1

1 + (KRA/pRA)nRA
+ ℓPLuxI

)

− γmmLon

∂

∂t
pLon = ǫLonmLon − γLonpLon, (2.4)

where mi are mRNA concentrations, pi are protein concentrations, Vi are velocity constants,
N is the copy number, Ki are dissociation constants, ni are Hill coefficients, ℓi are leakage
rates normalized to Vi, γi are degradation rates, and ǫi are protein translational rates. The
parameters are subscripted according to their corresponding species (C = [λ cI], I = [luxI],
A = [AHL], R = [luxR], RA = [luxR-AHL complex], Lon = [mf -lon]) except for velocity
and leakage constants, which are subscripted by promoter. The variable pR is the total
amount of LuxR protein in the system, which is assumed constant, thus the amount of free
LuxR is represented by pR − pRA. The parameter C is the concentration level generated by
a single molecule in an E. coli cell and dAHL is the diffusion coefficient of AHL. Note that
there would also be a fluorescent protein on the PRM operon as the reporter, but since its
concentration would be proportional to λ CI and LuxI we omit it from our model.

Jacobian linearization of the reaction equations about the steady-state (m̄C , p̄C , m̄I , p̄I ,
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p̄A, p̄RA, m̄Lon, p̄Lon) yields:

J =

























−γm b2 0 0 0 0 0 0
ǫC −a2 0 0 0 0 0 −c8
0 b2 −γm 0 0 0 0 0
0 0 ǫI −γI 0 0 0 0
0 0 0 v3 −a5 a6 0 0
0 0 0 0 c5 −a6 0 0
0 0 0 0 0 b6 −γm 0
0 0 0 0 0 0 ǫLon −γLon

























, (2.5)

where:

c5 = kf (pR − p̄RA), c8 =
kcat

1 +KM/p̄C
,

b2 = VPRM
NC · nC

p̄C
· (KC/p̄C)

nC

(1 + (KC/p̄C)nC )2
, b6 = VPLuxI

NC · nRA

p̄RA

· (KRA/p̄RA)
nRA

(1 + (KRA/p̄RA)nRA)2
,

a2 = γC + kcat ·
p̄Lon
p̄C
· KM/p̄C
(1 +KM/p̄C)2

, a5 = γA + c5, a6 = kf p̄A + kr.

Note that all of these terms are non-negative.

Condition 1: For the unstable subsystem we require:

γma2 − ǫCb2 < 0 (2.6)

so that the characteristic polynomial of the 2 × 2 upper-left principal submatrix of
J , given by det(λI − Ju) = (λ + γm)(λ + a2) − ǫCb2, has one real root in the right
half-plane.

Condition 2: The eigenvalues of J are the roots of:

det(sI−J) = det(sI−Ju)(s+γm)2(s+γC)(s+γI)[s2+(a5+a6)s+γAa6]+F (s+γm),
(2.7)

where F , v3ǫIǫLonb2b6c5c8 characterizes the feedback strength. F must be a value
such that all of the eigenvalues of J are stable.

Condition 3: For Ω = [0, L], λk = −(kπ/L)2 for eigenfunctions cos(kπ
L
x). Here D =

diag{0, 0, 0, 0, dAHL, 0, 0, 0}. J + λkD looks identical to J except for the AHL entry of
the diagonal, which is now defined as â5 , c5 + γA − λkdAHL. This leads to:

det(sI − (J + λkD)) = det(sI − Ju)(s+ γm)
2(s+ γC)(s+ γI)[(s+ â5)(s+ a6)− c5a6]

+ F (s+ γm), (2.8)

which needs to yield unstable roots for some k ≥ 1.
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Table 2.1: Base parameter values for activator-inhibitor system

Variable Description Units Parameter Value

γC Degradation rate of CI s−1 2.89× 10−4

γI Degradation rate of LuxI s−1 2.89× 10−4

γA Degradation rate of AHL s−1 2× 10−3 [33]
γLon Degradation rate of mf -Lon s−1 7× 10−4 [59]
γm Degradation rate of mRNA s−1 2.89× 10−3 [112]

VPRM
mRNA production velocity rate for PRM s−1 0.3 [109]

VPluxI mRNA production velocity rate for PLuxI s−1 0.26 [24]

N Plasmid copy number for SC101* 5

C
Concentration of a single protein/mRNA in a

M 1.5× 10−9 [81]
typical bacterium

KC Disassociation constant of CI to PRM M 2.5× 10−8 [56]
KRA Disassociation constant of LuxR-AHL complex to PLuxI M 1.5× 10−9 [24]
KM Michaelis constant for mf -Lon M 3.7× 10−6 [54]

nC Hill coefficient for PRM 2 [56, 16]
nRA Hill coefficient for PLuxI 2 [24]

ℓPRM

mRNA leakage of PRM promoter normalized to
1/10 [95]

velocity rate

ℓPLuxI

mRNA leakage of PLuxI promoter normalized to
1/167 [24]

velocity rate

ǫC Translation rate for CI s−1 4.5× 10−5

ǫI Translation rate for LuxI s−1 4.5× 10−5

ǫLon Translation rate for mf -Lon s−1 3.5× 10−5

v3 Catalytic rate of LuxI to AHL s−1 0.01335 [119]
kcat Catalytic rate of mf -Lon s−1 0.071 [54]

kf Forward rate of LuxR-AHL binding M−1s−1 1× 109 [137]
kr Reverse rate of LuxR-AHL binding s−1 50 [1, 24, 137]

pR Constitutive level of total LuxR in the system M 1× 10−8

dAHL Diffusion constant of AHL m2s−1 1.667× 10−12 [12]

2.3.2 Activator-Inhibitor Difficulties

The biggest difficulty with these systems is invariably the search for a reasonable set of
parameters well within the patterning region. The analysis shown above allows us to direct
our parameter search better and to come to conclusions about a system’s feasibility. We
will start with the base parameter values shown in Table 2.1, which were taken from the
literature when possible.

Making the PRM -λ cI subsystem in Figure 2.2 unstable is nontrivial. For simplicity, let
us first examine Condition 1 above with kcat = 0. In this case the instability condition
simplifies to X , ǫCb2

γmγC
< 1 and the steady-state reduces to:
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m̄C =
γC
ǫC
p̄C ,

γmγC
ǫC

p̄C = VPRM
NC

(

1

1 + (KC/p̄C)nC
+ ℓPRM

)

.

This means that we can solve for the steady-state value by looking for positive real
solutions to the equation:

p̄nC+1
C − VPRM

ǫC
γmγC

(1 + ℓPRM
)p̄nC

C +KnC

C p̄C − ℓPRM

VPRM
ǫC

γmγC
KnC

C = 0.

For nC = 2, this becomes a cubic equation. Using the base values in Table 2.1 (still with
kcat = 0), we get a single real solution with X = 0.0656 < 1, so the subsystem is stable.
Now we wish to vary parameters in order make the subsystem unstable. Substituting the
steady-state expression into X, we arrive at the following expression:

X = nC ·
(KC/p̄C)

nC

1 + (KC/p̄C)nC
· 1

1 + ℓPRM
(1 + (KC/p̄C)nC )

.

We can see that the first fraction lies between 0 and 1 and the second fraction lies between
0 and 1/(1 + ℓPRM

), so Xmax = nC/(1 + ℓPRM
). Since the instability condition is X > 1,

we need at minimum nC > 1. Also, note that both fractions are functions of KC/p̄C and
work against each other, i.e. the first fraction is a decreasing function in p̄C while the second
fraction is an increasing function in p̄C . We can analytically solve for the value of p̄C to
maximize X and we get:

p̄∗C = 2nC

√

1 + 1/ℓPRM
(2.9)

The value of X as a function of p̄C can be seen in Figure 2.3. Notice that the range of
p̄C for instability is quite small. We can choose a single parameter to vary in order to set
p̄C at a desired value to ensure that X > 1. Here we choose ǫC since in practice we can
alter the ribosome binding site (RBS) of the λ cI gene on the PRM operon. We solve for
ǫ∗C = 1.5364× 10−5 to set X to its peak value (while disconnected).

Note that at this new parameter value, all three steady-state values of p̄C are real and
positive. Two of them are stable and only one meets the instability criterion. Multiple
equilibria are a common occurrence in activator-inhibitor designs and complicate the analysis,
especially as we begin to rely more and more on numerical analysis.

In this particular system design, we can see that even when disconnected, our subsystem
is only unstable in a small range of values (Figure 2.3). The threshold for instability also
increases in the overall system and the instability condition gets much more complicated:

1 +
kcat
γC
· p̄Lon
p̄C
· KM/p̄C
(1 +KM/p̄C)2

< X

X = nC
γI
γC
· ǫC
ǫI
· p̄I
p̄C
· (KC/p̄C)

nC

1 + (KC/p̄C)nC
· 1

(1 + ℓPRM
) + ℓPRM

(KC/p̄C)nC
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Steady-state value p
C

10-10 10-9 10-8 10-7 10-6
0

0.2

0.4

0.6

0.8

1

1.2
Instability Condition X for subsystem (no feedback)

X: 1.373e-08
Y: 1.073

Figure 2.3: How the instability condition X (blue line) varies with respect to the steady-
state value p̄C for the disconnected (kcat = 0) subsystem Ju. X must exceed 1 (red line) for
the subsystem to be unstable. Shown is the maximum value 1.073 of X given our choices
for nC , KC , and ℓPRM

. Starting with a base set of parameters, we can choose one (e.g. ǫC)
to vary in order to get a desired p̄C .

The threshold is now ≥ 1 and we can no longer easily solve the expression of X for particular
parameter values due to the presence of both p̄C and p̄I . Similarly, the expression to stabilize
the entire system does not take a nice form. This unfortunately leaves us in the situation
where we would need to do a parameter search across dozens of variables with little intuition.

This example system exhibits a few problematic characteristics that complicate the anal-
ysis. First, our chosen subsystem is only unstable in a small neighborhood around the base
set of values, meaning parameter variation in an experimental implementation might eas-
ily derail the system. Secondly, the method of feedback directly affects the instability of
the subsystem. In this case, the targeted degradation using mf -Lon shows up directly in
the second diagonal entry −a2, which is part of det(sI − Ju). We addressed both of these
concerns with our later designs.

2.4 Quenched Oscillator Theory

We now present a new network architecture that is capable of generating Turing pat-
terns (Figure 2.4). It consists of a ring oscillator loop (in pink) that serves as the unstable
subsystem and a second loop that “quenches” the oscillations and stabilizes the full system.
The quenching loop contains a diffusible molecule (in blue), which means that when the cor-
responding diffusion coefficient is large, the diffusion matrix has the destabilizing structure
proposed in the proof of Theorem 2.1.

For stability of the full system, it is essential that the quenching loop have a smaller
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x1 x2

x3

Figure 2.4: The “quenched oscillator” system. The quenching loop with the diffusible
molecule (in blue) stabilizes the unstable oscillator loop (in pink). Diffusion then unleashes
the inherent instability and allows growth of spatial modes with high wave numbers.

phase lag than the oscillator loop. Smaller phase lag can be achieved with fewer reaction
steps or with faster degradation rates in the second loop.

Even though an oscillator has a steady limit cycle, the linearization of its steady state is
unstable, thus satisfying Turing Condition 1. In isolation (without diffusion or in a small,
enclosed environment), a single cell will approach a steady state over time. However, the
embedded oscillator subsystem will approach the limit cycle in the absence of the diffusible
molecule. So intuitively we can see that patterning arises from individual cells in a larger
ensemble alternating between approaching either the steady state or the limit cycle based
on the relative presence or absence of the diffusible molecule in the quenching loop.

2.4.1 Quenched Oscillator Toy Model Analysis

To demonstrate pattern formation with this new architecture, we consider the following
“toy” model, which exhibits both an oscillator loop (x1, x2, x3) and a quenching loop (x3, x4).
This model represents the set of reactions within a single cell of an ensemble. The spatial
component comes from inter-cellular communication, here achieved via diffusion. Species
without a spatial component are confined within the membrane of each cell, while diffusible
species can travel between cells.

∂

∂t
x1 =

v3
1 + xp3

− x1
∂

∂t
x2 =

v1
1 + xp1

− x2

∂

∂t
x3 =

v2
1 + xp2

+
v4x

p
4

1 + αxp4
− x3

∂

∂t
x4 =

v3
1 + xp3

− x4 + d4
∂2x4
∂ξ2

, (2.10)

where the concentrations xi, i = 1, . . . , 4, and all other variables and parameters are non-
dimensional. In particular, the time variable t is scaled to bring the degradation constants
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(assumed to be identical for each species for simplicity) to one, and the one-dimensional
length variable ξ is scaled so that the spatial domain is Ω = [0, π], as would be dictated by
the boundaries of a likely experimental environment (microfluidic device). We assume only
the fourth species (in blue in Figure 2.4) is diffusible and is subject to zero-flux boundary
conditions, meaning there is no diffusion at the ends of the line of cells at ξ = 0 and ξ = π.
Because the fourth species is diffusible, this architecture is able to exhibit diffusion-driven
instability for a large enough diffusion coefficient d4. The choice of spatial domain was made
for the sake of simplicity and higher-dimensional domains will only change the form of the
Laplacian eigenvalues and modes in the analysis below.

Jacobian linearization of the reaction equations about the steady-state (x̄1, x̄2, x̄3, x̄4)
yields:

J =









−1 0 −b3 0
−b1 −1 0 0
0 −b2 −1 b4
0 0 −b3 −1









, (2.11)

where:

b1 =
pv1x̄

p−1
1

(1 + x̄p1)
2
, b2 =

pv2x̄
p−1
2

(1 + x̄p2)
2
, b3 =

pv3x̄
p−1
3

(1 + x̄p3)
2
, b4 =

pv4x̄
p−1
4

(1 + αx̄p4)
2

are all non-negative quantities.

Condition 1: For the oscillator subsystem, we require:

B , b1b2b3 > 8 (2.12)

so that the characteristic polynomial of the 3× 3 upper-left principal submatrix of J ,
given by det(λI − Josc) = (λ + 1)3 + B, has a pair of complex conjugate roots in the
right half-plane.

Condition 2: For stability of the full reaction network, we need:

C , b3b4 >
B − 8

2
(2.13)

so that det(λI−J) = (λ+1)[(λ+1)3+B+C(λ+1)] has all roots in the left half-plane.

Condition 3: For diffusion-driven instability of the kth spatial mode cos(kξ), there must
be right half-plane roots of the polynomial:

det(λI − (J − k2diag{0, 0, 0, d4})) = (λ+ 1)[(λ+ 1)3 + B + C(λ+ 1)]

+k2d4[(λ+ 1)3 + B], (2.14)
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where d4 is the diffusion coefficient. Indeed, when the product k2d4 is sufficiently large,
three roots of (2.14) approach those of (λ + 1)3 + B, which contain right-half plane
roots due to (2.12). This means that the inhomogeneous modes cos(kξ) grow in time
if k2d4 exceeds the threshold for instability of the polynomial (2.14).

The parameters p = 3, v1 = v2 = v3 = 8, v4 = 0.2, and α = 0.1 in the system (2.10)
satisfy conditions (2.12)-(2.13) with B = 10.0398, C = 1.6928, and the polynomial (2.14)
becomes unstable when k2d4 > 5.6397. PDE Simulations with d4 = 4 indeed exhibit growth
of the spatial inhomogeneity when the steady state is perturbed by adding the second wave
(k = 2) with amplitude steady state ±33% peak-to-peak to x1(0, ξ) (Figure 2.5). The PDE
system does not include noise, so a perturbation must manually be added to the system for
cells to leave steady state. This Turing behavior is contrasted to the decay of the initial
inhomogeneity for wave numbers below the instability threshold (k = 1, d4 = 4 in Figure
2.6) and in the absence of diffusion (k = 2, d4 = 0 in Figure 2.7).
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Figure 2.5: Solution of (2.10) on Ω = [0, π] with diffusion and growth. Using parameters
p = 3, v1 = v2 = v3 = 8, v4 = 0.2, α = 0.1. Here d4 = 4 and k = 2 (wavelength π).
Perturbation in x1 of amplitude steady state ±33% peak-to-peak causes the inhomogeneity
to grow as k2d4 = 16 > dthresh = 5.6397. Colorbar scale of concentrations normalized across
all species so the growing fluctuations in x4(t, ξ) are difficult to see because of their small
amplitudes.
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Figure 2.6: Solution of (2.10) on Ω = [0, π] with diffusion and decay. Using parameters
p = 3, v1 = v2 = v3 = 8, v4 = 0.2, α = 0.1. Here d4 = 4 and k = 1 (wavelength 2π).
Perturbation in x1 of amplitude steady state ±33% peak-to-peak decays towards the steady
state as k2d4 = 4 < dthresh = 5.6397.
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Figure 2.7: Solution of (2.10) on Ω = [0, π] without diffusion. Using parameters p = 3,
v1 = v2 = v3 = 8, v4 = 0.2, α = 0.1. Here d4 = 0 and k = 2 (wavelength π). Perturbation in
x1 of amplitude steady state ±33% peak-to-peak decays towards the steady state as all cells
are stable.
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2.4.2 Discussion of the Quenched Oscillator Toy Model

The quenching loop needs to have a negative feedback structure, so interactions involving
x4 can be either x3 inhibiting x4, which activates x3 (as shown in Figure 2.4), or x3 activating
x4, which inhibits x3. The one shown was chosen to simplify the mathematics (reuse of b3)
as well as for the practical reason that in this case we can use the same promoter to produce
x1 and x4.

To see why roots of (2.14) approach those of the oscillator, we can rewrite it as follows:

1 + k2d4
[(λ+ 1)3 +B]

(λ+ 1)[(λ+ 1)3 +B + C(λ+ 1)])
= 1 + k2d4

det(λI − Josc)
det(λI − J) = 0,

which is in the form of the standard negative feedback system shown in Figure 2.8. As the
feedback gain k2d4 increases, three poles of the system given by det(λI − J) approach the
zeros of the system given by det(λI−Josc). If (2.12) and (2.13) are satisfied, then the system
eigenvalues without diffusion all lie in the left half-plane and two of them approach values
in the right half-plane as k2d4 → ∞, as shown in Figure 2.9. We will call the threshold for
instability where system eigenvalues cross the imaginary axis dthresh, which will determine
the minimum wave number for instability for a particular parmeter set.

In more general terms on the 1-D spatial domain Ω = [0, L], Condition 3 is met when:

(kπ/L)2d4 > dthresh. (2.15)

This implies that for diffusion-driven patterning with this quenched oscillator system, we
need a large diffusion coefficient, a large wave number, or a small spatial domain. This
expression can be rewritten in terms of the spatial wavelength ωx as:

ω2
x < 4π2d4/dthresh. (2.16)

This maximum unstable wavelength is a convenient formulation because it applies to any
chosen spatial domain size.

In addition, we know that the system eigenvalues approach values with a non-zero imag-
inary component, meaning that any patterning will have an oscillatory component. While
this may not match what many biologists expect of Turing patterning (e.g. Figure 2A in

det(λI−Josc)
det(λI−J)

k2d4

U Y

Figure 2.8: Equation 2.14 shown in standard negative feedback form with feedback gain
k2d4. As the feedback gain increases, three of the four poles of the plant given initially by
det(λI − J) will approach the three zeros of the plant given by det(λI − Josc).
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Figure 2.9: Bifurcation diagram for parameters n = 3, v1 = v2 = v3 = 8, v4 = 0.2, α = 0.1.
The positions of the system eigenvalues without diffusion are shown with ×’s and their
limits as the gain k2d4 →∞ are shown with ◦’s. For this parameter set, Turing patterning
is achieved once two eigenvalues cross the imaginary axis when k2d4 > dthresh = 5.6397.

[80]), it fits with the body of literature that studies the relationship between Hopf bifur-
cations and Turing bifurcations [86]. As was shown in that paper, the quenched oscillator
system is the case where a spatio-temporally oscillating solution is obtained in the presence
of only a Turing bifurcation.

2.5 Quenched Oscillator Implementation with an

Existing Oscillator

We first proposed a network that could be synthesized from existing components. Con-
sider the system of two interconnected loops shown in Figure 2.10. The first (top) loop is
the repressilator [42], which is a ring oscillator comprised of three pairs of transcriptional
repressors (TetR, λ cI, LacI) and promoters (PLtetO-1, λ PR, PLlacO-1), which match up with
the three-component oscillator of the toy model (x1-x2-x3). The second (bottom) feedback
loop consists of V. fischeri quorum sensing genes luxI and luxR. The luxI gene is regulated
by the PLtetO-1 promoter, and is transcribed in the absence of TetR. LuxI is the autoin-
ducer synthase that catalyzes the formation of the membrane-diffusible signaling molecule
3-oxohexanoyl-homoserine lactone (3OC6HSL), which is a well-known member of a class
of signaling molecules called N-acyl homoserine lactones (AHLs). For simplicity here we
will refer to 3OC6HSL as AHL. AHL binds to the constitutively produced receptor protein,
LuxR. The LuxR-AHL complex forms a homodimer that binds to the PLuxI promoter and
activates transcription. TetR production closes the second loop by repressing the second
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Figure 2.10: Our first proposed synthetic implementation of the network in Figure 2.4
using existing components. Two feedback loops are interconnected by shared production
and sensing of the transcriptional repressor tetR. The genes in the first feedback loop are
depicted in green and the genes in the second feedback loop are shown in purple. The second
loop contains the membrane-diffusable signaling molecule 3-oxohexanoyl-homoserine lactone
(3OC6HSL), which we refer to simply as AHL.

PLtetO-1 promoter. This quenching loop is much longer than that of the toy model (x3-x4),
but still contains a single diffusible molecule and we ensure that it has smaller phase delay
than the oscillator loop by using faster degradation rates. Even though the bottom loop has
a single inhibitory interaction, this loop does not oscillate because the phase delay is small.
The two loops interact through TetR and the first loop ceases to oscillate in the presence of
the second loop.

2.5.1 Quenched Oscillator PDE Model and Analysis

We represent the dynamics of the network in Figure 2.10 with the following set of partial
differential equations:

∂

∂t
mC = VPLtetO-1

NCC

(

1

1 + (pT/KT )nT
+ ℓPLtetO-1

)

− γmOmC

∂

∂t
pC = ǫCmC − γCpC

∂

∂t
mTO = VPLlacO-1

NTOC

(

1

1 + (pL/KL)nL
+ ℓPLlacO-1

)

− γmOmTO

∂

∂t
pT = ǫTOmTO + ǫTQmTQ − γTpT
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∂

∂t
mL = VPR

NLC

(

1

1 + (pC/KC)nC
+ ℓPR

)

− γmOmL

∂

∂t
pL = ǫLmL − γLpL

∂

∂t
mI = VPLtetO-1

NIC

(

1

1 + (pT/KT )nT
+ ℓPLtetO-1

)

− γmQmI

∂

∂t
pI = ǫImI − γIpI

∂

∂t
A = v3pI − kfA(pR − pRA) + krpRA − γAA+ dAHL∇2A

∂

∂t
pRA = kfA(pR − pRA)− krpRA

∂

∂t
mTQ = VPLuxI

NTQC

(

1

1 + (KRA/pRA)nRA
+ ℓPLuxI

)

− γmQmTQ, (2.17)

where mi are mRNA concentrations, pi are protein concentrations, Vi are velocity constants,
Ni are copy numbers, Ki are dissociation constants, ni are Hill coefficients, ℓi are leak-
age rates normalized to Vi, γi are degradation rates, and ǫi are protein translational rates.
The parameters are subscripted according to their corresponding species (C=[cI], T=[tetR],
L=[lacI], I=[luxI], A=[AHL], R=[luxR], RA=[luxR-AHL complex]) except for velocity and
leakage constants, which are subscripted by promoter, and copy numbers, which are sub-
scripted by the gene being transcribed. The concentration of the mRNA for tetR is split
into those produced by the oscillator loop (O) and the quenching loop (Q). The variable
pR is the total amount of LuxR protein in the system, which is assumed constant, thus the
amount of free LuxR is represented by pR−pRA. The parameter C is the concentration level
generated by a single molecule in an E. coli cell and dAHL is the diffusion coefficient of AHL.
We take γC = γT = γL , γp. The system is subject to zero-flux boundary conditions on the
one-dimensional spatial domain Ω = [0, L].

The linearization of the reaction terms in (2.17) at steady state (m̄C , p̄C , m̄TO, p̄T , m̄L,
p̄L, m̄I , p̄I , Ā, p̄RA, m̄TQ) yields the Jacobian matrix:

J =

[

J11 J12
J21 J22

]

=





































−γmO 0 0 −b4 0 0 0 0 0 0 0
ǫC −γC 0 0 0 0 0 0 0 0 0
0 0 −γmO 0 0 −b6 0 0 0 0 0
0 0 ǫTO −γT 0 0 0 0 0 0 ǫTQ

0 −b2 0 0 −γmO 0 0 0 0 0 0
0 0 0 0 ǫL −γL 0 0 0 0 0
0 0 0 −b42 0 0 −γmQ 0 0 0 0
0 0 0 0 0 0 ǫI −γI 0 0 0
0 0 0 0 0 0 0 v3 −a9 a10 0
0 0 0 0 0 0 0 0 c9 −a10 0
0 0 0 0 0 0 0 0 0 b10 −γmQ





































,
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where we use the parameters αC , p̄C/KC , αT , p̄T/KT , αL , p̄L/KL, and αA , kf Ā/kr
to obtain the off-diagonal entries:

c9 =
kfpR
1+αA

,

a9 = c9 + γA,
a10 = kr(1 + αA),

b2 = VPR
VLC

nCα
(nC−1)

C

KC(1+α
nC
C

)2
,

b4 = VPLtetO-1
NCC

nTα
(nT−1)

T

KT (1+α
nT
T

)2
,

b42 = VPLtetO-1
NIC

nTα
(nT−1)

T

KT (1+α
nT
T

)2
,

b6 = VPLlacO-1
NTOC

nLα
(nL−1)

L

KL(1+α
nL
L

)2
,

b10 = VPLuxI
NTQC

nRA(
KRA
pR

)(
KRA
pR

1+αA
αA

)nRA

pR(1+(
KRA
pR

1+αA
αA

)nRA )2
.

We note that J11 is the linearization matrix for the first loop, which corresponds to the
standard repressilator system (cI-lacI-tetR).

Condition 1: The eigenvalues of J11 are the roots of:

det(sI − J11) = (s+ γmO)
3(s+ γp)

3 + ǫCǫTOǫLb2b4b6.

It can be shown [42] that instability of J11 is achieved when:

(β + 1)2

β
<

3X2

4 + 2X
(2.18)

where β , γp/γmO and X , − 1
γpγmO

3
√
ǫCǫTOǫLb2b4b6.

Substituting steady-state expressions and rearranging, we arrive at the following expres-
sion for X:

X3 = −nCnTnL
αRA

1 + αRA

αnC

C

1 + αnC

C

1

1 + ℓPR
(1 + αnC

C )

αnT

T

1 + αnT

T

1

1 + ℓPLtetO-1
(1 + αnT

T )

× αnL

L

1 + αnL

L

1

1 + ℓPLlacO-1
(1 + αnL

L )
, (2.19)

where the additional variable αRA ≥ 0 is defined by the relation:

1

1 + αRA

,
ǫTQVPLuxI

NTQC

γpγmQαTKT

(

1

1 + (KRA

pR

1+αA

αA
)nRA

+ ℓPLuxI

)

.
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Condition 2: The eigenvalues of J are the roots of:

det(sI − J) = det(sI − J11)(s+ γI)(s+ γmQ)
2[(s+ a9)(s+ a10)− c9a10]

+F (s+ γmO)
3(s+ γp)

2, (2.20)

where F , v3ǫIǫTQc9b42b10 characterizes the feedback strength. F must be a value
such that all of the eigenvalues of J are stable.

Substituting steady-state expressions and rearranging, we arrive at the following expres-
sion for F :

F = γTγIγAγ
2
mQkrnTnRA

1

1 + αRA

(KRA

pR

1+αA

αA
)nRA

1 + (KRA

pR

1+αA

αA
)nRA

1

1 + ℓPLuxI
(1 + (KRA

pR

1+αA

αA
)nRA)

× αnT

T

1 + αnT

T

1

1 + ℓPLtetO-1
(1 + αnT

T )
. (2.21)

Condition 3: For Ω = [0, L], λk = −(kπ/L)2 for eigenfunctions cos(kπ
L
x). Here D =

diag{0, 0, 0, 0, 0, 0, 0, 0, dAHL, 0, 0}. J + λkD looks identical to J except for the AHL
entry of the diagonal, which is now defined as −â9 , −c9 − γA + λkdAHL. This leads
to:

det(sI − (J + λkD)) = det(sI − J11)(s+ γI)(s+ γmQ)
2[(s+ â9)(s+ a10)− c9a10]

+F (s+ γmO)
3(s+ γp)

2, (2.22)

which yields unstable roots for large enough |λkdAHL|.

2.5.2 Model Parameter Selection and PDE Simulation

Taking some parameters to be fixed (e.g. those that are difficult to manipulate experi-
mentally), we can use the above results to guide our choices for mutable values to adjust |X|
and F such that Turing Conditions 1 and 2 are satisfied and experimentally-reasonable wave
numbers become unstable. We reduce the number of parameters to look at in the system by
treating the steady state values αC , αT , αL, αA, and αRA as new parameters to be adjusted
such that |X| is large enough for instability of J11 and F is large enough to stabilize the over-
all system, then solve for the original set of parameters. For example, α∗

C = 2nC

√

1 + 1/ℓPR

will maximize |X| for that variable and increasing kr and kf proportionally will increase F
without affecting the steady-state values.

To show the viability of this system for experimental implementation, we modeled the
system behavior using parameter values from the literature that fit the constraints found in
the analysis (“Value for PDE Simulation (Parameter Set 1)” column of Table 2.2). Accepted
literature values were used whenever possible. When literature values were not available,
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acceptable estimates were made in order to keep the analysis within the realm of experimen-
tal plausibility. The parameter values can be split to three groups: known, estimated, and
prescribed values. “Known values” are parameters with measured literature values, includ-
ing protein-DNA dissociation constants, mRNA production rates for given promoters, and
promoter leakage levels. These values are considered fixed and cannot be readily changed.

“Estimated values” can be experimentally changed within reasonable ranges, which are
also given in Table 2.2. Half-lives of proteins can be anywhere between minutes to hours
and can be controlled by adding or changing their ssrA tags [66, 84]. Most proteins in our
system have half-lives in the tens of minutes. Half-lives of mRNA usually fall in the order
of minutes [112] and can be altered by changing the secondary structure of the mRNA. The
half-life of AHL is measured to be approximately 24-48 hours [45], but can be sped up to
the order of minutes in the presence of the enzyme AiiA [33]. In this study, a steady-state
concentration of AiiA is assumed to set the AHL half-life at 15 minutes. The copy numbers
for the plasmids was assumed to be low, so a value of 5 is used to represent the averaged
plasmid copy number for the complete field of cells.

The “prescribed” parameters consist of the value of constitutively-produced LuxR pro-
tein, assumed constant, and the translation rates of mRNA. The steady-state value of a
protein can be fixed by adjusting its production rate and degradation rate and should fall
in the range between 1 nM to 1 mM in a cell. The translation rate of proteins can be sped
up or slowed down by changing the ribosome binding site. This generally yields about 10
proteins per mRNA transcript [42, 74]. In this analysis, the protein translation rates were
the only parameters which were readily changed. Finding protein translation rates for this
system to meet the Turing conditions for patterning was the big challenge of this analysis.
The known and estimated values created tight constraints for the translation rates.

Due to computational constraints on the stochastic simulations, we restricted our spatial
domain to a line of 100 cells (100 µm). The literature value for diffusion allowed molecules
of AHL to traverse this entire spatial domain very rapidly, obscuring the patterning visually,
so we reduced the diffusion constant. Experimentally the diffusion constant will effectively
change based on the medium of diffusion, but the same effect can also be achieved by
increasing the spatial domain.

Expected steady-state values and system characteristics can also be found in Tables 2.3
and 2.4. We ran PDE simulations in MATLAB with and without AHL diffusion using an
initial perturbation in pC of amplitude steady state ±33% peak-to-peak and wavelength
100 µm, which was predicted to be unstable (Figures 2.11 and 2.13). The imprinted wave
grows with diffusion and it decays without diffusion (Figure 2.12), exhibiting similar behavior
to that of the toy model (Figures 2.5-2.7).

While the simulation results produce spatio-temporal patterning as desired, the expected
experimental behavior will be impacted by stochastic properties that stem from concentra-
tions in our system approaching a few molecules per cell. Taking the concentration of a

∗Estimated from [1, 24, 137].
†Estimated from [12].
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Table 2.2: Acceptable ranges and chosen parameter values used for simulations

Parameter Range

Value for PDE Value for Stochastic

Simulation Simulation

(Parameter Set 1) (Parameter Set 2)

γC

γx ≤ 1× 10−2 s−1 [84]

2.89× 10−4 s−1 2.89× 10−3 s−1

γT 2.89× 10−4 s−1 2.89× 10−3 s−1

γL 2.89× 10−4 s−1 2.89× 10−3 s−1

γI 1.16× 10−3 s−1 2.89× 10−2 s−1

γA γA ∼ 2× 10−3 s−1 [33] 7.70× 10−4 s−1 2.89× 10−2 s−1

γmO 3.5× 10−4 ≤ γm
γm ≤ 2.3× 10−2 s−1 [112]

5.78× 10−4 s−1 5.78× 10−3 s−1

γmQ 5.78× 10−3 s−1 5.78× 10−2 s−1

VPLtetO-1

Vx ≤ 4 s−1 [68]

0.3s−1 [90] 4 s−1

VPLlacO-1
0.23 s−1 [90] 4 s−1

VPR
0.06 s−1 [109] 4 s−1

VPLuxI
0.26 s−1 [24] 4 s−1

NC

1 ≤ Nx ≤ 30

5 4
NTO 5 4
NL 5 4
NI 5 4
NTQ 5 4

C 1.5× 10−9 M [81] 1.5× 10−9 M

KC

1× 10−13 ≤ Kx

Kx ≤ 1× 10−7 M
[115, 56]

2.5× 10−8 M [56] 3× 10−9 M
KT 1.786× 10−10 M [92] 3× 10−9 M
KL 1× 10−13 M [115] 3× 10−9 M
KRA 1.5× 10−9 M [24] 6.75× 10−9 M

nC 2 [56, 16] 2
nT 2 [16] 2
nL 2 [16] 2
nRA 2 [24] 2

ℓPLtetO-1
1/5050 [90] 1/1000

ℓPLlacO-1
1/620 [90] 1/1000

ℓPR
1/131 [37] 1/1000

ℓPLuxI
1/167 [24] 1/1000

ǫC

ǫx ≤ 5.78× 10−3 s−1 [74]

4.470× 10−4 s−1 3.712× 10−4 s−1

ǫTO 2.269× 10−6 s−1 1.856× 10−4 s−1

ǫL 2.113× 10−9 s−1 3.712× 10−4 s−1

ǫI 2.655× 10−5 s−1 3.815× 10−2 s−1

ǫTQ 6.224× 10−6 s−1 1.856× 10−3 s−1

v3 0.01335 s−1 [119] 0.01 s−1

kf 1× 104 ≤ kf ≤ 5× 109 [137] 1× 109 M−1s−1 [137] 5× 109 M−1s−1

kr kr ≥ 5× 10−4 s−1∗ 50 s−1∗ 15 s−1

pR 1× 10−8 M 1.8× 10−8 M

dAHL 1.667× 10−12 m2s−1† 1.667× 10−12 m2s−1
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Figure 2.11: PDE simulation results for Parameter Set 1 in line of cells with diffusion and
growth. Here dAHL = 1.667 × 10−12 m2/s, L = 100 µm, and k = 2 (wavelength 100 µm).
Concentrations (colorbar) given in M. Perturbation in pC of amplitude steady state ±33%
peak-to-peak leads to growth of the inhomogeneity.
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Figure 2.12: PDE simulation results for Parameter Set 1 in line of cells with diffusion and
decay. Here dAHL = 1.667 × 10−12 m2/s, L = 1000 µm, and k = 2 (wavelength 1000 µm).
Concentrations (colorbar) given in M. Perturbation in pC of amplitude steady state ±33%
peak-to-peak decays over time. To achieve a stable wavelength (> 832.3 µm), we had to
increase the spatial domain.
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Figure 2.13: PDE simulation results for Parameter Set 1 in line of cells without diffu-
sion. Here dAHL = 1.667 × 10−12 m2/s, L = 100 µm, and k = 2 (wavelength 100 µm).
Concentrations (colorbar) given in M. Perturbation in pC of amplitude steady state ±33%
peak-to-peak decays over time.
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Table 2.3: Steady-state concentrations given by the analysis for parameter sets given in
Table 2.2.

Species
Steady-state Concentration Steady-state Concentration

for PDE Simulation for Stochastic Simulation
(Parameter Set 1) (Parameter Set 2)

mC 5.478× 10−8 M 1.314× 10−7 M
pC 8.474× 10−8 M 1.687× 10−8 M
mTO 1.200× 10−7 M 1.314× 10−7 M
pT 1.506× 10−9 M 1.687× 10−8 M
mL 6.828× 10−8 M 1.314× 10−7 M
pL 4.992× 10−13 M 1.687× 10−8 M
mI 5.478× 10−9 M 1.314× 10−8 M
pI 1.254× 10−11 M 1.734× 10−8 M
A 2.174× 10−9 M 6.000× 10−9 M
pRA 4.166× 10−10 M 1.200× 10−8 M
mTQ 2.619× 10−8 M 1.314× 10−8 M

Table 2.4: System characteristics given by the analysis for parameter sets given in Table
2.2.

Instability Measurement
Value for PDE Value for Stochastic
Simulation Simulation

(Parameter Set 1) (Parameter Set 2)
Instability threshold dthresh 9.5× 10−4 2.657× 10−2

Maximum unstable wavelength 832.3 µm 49.77 µm
Minimum unstable wave number k all are

5
for L = 100µm unstable

Minimum unstable wave number k
3 41

for L = 1000µm

single molecule in an E. coli cell to be 1.5 nM [81], a number of steady-state values fall near
or below this threshold (Figure 2.14), particularly pL and pI . This implies that: a) stochas-
tic simulations are necessary for examining experimental plausibility, and b) Parameter Set
1 would need to be modified to produce pattern due to the behavior of certain species in
our system being dominated by noise. In this limit, stochastic models better capture the
behavior of in vivo systems because of their inability to respond to unrealistic concentration
changes of less than one molecule per cell.
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Figure 2.14: Comparison of steady-state concentrations for Parameter Sets 1 and 2. A
number of steady-state concentrations for Parameter Set 1 lie near or below the threshold of
1 molecule/E. coli cell (red line). Parameter Set 2 has been chosen such that all steady-state
concentrations lie above this threshold.

2.5.3 Parameter Selection for Stochastic Simulations

Even with suboptimal parameter values and parts, we have demonstrated that spatio-
temporal patterning can be obtained in PDE simulation. Here we show that with other
parameter values that are still biologically realistic, we can improve the system performance
to also produce patterning in a discrete, stochastic environment.

This refers to the parameters given in the “Value for Stochastic Simulation (Parameter
Set 2)” column of Table 2.2. With Parameter Set 1 based on physically characterized parts
currently used in synthetic biology, we were unable to produce patterning on the stochastic
simulator. The goal was then to find a parameter set that deviates slightly from the accepted
literature values in order to boost steady-state concentrations to produce patterning. All of
these values are physically possible based on information in the literature (see references in
Table 2.2) and in the future parts are likely to be found that match our chosen parameter
values.

The protein binding affinity, Hill coefficient, and degradation constants in the oscillator
loop were made to be equal for all three components as in [42]. The protein binding affinity is
at a concentration of two proteins. Even though the literature values show a binding affinity
concentration of less than 1 protein, multiple binding sites and greater than unity plasmid
copy numbers mean that the effective binding affinity should be higher than 1 protein. This
immediately takes care of the extremely low steady-state value of pL.

The steady-state concentration of AHL in Parameter Set 1 was too low to develop steep
enough gradients necessary for diffusion-driven patterning. It is known that crosstalk exists
between different AHL systems. In the deterministic analysis, we used the V. fischeri AHL
system. The circuitry was changed to a mixed AHL system for stochastic simulation. An
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autoinducer synthase that is unmatched to the lux promoter is used. This way the binding
affinity of the unmatched AHL to LuxR is much smaller than in the matched case, thereby
boosting the steady-state concentration of AHL. RhiI from P. aeruginosa is one such example
of an autoinducer synthase that may be used with the PLuxI promoter ([106, 105]).

The steady-state concentrations for Parameter Set 2 can also be seen in Figure 2.14 and
do not fall below 6 nM (4 molecules/cell). We also verified the desired system behavior of
this parameter set in PDE simulation (Figure 2.15). The imprinted wave k = 6 was chosen
because it falls above the minimum unstable wave number of k = 5 for this parameter
set ((kπ/L)2dAHL > 2.66 × 10−2). This new parameter set results in growth of additional
wave numbers other than the imprinted one, highlighting the nonlinear nature of our system
(Figure 2.16). These effects arise when oscillations start to reach near-maximal amplitudes
and would likely be seen for Parameter Set 1 if the simulations were run for a much longer
time.

Using this realistic but “relaxed” set of parameters, patterns were then observed in the
stochastic simulations.

2.5.4 Stochastic Model and Simulation

We developed a set of reactions for stochastic simulation that, using the law of mass action
and the quasi-steady-state approximation, would exactly match our set of PDE equations.
The full set of reactions used in our stochastic simulations can be found in Table 2.5. For
a Hill coefficient of exactly two, we assumed that each promoter had a single binding site
to which only the dimerized form of the appropriate activator or inhibitor could bind. The
table of reactions follows the species and variable naming scheme used in the PDE set found
in (2.17) with the addition of dimers px2 and promoters Prx. The dissociation constants
Kx are combinations of the on and off dimerization and binding constants. In general,

Kx =

√

k
doffx

k
offx

k
donx

konx
.

Stochastic simulations of the network were performed using the Stochastic Simulator
Compiler (SSC) v0.6 [85]. The output from SSC was reformatted with custom Perl scripts
and then plotted in MATLAB. SSC handles concentrations in units of molecules, so all
parameter values were scaled appropriately, but the output values are converted to units of
molarity here for ease of comparison. Reported values for protein concentrations are the
totals of all forms of the protein: monomer, dimer, and bound to promoter. We represented
cells with cubes of edge length 1 µm. For single cell simulations, the cell was located at the
center of a volume of 100×1×1 µm. All multi-cell simulations consisted of a line containing
100 directly adjacent cells.

To compare the behavior of PDE and stochastic simulations, we first ran single cell sim-
ulations to verify that the general expected behavior was maintained. While not indicative
of the system’s ability to generate pattern, these simulations allow us to draw comparisons
between our PDE and stochastic models. To observe both an oscillating cell and a quenched
cell, we used a single cell in the center of a long, empty volume. Without AHL diffusion,
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Figure 2.15: PDE simulation results for Parameter Set 2 in line of cells with diffusion and
growth for comparison with Figure 2.11. Here dAHL = 1.667×10−12 m2/s, L = 100 µm, and
k = 6 (wavelength 33.3 µm). Concentrations (colorbar) given in M. Perturbation in pC of
amplitude steady state ±33% peak-to-peak leads to growth of the inhomogeneity and higher
wave numbers.
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Figure 2.16: (A) PDE simulation results for cI mRNA using Parameter Set 2 repeated from
Figure 2.15). Concentrations (colorbar) given in M. Parameter Set 2 oscillates much faster
than Parameter Set 1, and because of this we observe more interesting behavior within the
30-hr simulation window once the oscillations reach their maximum amplitude. In particular,
the imprint initially grows, but then the energy moves into higher harmonics as time goes
on. (B) Discrete cosine transform (DCT) of cI mRNA over the window of 0-10 hr. The
imprinted wave (shown in red) dominates and grows. (C) Over the window 20-30 hr, higher
harmonics have begun to dominate.
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Table 2.5: Full reaction set for stochastic simulations. Kinetic rate constants chosen to
validate quasi-steady-state approximation and to match Parameter Set 2 of Table 2.2.

Reaction Type Reactions

Dimerization px + px
k
donx−−−⇀↽−−−
k
doffx

px2 for x ∈ {C,L,RA, T}

Transcription factor-promoter binding
Prx + px2

konx−−−⇀↽−−−
k
offx

Prxpx2 for x ∈ {C,L,RA}

Prx + pT2

konT−−−⇀↽−−−
k
offT

PrxpT2 for x ∈ {TO, TQ}

Maximal transcription

PrC
VPR−−→ PrC +mL

PrL
VPLlacO-1−−−−−→ PrL +mTO

PrTO

VPLtetO-1−−−−−→ PrTO +mC

PrTQ

VPLtetO-1−−−−−→ PrTQ +mI

PrRApRA2

VPLuxI−−−−→ PrRApRA2 +mTQ

Leaky transcription

PrCpC2

ℓPR
VPR−−−−→ PrCpC2 +mL

PrLpL2
ℓPLlacO-1

VPLlacO-1−−−−−−−−−−−→ PrLpL2 +mTO

PrTOpT2

ℓPLtetO-1
VPLtetO-1−−−−−−−−−−−→ PrTOpT2 +mC

PrTQpT2

ℓPLtetO-1
VPLtetO-1−−−−−−−−−−−→ PrTQpT2 +mI

PrRA

ℓPLuxI
VPLuxI−−−−−−−−→ PrRA +mTQ

Translation
mx

ǫx−→ px for x ∈ {C, I, L}
mTx

ǫTx−−→ pT for x ∈ {O,Q}
AHL production pI

v3−→ pI + A

LuxR-AHL binding pR + A
k
bonAR−−−−−⇀↽−−−−−
k
boffAR

pRA

Degradation

px
γx−→ ∅ for x ∈ {C, T, L, I}

mx
γmO−−→ ∅ for x ∈ {C,L, TO}

mx

γmQ−−→ ∅ for x ∈ {I, TQ}
A

γA−→ ∅

Diffusion A in cell x
dAHL−−−→ A in cell x± 1
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the cell remains isolated and we expect oscillations to decay to the steady state. With
diffusion, AHL diffuses into the empty volume and weakens the quenching loop, meaning
oscillations are expected to grow. Both PDE and stochastic simulations confirmed these
expectations (Figures 2.17-2.20). The simulations exhibited similar behavior but oscillations
in the stochastic simulations are slower and more irregular, due to stochasticity and our
modeling assumption that the dimerization and binding reactions are at equilibrium in the
PDE model. Oscillations in the stochastic simulations are significantly slower – about 5
times slower in the decaying case, and 10 times slower in the growing case – which lead us to
choose faster degradation rates for Parameter Set 2. In a cell without diffusion, stochasticity
keeps the system oscillating at a small amplitude with occasional “firing events,” where a
few cycles of increased oscillation amplitude occur before the system settles again. Both
PDE and stochastic simulations exhibit the same phase relationship between the proteins in
the oscillator loop and a slower period of oscillation when growing as opposed to decaying
(Figures 2.17-2.20).

As expected, stochastic simulations with Parameter Set 1 in a line of cells were unable
to produce patterning due to the low steady-state concentration values (results not shown),
but did yield some insights. In particular, any initial imprint we imposed would very rapidly
(< 0.5 hr) decay into noise, likely due to low copy numbers. With only four or five promoter
binding sites per cell and the fact that almost all of them are bound in steady state, a
large change in a single species of the system is unlikely to be able to propagate quickly
enough throughout the system due to the bottlenecks at the promoter binding sites. Thus

Figure 2.17: PDE simulation results for Parameter Set 2 in single cell with diffusion
(dAHL = 1.667 × 10−12 m2/s). Initial perturbation in pC of twice the steady state value
causes growing oscillations until stable limit cycle is reached.
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Figure 2.18: PDE simulation results for Parameter Set 2 in single cell without diffusion
(dAHL = 0 m2/s). Initial perturbation in pC of twice the steady state value causes decaying
oscillations, which asymptotically approach the steady state.

Figure 2.19: Stochastic simulation results for Parameter Set 2 in single cell with diffusion
(dAHL = 1.667 × 10−12 m2/s). Initial perturbation in pC of twice the steady state value
rounded to nearest molecule causes growing oscillations that eventually exhibit relatively
stable period and amplitude.
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Figure 2.20: Stochastic simulation results for Parameter Set 2 in single cell without dif-
fusion (dAHL = 0 m2/s). Initial perturbation in pC of twice the steady state value rounded
to nearest molecule causes sustained oscillations of short period and small amplitude. Oc-
casional “firing events” eventually settle.

we avoided imprinting and used the ability of the stochasticity in our system to naturally
excite high wave numbers.

Indeed, stochastic simulations with Parameter Set 2 in a line of cells exhibit growing
oscillations and eventually produce spatio-temporal patterns (Figure 2.21). Large amplitude
oscillations emerge around 20 hours and an obvious pattern emerges as time goes on. Visu-
ally, patterning is most evident in AHL due to the effects of diffusion. Without diffusion, no
spatial patterns emerge with single cell oscillations occurring randomly (results not shown).

To quantify the patterns produced by our system, we use the discrete cosine transform
(DCT) to check the relative presence of the different emerging wave numbers. All wave
numbers higher than a threshold (k ≥ 5 for Parameter Set 2) should grow in the presence
of noise according to our analysis, but a number of factors, including stochasticity and
the discrete nature of only having 100 cells in our simulations, prevent them from growing
uniformly. The exact wave numbers vary from simulation to simulation, but the averaged
DCT over time frames late in simulations (beyond the “start-up” phase) always shows a
number of spikes that are prominent across most species in the system (see Supplementary
information B). The exceptions to this are AHL and subsequent species in the quenching
loop, where diffusion acts as a low-pass filter and attenuates high wave numbers. This
filtering effect is what accounts for the visual “bleeding” effect of diffusion.
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Figure 2.21: Representative sample of stochastic simulation results for a line of cells with
homogeneous initial condition, including color plots (left) and DCTs averaged over hours 50
to 80 (right). The stochasticity causes oscillations to arise naturally and can be seen as early
as hour 20. See Supplementary information B for full simulation results. (A) Results for pT
(top) and mL (bottom) are indicative of the behavior for mRNA and proteins for λ cI, TetR,
LacI, and LuxI. While the DCT plots vary from species to species, certain wave numbers are
found to be more pronounced across all species, particularly k = 18, 22, 30, 72, 83, and 89.
(B) Results for AHL produce similar behavior in all downstream species in the quenching
loop. Both the color plot and DCT are markedly different due to the effects of diffusion,
which causes a “spreading” of the rapid peaks seen in mRNA and protein color plots and acts
like a low-pass filter in the frequency domain. (C) Overlay plot of AHL and pI demonstrating
the correspondence between the peaks in the species as well as the effect of diffusion. AHL
was monochromed in red and pI in green, leading to the appearance of yellow in areas of
large overlap.
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2.5.5 Discussion of Quenched Oscillator Implementation

The process of producing a set of parameters which produce pattern in the stochastic
regime provided several insights which can inform implementation decisions as new promot-
ers, proteins, and parameter manipulation techniques become available. These findings may
also be of use when searching for putative natural systems which exhibit this behavior.

Two of the most restrictive parameters that we had to change significantly from our initial
solution set were promoter leakage rates and dissociation constants. High amounts of leakage
makes it simultaneously more difficult to make the oscillator subsystem unstable and more
difficult for the quenching loop to stabilize the overall system. The dissociation constants
directly affected the steady-state concentrations of the protein species in our system; the
system fails to produce patterning when these values are too small. These observations were
made from studying the form of the expressions for X (2.19) and F (2.21) and many other
such observations and insights can be drawn from the analysis.

A few considerations only became relevant when performing stochastic simulations, the
biggest of which was the bottleneck of promoter binding sites. In the PDE model, new
mRNA would be produced at a rate that was a function of the amount of the appropriate
activator or inhibitor in the system. By enumerating the number of promoter binding sites,
we decrease the sensitivity of the system to very large concentrations of the activators and
inhibitors and increase the importance of each binding and unbinding event. Analytically,
we can maintain the same system behavior by holding the product VxNx in each mRNA
differential equation constant. Arbitrarily increasing the copy numbers this way has its own
drawbacks. We assume the concentration of LuxR is constitutively produced and is constant.
At our current value of 18 nM (12 molecules/cell), we can only bind at most six promoters
with LuxR-AHL dimers, so having a large NTQ will not change the amount of mTQ being
produced, which deviates from what our PDE model predicts.

Assuming proper parameter values can be chosen for our system, our analysis generates
a testable hypothesis for a possible experimental implementation. When setting up the
experiment, the following additional concerns should be taken into account:

• Beyond finding parameters that meet the Turing instability conditions, system speed
is very important because it determines the visibility of changes in the system over
the course of a normal experiment duration. System speed is most directly affected
by the degradation rates of every species in the system. These change the period of
oscillations as well as the growth and decay rates of wave modes. Very slow growth and
decay would delay the emergence of visible patterns and make experimental debugging
difficult because any activity would be hard to observe. Very long experiments are
problematic in terms of collecting data and dealing with cell division and lifespan.

• A reporter gene was unnecessary in simulation, but one would need to be used in ex-
periments. As seen in Figure 2.21, there are two distinct types of qualitative behaviors:
the proteins cI, LacI, TetR, and LuxI exhibit brief bursts localized to single cells while
AHL and subsequent quenching loop species exhibit more spread out behavior due to
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diffusion. It is possible to attach a fluorescent protein to the appropriate loop to follow
either type of behavior. While AHL may produce a more visually-pleasing patterning,
the oscillator loop species undergo larger swings in number of molecules, which would
be easier to discern in units of fluorescence.

2.6 Newer Synthetic Technologies Improve Quenched

Oscillator Design

The biggest barrier to experimental plausibilty of the quenched oscillator system is caused
by the limited number of well-characterized synthetic components and methods for manipu-
lating parameter values currently available to synthetic biologists. Here we explore a way to
address this issue by using zinc finger proteins (ZFPs) in a new quenched oscillator implemen-
tation. This serves the dual purpose of making the quenched oscillator more experimentally
plausible and creating more tunable synthetic parts for the community to use. As recently
demonstrated [61], the range of DNA sequences that can be targeted by ZFPs makes it
possible to create sets of orthogonal promoter-ZFP based transcriptional repressor pairs in
E. coli. This orthogonality allows us to build larger and more complex transcriptionally
regulated gene networks than was previously possible. We show here that when paired with
constitutive amounts of small RNAs (sRNAs) that bind to and down regulate the transla-
tion of the mRNA of the appropriate ZFP, the ZFP inverters can be tuned to exhibit gains
beyond those of common repressors such as λ cI, lacI, and tetR. With three of these ZFP-
sRNA pairs, we propose a new ring oscillator that has a more tunable gain and consists of
repressors with nearly identical characteristics. The resulting rotational symmetry in the
circuit is indeed desirable, because it simplifies the analysis and yields a verifiable condition
for the existence of a limit cycle. This oscillator also enables us to use a slightly modified
quenching loop structure due to the presence of the sRNAs in the system.

2.6.1 Zinc Finger Protein Technology

ZFPs contain a fold coordinated by a zinc ion and commonly bind DNA, but some are
able to bind other molecules such as RNA, proteins, or small molecules. Zinc fingers are
frequently found in transcription factors, especially in eukaryotes. There are several classes
of zinc finger proteins and the most commonly used class in engineered systems are the C2H2-
type. This type of finger contains a Zn(II) ion coordinated by two cysteine and two histidine
residues and a single C2H2-type zinc finger binds to 3-4 bases of double-stranded DNA.
Natural C2H2-type zinc finger proteins generally contain three or more zinc fingers, allowing
them to bind to nine or more base pairs of DNA with dissociation constants commonly in
the nanomolar range. See Figure 2.22 for a general diagram of their structure.

Synthetic ZFPs can be created to target a wide variety of DNA sequences. By targeting
a ZFP to bind within a promoter sequence, it is possible to repress transcription by over 250
fold due to steric hindrance of the RNA polymerase [61]. These transcriptional repressing
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Figure 2.22: Diagram of basic structure of Cys2His2-type zinc finger protein. Each finger
binds to 3-4 bases of double-stranded DNA and natural ZFPs generally contain three or
more fingers. The ZFP is shown as a color-coded amino acid sequence and the target DNA
sequence is shown above in black. The variable regions that determine the target bases are
shown in red. Flanking these variable regions are repeated amino acid sequences.

ZFPs act only as DNA binding domains and have no additional activity. By combining ZFP
operator sites with nominally constitutive promoters, it is possible to design new promoter-
transcriptional repressor pairs. Because of the range of DNA sequences that can be targeted
by ZFPs, it becomes possible to create sets of orthogonal promoter-ZFP based transcriptional
repressor pairs [61].

2.6.2 Hybrid sRNA-Repressor Topology for Increased
Cooperativity

ZFP-based transcriptional repressors described above are monomeric proteins and bind
to DNA without any cooperativity (Hill coefficient of 1). To construct an oscillator using
ZFPs, we show that the binding of sRNA to ZFP mRNA provides an ultrasensitive response

More repressorMore sRNA

transcriptional repressor
sRNA

sRNA

transcriptional repressor
sRNA

transcriptional repressor
sRNA

transcriptional repressor

transcriptional repressor

Figure 2.23: Diagram of sRNA thresholding, courtesy of William Holtz. If very little
transcriptional repressor mRNA is present, then it is eliminated by the sRNA, masking its
effect and effectively reducing promoter leakage. Once the sRNA threshold is exceeded,
then the effect of the transcriptional repressor is seen again. At high concentrations of the
transcriptional repressor, the effect of the sRNA is negligible (i.e. same maximal repression).
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in a manner similar to the one produced by protein sequestration in [22] and can be tuned
to generate large gains comparable to repressors with higher Hill coefficients.

Small RNAs are non-coding RNAs that bind to mRNA and post-transcriptionally regu-
late the translation of the mRNA [89]. Many sRNAs down regulate the translation of the
mRNA they bind to. By constitutively but weakly expressing an sRNA that targets a ZFP-
based transcriptional repressor, low levels of ZFP mRNA will not be translated but high
levels of ZFP mRNA will result in translation and repression of the cognate promoter [61].
Figure 2.23 illustrates the effect of the interaction between sRNA and a targeted transcrip-
tional repressor in both of these cases.

For the purposes of modeling, here we assume that the sRNA-mRNA complexes degrade
away at a much faster rate than either individual molecule, eliminating the unbinding reac-
tion from our system of equations. We also use constant terms to represent the production
of sRNA from nominally constitutive promoters. Our model is then:

d

dt
sy =VsyNsyC − kfysymy − γssy

d

dt
my =VxNxC

(

1

1 + px/Kx

+ ℓx

)

− kfysymy − γmmy

d

dt
py =ǫymy − γppy (2.23)

where the subscripts x and y refer to the input and output species, respectively, and the
state variables s, m, and p represent sRNA, mRNA, and protein. The parameters Vx and
Vsy are velocity constants, Nx and Nsy are copy numbers, kfy is the forward binding rate
of sRNA and ZFP mRNA, Kx is the dissociation constant for ZFP-DNA binding, ℓx is the
leakage rate normalized to Vx, γi are degradation rates, and ǫy is the protein translational
rate. The parameters are subscripted according to their corresponding species except for
velocity and leakage constants and copy numbers, which are subscripted by promoter. The
parameter C is the concentration level generated by a single molecule in an E. coli cell.

Taking the input and output of this system to be px and py, respectively, we get the
following relationship between steady-state concentrations of the input and output:

p̄y = ψ(φ1(p̄x)), (2.24)

where the functions ψ(·) and φn(·) are defined as follows:

ψ(z) =
ǫy

2γmγp

[

(z − VsyNsyC −
γsγm
kfy

) +

√

(z − VsyNsyC −
γsγm
kfy

)2 +
4γsγm
kfy

z

]

, (2.25)

and φn(z) = VxNxC

(

1

1 + (z/Kx)n
+ ℓ

)

. (2.26)
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Figure 2.24: Steady-state values are found at the intersection of a solid and dotted line.
The gain is the ratio of the negative to the positive slope at the intersection. The parameters
used are Vsy = 0.01 s−1, Vx = 0.05 s−1, Nsy = Nx = 10, C = 10−9 M, γs = 2.3 × 10−3 s−1,
γm = 1.2 × 10−2 s−1, γp = 3.9 × 10−4 s−1, kfy = 69 × 106 M−1s−1, Kx = 20 × 10−9 M,
ℓx = 0.001, and ǫy = 0.01 s−1. (A) For generic repressors with increasing Hill coefficients,
the steady state decreases and the gain increases. (B) For monomeric repressors (such as
ZFPs) with sRNA sequestration, the gain is also increased at the new steady state.

The plot of (2.24) looks similar to a standard Hill function, but the response has a sharper
curve for the input range just greater than Kx. To compare the performance of this inverter
against standard repressors modeled with Hill functions, we will compare inverter gains. For
our application of a ring oscillator made of nearly-identical inverters, the steady state x̄ is
given by x̄ = p̄y(x̄), or equivalently, φ1(x̄) = ψ−1(x̄), and the gain is defined as:

gain =
dp̄y(x)

dx

∣

∣

∣

∣

x=x̄

=
φ′
1(x̄)

(ψ−1)′(x̄)
, (2.27)

where we note that:

ψ−1(z) = z

(

kfyVsyNsyCγp
kfyγpz + γsǫ

+
γmγp
ǫ

)

. (2.28)

Graphically, the interpretation is that x̄ is the intersection of the functions φ1(x) and
ψ−1(x) and the gain is the ratio of their slopes at the intersection. To find the gain for stan-
dard repressors, calculate the same ratio of slopes at the intersection using the appropriate
φn(x) and ψ

−1(x) with kfy = 0. A comparison of inverters for the parameters Vsy = 0.01 s−1,
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Table 2.6: Steady state and gain characteristics of various inverters with different Hill
coefficients n and with or without sRNA. For a visual representation, see Figure 2.24.

Inverter Steady state x̄ Gain
n = 1 1.37× 10−7 0.866
n = 2 7.39× 10−8 1.837
n = 3 5.37× 10−8 2.796

n = 1 with sRNA 5.94× 10−8 3.225
n = 4 4.42× 10−8 3.746

Vx = 0.05 s−1, Nsy = Nx = 10, C = 10−9 M, γs = 2.3 × 10−3 s−1, γm = 1.2 × 10−2 s−1,
γp = 3.9×10−4 s−1, kfy = 69×106 M−1s−1, Kx = 20×10−9 M, ℓx = 0.001, and ǫy = 0.01 s−1

is shown in Figure 2.24. The calculated gains for these inverters are listed in Table 2.6 and
we can see that a monomeric ZFP with sRNA has as much gain as a repressor with Hill
coefficient 3.5.

2.6.3 Zinc Finger Protein Oscillator

To construct the ZFP oscillator, we put three orthogonal ZFP-sRNA pairs in a loop
(Figure 2.25). The model will consist of nine differential equations: three copies of equations
(2.23) with the subscripts replaced by x ∈ {3, 1, 2} and y ∈ {1, 2, 3}.

The steady state can be found by solving the following system of equations for ᾱi:

γm(
γpK1

ǫ1
)2ᾱ2

1 +
γpK1

ǫ1
(Y1 −X3 +

γsγm
kf1

)ᾱ1 −
γs
kf1

X3 = 0

γm(
γpK2

ǫ2
)2ᾱ2

2 +
γpK2

ǫ2
(Y2 −X1 +

γsγm
kf2

)ᾱ2 −
γs
kf2

X1 = 0

zfp1

sRNA1
PConst

zfp2

sRNA2
PConst

zfp3

sRNA3
PConst

Figure 2.25: Schematic of the ZFP-sRNA oscillator. Three orthogonal ZFPs inhibit each
other in a ring. Each ZFP is coupled with an orthogonal sRNA that binds to its mRNA and
quickly degrades away, which leads to an ultrasensitive response and can be used to generate
large effective Hill coefficients necessary to achieve oscillations. The positive interaction
encompasses both transcription of mRNA and translation to ZFPs, so the sRNAs are shown
to inhibit the translational portion of these interactions.
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γm(
γpK3

ǫ3
)2ᾱ2

3 +
γpK3

ǫ3
(Y3 −X2 +

γsγm
kf3

)ᾱ3 −
γs
kf3

X2 = 0 (2.29)

where Xi = ViNiC(
1

1+ᾱi
+ ℓi) and Yi = VsiNsiC. The state variables can be recovered using

p̄i = Kiᾱi, m̄i = γpKiᾱi/ǫi, and s̄i =
VsiNsiC

kfiγpKiᾱi/ǫi+γs
.

The Jacobian linearization yields:

Josc =





J1 03×3 −B3

−B1 J2 03×3

03×3 −B2 J3



 ,

where:

Ji =





−ai1 −ci2 0
−ci1 −ai2 0
0 ǫi −γp



 and Bi =





0 0 0
0 0 bi
0 0 0





with entries ai1 = kfim̄i + γs, ai2 = kfis̄i + γm, ci1 = kfim̄i, ci2 = kfis̄i, and bi =
ViNiC

Ki(1+ᾱi)2
.

Assuming all species are identical (p̄i = p̄, m̄i = m̄, s̄i = s̄, ai1 = a1, etc.), then
J = I ⊗ Jeq − L⊗ Beq, where:

Jeq =





−a1 −c2 0
−c1 −a2 0
0 ǫ −γp



 , Beq =





0 0 0
0 0 b
0 0 0



 , and L =





0 0 1
1 0 0
0 1 0



 .

The eigenvalues of J are then identically those of Jeq − λLBeq, where λL ∈ {1,−1
2
±

√
3
2
i}

are the three eigenvalues of L. The system will oscillate if J contains a pair of complex-
conjugate eigenvalues with positive real part. It can be shown that the eigenvalues for λL = 1
remain stable, so we only have to check the eigenvalues of Jeq − λLBeq for λL = −1

2
±

√
3
2
i.

If we let all species match the parameter values used for the input-output curve in Figure
2.24, then Jeq − λLBeq contains the unstable eigenvalue (3.141 − 9.886i) × 10−4 for λL =

−1
2
+

√
3
2
i. To verify oscillations, MATLAB and SSC simulations are shown in Figure 2.26.

2.6.4 ZFP-sRNA Quenched Oscillator

Using the ZFP-sRNA oscillator described above, we can now construct the quenched
oscillator architecture shown in Figure 2.27 where species x4 activates the production of x1
sRNA. In a system with just mRNA and protein, the only way to inhibit x1 is by promoting
x3, yielding the original structure seen in Figure 2.4. First we will demonstrate that this
new architecture can also produce diffusion-driven instability.
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Figure 2.26: Verification of working ZFP-sRNA oscillator in simulation. Only ZFP con-
centrations shown here (mRNA and sRNA not shown). Parameter values for each species
match those used in Figure 2.24. (A) Deterministic, continuous simulations using MATLAB.
(B) Stochastic, discrete simulations using the Stochastic Simulation Compiler [85].

x1 x2

x3

Figure 2.27: New quenching loop structure used here, where x4 inhibits x1 directly as
opposed to 2.4, where x4 activates production of x3, effectively inhibiting x1 downstream.

We consider the following representative model of the new structure in Figure 2.27:

∂

∂t
x1 =

v4
1 + xp3 + αxp4

− x1
∂

∂t
x2 =

v1
1 + xp1

− x2
∂

∂t
x3 =

v2
1 + xp2

− x3

∂

∂t
x4 =

v3
1 + xp3

− x4 + d4
∂2

∂ξ2
x4 (2.30)

where the concentrations xi, i = 1, . . . , 4, and all other variables and parameters are again
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non-dimensional. In particular, the time variable t is scaled to bring the degradation con-
stants (assumed to be identical for each species) to one, and the one-dimensional length
variable ξ is scaled so that the spatial domain is Ω = [0, π]. We assume only the fourth
species is diffusible (depicted with wavy lines in Figure 2.27) and is subject to zero-flux
boundary conditions. We follow the same analysis procedure as outlined in Section 2.4.1.

The Jacobian matrix about the steady state (x̄1, x̄2, x̄3, x̄4) yields:

J =









−1 0 −c3 −c4
−b1 −1 0 0
0 −b2 −1 0
0 0 −b3 −1









, (2.31)

where:

b1 =
pv1x̄

p−1
1

(1 + x̄p1)
2
, b2 =

pv2x̄
p−1
2

(1 + x̄p2)
2
, b3 =

pv3x̄
p−1
3

(1 + x̄p3)
2
, c3 =

pv4x̄
p−1
3

(1 + x̄p3 + αx̄p4)
2
, c4 =

αpv4x̄
p−1
4

(1 + x̄p3 + αx̄p4)
2
,

and D = diag{0, 0, 0, d4}. We let Josc be the upper 3×3 principal submatrix of J (delineated
above), corresponding to the oscillator loop.

Condition 1: Josc is unstable.

For the oscillator subsystem to be unstable, we need:

B , b1b2c3 > 8 (2.32)

so that the characteristic polynomial of Josc, given by (λ + 1)3 + B, has a pair of complex
conjugate roots in the right half-plane. Note that this condition, though nearly identical in
form, is slightly different from (2.12) due to c3.

Condition 2: J is stable.

For stability of the full reaction network, we let C , b1b2b3c4 and find that we need:

B < 20 and
B2 − 64

16
< C < B + 1 (2.33)

so that det(λI − J) = (λ+ 1)[(λ+ 1)3 +B]− C has all roots in the left half-plane.

Condition 3: J + λkD is unstable for some k ≥ 1.

The kth spatial mode cos(kξ) becomes unstable when the polynomial:

det(λI − (J + λkD)) = (λ+ 1 + k2d4)[(λ+ 1)3 + B]− C (2.34)

has right half-plane roots. Indeed, when the product k2d4 is sufficiently large, three roots
of (2.34) approach those of (λ+ 1)3 +B, which contain roots with positive real part due to
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(2.32). This means that the inhomogeneous modes cos(kξ) grow over time if k2d4 exceeds
the threshold for instability of the polynomial (2.34) and that this architecture is able to
exhibit diffusion-driven instability for a large diffusion coefficient d4 or high wave numbers
k.

The parameters p = 3, v1 = v2 = v3 = 6, v4 = 5.65, and α = 0.08 satisfy conditions (2.32)
and (2.33) with B = 10.083 and C = 3.369. The polynomial (2.34) becomes unstable when
k2d4 > 1.261. Simulations with d4 = 1 indeed exhibit growth of the spatial inhomogeneity
when the steady state is perturbed by adding the second wave (k = 2) with a small amplitude
(Figure 2.28). This Turing behavior is contrasted to the decay of the initial inhomogeneity
for the first wave (Figure 2.29) or in the absence of diffusion (Figure 2.30). The bifurcation
diagram for these parameters is shown in Figure 2.31.

The full proposed synthetic implementation of the ZFP-sRNA quenched oscillator system
can be seen in Figure 2.32.
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Figure 2.28: Solution of (2.30) on Ω = [0, π] with diffusion and growth. Using parameters
p = 3, v1 = v2 = v3 = 6, v4 = 5.65, α = 0.08. Here d4 = 1 and k = 2 (wavelength π).
Perturbation in x1 of amplitude steady state ±33% peak-to-peak causes the inhomogeneity
to grow as k2d4 = 4 > dthresh = 1.261.
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Figure 2.29: Solution of (2.30) on Ω = [0, π] with diffusion and decay. Using parameters
p = 3, v1 = v2 = v3 = 6, v4 = 5.65, α = 0.08. Here d4 = 1 and k = 1 (wavelength 2π).
Perturbation in x1 of amplitude steady state ±33% peak-to-peak decays towards the steady
state as k2d4 = 1 < dthresh = 1.261.
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Figure 2.30: Solution of (2.30) on Ω = [0, π] without diffusion. Using parameters p = 3,
v1 = v2 = v3 = 6, v4 = 5.65, α = 0.08. Here d4 = 0 and k = 2 (wavelength π). Perturbation
in x1 of amplitude steady state ±33% peak-to-peak decays towards the steady state as all
cells are stable.
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Figure 2.31: Bifurcation diagram for parameters p = 3, v1 = v2 = v3 = 6, v4 = 5.65, α =
0.08. The positions of the system eigenvalues without diffusion are shown with ×’s and their
limits as the gain k2d4 →∞ are shown with ◦’s. For this parameter set, Turing patterning
is achieved once two eigenvalues cross the imaginary axis when k2d4 > dthresh = 1.261.
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Figure 2.32: Our updated synthetic implementation of the network in Figure 2.27 using
ZFPs and sRNAs. The quenching loop contains the membrane-diffusable signaling molecule
3-oxohexanoyl-homoserine lactone (3OC6HSL), which we refer to simply as AHL, and inter-
acts with the ZFP-sRNA oscillator via production of an sRNA.
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Figure 2.33: Schematic of the new ZFP-sRNA inverters. An inducible promoter is used
to vary the production of ZFP, which represses the production of a measured fluorescent
protein. The mRNA of the ZFP is targeted by a constitutively-produced sRNA.

2.7 ZFP-sRNA Inverter Experimental Results

As described in Section 2.6.2, we attempted to make three ZFP-sRNA inverters to put
together into a ring oscillator. A system as complicated as the quenched oscillator is certainly
a massive undertaking and the creation of a family of orthogonal and tunable parts would
be a step towards that goal while also being a significant contribution on its own. Having
no prior laboratory experience in biology, I was trained by William Holtz, whose Ph.D.
dissertation was on the design and engineering of ZFPs as transcriptional repressors in E.
coli [61]. The work performed here was built directly on top of his dissertation work.

2.7.1 Experimental Design

A schematic of our ZFP-sRNA inverters is shown in Figure 2.33. An inducible promoter is
used to vary the production of a ZFP, which represses the production of a fluorescent protein.
Here we examine the effect of targeting the ZFP mRNA with a constitutive amount of
sRNA. We showed in Section 2.6.2 that the introduction of sRNA generates an ultrasensitive
response with higher gain, but here we show the effect on our expected experimental results.

We update our model to match our inverter schematic by changing the input to a constant
level of ZFP mRNA production, as would be set by our chosen inducer concentration, and
our output to be the fluorescent protein concentration:

d

dt
s = VsNsC − kfsmz − γss

d

dt
mz = Vin − kfsmz − γmmz

d

dt
pz = ǫzmz − γppz

d

dt
mr = V NC

(

1

1 + (pz/K)n
+ ℓ

)

− γmmr

d

dt
pr = ǫrmr − γppr, (2.35)

where the subscripts z and r refer to the ZFP and the reporter (or RFP), respectively, and
the state variables s, m, and p represent sRNA, mRNA, and protein. The parameters V
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Figure 2.34: Steady-state input-output map of ZFP inverter showing the effect of adding
sRNA to the system. The sRNA thresholding causes the repression to take effect at a higher
inducer level and with a sharper slope.

and Vs are velocity constants, N and Ns are copy numbers, kf is the forward binding rate
of sRNA and ZFP mRNA, K is the dissociation constant for ZFP-DNA binding, ℓ is the
leakage rate normalized to V , γi are degradation rates, and ǫi are the protein translational
rates. The parameter C is the concentration level generated by a single molecule in an E.
coli cell.

Using the same notation as in Section 2.6.2, we compare the steady-state input-output
function p̄r(Vin) with and without sRNA.

Without sRNA:
p̄r,−s =

ǫ

γmγp
φ1(Vin) (2.36)

With sRNA:
p̄r,+s = ψ

(

φ1(Vin)
)

(2.37)

The comparison of these two input-output curves can be seen in Figure 2.34, where the
sRNA thresholding causes the repression to take effect at a higher inducer level and with a
sharper slope.

2.7.2 Parts Selection

Our main consideration in selecting parts was to construct a ring oscillator made of three
ZFP-sRNA inverters, which has two major implications. First, orthogonality of parts is very
important, as large amounts of crosstalk amongst oscillator species make oscillations more
difficult to achieve. Secondly, we want to make our individual inverters as similar in behavior
as possible. It is well-known that ring oscillators achieve their largest oscillating parameter
region when using identical inverters and in practice it makes input-output matching between
inverters easier.

The ZFPs were taken directly from [61] and no attempt was made to modify them.
Nomenclature and numbering are preserved from William Holtz’s dissertation and plas-
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GAGAGGGAAGGAGAGGAG

TGGGAGATAGTGGGAGAG

TAGTGGAAGGAATGGGAG

target sequence

16-56

16-57

16-59

ZFP number

Figure 2.35: “Highly orthogonal set of 5 promoter-repressor pairs” Table 5-5 reproduced
on the left from [61]. Our three chosen ZFP binding sites, op-3, op-18, and op-30, are
highlighted in red and their respective nucleotide recognition sequences and targeting ZFP
numbers are shown on the right. Note that op-18 is used on a different BIOFAB promoter
than op-3 and op-30.

mids. We used the ZFP binding sites op-3, op-18, and op-30 and their corresponding
ZFP 16-59, ZFP 16-57, and ZFP 16-56 from a set of orthogonal promoter-repressor pairs
(Figure 2.35). It is important to note that this set of promoter-repressor pairs was built
on top of constitutive synthetic promoters from the BIOFAB library [100] and that op-
3 and op-30 are placed on BIOFAB RPL-83 while op-18 is placed on BIOFAB RPL-69.
Note that these names were taken from the BIOFAB Randomized Promoter Library (RPL)
version 1. The most recent BIOFAB promoter library can be found on their data ac-
cess web service (http://biofab.synberc.org/data/docs/daws?q=data/docs/daws) un-
der “Annotated Parts.” In this database, RPL-83 is named apFAB237, while RPL-69 is not
found. For clarity, the promoter sequences used are given in Table 2.7.

We investigated the use of three separate sets of sRNAs: one based on the insertion
sequence IS10 [101], one based on the plasmid pT181 mechanism [89], and one based on the
use of a MicC scaffold [102]. The IS10- and pT181-based sRNAs operate based on sense
region and antisense pairings, while the scaffold-based system works with a designable 24
base pair target-binding sequence. Despite designing a scaffold-based sRNA that successfully
bound to the mRNA of a reporter RFP, we were unable to design one that bound to one of
our ZFPs (data not shown). Additionally, the presence of repeated regions in each individual

Table 2.7: Synthetic promoters used in ZFP-sRNA inverters

Library Name Promoter Sequence Rel Strength [114]
BIOFAB RPL-69 TTGACAATTAATCATCGGCTCGTAGGGTATGTGGA n/a
BIOFAB RPL-83 TTGACAATTAATCATCGGCTCATAACCTTTGTGGA n/a
Anderson J23106 TTTACGGCTAGCTCAGTCCTAGGTATAGTGCTAGC 0.47
Anderson J23108 CTGACAGCTAGCTCAGTCCTAGGTATAATGCTAGC 0.51
Anderson J23118 TTGACGGCTAGCTCAGTCCTAGGTATTGTGCTAGC 0.56

http://biofab.synberc.org/data/docs/daws?q=data/docs/daws
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Figure 2.36: Sample inverter data showing effect of different constitutive promoters from
the Anderson library. More constitutive promoters were tested than are shown here. The
magnitude of effect of the sRNA did not match perfectly with the listed relative strengths of
the promoters from [114] and a number of the promoters resulted in loss of inverting behavior
like J23101 and J23107 shown here, likely due to excessive amounts of sRNA in the system.

finger of our ZFPs would have required the addition of a number of hidden point mutations
to hopefully produce a set of three orthogonal target regions. A set of five orthogonal IS10-
based sense-antisense pairs were identified in [101] and numbered 4, 5, 31, 34, and 49. In
our hands, pairs 31, 34, and 49 worked much worse than pairs 4 and 5 to the degree that we
were unsure if the sRNA binding was working at all. A set of three orthogonal pT181-based
sRNAs were presented in [89] and labeled WT, LS, and LS2. The use of these sense regions
tended to result in a lower induction fold (i.e. maximum expression level over minimum
expression level) of our inverters. Needing just one more sRNA, we proceeded with the best-
performing sRNA of the three, which was LS. Note that the 5’-UTR used with a pT181-based
sense region includes a RepC minicistron. From here on, we will refer to our chosen set of
sense regions as s04, s05, and sLS and our sRNAs (antisenses) as a04, a05, and aLS.

The sRNAs are produced at a constitutive level, so we looked for three constitutive
promoters of roughly equivalent strength. Placing all of the sRNAs on the same operon is
also an option, but we decided against it because of polymerase fall off (likely a negligible
effect) and the high amount of similarity between sRNAs from the same set (e.g. a04 and
a05). Placing them onto separate promoters allows us to space them out and place them in
opposing directions as needed. We chose the promoters J23106, J23108, and J23118 from
the Anderson library of synthetic promoters [114] (see Table 2.7). We tested the promoters
from the library with listed relative strengths close to J23108, but found that many provided
undesired behavior (see Figure 2.36). Altering the promoter strength (and/or copy number)
of the sRNAs would change the degree of the effect we expect to see. We were looking for
an intermediate level where the thresholding effect of the sRNAs would be clearly visible
without becoming so sharp that we would miss the repression effect with our finite number
of inducer levels, especially since induction is never quite linear.
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Figure 2.37: Two-plasmid design for ZFP-sRNA inverters, with a ZFP inverter on Plasmid
1 (left) and the sRNA on Plasmid 2 (right). To build different inverters, we can swap out
the ZFP and sRNA, but we must make sure that we also have the proper ZFP binding site,
sense region, and output promoter. Experimental strains were made by co-transforming one
variant of Plasmid 1 with either a variant of Plasmid 2 or an empty CmR plasmid (see Table
2.8) into DP10 cells.

We investigated small RBS libraries to use with the different sense regions in order to
try to maximize inverter induction fold without affecting sRNA binding significantly. For
the IS10-based sense regions, we looked at a two-base pair library in the location of the
mutated Shine-Dalgarno region identified in [101] and identified TC as the optimal RBS. For
the pT181-based sense regions, we looked at a library of 256 using the nucleotide sequence
“RRRRNN” starting 14 bp before the beginning of the ZFP start codon, where R stands for
A or G and N is any nucleotide. The best we found was AAAGGA.

We planned from the start on using PBAD as our inducible promoter with arabinose. We
did test swapping in PLtetO-1 and PLlacO-1 as well, but did not see any significant improvements
(data not shown) to justify switching over permanently. To eliminate the “all-or-none”
behavior of the PBAD promoter, we had to select an experimental strain of E. coli that
expresses araE [72]. We used the DP10 strain from the Keasling lab [77].

For our output protein, we chose mCherry because it is monomeric, matures quickly,
and is photostable [120]. mCherry was placed on the synthetic promoter-ZFP binding site
pairings developed by William Holtz, so we used a very strong 5’-UTR in the Bujard RBS
[90].

2.7.3 Plasmid Design

We decided on a two plasmid system in order to separate the ZFP inverter from the
sRNA (see Figure 2.37). Given the combinatorial nature of the planned work, this would
allow us to do cloning on the two parts of our system independently and then easily combine
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Figure 2.38: Two-plasmid design for two ZFP-sRNA inverters in series. Similar to Figure
2.37, the ZFP inverters are on Plasmid 3 (left) and the sRNAs are on Plasmid 4 (right).
As shown here, the ZFP on PBAD targets the ZFP between the origin of replication and
resistance gene, which then targets mCherry. Other placements were not attempted. A
single variant each of Plasmid 3 and Plasmid 4 were constructed (see Table 2.8) before we
determined that getting two ZFP-sRNA inverters in series working was unlikely with our
chosen set of parts.

them as desired. In addition, splitting the plasmids would make cloning more manageable
for future experiments involving two or three inverters by reducing the individual plasmid
sizes, number of operons, and number of repeated sequences.

Due to toxicity issues that arise when expressing high concentrations of ZFPs in E. coli,
we opted for the low copy number origin of replication p15a for the inverter plasmid. We
also tried the very low copy number origin of replication SC101**, but saw worse behavior
(data not shown). The sRNAs were placed on a higher copy number plasmid ColE1 with
the constitutive promoter used for tuning.

We used the native PBAD and PC promoters, which are found adjacent to each other
in opposite directions, for the production of the ZFP and AraC, respectively. Then the
remaining choice is the placement of the reporter operon. While putting it on the higher
copy origin might result in higher output strength that is more distinguishable from noise,
keeping it with the rest of the inverter operons is simpler and allows us to run inverter
experiments without sRNA in single antibiotic conditions and saves us a co-transformation
step. We place the mCherry operon in the same direction as the ZFP operon to avoid
any possible mRNA hybridization issues, even though that is not as much of a concern in
prokaryotes.

When putting two inverters in series, we decided to keep the same two plasmid split with
the inverters on one plasmid and the sRNA on the other plasmid (see Figure 2.38). Given
that each ZFP is six fingers long and contain repeated sequences between every finger, we
decided to separate the two ZFP operons as much as possible to avoid replication slippage.
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Figure 2.39: Modified versions of inverter plasmids to test the viability of two inverters
in series. Left: modified version of Plasmid 1 to test the effect of the 5’-UTR that includes
the sense region to our reporter. Right: modified version of Plasmid 3 to test how well the
intermediate operon works in the location specified between the origin of replication and the
resistance gene.

By placing the second operon in-between the origin of replication and resistance gene we
naturally select against instances of slippage between the ZFPs in either direction. For the
two sRNA plasmid, direction and placement was not as important. While sRNAs of the same
type (IS10- or pT181-based) have similar sequences, they would constitute a single repeated
sequence. Issues of context effects and terminator read-through could be counteracted by
changing the constitutive promoters as needed, so we simply added the second sRNA operon
downstream with a different terminator.

By choosing to keep the reporter operon in the same location, we are introducing an
intermediate operon in a new location with unknown context effects. So we designed two
test plasmids to help gauge the viability of our two inverters in series design (see Figure 2.39).
We first constructed Plasmid 3* to see how well the new intermediate operon performed. To
accomplish this, we replaced the second ZFP with our reporter mCherry and removed most
of the original reporter, leaving just a small fragment so it would not fluoresce. Later on, we
constructed Plasmid 1* to isolate the effect of the 5’-UTR containing a sense region on our
output.

For a full list of the plasmids used in these experiments, see Table 2.8 in the Materials
and Methods section below.

2.7.4 Inverter Results

Inverter input-output functions (confusingly called “transfer functions” in the biology
community) are shown in Figure 2.40. Data for nine different inverters is shown, each
inverter with one of three ZFPs paired with one of three sRNA sense regions, as well as the
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Induc	on Fold: 12.15

10.95

Induc	on Fold: 6.18

7.21

Induc	on Fold: 1.74

3.27

Figure 2.40: Inverter data for 3 ZFPs and 3 sRNAs in combination with induction folds.
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Figure 2.41: Grid visualization of induction folds of our inverter data from Figure 2.40
to help make observations in Section 2.8.2. Induction fold is one indicator of how well our
inverter is working since it lets us know how significant the difference between “on” and
“off” states are.

Figure 2.42: Grid visualization of maximum output of our inverter data from Figure 2.40
to help make observations in Section 2.8.2. The maximum output with sRNA is nearly
identical, so is not shown. Maximum output is not always indicative of how well an inverter
is working, but can be used as a selection criterion and in this case allows us to examine
context effects of ZFP binding sites on our reporter promoter.

induction fold (maximum output/minimum output). Each plot corresponds to one of these
inverters in the presence and absence of a constitutive amount of the corresponding sRNA.
In addition, we’ve visualized some of the numbers in Figures 2.41 and 2.42 to help us make
observations.

Inverter orthogonality tests were not run because the orthogonality of the individual
components were demonstrated in previous work [61, 101, 89]. Using multiple inverters
together would also demonstrate viable levels of orthogonality.

For two inverters in series, we expect the steady-state output to act as a delay buffer
where low induction levels lead to low output fluorescence and high induction levels lead to
high output fluorescence. Initial experiments with two inverters in series (no sRNA) showed
no change in output across the induction range (data not shown).
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Ind Fold:

Ind Fold: 3.46

7.46

Figure 2.43: Inverter data showing effect of 2nd operon location between the origin of
replication and resistance gene. The induction fold dropped from 7.46 to 3.46. There were
two major differences: (1) The location of the reporter operon and (2) the 5’-UTR on
mCherry. We ran further tests to help separate the two effects.

Ind Fold:

Ind Fold: 7.88

2.15

Figure 2.44: Inverter data showing effect of sense region 5’-UTR. Swapping the Bujard
5’-UTR on the output RFP with one including an IS10-based sense region drastically reduces
the induction fold from 7.88 to 2.15.

In the process of debugging, we ran experiments with our test plasmids. While testing
our new intermediate operon location (Plasmid 3*), we saw a reduction in induction fold, but
could not determine if this was caused by the new operon location, the change in 5’-UTR,
or both (Figure 2.43). To help clarify, we tested just a change in 5’-UTR on our reporter
(Plasmid 1*) and saw that even just the introduction of the sense region greatly reduced our
induction fold (Figure 2.44). Based on this evidence, we concluded that with our current set
of parts two inverters in series was unlikely to work due to inverter input-output mismatch.

2.8 Turing Patterning Discussion

The motivation behind this project was to develop a synthetic gene network to exhibit
Turing patterning. While we were able to devise a new quenched oscillator system, our final
design (Figure 2.32) involved the production of nine (including AHL) different molecules
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within each cell, so we knew that the likelihood of getting a full experimental implementation
to work given the current state of synthetic biology were slim. Still, the hope was that we
could begin to put parts of our design together experimentally while also developing new
parts for the synthetic biology community to use.

2.8.1 Implications of the Novel Architecture

The engineering of cooperative ensembles of cells, whether in the context of designer
microbial communities or other synthetic multicellular systems will require tractable model
systems which exhibit spontaneous symmetry breaking and pattern formation, both fun-
damental prerequisites for any kind of replicating or “programmed” heterogeneity of form
or function. Attempts to produce spontaneous pattern formation using Turing’s canonical
system have proven difficult. We alleviated some of the difficulties arising in the activator-
inhibitor model by using oscillator subsystems instead. To our knowledge, this is the first
attempt of this kind and significant effort was devoted to providing researchers with an
experimentally tractable road map towards implementation.

Our modified quenched oscillator system was made possible by recent work with ZFPs
[61] that allow for the construction of nearly identical, orthogonal transcriptional repressors.
Taking advantage of the ability of sRNAs to bind with ZFPs to produce high inverter gains,
we attempted to construct a new ring oscillator. Next we plugged this ZFP-sRNA oscillator
into a quenched oscillator system using a new quenching loop and demonstrated this system’s
ability to produce Turing patterning.

This work also implicitly suggests that natural systems may have arisen where oscillating
subsystems, initially evolved for other purposes, provide the backbone not just for coordi-
nated oscillation (as in the diffusively coupled systems demonstrated by others [33, 98, 47])
but for robust Turing-type pattern formation phenomena. It is not difficult to find exam-
ples in the literature of naturally-occurring coupled negative feedback oscillators, both in
prokaryotes [17] and eukaryotes [87, 32]. A function as fundamental as cell cycle oscillation
appears to be maintained in yeast and other eukaryotes by coupled oscillators (a negative
feedback oscillator coupled to a relaxation oscillator) [32]. Going further, these motifs are
also present in protein-protein systems [73]; while outside the scope of the present work,
the general results presented (i.e. coupled multi-step negative feedback oscillators with one
diffusible component can exhibit Turing instability) would likely apply to kinase loops [73].
Lastly, in our model the relative phase lag between the oscillator loop and the quenching
loop affect both the emergence and wave numbers of pattern; these, in turn, depend on the
relative number of “steps” around the loops. It is tempting to suggest that the alteration
of the number of steps, or the total delay around the loop, could provide a mechanism by
which adaptation and evolution could generate systems (and variants) capable of pattern
formation.
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2.8.2 Inverter Performance

In order to put a three-component ring oscillator together, we selected three ZFPs and
three sRNAs and demonstrated their modularity by running steady-state fluorescence exper-
iments on all nine different combinations. Individually, every ZFP-sRNA inverter did what it
was supposed to do: produce “high” output at “low” input levels and “low” output at “high”
input levels. Additionally, we were able to demonstrate the expected qualitative change in
behavior with the addition of a constitutive amount of sRNA in the system (compare Figure
2.34 to Figure 2.40).

Beyond the qualitative effects, how useful might these inverters be to the synthetic bi-
ology community? The highest induction fold achieved was around 12 (91% repression),
which is enough to be useful depending on the application and compares favorably to the
ZFP repressors in isolation (see Figure 2.35 and [61]). However, there certainly are better-
performing repressors available such as PLtetO-1, PLlacO-1, and Plac/ara-1, which have induction
folds >600 [90]. But right now the synthetic biology community is limited to a small number
of known promoter-repressor pairs, and ZFPs add to this library. In addition, the modularity
of ZFPs allow us to target promoters that do not have known repressors, such as the growing
library of synthetic constitutive promoters.

The goals of building ZFP-sRNA inverters were to develop a “large” library of orthogonal
parts with nearly-identical parameters, as these would aid in the construction of a new
synthetic ring oscillator. While neither goal was quite achieved and the ring oscillator has
yet to come together, there is much to be learned from the effort. In an attempt to avoid
revisiting the design work on the ZFPs, we chose to investigate the minimal number of parts
needed for our ring oscillator. Even then, the parts chosen displayed an unexpected amount
of variation in behavior. We make the following observations:

Induction Fold:
In Figure 2.41, we use induction fold as a loose measure of how well our inverters are

working as it is an indicator of how different our “on” and “off” states are. Another important
metric would be the slope of the linear region of the inverter input-output map, but given
the limited number of induction levels used, this value is difficult to determine from our data.

In terms of effect on induction fold, the ZFPs were generally ordered with ZFP16-59
performing the best and ZFP16-57 performing the worst. ZFP16-56 did seem to work sur-
prisingly well with s05. s04 and s05 performed comparably in regards to induction fold
and sLS performed significantly worse. Additionally, the data with sLS and aLS suffered
in induction fold because the output was unexpectedly high at maximal induction (whereas
s04 and s05 achieved nearly the same minimum value with and without sRNA present).
Based on the data of different constitutive promoters (Figure 2.36), it is more likely that
this was caused by the choice of J23106. As mentioned previously, the Anderson library of
constitutive promoters did not exhibit the expected ordering of relative promoter strengths
as provided [114]. These trends did seem pretty consistent and the worst induction fold was
achieved with the combination of ZFP16-57 and aLS, as expected.
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Attempting to comment on the possible sources of these differences is difficult, since the
induction fold is affected by nearly every interaction in our inverter. The most consistent
trend that we can point out is the ordering of the ZFPs in that with one exception, using
ZFP16-59 outperformed ZFP16-56, which in turn outperformed ZFP16-57. This would sug-
gest a general ordering of the binding affinity and repressive strengths of the ZFPs to their
targeted promoters, but we can’t draw any strong conclusions due to our small data set and
our inability to differentiate between the two effects.

Maximum Output:
Figure 2.42 shows the maximum output level of our inverters without sRNA. There was

very little difference in maximum output with and without sRNA, which is expected for low
induction levels, so we didn’t show the other set of data. Maximum output is not a good
measure of inverter performance but may allow us to infer some context effects between
our inverter parts. In particular, maximum output occurs in a region with low induction,
meaning the effects of the ZFP and sRNA should be minimal. Then the data here should
reflect only the effects of the ZFP binding sequence on the target promoter and the choice
of promoter (RPL-69/83).

Unfortunately because we could not find RPL-69 in the online BIOFAB data set, we can’t
determine the expected relative strength of those two promoters. The output expression level
was significantly higher when using ZFP16-56 compared to ZFP16-59 and ZFP16-57, except
oddly when paired with sLS. This makes even less sense when we remember that the sRNA
and its binding site should not affect maximal expression. Given that both the maximal
and basal levels were elevated (i.e. the induction fold did not change as significantly), this
behavior is likely caused by context effects of having the ZFP op-30 binding site upstream
of the target constitutive promoter as opposed to op-3 or op-18. There certainly could be
uses for boosting the output levels this way while maintaining the inverter behavior.

We believe that there are two main reasons that putting two inverters in series was
unsuccessful. The first is the poor induction fold each individual inverter and the second
is the input-output mismatching between inverters. One thing we had not considered was
the effect of the sense regions on their target promoter behavior. Each inverter was run
with RFP having the Bujard 5’-UTR, which is known to be very strong. However, once
we assemble multiple inverters in series, the intermediate operons must have sense regions
instead. When we finally measured the effect (Figure 2.44), there was a drastic reduction in
promoter output range, which would affect the intermediate ZFP variations in concentration.

Secondly, the inverting behavior is seen in the very top portion of the induction range.
In order for the ring oscillator to work, we need the steady-state solution to lie in the linear
regime of the input-output map, so that changes in the input level around the steady state
cause significant changes in the output as well. Since the linear regime is in the upper input
range, we would need each inverter to be able to produce a very large maximal amount of
ZFP, which is unlikely given the effect of the sense region on the promoter. The sense region
further compounds the problem by reducing the inverter induction fold, meaning that the



CHAPTER 2. TURING PATTERNING 66

input changes passed to the next inverter are of small magnitude.
Even though the ring oscillator doesn’t work with the set of parts we investigated, the

problem lies with the parameters of our chosen parts and not our design as all parts exhibit
the desired behavior, but not well enough. With improved parts there’s no reason to believe
this work can’t be completed.

2.8.3 Turing Patterning Future Work

Immediate future work will focus on getting the ring oscillator to work by either select-
ing better parts or improving the current ones. The chief components in question are the
promoter-repressor pairs. If we decide to continue working with ZFPs in E. coli, a few of
the different improvements to investigate include:

• Changing the amino acid sequences between fingers to not be exact nucleotide repeats
will aid in construction of the ZFPs and future cloning involving them.

• Reducing the number of fingers used to five may help with cloning without reducing
binding specificity too much.

• William Holtz did investigate optimal placement of the ZFP binding site relative to the
promoter transcriptional start site [61], but did not investigate using multiple binding
sites.

• It is clear that we need to use promoters that can provide us with greater induction fold.
Although we would eventually want three promoters of roughly equivalent strength, we
could try using known strong promoters (e.g. PLtetO-1) or some of the many contained
in the BIOFAB promoter library.

• Look for a better-performing set of orthogonal ZFPs than the ones found by William
Holtz that we used here.

Another avenue would be to have the ZFPs constructed for us to save time. Active
research on ZFP and zinc finger nuclease (ZFN) use in eukaryotes is carried out by the
company Sangamo Biosciences [78]. They own a proprietary dataset of characterized finger
pairs and can provide custom ZFPs for a fee, though the costs are significant.

ZFPs are not the only option for designable repressors. We simply need something that
will bind to the DNA next to a promoter to block transcription. The main alternatives
are CRISPRi [110] from recent work on clustered regularly interspaced short palindromic
repeats (CRISPR) [69] and transcription activator-like effectors (TALEs) [18], both of which
allow binding to an arbitrarily specified nucleotide sequence. TALEs are similar to ZFPs
in that they are constructed from a sequence of repeats where two amino acids called the
repeat-variable diresidues (RVDs) specify a single base that will be bound. So for binding
the same sequence, a TALE will contain about three times as many repeated sequences as
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a ZFP. In CRISPRi, we coexpress a catalytically dead CRISPR-associated system protein
(dCAS9) with designable guide RNAs to form DNA recognition complexes. The general
consensus is that ZFPs are the most difficult to design and construct properly but bind
the most specifically. CRISPR systems are the easiest to design (only need to change the
guide RNA), but suffer from off-target effects, which are mitigated in CRISPRi by the lack
of endonuclease cutting activity. TALEs fall in the middle in terms of ease of design and
construction and binding specificity.

Assuming that we can create a working ring oscillator, the next steps would be to add
the quenching loop and then investigate different options for the patterning assay. As will
be discussed more in-depth in Chapter 3, there are only a handful of well-studied AHLs that
have been tried in E. coli. Thankfully this project only requires one and the lux system
works well in our hands. As for the experimental assay, the two biggest concerns will be
creating a fixed geometry and dealing with cell growth. In our models, we assumed we would
be dealing with a one-dimensional line of cells that are fixed in space and communicating
with each other. To achieve this effect, we would likely need to design a microfluidic device
with a linear channel carved into it and attach bacteria to the surface of the channel. There
are many ways to attach bacteria to a desired surface [130], such as sequence-specific DNA
hybridization [131], and this would enable us to fix the positions of our cells of interest while
allowing daughter cells to float or be flowed away. A clever method would need to be devised
to help remove extraneous cells without adversely affecting AHL diffusion.

2.9 Turing Patterning Materials and Methods

2.9.1 Computational

Analytical models were investigated primarily in MATLAB Version 8.5.0 (R2015a) and
some representative scripts are provided in the Appendix. All non-experimental data plots
found in this Chapter were generated in MATLAB, even if the data came from another
program.

Steady-state values for different sets of parameters for all models were numerically cal-
culated using the function fzero. For systems with multiple steady states, it was important
to make sure that this function returned a realistic (i.e. non-negative) set of steady-state
values. Root locus plots were generated using the function rlocus and matrix eigenvalues
were checked using the function eig.

Data from experiments were measured using the instruments specified in Section 2.9.6
and output to files. These files were opened in Microsoft Excel 2013 and the data was
analyzed and plotted using standard Excel functions along with a few custom macros.
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2.9.2 PDE Simulations

Continuous, deterministic models are useful because of the wide variety of analysis tools
we can apply to them to generate predictions of system behavior and workable parameter
spaces, which we cannot do for stochastic models. These models are accurate when the
number of molecules for all species in the system are very large, but generally need to
be supplemented with stochastic simulations for systems with small numbers of molecules.
PDE simulations were run with the function ode15s, which is a multi-step, variable order
solver based on numerical differentiation formulas. PDE simulations for the toy models were
run in MATLAB Version 8.5.0 (R2015a) while PDE simulations for the quenched oscillator
implementation were carried over from [62] and run in MATLAB Version 7.10.0 (R2010a).
For line of cell simulations, diffusion was handled using a finite difference approximation with
101 evenly-spaced grid points and zero-flux boundary conditions. For single cell simulations,
the long empty volume was represented using a finite difference approximation with Dirichlet
boundary conditions of zero AHL concentration.

2.9.3 Stochastic Simulations

Stochastic simulations of the network were performed using the Stochastic Simulator
Compiler (SSC) v0.6 [85]. The output from SSC was reformatted with custom Perl scripts
and then plotted in MATLAB. SSC handles concentrations in units of molecules, so all
parameter values were scaled appropriately, but the output values were converted to units
of molarity in the figures given in this paper for ease of comparison. Reported values for
protein concentrations are the totals of all forms of the protein: monomer, dimer, and bound
to promoter. We represented cells with cubes of edge length 1 µm. For single cell simulations,
the cell was located at the center of a volume of 100× 1× 1 µm. All multi-cell simulations
consisted of a line containing 100 directly adjacent cells.

2.9.4 Discrete Cosine Transforms

A discrete cosine transform (DCT) expresses a finite sequence of data as a sum of cosine
functions of different frequencies [103]. The eigenfunctions of the Laplacian operator on a
one-dimensional spatial domain with zero-flux boundary conditions are cosine functions [55],
which are represented more accurately by the DCT than by the discrete Fourier transform,
which is appropriate for periodic boundary conditions. The DCT is useful for our analysis
because it allows us to examine the presence of certain spatial wave numbers in a line of
cells simulation relative to the other wave numbers and how these relations change over
time. Because the amplitudes of a DCT are changing in time and can be both positive
and negative, we take the average of the absolute values of spatial DCTs over an interval
of time. This was handled in MATLAB using the function dct. Because concentrations are
non-negative, there is always a significant offset component k = 0, which we omit from our
figures for better scaling of the remaining wave numbers.
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2.9.5 Construction of Plasmids

Plasmid construction was done via circular polymerase extension cloning (CPEC) [111]
and ’Round-the-horn site-directed mutagenesis [58]. CPEC designs were started by using
the j5 DNA assembly design automation software [60] to generate an initial set of oligonu-
cleotides, which were then checked manually and tweaked based on the online Thermo Fisher
Scientific Tm Calculator. All polymerase chain reactions (PCRs) were performed using the
Phusion Hot Start II High-Fidelity DNA Polymerase (Thermo Scientific F-549).

To build a ZFP inverter (Plasmid 1 in Figure 2.37), we started initially with pWH29-77,
which already had AraC on PC and ZFP16-59 on PBAD, and added the reporter operon
from pWH32-32, which had mCherry on the constitutive promoter RPL-83 and the ZFP
binding site op-3. During this CPEC construction step, we simultaneously added sLS, taken
from pWH18-29, to the 5’-UTR of ZFP16-59 and changed the terminator on mCherry, since
the same double terminator was used on pWH29-77 and pWH32-32. These were all placed
on a p15a/KanR backbone taken from the BglBrick vector pBbA8k-RFP [83]. This initial
inverter (pJH4-21) was for ZFP16-59 and sLS and was the basis for all of the other inverters.
In the interest of time and space, the Genbank file for pJH4-21 is provided in the Appendix.
It is a small enough plasmid that synthesis or construction from the other plasmids given
here is feasible.

The other ZFP inverters were constructed using combinations of the following cloning
steps, the oligonucleotides for which are given in Table 2.9:

(1) Swap ZFP16-59 for ZFP16-57 or ZFP16-56 and swap op-3 on RPL-83 to op-18 or op-30
(o4-63 to o4-69).

(2) Change RPL-83 to RPL-69 (o9-24, o9-25 - must happen after Step 1 to op-18).

(3) Swap sLS for s04 or s05 (o6-23, o6-24, o6-37).

(4) Perform RBS library search on either sLS (o3-42, o3-43, o9-23) or s04 (o2-14, o7-45,
o7-74).

There was very little construction needed for the sRNA plasmid (Plasmid 2 in Figure
2.37) as William Holtz had previously constructed plasmids that had aLS constitutively
produced by the entire Anderson library of synthetic promoters [114] (20 promoters: pWH39-
21 through pWH39-40). These constructs were based on the ColE1/CmR backbone taken
from a standard BglBrick vector such as pBbE2c-RFP [83]. Because the difference between
a04 and a05 is so small, cloning for Plasmid 2 was carried out by swapping sLS for s04 and
then doing mutagenesis to change s04 into s05.

Final experimental plasmids were obtained by co-transforming a Plasmid 1 variant with
either an empty ColE1/CmR plasmid or the corresponding Plasmid 2 variant into DP10
cells.
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Table 2.8: Plasmids used in ZFP-sRNA inverters, with intermediate cloning plasmids first,
followed by the final experimental plasmids. All plasmids were transformed into the strain
DP10 [77].

Name Resistance Origin Description

pWH29-77 CmR SC101** AraC on PC and ZFP16-59 on PBAD.
pWH32-32 KanR ColE1 mCherry on RPL-83 with op-3.
pWH18-29 CmR p15a GFP on pJ23119 with sLS. Used to get sLS.

pJH4-21 KanR p15a
Operons from pWH29-77 and pWH32-32 moved onto
KanR/p15a vector with sLS added to ZFP16-59 and mCherry
terminator changed. The basis for Plasmid 1 (Figure 2.37).

pJH5-57 KanR p15a pJH4-21 with sLS changed to s04.
pWH16-57 AmpR ColE1 Plasmid from William Holtz with ZFP16-57.
pWH16-56 AmpR ColE1 Plasmid from William Holtz with ZFP16-56.

pWH39-21
CmR ColE1

Twenty plasmids with aLS on numerically-ordered promoters
pWH39-40 J23100 to J23119. The bases for Plasmid 2 (Figure 2.37).

VKM40 AmpR ColE1
Plasmid from Vivek Mutalik with a04 on PLlacO-1 and LacI.
Used to get a04; a05 made from a04 via cloning.

pJH1-81 KanR p15a Empty plasmid.
pWH17-39 CmR ColE1 Empty plasmid.

pJH4-37 KanR p15a AraC on PC and mRFP1 on PBAD for input measurement.
Originally pBbA8k-RFP [83].

pJH7-17 KanR p15a Plasmid 1 with ZFP16-59, op-3, RPL-83, s04.
pJH7-59 KanR p15a Plasmid 1 with ZFP16-59, op-3, RPL-83, s05.
pJH4-40 KanR p15a Plasmid 1 with ZFP16-59, op-3, RPL-83, sLS.
pJH9-55 KanR p15a Plasmid 1 with ZFP16-57, op-18, RPL-69, s04.
pJH9-56 KanR p15a Plasmid 1 with ZFP16-57, op-18, RPL-69, s05.
pJH9-52 KanR p15a Plasmid 1 with ZFP16-57, op-18, RPL-69, sLS.
pJH7-57 KanR p15a Plasmid 1 with ZFP16-56, op-30, RPL-83, s04.
pJH7-60 KanR p15a Plasmid 1 with ZFP16-56, op-30, RPL-83, s05.
pJH4-64 KanR p15a Plasmid 1 with ZFP16-56, op-30, RPL-83, sLS.

pJH5-56 CmR ColE1 Plasmid 2 with J23108 and a04.
pJH6-26 CmR ColE1 Plasmid 2 with J23118 and a05.

pWH39-27 CmR ColE1 Plasmid 2 with J23106 and aLS.

pJH6-63 KanR p15a Plasmid 3 with ZFP16-56, op-30, RPL-83, s04 targeting
ZFP16-59, op-3, RPL-83, s05.

pJH7-42 CmR ColE1 Plasmid 4 with a04 on J23108 and a05 on J23118.

pJH8-51 KanR p15a Plasmid 1* with ZFP16-59, op-3, RPL-83, s04/s05.
pJH7-61 KanR p15a Plasmid 3* with ZFP16-56, op-30, RPL-83, s04 targeting

mCherry, s05.
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Table 2.9: Oligonucleotides used in the construction of the ZFP-sRNA inverter plasmids.
Here “for” denotes a forward primer, “rev” denotes a reverse primer, and “RTH” indicates
use in ’Round-the-horn site-directed mutagenesis.

Name Description Sequence

o4-63 ZFP swap pJH4-40vec for
(to op-18)

cctatcagctgcgtgctttctattgggagatagtgggagagttgacaattaatcatcgg

o4-69 ZFP swap pJH4-40vec for
(to op-30)

cctatcagctgcgtgctttctattagtggaaggaatgggagttgacaattaatcatcgg

o4-64 ZFP swap pJH4-40vec rev
(RBS AAAGGA)

cctggttccagcatagatcctatcctttagatc

o4-65 ZFP pWH16-56/57 for tagccggttgtaaggatctaaaggataggatctatgctggaaccaggatc
o4-66 ZFP pWH16-56/57 rev gcctggagatccttactcgagtttggatccttattaagaggttttagatc
o4-67 ZFP swap pJH4-40 term

spacer for
ggatccaaactcgagtaaggatctccaggc

o4-68 ZFP swap pJH4-40 term
spacer rev

atagaaagcacgcagctgatagggtcga

o7-45 RTH s04/s05 RBS for .nnagacaacaagatgtgcgaactcgatgctggaac
o2-14 RTH s04 RBS rev ttattgatttttggcatggagaaacagtagag
o7-74 RTH s05 RBS rev ttattgattttacgcatggagaaacagtagag
o3-42 vec sLS RBS lib rev agatccttacaaccggctattagagtagc
o3-43 vec sLS RBS lib for aggatctatgctggaaccaggatc
o9-23 sLS RBS lib gatcctggttccagcatagatcctannyyyyagatccttacaaccggctattagagtagc

o7-24 RTH op rev atagaaagcacgcagctgatagggtcga
o7-25 RTH op-3 for (RPL-83) .gagagggaaggagaggagttgacaattaatcatcggctcataacc
o7-81 RTH op-18 for (RPL-83) .tgggagatagtgggagagttgacaattaatcatcggctcataacc
o7-80 RTH op-30 for (RPL-83) .tagtggaaggaatgggagttgacaattaatcatcggctcataacc
o9-24 RTH RPL-83 to 69 for tgtggaacaattcattaaagaggagaaaggtac
o9-25 RTH RPL-83 to 69 rev (op-

18)
taccctacgagccgatgattaattgtcaactctcc

o6-19 vec pWH39-29 for ggatcctaactcgagtaaggatctccaggca
o6-20 vec pWH39-29 rev gctagcattatacctaggactgagctagctgtcaga

(pJ23108)
o6-21 a04 from VKM40 for agctcagtcctaggtataatgctagctcgcacatcttgttgtctgatta
o6-22 a04 from VKM40 rev gagatccttactcgagttaggatccctgatgaatcccctaatgattttg
o6-34 RTH a04/a05 rev aaatcaataatcagacaacaagatgtgcga
o6-35 RTH a05 for .tacgcgaaaccatttgatcatatgacaagatgtg
o1-6 RTH to pJ23118 for cggctagctcagtcctaggtattgtgctagctcgcacatcttgttgtctg
o6-49 RTH to pJ23118 rev tcaaacgtgccagatctttagaattcgatatctg

o6-23 RTH to s04/s05 for caacaagatgtgcgaactcgatgctggaaccaggatc
o6-24 RTH to s04 rev (RBS TC) tctgattattgatttttggcatggagaaacagtagagagttgc
o6-37 RTH to s05 rev (RBS TC) tctgattattgattttacgcatggagaaacagtagagagttgc
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2.9.6 Experimental Conditions and Procedure

Experiments were run in liquid media using EZ Rich defined medium (Teknova M2105)
in 96-well deep well plates (DWPs) with 1.7 mL round wells using an AeraSeal breathable
sealing film (Sigma Aldrich A9224) to cover. All liquid culture growth was performed in an
INFORS HT Multitron Standard shaker with 25 mm throw at 37◦C and 900 rpm. Antibiotic
concentrations of 25 µg/mL for Chloramphenicol (Cm) and 50 µg/mL for Kanamycin (Kan)
were used.

Each bacterial strain was streaked out from glycerol freezer stock onto double antibiotic
LB CmKan plates and colonies were grown overnight in a 37◦C warm room. Six colonies of
each strain were transferred to 400 µL EZ Rich + CmKan wells of a DWP. These cell growth
plates were placed on the shaker to grow for about 8 hours.

During growth, experimental DWPs were filled with 392 µL EZ Rich with different in-
duction levels in each of the 12 columns. The chosen induction levels were: 40 mM, 10 mM,
5 mM, 1 mM, 500 µM, 200 µM, 100 µM, 50 µM, 20 µM, 10 µM, 5 µM, and no arabinose.
This setup was chosen so that the data for each replicate (all induction levels) came from
the same plate and plate-to-plate variation would get averaged out across the replicates.
Previous data taken with a single induction level (and all replicates) on each plate produced
data with plate-to-plate variability showing up in the induction levels (data not shown).

After removal from the shaker, each column of the growth plates were subcultured at
50X (8 µL) into every column of one of the experimental plates. The experimental plates
were then placed on the shaker and grown for about 13 hours.

Upon removal from the shaker, the experimental plates were sampled using a Beckman
Coulter Biomek FX laboratory automation workstation and 150 µL from each well was trans-
ferred into 96-well black plates with clear flat bottoms (Corning #3631). Bulk fluorescence
measurements were taken using a Molecular Devices SpectraMax M2 microplate reader. Set-
tings used were OD measured at 600 nm and RFP measured with 565/620 excitation and
emissions wavelengths taken with 30 reads and medium sensitivity flash mode.

In each experimental plate, three sets of controls were used: a positive induction plasmid
that has RFP on PBAD used to measure the input induction level, an “empty” plasmid
without RFP, and a “blank” row with just media (no cells). When analyzing the data,
background OD levels were calculated by averaging the OD measurement of the “ blank”
wells for each plate and then subtracted from the OD measurements of the other wells. Next
the background fluorescence was calculated by dividing the fluorescence measurements of
the “empty” wells by their adjusted OD measurements and averaging for each plate. Final
fluorescence values for the wells of interest were calculated by dividing their fluorescence
measurements by their adjusted OD measurements and then subtracting off the background
fluorescence. Each experiment was run with 6 replicates, average and standard error values
were calculated and plotted against the positive induction data in Microsoft Excel.
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Chapter 3

Lateral Inhibition

3.1 Lateral Inhibition and Contact-Dependent

Inhibition

A number of recent efforts have focused on engineering synthetic multi-cellular behavior
within ensembles of bacterial cells. To date, these efforts have largely focused on the use of
diffusible signals (e.g. N-acyl homoserine lactones) to trigger transcription factors (and thus,
up- or down-regulate gene expression). Cell signaling networks based on diffusible molecules
tend to act only over long distances (i.e. large ensembles of cells), degrade slowly (half-life
> 2 hours) and severely restrict the type of cell-cell cooperation possible. It is not surprising
that while some early events in canonical developmental biology models employ diffusible (or
diffusion-like) signals (e.g. bicoid, Nanos), most of the patterning that leads to segmentation
and fate-specification appears to employ contact-mediated signals (either between cells or
cells and extracellular matrix). Unfortunately, no synthetic contact-mediated system for
affecting gene expression exists.

Lateral inhibition is a mechanism where cell-to-cell signaling induces neighboring cells
to compete and diverge into sharply contrasting fates, enabling developmental processes
such as segmentation or boundary formation [94]. The best-known example of lateral in-
hibition is the Notch pathway in Metazoans where membrane-bound Delta ligands bind to
the Notch receptors on the neighboring cells. This binding releases the Notch intracellular
domain in the neighbors, which then inhibits their Delta ligand production [28, 99, 124, 9].
Recent discoveries have shown that lateral inhibition is not limited to complex organisms:
a contact-dependent inhibition (CDI) system has been identified in E. coli where delivery
via membrane-bound proteins of the C-terminus of the gene cdiA causes down regulation of
metabolism [7, 6, 134]. Despite the vigorous research on elucidating natural pathways such
as Notch and CDI, a synthetic lateral inhibition system for pattern formation has not been
developed.

The general diagram of lateral inhibition is shown in Figure 3.1.
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Figure 3.1: A two-component network in which the production of molecule Y is activated
by high concentrations of X in neighboring cells and the production of X is inhibited by
Y internally in each cell. This diagram was drawn to imply the use of a contact-mediated
mechanism in a line of cells, but lateral inhibition is not restricted to just this type of
cell-to-cell communication nor this particular geometry.

3.1.1 CDI as a Transport System

The CDI system in E. coli is particularly exciting because it presents a currently untapped
method of synthetic cell-to-cell communication and in a less complex organism. In the natural
circuit, an inhibitor cell contains a three-gene operon containing cdiBAI. CdiB shares close
homology to two-partner secretion systems and transports CdiA protein out of the cell [8].
CdiA becomes cleaved in three different locations, and the C-terminus is transported into
the neighboring cell. The inhibitor cell also expresses cdiI, which binds to the C-terminus
and prevents inhibition. Figure 3.2 shows a schematic of the inhibition process. If the system
could be modified to deliver a chosen payload instead of the cdiA C-terminus, it would open
up a whole new set of possibilities for designing complex synthetic cellular behaviors.

There is evidence to suggest that this CDI system might work as a transport system
for modified or swapped out C-terminus. It has been shown that homologous systems exist
in other bacteria and the C-terminus of the cdiA genes show variability and inhibit growth
in different ways [6]. The authors swapped the C-terminus of the cdiA genes and showed
that they could prevent growth inhibition only if they expressed the cognate cdiI from the
same organism. The evidence suggests that the homologous CDI systems utilize the same
mechanism for exiting the inhibitor cell since the CdiB protein was not changed and most
of the cdiA gene is fairly well-conserved. It is noted that CDI sensitivity is dependent upon
having the cognate bamA species in the target cells [118]. Figure 3.3 shows where the Low
group swapped the downstream C-terminus of the cdiA genes; the VENN motif and upstream
sequence are fairly well-conserved.

A graduate student from the Arkin lab, David Chen, attempted to modify the CDI
system to achieve a measurable target cell response to a new CdiA payload. Initial attempts
focused on fusing or linking a small passenger at different locations in the CdiA C-terminus.
Later attempts focused on using tRNAse co-localization (“scaffolding”) of CdiI and CysK to
deliver our transcription factor via TEV cleavage in a linker with CdiI [26]. Unfortunately all
of these attempts failed to produce a measurable response in receiver cells. The hypothesis
we were left with is that the robust metabolic down regulation response is initiated with
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Figure 3.2: Schematic of the CdiABI system, adapted from [6] Supplementary Figure 1.
CdiB transports CdiA to the outside of the cell. When the inhibitor cell comes in contact
with a neighboring cell, CdiA is cleaved and the C-terminus (CT) is transported inside the
target cell via the BamA and AcrB proteins. The C-terminus then causes growth inhibition
via an unknown downstream pathway. If CdiI is expressed, it binds and inactivates the
C-terminus, preventing or reversing the metabolic down regulation [7].

only a very small number of native CdiA C-termini.
This certainly remains a ripe area for research, as the creation of a contact-based tran-

scription factor delivery system would be a huge contribution to synthetic biology. However,
we were left with lots of ideas for patterning based on CDI, but no experimental system with
which to test them.

3.2 Lateral Inhibition System Analysis

The theoretical work for this project was done in collaboration with Murat Arcak and
Ana S. Rufino Ferreira [9, 116]. Only the main results will be reproduced here. See the cited
papers for proofs of the theorems and lemmas.

We analyze lateral inhibition networks by treating them as interconnections of input-
output models for each cell, where the inputs represent the influence of adjacent cells and
the outputs correspond to the concentrations of the species that interact with adjacent cells.
We represent these interconnections using an undirected graph where the cells are the vertices
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Figure 3.3: Similarities between homologous CDI systems, reproduced from [6] Figure
1b. The authors of that paper were able to swap C-termini and show continued metabolic
downregulation, though CdiI-mediated immunity was still restricted to the cognate CdiI.
Because these systems appear to use the same transport mechanism, it may be possible to
modify CdiA after the conserved VENN peptide motif to deliver a specified payload of our
choosing.

and available communication channels are the edges, weighted by communication strength.
In the example of Notch or CDI, the presence of an edge between two vertices means that
the corresponding cells are in contact and the edge weight will depend on how many Notch
receptors are bound or CdiA C-termini are transported into the cytoplasm.

We implicitly assume that all of the cells are identical, and thus there exists a homoge-
neous steady state. With a few assumptions on the input-output map, we can use algebraic
properties of the graph and tools from monotone systems theory [121] to prove existence and
stability (or instability) of the homogeneous steady state or other non-homogeneous steady
states (patterns) based on graph partitioning. From these results we can predict whether an
experimental system will exhibit patterning and within what parameter ranges [9, 116].

3.2.1 Lateral Inhibition Model

We represent the cell network by an undirected and connected graph G = G(V,E), where
the set of vertices V represents a group of cells and each edge e ∈ E represents a contact
between two cells. The connectivity between cells i and j is represented by the non-negative
constant wi,j = wj,i ∈ R≥0. We let wi,j = 0 when i and j are not in contact, and wi,j > 0
when they are in contact.

Let N be the number of cells and define the scaled adjacency matrix P ∈ R
N×N of G as

pij = d−1
i wi,j, (3.1)

where the scaling factor is the vertex degree di =
∑

j wi,j . The structure of P is identical
to the transposed probability transition matrix of a reversible Markov chain, therefore P
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is non-negative and row-stochastic (i.e. P1N = 1N , where 1N ∈ R
N denotes the vector of

ones) with real-valued eigenvalues and eigenvectors.
The identical cells are numbered i = 1, . . . , N and are each described by the dynamical

model:
{

ẋi = f(xi, ui),
yi = h(xi),

(3.2)

where xi ∈ X ⊂ R
n describes the state of the n species concentrations in cell i, ui ∈ U ⊂ R

is an aggregate input from neighboring cells, and yi ∈ Y ⊂ R represents the output of each
cell that contributes to the input to its neighbors.

The cell-to-cell interaction is then described by:

u = Py, (3.3)

where P is the scaled adjacency matrix of the contact graph as in (3.1), u , [u1, . . . , uN ]
T ,

and y , [y1, . . . , yN ]
T . This means that the input to each cell is a weighted average of the

outputs for neighboring cells.
Standing assumptions. We assume that f(·, ·) and h(·) are continuously differentiable,

and that for each constant input u∗ ∈ U , the system (3.2) has a globally asymptotically
stable steady state

x∗ , S(u∗), (3.4)

which is also a hyperbolic equilibrium (i.e. ∂f
∂x

∣

∣

(x∗,u∗)
has no eigenvalues on the imaginary

axis). Furthermore, we assume that the map S : U → X and the map T : U → Y , defined
as

T (·) , h(S(·)), (3.5)

are continuously differentiable, and that T (·) is a positive, bounded, and decreasing function.
The decreasing property of T (·) is consistent with the lateral inhibition feature, since higher
outputs in one cell lead to lower values in neighboring cells.

Note that the steady states of the system (3.2)-(3.3) are given by xi = S(ui), in which
u1, . . . , uN are solutions of the equation

u = PTN(u), (3.6)

where TN(u) = [T (u1), . . . , T (uN)]
T . Because P is row-stochastic, (3.6) admits a solution

that is homogeneous across all cells, that is ui = u∗ ∀i = 1, . . . , N , where u∗ is the unique
fixed point of T (·) (i.e. T (u∗) = u∗). We refer to the corresponding steady state x∗i = S(u∗)
for all i as the homogeneous steady state of the interconnection.

3.2.2 Lateral Inhibition Patterns

The main theoretical results will only be paraphrased here in a way that is most relevant
to this project. Full descriptions and derivations can be found in [9, 116] and these concepts
will be covered in further detail in Section 3.3.2.



CHAPTER 3. LATERAL INHIBITION 78

Figure 3.4: Example of steady state patterns on a 2-D mesh. Left: Contact graph structure
with vertices numbered and represented as dots with edges represented as lines connecting
the dots. Right: Two different bipartite equitable partitions are shown. Here the steady
state of each vertex is represented as either a white or grey colored square. The existence
criterion from [116] is an algebraic condition based on the graph structure and the dynamical
model. Note that both steady states may co-exist in certain conditions.

Because we are expecting “on-off” patterns, we examine bipartite equitable graph parti-
tions as potential steady states of the system, where one orbit contains all the vertices in the
“on” state and the other orbit contains all the vertices in the “off” state. We can determine
the existence of these steady state patterns using an algebraic condition that is a function
of both the graph structure and the dynamical model [116]. See Figure 3.4 for an example
on a 2-D mesh where two bipartite equitable partitions are shown. Under certain conditions
multiple non-homogeneous steady state patterns may exist. We can further provide a small-
gain-type sufficient condition [35] to show asymptotic stability of these non-homogeneous
steady states [116]. Based on this theoretical framework, it should be possible to experi-
mentally demonstrate multiple types of patterns with the same graph structure by changing
either dynamical parameters or initial conditions.

3.3 Compartmental Lateral Inhibition System

Given that we were not able to achieve a synthetic CDI system, we set about trying to
design a lateral inhibition system with similar properties to CDI but not based on contact.
We will use diffusible molecules for cell-to-cell communication due to their availability and
our familiarity with them. The two main properties that distinguish contact-based commu-
nication from diffusion are:

(1) The prevention of auto-inhibition due to the outward-facing nature of the membrane-
bound effectors.
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Figure 3.5: Example of network geometries for compartmental lateral inhibition system.
There are two cell types A and B contained in the compartments (circles) that produce
different AHLs and sense the other AHL, preventing auto-inhibition. The AHLs diffuse
along engineered communication channels to neighboring compartments, mimicking cells in
contact.

(2) A range of effect limited to just neighbors in contact.

In order to mimic these behaviors with diffusion, we design our system as follows:

(1) We use two orthogonal AHLs and create two distinct cell types, each producing one
AHL and sensing the other.

(2) We run experiments in devices that create geometries of our choosing with commu-
nication channels between compartments that house colonies of one of the cell types
(Figure 3.5). In practice, our devices will be machined geometries filled with agar to
allow diffusion of AHL between growing colonies. The agar will fix the center of the
colonies in space.

We will show that this system is able to spontaneously generate contrasting patterns
between neighboring compartments, much like the patterns predicted in CDI networks.

Our experimental compartmental lateral inhibition system is shown in Figure 3.6. The
two orthogonal diffusible signals chosen are 3OC6HSL, produced by LuxI from V. fischeri,
and 3OC12HSL, produced by LasI from P. aeruginosa. These signals are paired with a
constitutive amount of the non-cognate receptor proteins LasR and LuxR, respectively, so
that each cell type cannot detect the AHL that it produces. Sensing of the orthogonal AHL
triggers the promoter PLuxI , which produces a red fluorescent protein (RFP) and TetR,
which represses the further production of autoinducer synthase from the promoter PLtetO-1.
For further discussion of the parts selection, see Section 3.4.2.

We model the dynamics of cell type A with the following set of equations:

∂

∂t
mT = VPLuxI

NPLuxI
C

(

1

1 + (KR-Y /pR-Y )nR-Y
+ ℓPLuxI

)

− γmTmT

∂

∂t
pT = ǫTmT − γTpT
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LasR
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Figure 3.6: Diagram of the components in the compartmental lateral inhibition system.
Two distinct cell types and orthogonal diffusible communication channels are used to prevent
auto-inhibition. The quorum sensing components used are LuxI/LuxR from V. fischeri and
LasI/LasR from P. aeruginosa. This diagram shows a single cell of type A communicating
with a single cell of type B. In practice, we will have colonies of each cell type separated
spatially in a variety of network geometries.

∂

∂t
mI,X = VPLtetO-1

NPLtetO-1
C

(

1

1 + (pT/KT )nT
+ ℓPLtetO-1

)

− γmI,XmI,X

∂

∂t
pI,X = ǫI,XmI,X − γI,XpI,X
∂

∂t
X = νXpI,X − γXX + dX∇2X

∂

∂t
Y = −kf,Y Y (pR,Y − pR-Y ) + kr,Y pR-Y − γY Y + dY∇2Y

∂

∂t
pR-Y = kf,Y Y (pR,Y − pR-Y )− kr,Y pR-Y (3.7)

where mi are mRNA concentrations, pi are protein concentrations, Vi are velocity constants,
Ni are copy numbers, Ki are dissociation constants, ni are Hill coefficients, ℓi are leakage
rates normalized to Vi, γi are degradation rates, and ǫi are protein translational rates. The
velocity and leakage constants and copy numbers are subscripted by promoter. All other
parameters are subscripted according to their corresponding species. X is the diffusible
molecule 3OC12HSL and Y is the diffusible molecule 3OC6HSL. We make note in the sub-
scripts that the autoinducer synthase and receptor proteins are different for species X and
Y by using a comma notation (e.g. pI,X is the concentration of the autoinducer synthase
for X). pR,Y is the total amount of receptor protein in the cell, which is assumed constant.
ν is the generation rate of AHL from autoinducer synthase and kf and kr are the forward
and reverse binding rates, respectively, of AHL to its cognate receptor protein. C is the
concentration level generated by a single molecule in an E. coli cell and dX and dY are the
diffusion coefficients of the AHLs. The dynamics for cell type B are similar and can be
obtained by swapping the X and Y differential equations and then swapping all of the X
and Y indices.
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3.3.1 Compartmental Lateral Inhibition Analysis

Our model of lateral inhibition needs to be tweaked to accommodate our compartmental
system. In particular, we must now account for having two cells types instead of identical
cells and compartments filled with colonies instead of individual cells.

Our network has NA compartments of type A and NB compartments of type B that
communicate through diffusible molecules. Cells of type A produce the diffusible species X
(3OC12HSL), which is bound by the receptor species found only in cells of type B. Similarly,
cells of type B produce the diffusible species Y (3OC6HSL), which is only detected by cells
of type A. Due to the nature of the system, we separate the dynamics into three modules:

(1) Transmitter module where species X (or Y ) is produced and released,

(2) Receiver module where Y (or X) is detected (i.e. bound by its cognate receptor
species to form a receiver complex), and

(3) Inhibitory module which inhibits transmitter activity in the presence of the receiver
complex.

To facilitate the analysis, we combine the transmitter modules of A, the diffusion of
X, and the receiver modules of B into a new “transceiver” block for X. Similarly, the
transceiver block for Y is composed of the transmitter modules of B, the diffusion of Y , and
the receiver modules of A. The cell network is represented in Figure 3.7A. Each compartment
is represented with a sub-block labeled HA or HB, corresponding to the inhibitory circuit
of types A and B, respectively. The concentration of the autoinducer synthase for the
production of X (respectively, Y ) is denoted yA (yB), and RA (RB) is the concentration of
the receiver complex, resulting from the binding of Y (X) to its cognate receptor protein.

The transceiver blocks incorporate diffusion in an ordinary differential equation compart-
mental model that describes the concentrations of the diffusible species in each compartment.
We modify our undirected graph G(V,E) so that each vertex is a compartment and each
edge represents a channel between compartments. Each edge (i, j) ∈ E has an edge weight
dij = dji (dij = 0 if compartments i and j are not connected), which is proportional to the
diffusivity of the species and inversely proportional to the square of the distance between
compartments i and j. We define the weighted Laplacian of the graph to be:

{L}ij =
{

−
∑N

j=1 dij if i = j

dij if i 6= j
(3.8)

The dynamical model of the transceiver for X (tx/rx B ← A in Figure 3.7A) is repre-
sented by:

tx/rxA→B :







[

ẊA

ẊB

]

=

[

ΓX(XA, yA)
ΦX(XB, RB)

]

+ L

[

XA

XB

]

ṘB = ΨX(XB, RB),

(3.9)
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(�� (��

BA

Figure 3.7: Network diagram of compartmental lateral inhibition system model with com-
partments of type A and B communicating via diffusion. (A) For each type of diffusible
species, the transceiver (tx/rx) block includes the dynamics of the transmitter modules of
the sender compartments, the diffusion process, and the receiver modules on the detecting
compartments. The compartments (HA and HB) contain the inhibition modules. (B) The
same network but with the associated steady-state maps overlaid on the blocks.

where XA ∈ R
NA

≥0 represents the concentration of species X in compartments A due to

production, XB ∈ R
NB

≥0 represents the concentration of species X in compartments B due to

diffusion, and RB ∈ R
NB

≥0 represents the concentration of receiver complexes in compartments

B. The functions ΓX(·, ·) ∈ R
NA

≥0 , ΦX(·, ·) ∈ R
NB

≥0 , and ΨX(·, ·) ∈ R
NB

≥0 are concatenations

of the decoupled elements γiX(X
i
A, u

i) ∈ R≥0, φ
j
X(X

j
B, R

j
B) ∈ R≥0, and ψ

j
X(X

j
B, R

j
B) ∈ R≥0

for i = 1, . . . , NA and j = 1, . . . , NB, and assumed to be continuously differentiable. γiX(·, ·)
models the production and degradation of X in compartment i of type A, φi

X(·, ·) models
the binding and unbinding of X to its cognate receptor protein and its degradation in
compartment j of type B, and ψj

X(·, ·) models the binding and unbinding of the receiver
complex in compartment j of type B. The transceiver tx/rxB→A for Y is defined similarly
by changing X to Y and switching indices A with B in (3.9).

Assumption 3.1. For each constant input y∗A ∈ R
NA

≥0 (and y∗B ∈ R
NB

≥0 ), the subsystem
(3.9) has a globally asymptotically stable steady state (X∗

A, X
∗
B, R

∗
B), which is a hyperbolic

equilibrium (i.e. the Jacobian has no eigenvalues on the imaginary axis). Furthermore,

there exist positive and increasing functions T
tx/rx
AB : RNA

≥0 → R
NB

≥0 and T
tx/rx
BA : RNB

≥0 → R
NA

≥0

such that
R∗

B , T
tx/rx
AB (y∗A) and R∗

A , T
tx/rx
BA (y∗B). (3.10)

The increasing property of these maps is meaningful, since a higher autoinducer synthase
input leads to more production, and thus, through diffusion, more detection on the receiver
side.
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Next, we represent the blocks H i
k, i = 1, . . . , Nk of type k ∈ {A,B} with models of the

form:

H i
k =

{

ẋi = fk(xi, ui)
yi = hk(xi),

(3.11)

where xi ∈ R
n
≥0 is the vector of species combinations in compartment i, ui ∈ R≥0 is the input

of i (concentration of the receiver complex), and yi ∈ R≥0 is the output of i (concentration of
autoinducer synthase). We denote xk = [xT1 , . . . , x

T
Nk
]T ∈ R

nNk

≥0 , uk = [u1, . . . , uNk
]T ∈ R

Nk

≥0 ,

and yk = [y1, . . . , yNk
]T ∈ R

Nk

≥0 for k ∈ {A,B}.

Assumption 3.2. For k ∈ {A,B}, fk(·, ·) and hk(·) in the subsystem (3.11) are continuously
differentiable.

Assumption 3.3. For k ∈ {A,B} and each constant input u∗ ∈ R≥0, the subsystem (3.11)
has a globally asymptotically stable steady state x∗ , Sk(u

∗), which is a hyperbolic equilib-
rium. Furthermore, the maps Sk : R≥0 → R

n
≥0 and Tk : R

n
≥0 → R≥0, defined as:

Tk(·) , hk(Sk(·)), (3.12)

are continuously differentiable, and Tk(·) is a positive, bounded, and decreasing function.

The decreasing property of Tk(·) is consistent with lateral inhibition, since higher input in
one cell leads to lower output in its neighbors.

Given Assumptions 3.1-3.3, the full system given by (3.9) and (3.11) has a steady state
if there exist variables zA ∈ R

NA

≥0 and zB ∈ R
NB

≥0 such that:

{

zA = TA(T
tx/rx
BA (TB(T

tx/rx
AB (zA))))

zB = TB(T
tx/rx
AB (TA(T

tx/rx
BA (zB))))

(3.13)

with
TA(uA) = [TA(u

1
A), . . . , TA(u

NA

A )]T : RNA

≥0 → R
NA

≥0 ,

TB(uB) = [TB(u
1
B), . . . , TB(u

NB

B )]T : RNB

≥0 → R
NB

≥0 .

Figure 3.7B shows the steady-state maps overlaid on each of the corresponding network
blocks.

3.3.2 Existence and Proof of Contrasting Patterns

We will now determine when zA and zB exhibit sharply contrasting values, indicating an
“on/off” pattern. Here we use the notion of equitable partition from graph theory [50] to
reduce the dimension of the maps in (3.13).
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Definition 3.1. For a weighted and undirected graph G(V,E) with a Laplacian matrix L as
defined in (3.8), a partition of the vertex set V into classes O1, . . . , Or is said to be equitable
if there exists dij for i, j = 1, . . . , r such that

∑

v∈Oj

duv = dij, ∀u ∈ Oi, i 6= j. (3.14)

This means that the sum of the edge weights from a vertex in a class Oi into all the vertices in
a class Oj (i 6= j) is invariant of the choice of the vertex in class Oi. We let the quotient Lapla-
cian L ∈ R

r×r be formed by the off-diagonal entries dij, and {L}ii = {L}ii = −
∑r

j=1,j 6=i dij .

Assumption 3.4. The partition of V into the classes OA of type A and OB of type B is
equitable.

This implies that the total incoming edge weight of the species X (and Y ) is the same
for all the compartments of type B (A). For example, the network shown on the left in
Figure 3.5 is equitable with respect to the classes OA and OB if d13 + d14 = d23 + d24 and
d13 + d23 = d14 + d24, which implies d13 = d24 and d23 = d14. Since the edge weights dij are
inversely proportional to the square of the distance, this means that opposite channels must
have the same length, so any parallelogram geometry would be equitable.

Assumption 3.4 allows us to search for solutions to (3.13) where the compartments of the
same type have the same steady-state value, that is:

z = [zA, . . . , zA, zB, . . . , zB]
T = [zA1

T
NA
, zB1

T
NB

]T , (3.15)

where zA ∈ R≥0 and zB ∈ R≥0. This means that the transceiver input-output maps become

decoupled and T
tx/rx
AB (zA1NA

) = TAB(zA)1NB
, with TAB : R≥0 → R≥0. A similar relation

holds for T
tx/rx
BA (·) with TBA : R≥0 → R≥0. Furthermore, zA and zB satisfy the following

reduced system of equations:

{

zA = TA(TBA(TB(TAB(zA)))) , TA(zA)

zB = TB(TAB(TA(TBA(zB)))) , TB(zB),
(3.16)

where TA : R≥0 → R≥0 and TB : R≥0 → R≥0 are compositions of scalar maps. For any
solution z̃A to the top equation in (3.16), z̃B = TB(TAB(z̃A)) must be a solution to the
bottom equation.

From Assumptions 3.1-3.3, the input-output maps TA(·) and TB(·) are positive, increas-
ing, and bounded functions. Figure 3.8 illustrates typical shapes of TA(·) and TB(·). In Fig-
ure 3.8A there exists only one solution (orange circles), which is a near-homogeneous steady
state. The discrepancy between z̃A and z̃B is due only to nonidentical TA(·) and TB(·). The
map TA(·) in Figure 3.8B has three fixed points: a middle solution (near-homogeneous), a
high fixed point (blue triangle), and a low fixed point (green square). The latter two have a
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Figure 3.8: Typical shapes of input-output steady-state maps TA(·) and TB(·). (A) The
unique pair of fixed points (orange circles) is near-homogeneous and no contrasting patterns
emerge. (B) There exist three pairs of fixed points (orange circle, green square, and blue
triangle) and the two additional solutions represent contrasting steady-state patterns. The
curve for TB(z) was omitted for clarity, but looks very similar to TA(z).

corresponding opposite (low/high) fixed point in TB(·) and therefore represent contrasting
steady-state patterns.

Note that a contrasting pattern emerges when the near-homogeneous steady state has a
slope greater than 1, that is:

dTA

dzA

∣

∣

z̃A
= T ′

AB(z̃A)T
′
B(TAB(z̃A))T

′
BA(z̃B)T

′
A(TBA(z̃B)) > 1. (3.17)

Indeed, due to the boundedness and strictly increasing properties of the map TA(·), there
must exist at least two other fixed point pairs of (3.16):

( z∗A, z
∗
B , TB(TAB(z

∗
A)) )

( z∗∗A , z
∗∗
B , TB(TAB(z

∗∗
B )) ),

for which z∗A > z̃A, z
∗
B < z̃B, z

∗∗
A < z̃A, and z

∗∗
B > z̃B.

To analyze convergence to the steady-state pattern in (3.16), we employ monotonicity
assumptions.

Definition 3.2. A monotone system is one that preserves a partial ordering of the initial
conditions as the solutions evolve over time.

A partial ordering is defined with respect to a positivity cone in the Euclidean space that is
closed, convex, pointed (K ∩−K = {0}), and has nonempty interior. In such a cone, x � x̂
means x̂− x ∈ K. Given the positivity cones KU , KY , KX for the input, output, and state
space, the system ẋ = f(x, u), y = h(x) is said to be monotone if x(0) � x̂(0) and u(t) � û(t)
∀t ≥ 0 imply that the resulting solutions satisfy x(t) � x̂(t) ∀t ≥ 0, and the output map is
such that x � x̂ implies h(x) � h(x̂) [5].
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Assumption 3.5. The system tx/rxA→B in (3.9) is monotone with respect to KU = R
NA

≥0 ,

KY = R
NB

≥0 , and K
X = R

NA+2NB

≥0 . Similarly, tx/rxB→A is monotone with respect to KU =

R
NB

≥0 , K
Y = R

NA

≥0 , and K
X = R

2NA+NB

≥0 .

Assumption 3.6. The systems HA and HB in (3.11) are monotone with respect to KU =
−KY = R≥0 and KX = K, where K is some positivity cone in R.

These monotonicity assumptions are consistent with Assumptions 3.1 and 3.3, as they imply
the increasing property of the input-output maps T

tx/rx
BA (·) and T tx/rx

AB (·) and the decreasing
behavior of TA(·) and TB(·).
Theorem 3.1. Consider the network (3.9) and (3.11) and suppose Assumptions 3.1, 3.3,
3.5, and 3.6 hold. Let the partition of the compartments into the classes OA and OB be
equitable. The steady state described by (3.16) is asymptotically stable if:

T ′
AB(z̃A)T

′
B(TAB(z̃A))T

′
BA(z̃B)T

′
A(TBA(z̃B)) < 1, (3.18)

and unstable if (3.17) holds.

For the proof of Theorem 3.1, see [117].

3.3.3 Patterning Region

Now we revisit our actual compartmental lateral inhibition system (Figure 3.6) and fit
it to our graph theory framework and use Theorem 3.1 to examine the parameter space for
when contrasting patterns are stable. We re-organize the equations given in (3.7) and split
them into the appropriate inhibition and transceiver blocks. This splitting of the model
species is shown in Figure 3.9.

The inhibitory sub-blocks for the i = 1, . . . , NA cells of type A are given by:

H i
A =































d
dt
mi

T = VPLuxI
NPLuxI

C

(

1
1+(KR-Y /Ri

A
)nR-Y

+ ℓPLuxI

)

− γmTm
i
T

d
dt
piT = ǫTm

i
T − γTpiT

d
dt
mi

I,X = VPLtetO-1
NPLtetO-1

C

(

1
1+(pi

T
/KT )nT

+ ℓPLtetO-1

)

− γmI,Xm
i
I,X

d
dt
piI,X = ǫI,Xm

i
I,X − γI,XpiI,X ,

(3.19)

where Ri
A = piR-Y (receiver complexes in compartments A).

For the transceiver dynamics, recall that we split the concentration of the AHL by com-
partment type, so we define the state of tx/rxA→B to be [XT , RT

B]
T ∈ R

NA+2NB

≥0 , where

X = [XT
A , X

T
B ]

T = [X1
A, . . . , X

NA

A , X1
B, . . . , X

NB

B ]T and Rj
B = pjR-X (receiver complexes in

compartments B). Thus we have:

tx/rxA→B =







d
dt
X i

A = νXp
i
I,X − γXX i

A + LiX
d
dt
Xj

B = −kf,XXj
B(pR,X −Rj

B) + kr,XR
j
B − γXXj

B + Lj+NA
X

d
dt
Rj

B = kf,XX
j
B(pR,X −Rj

B)− kr,XRj
B,

(3.20)
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Compartment 1Compartment 2

pT2 mT2 prA2 AC 22 AC 12 pI2 mI2

mI1 pI1 AC 21 AC 11 prA1 mT1 pT1

tx/rxAB

tx/rxB A

HB HA

pT2 mT2 prA2 AC 22 AC 12 pI2 mI2

mI1 pI1 AC 21 AC 11 prA1 mT1 pT1

(A)

(B)

Figure 3.9: Compartmental lateral inhibition system model split into network blocks.
For simplicity here we show a single compartment of type A communicating with a single
compartment of type B. (A) The species of the entire network split by compartment. This
is the most natural division but does not lend itself well to analysis as both compartments
are two input-two output systems. (B) The same network now split into the transceiver and
inhibitory modules. Note that if the network had n compartments of type A and B each,
there would be n inhibitory modules of each type, but still just a single transceiver module
of each type.

where Li corresponds to the ith row of the Laplacian matrix (3.8). The dynamics for H i
B

and tx/rxB→A are obtained similarly by changing the indices appropriately.
Note that HA and HB satisfy Assumptions 3.2, 3.3, and 3.6 and tx/rxA→B and tx/rxB→A

satisfy Assumptions 3.1 and 3.5. For HA in (3.19), for each constant input Ri∗
A , there is

only one steady-state solution (mi∗
T , p

i∗
T ,m

i∗
I,X , p

i∗
I,X), which is a globally asymptotically sta-

ble hyperbolic equilibrium, due to the lower triangular structure of (3.19) with bounded
nonlinearities. Furthermore, the static input-output map is decreasing:

T i
A(R

i∗
A ) = K1

(

1

1 +
(

K2

KT

(

1
1+(KR-Y /Ri∗

A
)nR-Y

+ ℓPLuxI

))nT
+ ℓPLtetO-1

)

, (3.21)

whereK1 =
ǫI,X
γI,X
·VPLtetO-1

NPLtetO-1
C

γmI,X
andK2 =

ǫT
γT
·VPLuxI

NPLuxI
C

γmT
and the subsystem is monotone

with respect to KU = −KY = R≥0, K = {x ∈ R
4|x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, x4 ≥ 0} [5].

For tx/rxA→B in (3.20), we see that in steady state, for a constant input p∗I,X ∈ R
NA , the

dynamic equations for RB become zero, which implies that the first terms in the dynamical
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equations for XB are also zero. Therefore, due to the linearity of the remainder terms, there
exists a unique solution for [X∗T

A , X∗T
B ]T :

[

X∗
A

X∗
B

]

= (−L+ γXIN)
−1

[

νp∗I,X
0NB

]

. (3.22)

The inverse of −L + γXIN exists since −L is a positive semidefinite matrix (property of
Laplacian matrices). The single solution for the steady state of Ri

B is given by

Ri∗
B =

pR,X

1 +
kr,X
kf,X
· 1
Xi∗

B

, (3.23)

where X i∗
B is as in (3.22). Note that the static input-output map T

tx/rx
AB (pi∗I,X) is positive and

increasing, because −L + γXIN is a positive definite matrix with nonpositive off-diagonal
elements, and thus its inverse is a positive matrix [15]. Finally, to conclude that these steady
states are asymptotically stable and hyperbolic, we write the Jacobian of the transceiver as:

J =





L− γXIN
0
0

0 0 0



+





0 0 0
0 −DRB

DXB

0 DRB
−DXB



 , (3.24)

where DRB
and DXB

are diagonal matrices with elements {DRB
}ii = kf,X(pR,X − Ri∗

B) and
{DXB

}ii = kf,XX
i∗
B + kr,X for i = 1, . . . , NB. The matrix J has negative diagonal terms

and nonnegative off-diagonal terms, and there exists a D = diag{1T
N , k ∗ 1T

NB
} with 1 <

k < 1 + γX
kf,XpR,X

such that the column sum of DJD−1 are all negative for all states in the

nonnegative orthant. Note that this implies that the matrix measure of DJD−1 with respect
to the induced one-norm is negative [35], and µD(J) = µ1(DJD

−1) < 0. Therefore, for each
constant input, the steady state is globally asymptotically stable [123]. Moreover, it is a
hyperbolic equilibrium since Re{λk(J)} ≤ µ(J) < 0 [35]. The transceiver is monotone with
respect to the cones in Assumption 3.5 since the Jacobian off-diagonal terms are all positive
and the dependence on the input variable pI,X is positive [5].

To find stable steady-state patterns where all the compartments of the same type have the
same final value, let the network be an equitable graph G with respect to the compartment
types. The transceiver input-output map decouples into the scalar map

TAB(z̃A) =
1

1 +
kr,X
kf,X
· γX+dAB+dBA

dBAν
· γX
z̃A

, (3.25)

where dAB and dBA are as in (3.14). As discussed in Section 3.3.2, we look for steady states
that are fixed points of TA(·) and TB(·) and apply the patterning condition (3.17).

As an illustration, we consider the simplest case where one compartment of each cell type
communicate via a single channel. Then we generated the patterning region seen in Figure
3.10. The parameters used are given in Table 3.1 and bear a heavy resemblance to those in
Parameter Set 1 of Table 2.2. It is important to note that we used identical parameters for
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Table 3.1: Parameter values for compartmental lateral inhibition system simulation

Variable Description Units Parameter Value

γX Degradation rates of AHLs s−1 7.70× 10−4 [33]
γY
γT Degradation rate of TetR s−1 2.89× 10−4 [84]
γI,X Degradation rate of autoinducer synthases s−1 1.16× 10−3 [84]
γI,Y
γmT

Degradation rate of mRNA s−1 5.78× 10−3 [112]γmI,X

γmI,Y

VPLuxI
mRNA production velocity rate for PLuxI s−1 0.26 [24]

VPLtetO-1
mRNA production velocity rate for PLtetO-1 s−1 0.3 [90]

NPLuxI
Copy number for PLuxI 5

NPLtetO-1
Copy number for PLtetO-1 5

C
Concentration of a single protein/mRNA in a

M 1.5× 10−9 [81]
typical bacterium

KR-X Dissociation constant of receiver complexes to PLuxI M 1.5× 10−9 [24]
KR-Y

KT Dissociation constant of TetR to PLtetO-1 M 1.786× 10−10 [92]

nR-X Hill coefficients for PLuxI 2 [24]
nR-Y

nT Hill coefficient for PLtetO-1 2 [16]

ℓPLuxI
mRNA leakage of PLuxI normalized to VPLuxI

1/167 [24]
ℓPLtetO-1

mRNA leakage of PLtetO-1 normalized to VPLtetO-1
1/5050 [90]

ǫT Translation rate for TetR s−1 6.224× 10−6

ǫI,X Translation rates for autoinducer synthases s−1 2.655× 10−5

ǫI,Y

νX Catalytic rates of autoinducer synthases to AHL s−1 0.01335 [119]
νY

kf,X Binding rates of receiver complexes s−1M−1 1× 109 [137]
kf,Y
kr,X Dissociation rates of receiver complexes s−1 50 [1, 24, 137]
kr,Y

pR,X Constitutive levels of total receptor proteins M variable
pR,Y

d12 Diffusion rate of AHLs across channel length ℓ12 s−1 variable

both diffusible molecules X and Y even though this is likely not the case in reality. As will
be discussed further in Section 3.4.2, the currently well-studied AHLs come from a variety of
different organisms with different native systems, so their parameters and even their mode
of transport will likely not match. As more information becomes available, we can easily
adjust the parameters in our model as necessary. Given the size of the patterning region
shown in yellow, we are hopeful that this system will remain experimentally viable even with
discrepancies between AHL parameters.
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Figure 3.10: Patterning region for compartmental lateral inhibition. Left: We are examin-
ing the simplest geometry of one compartment of each cell type connected by a single channel
of length ℓ12. Right: By varying the channel length (y-axis) and receptor protein concen-
trations (x-axis), we analytically determine whether the system given by the parameters in
Table 3.1 will exhibit contrasting patterns. The yellow region is where one compartment is
“on” and the other is “off” and the red regions are where both compartments are “on” or
both compartments are “off.”

Figure 3.10 maps the regions over the pairs (pR,i, ℓ12) where contrasting patterns emerge.
This does imply that we alter the constitutive amount of receptor protein in both cell types
simultaneously. The reason we chose these two parameters is that they should be the easiest
to manipulate experimentally. To change pR,i, we can swap out the constitutive promoter.
When each compartment is a square of side w and the channel is of length ℓij and width w,
then by [38] the edge weight is:

dij =
DAHL

ℓijw
= k

DAHL

ℓ2ij
, (3.26)

where we let the width be a factor k of the length (i.e. w = ℓ/k). This means that we
can change the diffusivity by changing the channel length, which can be accomplished much
faster than manipulating our plasmids via cloning. We consider the diffusivity coefficient for
AHL in water at 25◦C [125]: DAHL,25◦C = 4.9× 10−10 m2/s.

We obtain patterning within a wide range of realistic parameters. We can intuitively
understand the graph if we consider the constitutive receptor concentrations as a measure
of how “sensitive” our cell types are to sensing incoming AHL of the correct type and the
channel length as an inverse measure of how strongly our cell types can produce and send
AHL. So the non-patterning red region in the upper-left of Figure 3.10 is where either the
channel length is too long or there is not enough receptor protein. These situations cause
PLuxI to remain inactive in both compartments. The non-patterning region in the lower-right
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is where either the channel length is too short or there is too much receptor protein. These
situations cause PLuxI to be activated in both compartments either via leakage or even when
only small amounts of AHL are being produced.

3.4 Lateral Inhibition Experimental Results

As of the writing of this dissertation, the compartmental lateral inhibition experiments
are ongoing. The following write-up will cover everything that has been accomplished thus
far and outline the ongoing and future work.

3.4.1 Experimental Design

(1) Choosing parts

Because this project was started from scratch and not built on top of existing work in
our lab, a big part of the experimental design centered on obtaining the chosen parts
and making sure that they worked in our hands. The exact rationale behind our parts
selection is covered in detail below in Section 3.4.2.

(2) Testing individual parts

To help test individual parts, we constructed the following test plasmids:

• Senders produce AHL by expressing an autoinducer synthase from a strong pro-
moter (Figure 3.11A).

• Receivers express a receptor protein from a strong promoter and also contain
a reporter operon that produces RFP in response to receiver complexes (Figure
3.11B).

• “Matching pairs” are similar to our cell types, except that they contain the
cognate autoinducer synthase and receptor protein pair. Because of this, they
contain an internal feedback loop (Figure 3.11C).

Senders are used to test whether or not the autoinducer synthase is functioning properly
as well as to examine the diffusion of AHL in different media. Receivers are used to
test the binding of AHL to receptor proteins (crosstalk, too) and the activation of
the PLuxI promoter. “Matching pairs” are used to test the reporter operon and the
TetR-PLtetO-1 interaction.

Hoping to avoid proteomics and protein purification, we designed simple tests that
would verify the behavior of small subsets of our chosen parts. Given how well-studied
the lux system is, we felt that it was reasonable to expect at least that system to work
without much trouble.
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Figure 3.11: Testing plasmids used to verify working behavior of the different components
of our compartmental lateral inhibition system. (A) Sender plasmids produce large amounts
of AHL. (B) Receiver plasmids produce large amounts of receptor protein and should produce
RFP in response to external AHL of the matching type. (C) “Matching pair” plasmids are
similar to cell types A and B but produce the cognate autoinducer synthase and receptor
protein pairs so that there is an internal feedback loop that causes PLuxI to be activated.

The first test was to grow up receiver plasmids in liquid culture with and without AHL
induction. We were expecting to see an increase in RFP fluorescence with the proper
AHL induction compared to both no induction and the wrong AHL induction. This
test would show that PLuxI , our receptor proteins, and RFP are all working correctly.

Assuming our first test was successful, the next test was to allow senders to communi-
cate with receivers. This could be tested in a number of different contexts, including
co-cultured, co-transformed and grown in liquid culture, or separated spatially on agar.
We expect the receivers to fluoresce in response to the AHL received from the senders
when matched properly. This test would show that the autoinducer synthase was cor-
rectly producing AHL. The agar tests, in particular, would also verify that our AHLs
could travel in our desired agar medium and give a sense of relative diffusion rates.

Finally, we grow up “matching pairs” in liquid culture with and without anhydrote-
tracycline (ATc) [82]. Because the “matching pairs” form receiver complexes, they
should fluoresce more than a receiver without AHL or a plasmid with just the output
operon. But because of the presence of TetR, in the absence of ATc the plasmid should
fluoresce at an intermediate level because the production of the autoinducer synthase
is being repressed. In the presence of saturating levels of ATc, the TetR repression is
removed, allowing the system to fluoresce at a high level. This test would show that
TetR and PLtetO-1 are working and would finish covering all of the individual parts of
our system.
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(3) Test cell types with context

Assuming our individual parts tests succeed, the next step is to determine how well they
are working in the context of the cell types for the compartmental lateral inhibition
system. The sender and receiver test plasmids were designed for verification purposes
only and thus were constructed in a nearly-identical manner to send strong signals and
respond in a sensitive manner, respectively, which is also useful in making observations
about the relative strengths of the two communication channels. These tests are then
designed to allow us to evaluate how our cell type designs perform so we can determine
any necessary tuning. Behavior may be different between our testing plasmids and cell
types due to plasmid design, context effects, or other unknown factors.

First, we will run experiments with our cell types and our senders to gauge the receiving
sensitivity of the cell types. Then we will run experiments with our cell types and our
receivers to gauge the sending strength of the cell types. These tests can also be
used to test our experimental assay (see the next step). These tests can be thought
of as the sender-receiver tests but with our cell types acting as the receiver in the
first test and then acting as the sender in the second test. If we are satisfied with
the sending strengths and receiving sensitivities, then we can also run experiments
with cell type A and cell type B where we seed the compartments at different times.
The compartment type that is seeded first will have a growth and AHL production
advantage, so the compartment type seeded second should light up and have its AHL
production inhibited. In this way we can bias the competitive inhibition either way
and check how close our tuning has made the two communication channel strengths.

(4) Design channels and experimental assay

This was done in parallel with the first three steps above. We need to restrict the
communication between compartments to engineered channels and this will be done
by creating cavities and filling them with agar. For initial experiments, we will start
with the simplest case: one compartment of cell type A communicating with one
compartment of cell type B across a single channel (as shown on the left of Figure
3.10). We seed our compartments with a small amount of dilute culture placed on top
of the agar and allow the colonies to grow. Details can be found in Section 3.6.4, but
during the design phase we try to keep the following in mind:

• Given that cell fate should be determined by noise, we will need to run large
numbers of experiments simultaneously.

• What are good dimensions of the channel (length, width, depth) to use?

• For small volumes of agar, dehydration becomes important.

• As agar solidifies, a thin layer of water forms on the surface. Given the difference
in diffusion through water and agar, will the orientation of the channels during
growth be important?
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• How much will growth temperature affect AHL diffusion? How long do our devices
need to last for the experiments to run to completion?

• It is important to find a way to both fill channels with agar and to place dilute
culture consistently.

• What is the best way to measure RFP fluorescence on agar?

(5) Tune the strengths of cell types A and B

This step will be iterative and depend on the results of the experiments from Steps
2 and 3 above. Lateral inhibition relies on the inhibition to be competitive between
cells. In the case of CDI, there is only one cell type so this isn’t an issue. But here we
have two cell types using different communication molecules, so it is important that
we adjust the signaling strengths properly using the tools available to us so that one
cell type doesn’t dominate the other.

For changing receiving sensitivity, we can change the constitutive promoter, the RBS,
or the plasmid copy number for the receptor protein. For changing sending strength, we
can change the RBS or the plasmid copy number for the autoinducer synthase. Much
of the rest is dictated by our parts choices, such as the promoters that our receiver
complexes interact with and the autoinducer synthase promoter, which is set by our
choice of repressor. The actual plasmid designs are covered in Section 3.4.3.

(6) Test different geometries

We need our two cell types to be properly tuned to exhibit competitive inhibition in
our simplest geometry where the compartment fates are determined by noise or initial
conditions. The two main directions will be to change the dimensions of our simplest
geometry and to test new geometries.

Sticking with the simplest geometry, we can verify our analysis by altering the channel
lengths to show that at very long lengths both compartments remain “off,” at very short
lengths both compartments turn “on,” and at intermediate lengths we get contrasting
patterns. We may also be able to make some crude observations about a few of our
system parameters based on the limits of our patterning region or the length of time
for the system to hit steady state.

Changing geometries, we will examine geometries with equitable partitions of our two
cell types in order to follow the analysis and we may end up being limited by what we
can engineer. In particular, any graph that contains a cycle means that there must be
at least one completely separated piece in the middle, so we may need to reconsider
how we machine out our channels.

3.4.2 Parts Selection

The biggest goal of this project was simplicity. Starting from scratch with new parts
was expected to be a challenge, so we wanted to use as many well-studied parts as possible,
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Table 3.2: Candidate AHLs for Lateral Inhibition

Name Abbr
Autoinducer

Native Species
Synthase

N-(3-oxohexanoyl)-L-homoserine lactone 3OC6HSL LuxI [44] V. fischeri
N-(3-oxododecanoyl)-L-homoserine lactone 3OC12HSL LasI [108] P. aeruginosa
N-decanoyl-DL-homoserine lactone C10HSL BviI [31] B. vietnamiensis
N-(3-oxooctanoyl)-L-homoserine lactone 3OC8HSL TraI [65] A. tumefaciens

especially ones that have worked well previously in our lab. To simplify cloning, we wanted
to make both cell types as similar as possible.

By far the most important selections for this project are the AHLs because we would
have to design around any differences or shortcomings of the two orthogonal communication
channels and not too many AHLs have been characterized, much less tested in E. coli. A
short list of candidate AHLs are given in Table 3.2. Of particular importance, note that
because of the confinement of the receptor proteins within each cell type, we only need
orthogonality of the AHL to receptor binding, not necessarily orthogonality of the receiver
complex to promoter binding. The two options are to use two AHLs that are naturally
orthogonal to each other or to alter LuxR ligand specificity to match our chosen AHLs [29,
30].

We planned to use LuxI (3OC6HSL) from the start due to its widespread use and charac-
terization [46]. Initial work was planned with TraI (3OC8HSL), but consultation with other
groups revealed that the LuxR-3OC8HSL crosstalk was “strong” and 3OC8HSL was not one
of the chosen AHLs tested with the LuxR mutants in [29, 30], so it was abandoned as a
candidate. Looking more closely at [30], BviI (C10HSL) was chosen as a candidate for use
with LuxR-G2E-R67M∗. William Holtz manually constructed luxR-G2E-R67M from luxR
and we synthesized bviI based on a nucleotide sequence found online at UniProt. Unfortu-
nately we were unable to get the parts tests to work for BviI and LuxR-G2E-R67M. Finally
we decided on LasI (3OC12HSL). Not only is 3OC12HSL-LasR known to activate PLuxI [53],
but there have been synthetic biology papers published with LasI being used in E. coli [128],
in particular one on a synthetic predator-prey system that used 3OC6HSL and 3OC12HSL
as orthogonal communication channels [11]. Even though it is known that 3OC12HSL-LasR
does not activate PLuxI as strongly as 3OC6HSL-LuxR [53], the advantages were that we
could use PLuxI in both cell types and we were able to receive lasR and lasI on plasmids
from Lingchong You.

We are aware that the lux box can be moved onto different promoters to make receiver
complexes act as repressors instead of as activators [40]. This would have removed the need
to have a separate repressor in our system. We decided against this because the promoter
induction fold was stronger with LuxR as an activator [53] than a repressor [40] and we
decided to have our output RFP reflect when a cell was receiving AHL signal (on the same

∗Note that, confusingly, R67M follows the standard amino acid substitution nomenclature while G2E is
a second generation LuxR variant from [29] that encompasses three amino acid substitutions.
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Figure 3.12: Early test to pick an initial constitutive promoter for the receptor protein.
Test was only run with luxR because this was before we received working las sequences from
the You lab. Here a reporter plasmid (i.e. receiver without the receptor protein) is co-
transformed with various lux “matching pair” plasmids with different constitutive promoters
on luxR. The numbers listed on each bar is how many times higher than the negative control
(far left - no luxR) that output was. The promoter apFAB46 worked by far the best and was
used with our lasR plasmids as well.

operon as our repressor).
For the rest of the parts we picked parts well-studied parts that we knew worked in our

hands. For the repressor we chose TetR and PLtetO-1 due to the ability to induce with ATc
[82] and the low leakage of PLtetO-1 [90]. For the reporter, we knew that red is more visible
to the naked eye on agar than green, so we chose between mCherry [120] and mRFP1 [23].
Despite the literature stating otherwise, we found that mRFP1 in our hands tended to be
slower-degrading and thus provided a brighter-looking red color at maximal expression. For
this reason we chose to proceed with mRFP1.

At present, tuning of our cell types is not complete, so the final constitutive promoters
for the receptor proteins is unknown. We are choosing from the Anderson [114] and BIO-
FAB [100] constitutive promoter libraries. Based on an early test (see Figure 3.12), we are
currently using apFAB46 for both cell types.

There are not any known genotype requirements for our chosen parts. The predator-prey
paper [11] used Top10F’ cells, which are closely related to DH10B and have the addition of
the F’ episome. We ran some initial tests in DH10B, Top10, and Top10F’ cells and found that
the behavior was not noticeably different (data not shown), so we proceeded with DH10B
since it was the most readily available in our lab.
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Figure 3.13: Plasmid designs for senders (left) and receivers (right) for compartmental
lateral inhibition project. These are based on existing plasmids BBa F1610 and BBa F2620,
which already contained luxI and luxR, respectively. These were later swapped out for lasI
and lasR from plasmids from [11]. For certain experiments we used both the CmR versions
shown here as well as AmpR versions. See Table 3.3 for a full plasmid list and descriptions.

3.4.3 Plasmid Design

We started with known quorum sensing plasmids BBa F1610 and BBa F2620 [114]. Plas-
mid BBa F1610 is a lux sender device with polymerase per second (PoPS) input, meaning
that it is lacking the promoter to produce LuxI (3OC6HSL). We choose to use PLtetO-1 be-
cause it is a very strong constitutive promoter in the absense of TetR. Plasmid BBa F2620 is
a lux receiver device with PoPS output, meaning that LuxR is being constitutively produced
and in the presence of 3OC6HSL will activate PLuxI , which currently lacks an output gene.
We place our chosen reporter mRFP1 on PLuxI . We then swapped in lasI and lasR from
the plasmids ptetLuxRLasI-luxCcdA and pLasRLuxI-luxCcdBs from [11]. These plasmids
all have ampicillin resistance with the senders on the pMB1 origin and the receivers on the
ColE1 origin. We then moved these onto one of our preferred vector backbones, a common
CmR/ColE1 backbone found in many BioBrick plasmids (see Figure 3.13). Note that luxI
has the LVA degradation tag [3] and both luxI and luxR have genetic barcodes, all of which
are artifacts carried over from BBa F1610 and BBa F2620. LasI and lasR have neither
barcodes nor degradation tags. All subsequent uses of the lux and las genes are the same.

For Plasmid 1 we start with the BioBrick plasmid pBbE2c-RFP [83], which already has
our desired CmR/ColE1 vector and mRFP1 on PtetR. We replace PtetR with PLuxI and
move tetR between PLuxI and mRFP1. Because we want our system to be able to switch
between “on” and “off” states relatively quickly, we also add the LVA degradation tag to
tetR. Plasmid 2 was started with the KanR/p15a vector backbone from pBbA8k-RFP. The
four variants of Plasmid 2 (type A, type B, lux “matching pair,” las “matching pair”) can be
constructed in any order based on availability of parts as they are formed by exchanging luxR
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Figure 3.14: Two-plasmid design for compartmental lateral inhibition system. The reporter
and repressor operon was placed on a higher copy number Plasmid 1 (left) for increased
output visibility while the autoinducer synthase and receptor operons were placed on Plasmid
2 (right). This split design means that we can reuse Plasmid 1 in our experimental strains and
swap out the parts on Plasmid 2 as necessary. These designs cover cell type A (lasI/luxR),
cell type B (luxI/lasR), and the “matching pairs” (luxI/luxR and lasI/lasR). Experimental
strains were made by co-transforming Plasmid 1 with either a variant of Plasmid 2 or an
empty KanR plasmid (see Table 3.3) into DHB10 cells.

and lasR or luxI and luxR. The autoinducer synthase goes on PLuxI and the receptor protein
goes on a constitutive promoter. We place the two operons facing in opposite directions so
that they do not interfere with each other (see Figure 3.14).

We are in the process of moving from the two-plasmid design shown in Figure 3.14
to the single plasmid design shown in Figure 3.15. The reasons for this change will be
discussed in Section 3.5.2, but the goal is to move the operons from Plasmid 2 onto the
higher copy number of Plasmid 1. We separate the operons and place the receptor protein
operon downstream of our reporter operon because we do not care if the constitutive level of
the receptor protein goes up slightly due to things like terminator read-through. We place
the autoinducer synthase operon behind and in the opposite direction as the reporter operon.

3.4.4 Parts Testing Results

Receivers with AHL Induction:
For this test, the main goal was to show that our receiver parts were working. AHLs

are commercially available in solid form (e.g. Sigma-Aldrich K3007 and O9139), but we had
issues of 3OC12HSL being on back order indefinitely. So we decided to circumvent both the
wait and possible issues of getting the AHLs into solution due to hydrophobicity and looked
for another way to test AHL induction. What we settled on doing was to grow up a liquid
culture of each sender plasmid to saturating density and then filter-sterilize the culture to
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Figure 3.15: Combined single plasmid design for compartmental lateral inhibition system
with the operons from Plasmid 2 added to Plasmid 1 (Figure 3.14). The goal is to increase
both the sending strength and receiving sensitivity from the two-plasmid design. This de-
sign still covers cell type A (lasI/luxR), cell type B (luxI/lasR), and the “matching pairs”
(luxI/luxR and lasI/lasR). In DH10B cells.

Figure 3.16: Data for parts testing showing AHL induction of lux receiver plasmid (left)
and las receiver plasmid. Using unknown levels of AHL induction in liquid culture, but we
can see that the RFP output does increase significantly with the proper AHL induction for
both the lux and las systems with insignificant amounts of crosstalk.

remove the cells. What remained should be spent media plus the AHL of interest, meaning
we can use this spent media to induce our receiver experiments. This assumes that our
sender plasmids are working properly and producing AHL, which was not an original part
of this test. Thankfully they did work and we show our results in Figure 3.16, but it does
mean that we can only conclude whether or not the parts or working, not how well, since we
don’t know the actual induction strength. We also did check to see if there were significant
amounts of crosstalk between the receptor proteins and non-cognate AHLs and we found
that there were not.
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Figure 3.17: Ultraviolet (UV) imaging of sender and receiver experiments on plates of agar
(no channels). The sender colony is seeded on the far left and a line of receiver colonies are
seeded across the length of the plate. Over time we expect to see the receiver colonies light
up radially outward from the sender colony. Images was taken after about 23 hr of growth
in 30◦C. (A) The lux system clearly works even without the channels to direct diffusion.
(B) The las system does work, but much more weakly than the lux system. By 40 hr (not
shown) the second las receiver colony from the left is also fully lit. The difference in diffusion
strengths will need to be addressed via tuning.

Sender and Receiver Tests:
For this test we want to make sure that the senders and receivers work together like they

are supposed to. We ran these tests both in liquid culture and on agar, but we only show the
agar results here because they are closer to our experimental plasmids and assay. Here we
show what we call a “sender and receiver” assay, where we use a standard 100 mm petri dish
filled with agar and then seed one colony near the edge of the plate with a sender plasmid
and seed many colonies of a receiver plasmid roughly evenly-spaced across the length of the
petri dish. The sender colony will grow and continue to produce AHL, which will diffuse
radially outward since our plate has no channels. What we see is that the receiver colonies
light up over time with those closest to the sender colony fluorescing first (Figure 3.17).

“Matching Pair” Tests:
For this test we grow up our “matching pair” plasmids in liquid culture with and without

ATc induction and compare against a receiver plasmid. As explained in Section 3.4.1, the
culture without ATc induction should produce an intermediate fluorescence level, the culture
with ATc induction should produce a higher fluorescence level, and the reporter plasmid gives
us a background basal leakage level (see Figure 3.18). We were quite confident that TetR
and PLtetO-1 would work, but in particular wanted to make sure we didn’t make a mistake
when placing both tetR and mRFP1 on the same operon.
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Figure 3.18: “Matching pair” experiment data verifying TetR behavior. Reporter plasmid
gives us a basal fluorescence level (PLuxI leakage), while a “matching pair” without ATc
induction gives an intermediate fluorescence level and a “matching pair” with ATc induction
gives a high fluorescence level.

3.4.5 Compartmental Lateral Inhibition Partial Results

The images shown in this section are from an early version of our assay based on the
standard 100 mm circular petri dishes. For a full discussion of the development of the assay
and further improvements in the works, see Section 3.6.4.

We are currently at the iterative stage between testing cell types with context and tuning.
We want to determine if the receiving sensitivities and sending strengths of our two cell types
are sufficient and sufficiently balanced. To test the receiving sensitivity, we ran experiments
with senders and our cell types in channels (Figure 3.19) and observed that both cell types
were receiving the AHL signal and fluorescing brightly on channel lengths at least up to 14
mm in reasonable amounts of time. We did not try longer lengths due to concerns over the
ability of 3OC12HSL to diffuse over long distances (see Figure 3.17). We deemed it would
be easier to weaken the lux system in the future.

Encouraged by this result, we ran biased cell type experiments in channels. Here we had
cell type A communicating with cell type B in channels, but we delayed the seeding of one of
the colonies by about 2.5 hours in order to bias the inhibition. Given the additional growth
time, we expected the early colony to have more AHL in the channel and cause the late
colony to fluoresce. However, what we actually saw was that, regardless of biasing, all of the
colonies ended up in a state of slight fluorescence (Figure 3.20). Given that we know the cell
types will fluoresce brightly in the presence of enough AHL, our conclusion is that the cell
types are not producing AHL at a high enough level. “Sender and receiver” assays with the
cell types replacing the senders confirmed that the cell types could not make the receivers
fluoresce brightly (data not shown).
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Figure 3.19: Receiving sensitivity experiment data in channels using early assay in circular
inserts in petri dish. Channels are of increasing length from left to right. On the left side of
each channel is a sender colony that does not fluoresce (minus a few where seeding failed).
On the right side of the channel is a cell type colony of the appropriate type to sense the
AHL. The top four rows are lux senders paired with cell type A and the bottom three rows
are las senders paired with cell type B. The controls used (from top to bottom) are empty
plasmid, cell type A (×2), cell type B (×2). This data highlighted a few issues with this
experimental assay that we address in Section 3.6.4.
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Figure 3.20: Cell type biased experiment data in channels using early assay in circular
inserts in petri dish. Channels are of increasing length from left to right. On the left side
of each channel is a type A colony and on the right side of the channel is a type B colony.
The top three rows are had the type A colony seeded first, the bottom three rows had the
type B colony seeded first, and the middle row both colonies were seeded simultaneously. All
delayed seedings were done 2.5 hr after the initial seedings. The controls used (from top to
bottom) are empty plasmid, cell type A (×2), cell type B (×2). Despite being given ample
growth time, colonies appear all be fluorescing faintly with none brightly.
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3.5 Lateral Inhibition Discussion

3.5.1 Implications of Compartmental Lateral Inhibition

The main contribution of the compartmental lateral inhibition system is to serve as an
experimental demonstration of CDI-like patterning. It is intended to be a simple, experi-
mentally feasible system to verify our theoretical framework and was born from the lack of
a synthetic contact-mediated transport system. Because of this we had to engineer a lateral
inhibition system using diffusion, causing us to modify our analysis to fit the new system.
But while its future uses are unknown, the experimental setup contributes in other areas that
may prove useful to future multicellular applications. The use of two orthogonal diffusible
molecules in a single system has been achieved previously [11], but not in a patterning sys-
tem. The approach to spatially separating colonies of different strains has been done before
with logic gates on an agar surface [128], but we added engineered channels to allow for more
directed communication and larger, more diverse geometries. Additionally, the UV imaging
setup should prove to be a faster, less expensive way of assaying potentially large geometries
as opposed to the use of flow cytometry on every colony seen in [128].

Finding or building a synthetic CDI system that can transport a transcription factor
of our choosing between neighboring cells remains hugely important. In order to engineer
any complex multicellular behavior, especially those related to spatial organization or shape,
a large number of different communication channels will be necessary. Thus far very few
tractable synthetic communication channels have been found, highlighted by the difficulties
we have had getting just two diffusible molecules to work together in this project. We will
continue to work towards getting this compartmental lateral inhibition system to work in
order to confirm the veracity of our analysis.

Our graph theoretic approach to analyzing CDI systems fits intuitively with the actual
interactions of a network of cells communicating via contact-based means. Our analysis is
able to predict whether or not a potentially large network of cells can or will display equitable
patterns based only on the graph structure and the steady-state input-output maps of the
cell types involved. This can greatly reduce the amount of simulation work necessary and
can help inform network design and parameter choices once a synthetic CDI system is finally
engineered.

3.5.2 Lateral Inhibition Future Work

Immediate work is focused on the conclusion drawn from Figure 3.20 that the sending
strength of the cell types is too weak. The initial cloning plan is to move from the two-
plasmid design of Figure 3.14 (Plasmids 1 and 2) to the one-plasmid design of Figure 3.15
(Plasmid 3). Most importantly we are moving the autoinducer synthase operon to a higher
copy number origin of replication, but moving everything to a single plasmid allows us to
run experiments in a single antibiotic and saves us a co-transformation step, though every
future tuning step will have to be done sequentially. Currently we are working to overcome
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some replication slippage between two of the terminators. If this proves problematic, we can
leave the receptor protein operon on the p15a vector.

Another option would be to move the autoinducer sythase operon onto an even higher
copy number plasmid such as pMB1. We are choosing not to pursue this at the moment
because the readily-available origins in our lab are SC101**, p15a, pBBR1, and ColE1 from
the BioBrick collection [83]. ColE1 has the highest copy number amongst those and our cell
types did responded to our senders (Figure 3.19), which had our autoinducer synthase genes
on PLtetO-1 and ColE1, which is the same as Plasmid 3.

Once the cell types send AHL strongly enough, we will turn our attention to balancing
the strengths of the communication channels. The strength of each channel is a combination
of many parts: the rate of production of the autoinducer synthase, the catalytic conversion
rate to AHL, the diffusivity of the AHL through our medium, amount of receptor protein
present, the binding affinity of AHL to receptor protein, the dissociation constant of the
receiver complex to PLuxI , and the activation strength of the receiver complex on PLuxI . Of
these, the catalytic conversion rate, the diffusivity, binding affinity, dissociation constant, and
activation strength are essentially set by our choice of AHL and are difficult, if not impossible,
to change at present. This leaves the rate of production of the autoinducer synthase and the
amount of receptor protein present as tunable parameters. Because we have chosen TetR
to be our repressor, it is easiest to change the 5’-UTRs of PLtetO-1 instead of changing the
promoter itself to alter the rate of production. The amount of receptor protein present has
always been identified as a tunable parameter by swapping out the constitutive promoter
in use with any of those from the BIOFAB or Anderson libraries or an inducible promoter
without its inducer (e.g. PLlacO-1).

All evidence points to the lux signaling channel being much stronger than the las signaling
channel. A number of factors contribute to this, including LasR-3OC12HSL not activating
PLuxI as strongly as LuxR-3OC6HSL [53] and 3OC12HSL being a larger molecule (molecular
weight 297.39 versus 213.23 g/mol) that is not freely diffusible. 3OC12HSL is transported
through the membrane via an active-efflux pump in P. aeruginosa [107], meaning that there
may be an additional internal/external concentration barrier to overcome that wouldn’t be
present in a freely diffusible compound such as 3OC6HSL. Given the large discrepancy, it
is possible that we may deem the difference in signaling strengths too large to overcome in
a manner that preserves the viability of our experimental assay (i.e. experiments take too
long or don’t ever fluoresce brightly enough). There are other candidate AHLs we could use,
certainly more than were shown in Section 3.4.2, but most would require significant work
including changing PLuxI to another promoter in cell type B, introducing another possible
source of strength discrepancy.

More work is also being devoted to improving the experimental assay with the use of
larger, rectangular inserts and the pouring of agar and the seeding of colonies in a more
consistent manner using robots. See Section 3.6.4 for details.
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Table 3.3: Plasmids used in compartmental lateral inhibition system. All plasmids were
transformed into the strain DH10B [52].

Name Resistance Origin Description

pJH1-81 KanR p15a Empty plasmid.
pWH17-39 CmR ColE1 Empty plasmid.

BBa F1610 AmpR pMB1
lux (3OC6HSL) sender device with PoPS input [114].
The basis for the sender plasmids (Figure 3.13).

BBa F2620 AmpR ColE1
lux (3OC6HSL) receiver device with PoPS output [114].
The basis for the receiver plasmids (Figure 3.13).

pJH4-81 AmpR pMB1 lux (3OC6HSL) sender on backbone of BBa F1610.
pJH9-21 CmR ColE1 lux (3OC6HSL) sender.
pJH9-22 CmR ColE1 las (3OC12HSL) sender.

pJH4-65 KanR p15a
Random inverter from Turing project (pJH4-40 with mRFP1).
Used to get mRFP1 and terminator rrnD T1.

pJH5-1 AmpR ColE1 lux (3OC6HSL) receiver on backbone of BBa F2620.
pJH5-4 AmpR ColE1 pJH5-4 with 5’-UTR of mRFP1 changed.
pJH5-29 AmpR ColE1 PLuxI reporter with no receptor protein (pJH5-4 minus luxR).
pJH9-35 CmR ColE1 lux (3OC6HSL) receiver.
pJH9-36 CmR ColE1 las (3OC12HSL) receiver.

pJH4-22 CmR ColE1 Plasmid 1 from Figure 3.14. Based on pBbE2c-RFP [83].

pJH5-39 KanR p15a Plasmid 2 from Figure 3.14 with luxR/luxI (lux “matching pair”).
pJH5-64 KanR p15a Plasmid 2 with luxR/lasI (cell type A).
pJH5-66 KanR p15a Plasmid 2 with lasR/luxI (cell type B).
pJH5-68 KanR p15a Plasmid 2 with lasR/lasI (las “matching pair”).

pJH9-43 CmR ColE1 Plasmid 3 from Figure 3.15 with luxR/lasI (cell type A).
pJH9-44 CmR ColE1 Plasmid 3 with lasR/luxI (cell type B).

3.6 Lateral Inhibition Materials and Methods

3.6.1 Computational

Analytical models were investigated in MATLAB Version 8.5.0 (R2015a). Figure 3.10
was generated by varying the specified parameters in a grid and analytically solving for the
stability of the contrasting pattern steady state. No simulation was necessary as the model
was already given and our existence and stability criterion was a function of the model and
the steady state values, which we can solve for.

Data from experiments were measured using the instruments specified in Section 3.6.3
and output to files. These files were opened in Microsoft Excel 2013 and the data was
analyzed and plotted using standard Excel functions.
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3.6.2 Construction of Plasmids

Plasmid construction was done via circular polymerase extension cloning (CPEC) [111]
and ’Round-the-horn site-directed mutagenesis [58]. CPEC designs were started by using
the j5 DNA assembly design automation software [60] to generate an initial set of oligonu-
cleotides, which were then checked manually and tweaked based on the online Thermo Fisher
Scientific Tm Calculator. All polymerase chain reactions (PCRs) were performed using the
Phusion Hot Start II High-Fidelity DNA Polymerase (Thermo Scientific F-549).

We constructed our senders starting with BBa F1610 and adding the promoter PLtetO-1

using o5-33/o5-34 to create pJH4-81. This sender was not on our desired vector, so we
moved the sender onto the Cm/ColE1 backbone of pBbE2c-RFP using o8-66 to o8-69 to
create pJH9-21. Then we replaced luxI in pJH9-21 with lasI from ptetLuxRLasI-luxCcdA
[11] using o7-10 to o7-13 to create pJH9-22.

We constructed our receivers starting with BBa F2620 and adding mRFP1 to PLuxI

by pulling the gene and terminator from pJH4-65, which was an inverter with mRFP1 we
had constructed for the Turing project, using o5-35 to o5-38 to create pJH5-1. We found
that we got better behavior when we changed the 5’-UTR on mRFP1 using o5-43/o5-44 to
create pJH5-4. From pJH5-4, we created a reporter test plasmid pJH5-29 by removing the
luxR operon using o6-8/o6-9. Then we moved the receiver onto the Cm/ColE1 backbone of
pBbE2c-RFP using o8-67/o9-7 and o8-68/o9-8 to create pJH9-35. Finally we replaced luxR
in pJH9-35 with lasR from pLasRLuxI-luxCcdBs [11] using o7-26 to o7-29 to create pJH9-36.

To build our reporter plasmid pJH4-22 (Plasmid 1 in Figure 3.14), we started with the
BioBrick plasmid pBbE2c-RFP [83] and flipped tetR to be with mRFP1 and placed them
on PLuxI using the primers o4-17 to o4-20. We ended up not needed to modify this plasmid
any further (until construction of Plasmid 3, which is not covered here).

Constructing Plasmid 2 was a roundabout process that involved failed attempts to use
bviI and luxR-G2E-R67M. In the interest of time and space, the Genbank file for pJH5-39 is
provided in the Appendix. It is a small enough plasmid that synthesis or construction from
the other plasmids given here is feasible. From pJH5-39, we can swap out luxI for lasI from
ptetLuxRLasI-luxCcdA using o7-6 to o7-9 to create pJH5-64 (cell type A) or we can swap
out luxR for lasR from pLasRLuxI-luxCcdBs using o5-78/o6-25 and o5-80/o5-81 to create
pJH5-66 (cell type B). Then we perform the opposite swap (either lasI into pJH5-66 or lasR
into pJH5-64) to create pJH5-68 (las “matching pair”).
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Table 3.4: Oligonucleotides used in the construction of the compartmental lateral inhibition
plasmids. Here “for” denotes a forward primer, “rev” denotes a reverse primer, “rm” is short
for remove/deletion, and “RTH” indicates use in ’Round-the-horn site-directed mutagenesis.

Name Description Sequence

o4-17 get pBbE2c-RFP vec for agtagcttaataagatcttttaagaaggagatatacatatggcg

o4-18 get pBbE2c-RFP vec rev
ctttttcctagatctttattcgactataacaaaccattttcttgcgtaaacctgtacgatccta
caggtgacgtcgatatctggcga

o4-19 get pBbE2c-RFP tetR for
tggtttgttatagtcgaataaagatctaggaaaaagctcatataactagagtaagaggtca
atgatgtctagattagataaaagt

o4-20 get pBbE2c-RFP tetR rev
tctccttcttaaaagatcttattaagctactaaagcgtagttttcgtcgtttgcagcagaccc
actttcacatttaagt

o5-33 RTH add pLtetO-1 for tcagtgatagagatactgagcactactagagaaagaggagaaatactagatgactataat
o5-34 RTH add pLtetO-1 rev tagggatgtcaatctctatcactgatagggactctagaagcggccgcgaattccagaaat

o8-66 get CmR/ColE1 vec for tgggcctttctgcgtttatacctagggcgttcggct
o8-67 get CmR/ColE1 vec rev tctctatcactgatagggagacgtcgatatctggcgaaaatgagacgt
o8-68 get sender for tcgccagatatcgacgtctccctatcagtgatagagattgacatccc
o8-69 get sender rev ccgcagccgaacgccctaggtataaacgcagaaaggcccacccg

o7-10 sender rm luxI for gcgactggcggtttcatgataatactagagccaggcatca
o7-11 sender rm luxI rev cgcgccgaccaatttgtacgatcatctagtatttctcctctttctct
o7-12 get lasI for agaggagaaatactagatgatcgtacaaattggtcggcgcgaaga
o7-13 get lasI rev tgcctggctctagtattatcatgaaaccgccagtcgctgt

o5-35 get BBa F2620 vec for cactctcccgggcgtactagtagcggccgctgca
o5-36 get BBa F2620 vec rev acctttctcctctttaatgaattgttttattcgactataacaaacca
o5-37 get mRFP1 for acaattcattaaagaggagaaaggtaccatggcg
o5-38 get mRFP1 rev gccgctactagtacgcccgggagagtgttcacc

o5-43 RTH change 5UTR for aaaagatcttttaagaaggagatatacatatggcgagtagcgaagacgttatcaaagagt
o5-44 RTH change 5UTR rev gaattcccaaaaaaacgggtatggagaatttattcgactataacaaaccattttcttgcg

o6-8 RTH rm luxR for tactagagtcacactggctcaccttcgggt
o6-9 RTH rm luxR rev ctctagaagcggccgcgaattc

o9-7
get CmR/ColE1 vec for

ctcccgggcgcctagggcgttcggctg
(for use with o8-67)

o9-8
get receiver rev

acgccctaggcgcccgggagagtgttcac
(for use with o8-68)

o7-26 receiver rm luxR for ttgggtcttattactctctaatactagagccaggcatca
o7-27 receiver rm luxR rev cgtcaaccaaggccatctagtatttctcctctttctct
o7-28 get lasR rec for agaggagaaatactagatggccttggttgacggt
o7-29 get lasR rec rev tgcctggctctagtattagagagtaataagacccaaattaacggcca

o5-78 type rm luxR for gggtcttattactctctaataaggatccaaactcgagtaaggatctcca
o6-25 type rm luxR rev aaccaaggccatctagtatttctcctctttctctagtaatga
o5-80 get lasR type for gaggagaaatactagatggccttggttgacg
o5-81 get lasR type rev gagtttggatccttattagagagtaataagacccaaattaacg

o7-6 type rm luxI for cgcgccgaccaatttgtacgatcatttttttttcctccttattttctcca
o7-7 type rm luxI rev ggaacagcgactggcggtttcatgataataataatcatcgcgaagacttgatcggtg
o7-8 get lasI type for gcaccgatcaagtcttcgcgatgattattattatcatgaaaccgccagtcgctgt
o7-9 get lasI type rev ctggagaaaataaggaggaaaaaaaaatgatcgtacaaattggtcggcgcgaaga
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3.6.3 Experimental Conditions and Procedure

Liquid Culture Experiments:
Parts testing experiments in liquid culture were run in EZ Rich defined medium (Teknova

M2105) in 96-well deep well plates (DWPs) with 1.7 mL round wells using an AeraSeal
breathable sealing film (Sigma Aldrich A9224) to cover. All liquid culture growth was per-
formed in an INFORS HT Multitron Standard shaker with 25 mm throw at 37◦C and 900
rpm. Antibiotic concentrations of 25 µg/mL for Chloramphenicol (Cm) and 50 µg/mL for
Kanamycin (Kan) and Ampicillin (Amp) were used.

Each bacterial strain was streaked out from glycerol freezer stock onto LB plates with
the appropriate antibiotic(s) and colonies were grown overnight in a 37◦C warm room. Six
colonies of each strain were transferred to 400 µL wells of a DWP with EZ Rich and the ap-
propriate antibiotic(s). These cell growth plates were placed on the shaker to grow for about
14 hours. Upon removal from the shaker, the experimental plates were sampled and 150 µL
from each well was transferred into 96-well black plates with clear flat bottoms (Corning
#3631). Bulk fluorescence measurements were taken using a Molecular Devices SpectraMax
M2 microplate reader. Settings used were OD measured at 600 nm and RFP measured with
565/620 excitation and emissions wavelengths taken with 30 reads and medium sensitivity
flash mode.

In each experimental plate, two controls were used: an “empty” plasmid without RFP,
and a “blank” row with just media (no cells). When analyzing the data, background OD
levels were calculated by averaging the OD measurement of the “ blank” wells for each plate
and then subtracted from the OD measurements of the other wells. Next the background
fluorescence was calculated by dividing the fluorescence measurements of the “empty” wells
by their adjusted OD measurements and averaging for each plate. Final fluorescence values
for the wells of interest were calculated by dividing their fluorescence measurements by their
adjusted OD measurements and then subtracting off the background fluorescence. Each
experiment was run with 6 replicates, average and standard error values were calculated and
plotted against the positive induction data in Microsoft Excel.

For AHL induction, sender plasmids were grown up overnight to saturating OD in EZ
Rich media with the appropriate antibiotic(s) and then filter sterilized through a 0.22 µm
Corning bottle top filter. The resulting spent media contains antibiotic and the AHL of
interest at an unknown concentration. The AHL degrades over time so it is recommended
to filter a fresh batch the same day as its expected use. We induced each AHL at 25X (i.e.
16 µL spent media into 400 µL total well volume).

For ATc induction, we induce at 20X from a stock of 5 µg/mL, so the final concentration
should be 0.54 µM.

Channel Experiments:
See Section 3.6.4 below for a full discussion on the design of our devices.
Each bacterial strain was cultured from glycerol freezer stock directly into EZ Rich media

with the appropriate antibiotic(s) and grown up to saturating OD overnight in 37◦C warm
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room shaker at 200 rpm. Antibiotic concentrations of 25 µg/mL for Chloramphenicol (Cm)
and 50 µg/mL for Kanamycin (Kan) and Ampicillin (Amp) were used. For small experiments
on a single plate, 5 mL of culture in 50 mL tubes is sufficient. For larger experiments with
multiple plates using the robotics facilities, larger volumes were grown in 250 mL conical
flasks. The OD600 was measured on a Beckman Coulter DU 800 Spectrophotometer and
then each culture was diluted to 0.25 OD. Using either a multichannel pipette or the robotics
facility, compartments were seeded by placing ≈0.5 µL of dilute culture on top of the agar.
Controls consisted of placing colonies of senders (negative), receivers (leakage), and/or cell
types (crosstalk) in channels by themselves.

Experiments were run with the devices covered by their lids on a flat surface in a 30◦C
warm room with the channels face down. This orientation mimics standard practice for
agar plates and empirically seemed to reduce the colony spreading and improve experiment
behavior. Periodically the devices were removed from the warm room for imaging on the a
UVP BioSpectrum imaging system. We used the VisionWorksLS analysis software to capture
images using the Ethidium bromide filter (570-640 nm) with UV transillumination provided
by a FirstLight UV Illuminator. Images were taken with on chip integration and camera
settings (aperture, zoom, exposure, gain) that were manually adjusted. Devices were then
returned to the warm room for further growth.

3.6.4 Development of Experimental Assay

Imaging:
There currently isn’t a quantitative method that we know of to measure the fluorescence

of colonies on agar. Fluorescence microscopy is ill-suited to this task due to the colonies
being separated by significant space and the colonies also not being single layers of cells.
And although ideally we want to be able to see the colonies fluorescing with our naked
eyes, photographs are unreliable due to factors such as inconsistent background lighting and
colors, glare, and lack of sensitivity. Instead, we decided on ultraviolet (UV) imaging. The
closed, dark environment should block out background interference and exciting the proper
wavelengths that match our RFP will illuminate intermediate levels of fluorescence that
might not be apparent in white light. The imaging width is also on the order of inches,
which is appropriate for the scale of our experiments. We are aware that UV imaging will
suffer from some inconsistency issues as anything involving a lamp will depend on how
“warm” it is at any given time, but we are most concerned with comparing the fluorescence
of the compartments to each other and not as concerned with comparing between different
time points.

Channel Creation:
For engineering the channels, all initial experiments will be the simplest case where two

compartments are connected by a single channel (as in Figure 3.10). Because we use the same
width for the compartments and the channel, we are creating small, rectangular cavities that
we fill with agar. We decided to build devices by laser cutting clear acrylic using a Universal
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Figure 3.21: Layout and dimensions for first insert. Fits within a 90 mm diameter petri
dish. If dimension is not explicitly shown, assume that channels are evenly spaced apart.
Channels C0 are intended for control colonies, while C1 to C3 are increasing in length, since
we were initially unsure of the diffusive capabilities of our plasmids. Rows are evenly spaced
at 9 mm intervals to match the spacing of a standard multichannel pipetter to aid with
manual seeding.

Laser Systems VLS3.50 laser cutter with a 50W CO2 laser available at the CITRIS Invention
Lab on campus (http://invent.citris-uc.org). This laser is meant to cut all the way through
materials and can handle acrylic of thickness up to 1/4”. For now we are using 1/8” thick
extruded acrylic sheets that are commercially available at most hardware stores. The laser
cutter can precisely cut out rectangular footprints through our acrylic, but they need to be
attached to something in order to create a backing to hold the agar.

Following standard lab protocol, colonies are often grown up in warm rooms in circular
beds of agar in petri dishes to provide nutrients to cells while keeping out contaminants and
keeping in moisture. Our initial channel inserts were designed to fit into the smaller end of
a 100 × 15 mm petri dish (VWR 25384-088). We created our insert designs using Adobe
Illustrator (.ai files) and fed these into the Laser Interface+ software that came with the
laser cutter. Our initial insert design is shown in Figure 3.21. Because we were unsure of the
diffusivity of our AHLs, we made a range of channel lengths (10-14 mm) and were prepared
to redesign if necessary. The width was arbitrarily chosen to be 3.5 mm based loosely on the
size of colonies we saw on other plates. We fit seven rows of channels vertically spaced 9 mm
apart to match the spacing of tips on a multichannel pipetter, which allows us to seed an
entire column of compartments simultaneously. With the extra space on the sides, we added
single compartments C0 to place controls. Figures 3.19 and 3.20 show experiments using
Insert 1. However these same figures display some of the problems that arose with Insert 1:

• The smaller the channel length, the higher the danger of dehydration (see the C0
channels especially).
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Figure 3.22: Layout and dimensions for second insert. Fits inside a single-well plate and
are for use with robotics facilities. Insert is symmetric and channels are evenly spaced apart.
Because we can fit up to forty channels now per plate, controls we will placed in the same
channels, which are now 13 mm in length. Rows are evenly spaced at 9 mm intervals to
match the spacing of a multichannel pipetter.

• Agar was pipetted into the channels manually and proved to be very inconsistent.
Due to factors such as hardening within pipette tips, splashing, and uneven aspiration
or dispensation, the channels were sometimes rough and uneven, which affected both
diffusion and colony growth.

• Seeding colonies with a multichannel pipette proved nontrivial. With such small vol-
umes of liquid culture, it often would not leave the pipette tips and end up beading.
Contacting the agar surface with the pipette tip sometimes formed indentations that
affected colony growth and spread. When trying to seed many rows at once, it was
difficult to prevent one of the ends from poking the agar surface. Sometimes in the
process one or more rows would fail to take (see the left compartment of the 5th row
of channel C2).

• The limited number of channels per plate (7 of C1-C3) made it difficult to draw con-
clusions when many of the replicates suffered from the issues listed above.

We tried to address these issues by developing a second insert. The biggest source of problems
came from human error in pipetting, so our goal from the start was to try to take advantage
of the robotics facilities at our disposal to set up and run our experiments consistently.

Most laboratory automation robots, depending on their function, are designed to use
microplates, which follow the standards ANSI/SLAS 1 to 4 - 2004, including footprint di-
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mensions. Therefore we needed to make sure our devices also fit into these standards. We
decided against creating a makeshift petri dish holder and instead decided to redesign our
inserts to be placed inside of Nunc OmniTray single-well plates (VWR 62409-600), which
conveniently also come with lids. Our new insert design is shown in Figure 3.22. Notably
Insert 2 is much larger and more regular. The insert has outer dimensions 74.5 × 116.5 mm,
which fits snugly within the single-well plate to keep consistent positioning while allowing
enough room for the insert to lie flat against the bottom. We have settled on a length of 13
mm for our channels and fit 40 of them on a single insert. We know that our AHLs can reach
across this distance (Figure 3.19 - cell types fluoresced highly in receiving sensitivity test in
C3, which was 14 mm) and a 13 mm length has the added benefit of placing the center of
our compartments directly where the center of the wells on a 96-well plate would be. This
gives us some flexible in terms of what robot we want to use, as some are better-suited to
using 96 tips at a time and others are better at using 8 (a column) at a time. With this in
hand we are working on developing protocols to use a robot to both fill the insert with agar
and seed colonies (see Section 3.6.5).

For more complicated geometries our inserts will likely need to be created in a different
manner. Take, for example, the square geometry shown on the left of Figure 3.5. This graph
contains a cycle, meaning that all of the inner acrylic would fall out once the outer cut is
made. While we can still cut out a middle piece, inconsistency becomes an issue again while
trying to reposition this floating element in the middle. One future solution might be 3D
printing [19].

Insert Attachment:
Initially we tried an acid-free, clear spray adhesive. These are easily bought, dry quickly,

and create a fairly strong bond between insert and petri dish. Unfortunately despite the
claims of drying clear, the spray adhesive would leave an inconsistent amount of white
residue based on the spray application (i.e. spread and thickness) that was visible through
the insert. We could avoid having residue in the channels by spraying the insert and then
pushing it down against the petri dish, but the residue added extra background noise to
the UV imaging. Next we tried rubber cement, which could be applied more consistently,
but needed a thicker application layer and did not bind the insert to the petri dish strongly
enough.

Finally we settled on using polydimethylsiloxane (PDMS), which is an inert, non-toxic,
non-flammable organic polymer. PDMS has a wide range of applications including the
creation of microfluidic devices [39], but here we care most about its viscoelastic properties
and that it hardens optically clear when cured. We use the Dow Corning Sylgard 184 Silcone
Elastomer Kit with the base to curing agent in a 10:1 ratio. We mix up an appropriate
amount (2.2 g for a petri dish and 3.52 g for a single-well plate) and spread a thin layer
across the bottom of our plate. We then leave on a flat surface to even out naturally before
placing our insert on top. We place the device in a vacuum dessicator to remove trapped
bubbles and then cure on a 80◦C heater. The PDMS hardens and bonds the insert to the
bottom of the container strongly. Because the PDMS covers the entire surface, it does occupy
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a small amount of the volume within each channel.

Agar:
Lysogeny Broth (LB)-based agar is the most common growth medium for E. coli but has

different formulations based on sodium chloride levels and suffers from variations from batch
to batch. Additionally, LB agar has a slight yellowish-brown color that add background
noise to our UV imaging. Instead we use an EZ Rich-based agar because it is defined and
has more of a clear white color. We mix together EZ Rich defined medium (Teknova M2105)
minus the glucose and add 1.5 g granulated agar (BD 214530) per 100 mL of medium. After
autoclaving, we allow the molten agar to cool to below 60◦C before adding glucose and
antibiotic(s). These come after to prevent inactivation of the antibiotics and the browning
of the glucose due to heat.

To fill the channels with agar, we pipette the appropriate amounts of molten agar directly
into the channels. Pouring is not recommended as it leads to inconsistent volumes and
scraping away excess can often leave a thin layer on top of the insert that connects channels
or at least gives additional volume for AHL to diffuse into. The volumes of the channels can
easily be calculated (e.g. C2 is 3.5 mm × 12 mm × 3.175 mm = 133.35 µL), but remember
to account for the PDMS in the channel as well.

3.6.5 Robotics Protocols

We decided to use the Beckman Coulter Biomek NXP, which actuates eight pipette tips
(one column) at a time and has other nice features that help us. The setup can be seen in
Figure 3.23. The following protocols are written in BioMek Software version 3.3.

Pouring Agar:
Our Biomek NXP is equipped with a heater and a removable metal reservoir in which

we can keep our agar hot to prevent the premature solidification. We clean and preheat the
reservoir to 60◦C and pour our molten agar into it. Typically we add at least 100 mL of
agar to get a minimum height for the protocol, but the reservoir can hold up to 250 mL
depending on how many plates we are filling. The channels have a volume of 144.4625 µL,
but we transfer 140 µL to each channel due to the PDMS. This protocol uses wide-bore
(genomic) tips.

The biggest difficulties of this protocol are to prevent cooling-related problems and to
prevent bubble formation. The protocol is described below and is designed to overcome these
difficulties:

1. Dip tips into agar and pipette up and down twice to warm the tips.

2. Aspirate desired volume of agar while moving tips laterally within the agar. This
should prevent the uptake of any bubbles lingering on the tips.

3. Wipe tips against both sides of the reservoir to remove excess agar.
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Figure 3.23: Robotics setup for channel device using a Beckman Coulter Biomek NXP to
improve experimental consistency. The single-well plates that work with Insert 2 fit into the
plate holders. We developed two separate protocols: one for filling the channels with agar
and the other for seeding compartments. This robot allows us to pipette one column at a
time, which is well-suited for our application, and our protocols can be looped over many
plates at once (up to twelve).

4. Position tips on one side of the next column of channels to fill.

5. Dispense agar as tips move to the other side of the channels.

6. Once agar is dispensed, move tips twice across the length of the channel to smooth the
layer and make sure it reaches both ends.

7. Return tips to reservoir and pipette agar up and down to rewarm the tips and melt
any solidified agar in or around the tips.

8. Loop back to Step 2 until desired number of plates (up to twelve) have been filled.

9. Release tips into waste bin.

Note that this protocol is run entirely with the lids off. Because the volume of agar is so
small, each device solidifies within 5-10 min of dispensation and is ready to use.
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Seeding Colonies:
This protocol is still under development. This protocol has to seed an entire column of

compartments at at time. To change this, we would need to specially prepare our tip rack
to be strategically missing tips. We want this protocol to be able to seed many different
kinds of cells in one go, so we will use deep-well column reservoirs to hold our diluted liquid
cultures. Depending on how many we need, there are 4-column reservoirs (Phenix Research
RRI-3051) and 12-column reservoirs (E&K Scientific EK-2034). This reservoir sits on a plate
holder and needs to be manually filled beforehand.

The only difficulty of this protocol is dealing with such small culture volume (0.5 µL).
Beyond that this protocol is very straightforward: pick up specified culture from reservoir
column, move to specified compartments, and dispense.
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Chapter 4

Conclusion

The engineering of cooperative ensembles of cells, whether in the context of designer
microbial communities or other synthetic multicellular systems will require tractable model
systems which exhibit spontaneous symmetry breaking and pattern formation, both funda-
mental prerequisites for any kind of replicating or “programmed” heterogeneity of form or
function. Here we examined two distinctly different methods for achieving pattern formation,
diffusion-driven instability and lateral inhibition, in the hopes of better understanding their
appearance in natural systems and working towards synthetic implementations of multicellu-
lar behavior. These two examples were motivated by two different cell-to-cell communication
methods, namely quorum sensing and contact-based signaling.

For Turing patterning, we proposed a new system using oscillating subsystems. To our
knowledge, this is the first attempt of this kind and significant effort was devoted to providing
researchers with an experimentally tractable road map towards implementation. This work
also implicitly suggests that natural systems may have arisen where oscillating subsystems,
initially evolved for other purposes, provide the backbone not just for coordinated oscillation
(as in the diffusively coupled systems demonstrated by others [33, 98, 47]) but for robust
Turing-type pattern formation phenomena. These motifs are also present in protein-protein
systems [73]; while outside the scope of the present work, the general results presented (i.e.
coupled multi-step negative feedback oscillators with one diffusible component can exhibit
Turing instability) would likely apply to kinase loops [73].

While attempting a partial implementation of our quenched oscillator system, our goal
of building a new synthetic ring oscillator resulted in the creation of new synthetic invert-
ers constructed from ZFPs and sRNAs, two synthetic components with exciting potential
to create large libraries of synthetic parts. We attempted to take the parts as had been
constructed and characterized by others and to combine them in a modular fashion. And
while the resulting inverter performance was insufficient to build the ring oscillator, there’s
good reason to believe that our goals can be achieved with redesigns of our parts or newer
technologies such as CRISPRi [110].

For lateral inhibition, we developed a new theoretical framework based on graph theory
for analyzing pattern formation in large networks with restricted communication channels
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like in CDI. The analysis has a few limitations, particularly maintaining a stable, equitable
graph throughout, but is a very elegant and computationally inexpensive way to examine
the existence and stability of many different possible patterns at once. With the lack of
an experimentally-tractable CDI system at our disposal, we proposed a CDI-like system
that we called a compartmental lateral inhibition system. We then adjusted our analysis to
accommodate the use of two different cell lines and communication channels and achieved
similar analytical results.

Our compartmental lateral inhibition laboratory implementation is underway and we
maintain high hopes for patterning success in the near future. The current limiting factor is
the difference in signaling strengths between our chosen diffusible molecules, which wouldn’t
be an issue in an actual CDI system. The real excitement will come once a synthetic contact-
based system is achieved and we can try to verify our analysis using the communication
channel it was intended for. Beyond our patterning systems, a synthetic contact-mediated
communication channel would be hugely important as the first of its kind for any number of
synthetic multicellular systems.

The work presented here is just the beginning towards unlocking engineered multicellular
behaviors. The new analysis techniques developed should prove to be useful on future designs
and the promise of new and better parts to try always remains. The systems we came up
with here were intended to be experimentally achievable and should be within the realm
of possibility. We look forward to when our engineering ambition becomes realizable in
biological systems.
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Appendix A

Sample Code

A.1 Analysis Code - Quenched Oscillator

1 % mod qosc .m
2 %%% ge t d e f a u l t parameter va l u e s
3 va l s = qosc (0 , ’ load ’ , 1 ) ;
4 e x t r a c t q o s c ;
5

6 aC = nthroot ( s igL+1,2∗nC) ;
7 aT = nthroot ( sigC+1,2∗nT) ;
8 aL = nthroot ( sigT+1,2∗nL ) ;
9 aA = 1/(pR/KRA∗nthroot ( sigRA+1,2∗nRA)−1);

10 aR = 1 ;
11 %aR = 0.9705 ;
12 %aR = 0 .75 ;
13

14 epC = gC∗gmO∗KC/(VC∗NC) ∗ aC / (1/(1+aTˆnT) + 1/ sigC ) ;
15 epTO = gT∗gmO∗KT/(VT∗NT) ∗ aT / (1/(1+aLˆnL) + 1/ sigT ) ∗ aR/(1+aR ) ;
16 epTQ = gT∗gmQ∗KT/(VRA∗NRA) ∗ aT / (1/(1+(KRA/pR∗(1+aA)/aA)ˆnRA) . . .
17 + 1/sigRA ) ∗ 1/(1+aR ) ;
18 epL = gL∗gmO∗KL/(VL∗NL) ∗ aL / (1/(1+aCˆnC) + 1/ s igL ) ;
19 epI = gI ∗gA∗gmQ∗( kr / k f )/ (VI∗NI∗v3 ) ∗ aA / (1/(1+aTˆnT) + 1/ s i g I ) ;
20

21 XC = (VC∗NC∗ epC/KC/gC)∗nC∗aCˆ(nC−1)/(1 + aCˆnC)ˆ2 ;
22 XT = (VT∗NT∗epTO/KT/gT)∗nT∗aTˆ(nT−1)/(1 + aTˆnT)ˆ2 ;
23 XL = (VL∗NL∗ epL/KL/gL)∗nL∗aLˆ(nL−1)/(1 + aLˆnL )ˆ2 ;
24 X = −nthroot (XC∗XT∗XL,3 ) /gmO;
25 fX = 3∗Xˆ2/(4+2∗X) ;
26

27

28 va l s = qosc (disp , ’ epC ’ , epC , ’epTO ’ ,epTO, ’epTQ ’ ,epTQ, ’ epL ’ , epL , ’ epI ’ , epI ) ;
29 e x t r a c t q o s c ;
30

31 temp = max( real ( eigA ) ) ;
32 th = 1/temp ∗ log ( 0 . 5 ) ;
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33

34 temp = max( real ( eigAo ) ) ;
35 td = 1/temp ∗ log ( 2 ) ;
36

37 D = zeros ( 1 1 ) ;
38 for d = 0 :1 e−5:1
39 D(9 ,9 ) = d ;
40 i f (max( real ( eig (A−D) ) ) >= 0)
41 break ;
42 end

43 end

44 omega = 2∗pi/sqrt (d/Dahl ) ;
45

46 fpr intf (1 , ’ ha l f− l i f e : %1.5g hours \n ’ , th /3600) ;
47 fpr intf (1 , ’ doubl ing time : %1.5g hours \n ’ , td /3600) ;
48 fpr intf (1 , ’max unstab l e wavelength : %1.5g\n\n ’ , omega ) ;

A.2 Analysis Code - Quenched Oscillator Function

1 % func t i on v a l s = qosc ( disp , vararg in )
2 %
3 % Solve quenched o s c i l l a t o r f o r steady−s t a t e and Jacobian
4 % Also , t runca ted parameter va l u e s used .
5 %
6 % Inputs :
7 % disp − whether to d i s p l a y va l u e s (1) or not (0) in command window
8 % vararg in − op t i ona l inpu t s used to ove r r i d e hard−coded parameter
9 % va lue s . must be in parameter name & va lue pa i r s .

10 % Changeable parameters are : gI , gA , epI , KRA, Kf , Kr , s i g I ,
11 % sigRA , VI , VRA, nRA, pR, and Dahl
12 % Spec i a l op t ion ’ load ’ l oads parameter s e t from ex t e r na l f i l e
13 %
14 % Examples : v a l s = qosc ( 1 ) ;
15 % va l s = qosc (1 , ’KRA’ ,4 e−8 , ’nRA’ , 3 ) ;
16 % va l s = qosc (1 , ’ load ’ , ’12−08−d ’ ) ;
17 %
18 % wr i t t en by Jus t in Hsia
19 function va l s = qosc (disp , va ra rg in )
20 %%% input check ing ( vararg in i s h o r i z on t a l c e l l array )
21 narg = s ize ( vararg in , 2 ) ;
22 i f (mod( narg , 2 ) ˜= 0)
23 fpr intf (1 , ’ I n c o r r e c t number o f arguments .\n ’ )
24 va l s = −1;
25 return

26 end

27 for i = 1 : narg /2
28 i f ( ˜strcmp ( vararg in {2∗ i −1} , ’ load ’ ) && ( ˜ i s c h a r ( vararg in {2∗ i −1}) . . .
29 | | ˜ i snumer i c ( vararg in {2∗ i }) ) )
30 fpr intf (1 , ’ I n c o r r e c t argument pa i r format : ’ ’name ’ ’ , va lue \n ’ ) ;
31 va l s = −2;



APPENDIX A. SAMPLE CODE 130

32 return

33 end

34 end

35

36 C = 1.5 e−9;
37 %%% Degradation Rates (1/ s )
38 gC = 2.89 e−3; %gC = lo g (2)/60/4;
39 gT = gC ;
40 gL = gC ;
41 gI = 2.89 e−2; %gI = l o g (2 )/60/0 .2 ;
42 gA = 2.89 e−2; %gA = log (2 )/60/0 .2 ;
43 gmO = 5.78 e−3; %gmO = log (2)/60/2;
44 gmQ = 5.78 e−2; %gmQ = log (2 )/60/0 .2 ;
45 %%% Eps i l ons
46 epC = 3.7122 e−4;
47 epTO = 1.8561 e−4;
48 epTQ = 1.8561 e−3;
49 epL = 3.7122 e−4;
50 epI = 3.8149 e−2;
51 %%% Dis soc i a t i on Constants (M)
52 KC = 2∗C;
53 KT = 2∗C;
54 KL = 2∗C;
55 KRA = 45∗C;
56 kf = 7 .5/C;
57 kr = 15 ;
58 %%% Leakage Rat ios (no un i t s )
59 s igC = 1000 ;
60 s igT = 1000 ;
61 s igL = 1000 ;
62 s i g I = sigC ;
63 sigRA = 1000 ;
64 %%% Ve loc i t y Constants (1/ s )
65 VC = 4 ;
66 VT = 4 ;
67 VL = 4 ;
68 VI = VC;
69 VRA = 4 ;
70 %%% Copy Numbers ( range from 1.5 to 60)
71 NC = 4 ;
72 NT = 4 ;
73 NL = 4 ;
74 NI = 4 ;
75 NRA = 4 ;
76 %%% H i l l C o e f f i c i e n t s (no un i t s )
77 nC = 2 ;
78 nT = 2 ;
79 nL = 2 ;
80 nRA = 2 ;
81 %%% other parameters
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82 v3 = 0 . 0 1 ; % 1/ s
83 pR = 12∗C;
84 Dahl = 1.667 e−11; % mˆ2/ s
85 L = 1e−6; % m
86

87

88 %%% over r i d e va l u e s wi th v a r i a b l e arguments
89 for i = 1 : narg /2
90 switch vararg in {2∗ i−1}
91 case ’gmO’
92 gmO = gmO/ vararg in {2∗ i } ;
93 case ’gmQ’
94 gmQ = gmQ/ vararg in {2∗ i } ;
95 case ’ gI ’
96 gI = vararg in {2∗ i } ;
97 case ’gA ’
98 gA = vararg in {2∗ i } ;
99 case ’epTO ’

100 epTO = vararg in {2∗ i } ;
101 case ’epTQ ’
102 epTQ = vararg in {2∗ i } ;
103 case ’ epC ’
104 epC = vararg in {2∗ i } ;
105 case ’ epL ’
106 epL = vararg in {2∗ i } ;
107 case ’ epI ’
108 epI = vararg in {2∗ i } ;
109 case ’ k f ’
110 kf = vararg in {2∗ i } ;
111 case ’ kr ’
112 kr = vararg in {2∗ i } ;
113 case ’ sigRA ’
114 sigRA = vararg in {2∗ i } ;
115 case ’NRA’
116 NRA = vararg in {2∗ i } ;
117 case ’nRA ’
118 nRA = vararg in {2∗ i } ;
119 case ’pR ’
120 pR = vararg in {2∗ i } ;
121 case ’D ’
122 Dahl = vararg in {2∗ i } ;
123 case ’ load ’
124 d = 1 ; s c a l e = 1 ;
125 switch ( vararg in {2∗ i })
126 case 1
127 params1
128 case 2
129 params2
130 end

131 otherw i s e
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132 fpr intf ( ’ \n Warning : Input parameter pa i r %i ignored \n ’ , i ) ;
133 pause ;
134 end

135 end

136

137

138 %%% s t r u c t o f cons tant va l u e s to pass
139 beta = gC/gmO;
140 va l s . beta = beta ;
141 va l s . gammas = [ gC gT gL gI gA gmO gmQ] ;
142 va l s . eps = [ epC epTO epTQ epL epI ] ;
143 va l s . Ks = [KC KT KL KRA kf kr ] ;
144 va l s . s igmas = [ sigC sigT s igL s i g I sigRA ] ;
145 va l s . Vs = [VC VT VL VI VRA] ;
146 va l s . Ns = [NC NT NL NI NRA] ;
147 va l s . ns = [nC nT nL nRA ] ;
148 va l s . v3 = v3 ;
149 va l s .pR = pR;
150 va l s .D = Dahl ;
151 va l s .C = C;
152

153

154 % pr in t out va l u e s
155 i f (disp ˜= 0)
156 fpr intf (1 , ’ \n ’ ) ;
157 fpr intf (1 , ’%%%%%% Quenched O s c i l l a t o r Values %%%%%%\n ’ ) ;
158 fpr intf (1 , ’ gC = %1.3g\tgT = %1.3g\ tgL = %1.3g\ t ’ ,gC , gT , gL ) ;
159 fpr intf (1 , ’ gI = %1.3g\tgA = %1.5g\n ’ , gI , gA ) ;
160 fpr intf (1 , ’ gmO = %1.3g\tgmQ = %1.3g\n\n ’ ,gmO,gmQ) ;
161 fpr intf (1 , ’ epC = %1.5g\tepTO = %1.5g\ t ’ , epC , epTO) ;
162 fpr intf (1 , ’epTQ = %1.5g\ tepL = %1.5g\ t e p I = %1.5g\n\n ’ ,epTQ, epL , epI ) ;
163 fpr intf (1 , ’ s igC = %1.0 f \ t \ t s igT = %1.0 f \ t \ t ’ , sigC , sigT ) ;
164 fpr intf (1 , ’ s igL = %1.0 f \ t \ t s i g I = %1.0 f \ t \ t ’ , s igL , s i g I ) ;
165 fpr intf (1 , ’ sigRA = %1.0 f \n ’ , sigRA ) ;
166 fpr intf (1 , ’ KC = %1.4g\tKT = %1.4g\tKL = %1.4g\ t \ t ’ ,KC,KT,KL) ;
167 fpr intf (1 , ’ kr = %1.4g\ t \tKRA = %1.4g\n ’ , kr ,KRA) ;
168 fpr intf (1 , ’ \ t \ t \ t \ t \ t \ t \ t \ t \ t \ t \ t \ t \ t k f = %1.4g\n ’ , k f ) ;
169 fpr intf (1 , ’ VC = %1.5g\ t \ t \tVT = %1.5g\ t \tVL = %1.5g\ t \ t ’ ,VC,VT,VL) ;
170 fpr intf (1 , ’VI = %1.5g\ t \tVRA = %1.5g\n ’ ,VI ,VRA) ;
171 fpr intf (1 , ’ NC = %1.5g\ t \ t \tNT = %1.5g\ t \ t \ t ’ ,NC,NT) ;
172 fpr intf (1 , ’NL = %1.5g\ t \ t \ tNI = %1.5g\ t \ t \tNRA = %1.5g\n ’ ,NL, NI ,NRA) ;
173 fpr intf (1 , ’ nC = %1.5g\ t \ t \tnT = %1.5g\ t \ t \ t ’ ,nC,nT ) ;
174 fpr intf (1 , ’nL = %1.5g\ t \ t \ t \ t \ t \ t \tnRA = %1.5g\n ’ ,nL ,nRA) ;
175 fpr intf (1 , ’ v3 = %1.5g\ t \tpR = %1.5g\ t \ t ’ , v3 ,pR) ;
176 fpr intf (1 , ’D AHL = %1.5g\ t \ t \ t \tL = %1.5g\tC = %1.5g\n ’ ,Dahl , L ,C) ;
177 fpr intf (1 , ’%%%%%% End Chosen Values %%%%%%\n\n ’ ) ;
178 end

179

180

181 %%% de f i n e in t e rmed ia t e cons tan t s
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182 BC = (epC/gC/gmO) ∗ (VC∗NC∗C/KC) ;
183 BT = (epTO/gT/gmO) ∗ (VT∗NT∗C/KT) ;
184 BL = (epL/gL/gmO) ∗ (VL∗NL∗C/KL) ;
185 BI = ( v3/gA)∗ ( epI / gI /gmQ) ∗ (VI∗NI∗C/( kr / k f ) ) ;
186 BR = (epTQ/gT/gmQ) ∗ (VRA∗NRA∗C/KT) ;
187 va l s . Bs = [BC BT BL BI BR] ;
188

189 %%% so l v e f o r a lphas numer i c a l l l y
190 i n i t = 10 ;
191 aT = fzero (@(aT) findAlphaT (aT , va l s ) , i n i t ) ;
192 aC = BC ∗ (1/(1+aTˆnT) + 1/ sigC ) ;
193 aA = BI ∗ (1/(1+aTˆnT) + 1/ s i g I ) ;
194 aL = BL ∗ (1/(1+aCˆnC) + 1/ s igL ) ;
195 aR = aT/BR / (1/(1+(KRA/pR∗(1+aA)/aA)ˆnRA) + 1/sigRA ) − 1 ;
196 va l s . a lphas = [ aC aT aL aA aR ] ;
197

198 pC = aC∗KC; pT = aT∗KT; pL = aL∗KL; AHL = aA∗( kr / k f ) ;
199 pI = gA∗AHL/v3 ; pRA = pR ∗ aA/(1 + aA ) ;
200 mTO = VT∗NT∗C ∗ (1/(1+aLˆnL) + 1/ sigT ) / gmO;
201 mTQ = VRA∗NRA∗C ∗ (1/(1 + (KRA/pR∗(1+aA)/aA)ˆnRA) + 1/sigRA ) / gmQ;
202 mC = gC/epC ∗ pC; mL = gL/epL ∗ pL ; mI = gI / epI ∗ pI ;
203 va l s . ps = [pC pT pL pI AHL pRA ] ;
204 va l s .ms = [mC mTO mTQ mL mI ] ;
205

206 %%% bu i l d l i n e a r i z e d matrix
207 c1 = epC ; c3 = epTO; c5 = epL ;
208 c7 = epI ; c9 = kf ∗pR/(1 + aA ) ; c11 = epTQ;
209 a1 = gmO; a3 = gmO; a5 = gmO;
210 a2 = gC ; a4 = gT ; a6 = gL ;
211 a7 = gmQ; a8 = gI ; a9 = c9+gA ; a10 = kr ∗(1 + aA ) ; a11 = gmQ;
212

213 b2 = (VL∗NL∗C/KC)∗nC∗aCˆ(nC−1)/(1 + aCˆnC)ˆ2 ;
214 b4 = (VC∗NC∗C/KT)∗nT∗aTˆ(nT−1)/(1 + aTˆnT)ˆ2 ;
215 b42 = (VI∗NI∗C/KT)∗nT∗aTˆ(nT−1)/(1 + aTˆnT)ˆ2 ;
216 b6 = (VT∗NT∗C/KL)∗nL∗aLˆ(nL−1)/(1 + aLˆnL )ˆ2 ;
217 b10 = (VRA∗NRA∗C/pR)∗nRA∗(KRA/pR∗(1+aA)/aA)ˆnRA/ . . .
218 (1 + (KRA/pR∗(1+aA)/aA)ˆnRA)ˆ2 ∗ (1+aA)/aA ;
219

220 Ao = [−a1 0 0 −b4 0 0 ; . . .
221 c1 −a2 0 0 0 0 ; . . .
222 0 0 −a3 0 0 −b6 ; . . .
223 0 0 c3 −a4 0 0 ; . . .
224 0 −b2 0 0 −a5 0 ; . . .
225 0 0 0 0 c5 −a6 ] ;
226 Au = [0 0 0 0 0 ; . . .
227 0 0 0 0 0 ; . . .
228 0 0 0 0 0 ; . . .
229 0 0 0 0 c11 ; . . .
230 0 0 0 0 0 ; . . .
231 0 0 0 0 0 ] ;
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232 Al = [0 0 0 −b42 0 0 ; . . .
233 0 0 0 0 0 0 ; . . .
234 0 0 0 0 0 0 ; . . .
235 0 0 0 0 0 0 ; . . .
236 0 0 0 0 0 0 ] ;
237 Af = [−a7 0 0 0 0 ; . . .
238 c7 −a8 0 0 0 ; . . .
239 0 v3 −a9 a10 0 ; . . .
240 0 0 c9 −a10 0 ; . . .
241 0 0 0 b10 −a11 ] ;
242 A = [Ao Au; Al Af ] ;
243

244 %%% Di f f u s i on
245 D = zeros ( 1 1 ) ; D(9 , 9 ) = Dahl ∗(pi/L) ˆ2 ;
246

247 va l s .Ao = Ao ;
248 va l s .A = A;
249 va l s .AD = A−D;
250

251 XC = (VC∗NC∗C∗ epC/KC/gC)∗nC∗aCˆ(nC−1)/(1 + aCˆnC)ˆ2 ;
252 XT = (VT∗NT∗C∗epTO/KT/gT)∗nT∗aTˆ(nT−1)/(1 + aTˆnT)ˆ2 ;
253 XL = (VL∗NL∗C∗ epL/KL/gL)∗nL∗aLˆ(nL−1)/(1 + aLˆnL )ˆ2 ;
254 X = −nthroot (XC∗XT∗XL,3 ) /gmO;
255 fX = 3∗Xˆ2/(4+2∗X) ;
256 va l s . fX = fX ;
257

258 fb = c7∗v3∗ c9∗b10∗b42∗ c11 ;
259 va l s . fb = fb ;
260

261

262 i f (disp ˜= 0)
263 fpr intf (1 , ’%%%%%% Steady State Values %%%%%%\n ’ ) ;
264 fpr intf (1 , ’ aC = %1.4 f \ t \ t pC = %1.5g\ t \ t mC = %1.5g\n ’ ,aC ,pC,mC) ;
265 fpr intf (1 , ’ aT = %1.4 f \ t \ t pT = %1.5g\ t \tmTO = %1.5g\n ’ ,aT ,pT,mTO) ;
266 fpr intf (1 , ’ aL = %1.4 f \ t \ t pL = %1.5g\ t \ t mL = %1.5g\n ’ ,aL , pL ,mL) ;
267 fpr intf (1 , ’ \ t \ t \ t \ t \ t pI = %1.5g\ t mI = %1.5g\n ’ , pI ,mI ) ;
268 fpr intf (1 , ’ aA = %1.4 f \ t \tAHL = %1.5g\n ’ ,aA ,AHL) ;
269 fpr intf (1 , ’ aR = %1.4 f \ t \tpRA = %1.5g\tmTQ = %1.5g\n ’ ,aR ,pRA,mTQ) ;
270 fpr intf (1 , ’%%%%%% End Alphas %%%%%%\n\n ’ ) ;
271

272 fpr intf (1 , ’%%%%%% S t a b i l i t y Check %%%%%%\n ’ ) ;
273 fpr intf (1 , ’ X = %1.5g\n beta = %1.5g\n ’ ,X, beta ) ;
274 fpr intf (1 , ’ fb = %1.5g\n\n ’ , fb ) ;
275 fpr intf (1 , ’ maxEig rep = %1.5g\n ’ ,max( real ( eig (Ao ) ) ) ) ;
276 fpr intf (1 , ’ maxEig sys = %1.5g\n ’ ,max( real ( eig (A) ) ) ) ;
277 fpr intf (1 , ’ maxEig d i f f = %1.5g\n ’ ,max( real ( eig (A−D) ) ) ) ;
278 fpr intf (1 , ’%%%%%% End S t a b i l i t y Check %%%%%%\n\n ’ ) ;
279 end

280

281
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282

283 % sub func t i on f o r us ing f z e r o ( converge aL)
284 function d i f f = findAlphaT (aT , va l s )
285 % ex t r a c t cons tan t s
286 [ s igC sigT s igL s i g I sigRA ] = dea l ( va l s . s igmas ( 1 ) , va l s . s igmas ( 2 ) , . . .
287 va l s . s igmas ( 3 ) , va l s . s igmas ( 4 ) , va l s . s igmas ( 5 ) ) ;
288 [VC VT VL VI VRA] = dea l ( va l s . Vs ( 1 ) , va l s . Vs ( 2 ) , va l s . Vs ( 3 ) , . . .
289 va l s . Vs ( 4 ) , va l s . Vs ( 5 ) ) ;
290 [NC NT NL NI NRA] = dea l ( va l s . Ns ( 1 ) , va l s . Ns ( 2 ) , va l s . Ns ( 3 ) , . . .
291 va l s . Ns ( 4 ) , va l s . Ns ( 5 ) ) ;
292 [ nC nT nL nRA] = dea l ( va l s . ns ( 1 ) , va l s . ns ( 2 ) , va l s . ns ( 3 ) , v a l s . ns ( 4 ) ) ;
293 [BC BT BL BI BR] = dea l ( va l s . Bs ( 1 ) , va l s . Bs ( 2 ) , va l s . Bs ( 3 ) , . . .
294 va l s . Bs ( 4 ) , va l s . Bs ( 5 ) ) ;
295 C = va l s .C;
296 pR = va l s .pR ;
297

298 % so l v e f o r a lphas
299 aC = BC ∗ (1/(1+aTˆnT) + 1/ sigC ) ;
300 aA = BI ∗ (1/(1+aTˆnT) + 1/ s i g I ) ;
301 aL = BL ∗ (1/(1+aCˆnC) + 1/ s igL ) ;
302 aR = aT/BR / (1/(1+(KRA/pR∗(1+aA)/aA)ˆnRA) + 1/sigRA ) − 1 ;
303

304 % r e c a l c u l a t e and compare ( use VT ins t ead o f aT to guarantee aR ˜= −1)
305 VT2 = aR/(1 + aR) ∗ aT / (1/(1 + aLˆnL) + 1/ sigT ) / BT ∗ VT;
306 d i f f = VT − VT2;
307 end

308 end

A.3 Analysis Code - Extract Parameters

1 % ex t r a c t q o s c .m
2 % ex t r a c t cons tan t s from qosc
3 [ gC gT gL gI gA gmO gmQ] = dea l ( va l s . gammas (1 ) , va l s . gammas (2 ) , . . .
4 va l s . gammas (3 ) , va l s . gammas (4 ) , va l s . gammas (5 ) , va l s . gammas (6 ) , va l s . gammas ( 7 ) ) ;
5 [ epC epTO epTQ epL epI ] = dea l ( va l s . eps ( 1 ) , v a l s . eps ( 2 ) , v a l s . eps ( 3 ) , . . .
6 va l s . eps ( 4 ) , v a l s . eps ( 5 ) ) ;
7 [KC KT KL KRA Kf Kr ] = dea l ( va l s . Ks ( 1 ) , va l s . Ks ( 2 ) , va l s . Ks ( 3 ) , . . .
8 va l s . Ks ( 4 ) , va l s . Ks ( 5 ) , va l s . Ks ( 6 ) ) ;
9 [ s igC sigT s igL s i g I sigRA ] = dea l ( va l s . s igmas ( 1 ) , va l s . s igmas ( 2 ) , . . .

10 va l s . s igmas ( 3 ) , va l s . s igmas ( 4 ) , va l s . s igmas ( 5 ) ) ;
11 [VC VT VL VI VRA] = dea l ( va l s . Vs ( 1 ) , va l s . Vs ( 2 ) , va l s . Vs ( 3 ) , va l s . Vs ( 4 ) , . . .
12 va l s . Vs ( 5 ) ) ;
13 [NC NT NL NI NRA] = dea l ( va l s . Ns ( 1 ) , va l s . Ns ( 2 ) , va l s . Ns ( 3 ) , va l s . Ns ( 4 ) , . . .
14 va l s . Ns ( 5 ) ) ;
15 [ nC nT nL nRA] = dea l ( va l s . ns ( 1 ) , va l s . ns ( 2 ) , va l s . ns ( 3 ) , va l s . ns ( 4 ) ) ;
16 [ aC aT aL aA aR ] = dea l ( va l s . a lphas ( 1 ) , va l s . a lphas ( 2 ) , va l s . a lphas ( 3 ) , . . .
17 va l s . a lphas ( 4 ) , va l s . a lphas ( 5 ) ) ;
18 [ pC pT pL pI AHL pRA] = dea l ( va l s . ps ( 1 ) , va l s . ps ( 2 ) , va l s . ps ( 3 ) , . . .
19 va l s . ps ( 4 ) , va l s . ps ( 5 ) , va l s . ps ( 6 ) ) ;
20 [mC mTO mTQ mL mI ] = dea l ( va l s .ms ( 1 ) , va l s .ms ( 2 ) , va l s .ms ( 3 ) , . . .
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21 va l s .ms ( 4 ) , va l s .ms ( 5 ) ) ;
22 [BC BT BL BI BR] = dea l ( va l s . Bs ( 1 ) , va l s . Bs ( 2 ) , va l s . Bs ( 3 ) , va l s . Bs ( 4 ) , . . .
23 va l s . Bs ( 5 ) ) ;
24

25 v3 = va l s . v3 ;
26 pR = va l s .pR ;
27 Dahl = va l s .D;
28 C = va l s .C;
29 beta = va l s . beta ;
30 Ao = va l s .Ao ;
31 A = va l s .A;
32 AD = va l s .AD;
33

34 fX = va l s . fX ;
35 fb = va l s . fb ;

A.4 PDE Code - MATLAB Simulation Script

1 % run qosc pde .m
2 % Run f u l l system on a l i n e o f c e l l s
3

4 %%% SIMULATION PARAMETERS
5 N = 100 ; % Number o f g r i d po in t in s p a t i a l d i r e c t i o n
6 L = 100e−6; % s p a t i a l domain : [ 0 ,L ]
7 d = 1 ; % with d i f f u s i o n (1) or wi thou t (0)
8

9 % a 1 u (1) + b 1 u ’ ( 1 ) = c 1
10 % a N u(−1) + b N u’(−1) = c N
11 % bc = boundary cond i t i on matrix = [ a 1 b 1 c 1 ; a N b N c N ]
12 bc = [0 1 0 ; 0 1 0 ] ;
13 [ yvecT ,D2T,D1T, phip , phim ] = cheb2bc (N, bc ) ;
14

15 %%% s p a t i a l coord ina te xvecT \ in [ 0 ,L ]
16 xvecT = (L/2)∗ ( yvecT + 1 ) ;
17

18 %%% import parameter l i s t
19 global gC gT gL gmO gmQ gI gA
20 global epTO epTQ epC epL epI
21 global KC KT KL KRA kf kr
22 global s igC sigT s igL s i g I sigRA
23 global VC VT VL VI VRA
24 global NC NT NL NI NRA
25 global nC nT nL nRA
26 global C v3 pR Dahl
27 params1
28

29 %%% ca l c u l a t e expec ted s t eady s t a t e f o r i n i t i a l c ond i t i on s
30 [ aC aT aL aA aR ] = s t eady s t a t e ( ) ;
31 pC = aC∗KC; pT = aT∗KT; pL = aL∗KL; AHL = aA∗( kr / k f ) ; pI = gA∗AHL/v3 ;
32 mTO = VT∗NT∗C ∗ (1/(1+aLˆnL) + 1/ sigT ) / gmO;
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33 mTQ = VRA∗NRA∗C ∗ (1/(1 + (KRA/pR∗(1+aA)/aA)ˆnRA) + 1/sigRA ) / gmQ;
34 mC = gC/epC ∗ pC; mL = gL/epL ∗ pL ; mI = gI / epI ∗ pI ;
35 pRA = pR ∗ AHL/( kr / k f + AHL) ;
36

37 %%% i n i t i a l cond i t i on
38 s s v a l s = [mC pC mTO pT mL pL mI pI AHL pRA mTQ] . ’ ;
39 i c = 2 ;
40 k = 3 ; % wave number in i n t i a l cond i t i on
41 i = 2 ;
42 switch ( i c )
43 case 1 % cos ine in a l l s p e c i e s
44 temp = ones (N, 1 ) + 1/3∗cos ( k∗pi∗xvecT/L ) ;
45 x0 = kron ( s s va l s , temp ) ;
46 case 2 % cos ine in s p e c i e s i
47 x0 = kron ( s s va l s , ones (N, 1 ) ) ;
48 x0 ( ( i −1)∗N+1: i ∗N) = s s v a l s ( i )∗ (1 + 1/3∗cos ( k∗pi∗xvecT/L ) ) ;
49 case 3 % random noise in a l l s p e c i e s
50 x0 = (randn(11∗N,1)−0.5)/10 + 1 ;
51 x0 = x0 .∗ kron ( s s va l s , ones (N, 1 ) ) ;
52 case 4
53 k = 0 ;
54 x0 = kron ( s s va l s , ones (N, 1 ) ) ;
55 x0 ( ( i −1)∗N+1: i ∗N) = s s v a l s ( i ) ∗ 1 . 5 ;
56 end

57

58

59 %%% simu la t i on i n t e r v a l
60 Tspan = 0 : 3 : 3 0∗3600 ;
61 i = 1 ; % which s p e c i e s to d i s p l a y
62 t1 = 3600/3∗5+1;
63

64 opt ions = odese t ( ’ RelTol ’ ,1 e−9, ’ AbsTol ’ ,1 e−10);
65

66 t ic

67 [T,Y] = ode15s ( @qosc pde , Tspan , x0 , opt ions , L ,N,D2T) ;
68 T = T/3600; % conver t to hours
69 toc

70

71

72 names={ ’m C ’ , ’ p C ’ , ’m T O ’ , ’ p T ’ , ’m L ’ , ’ p L ’ , . . .
73 ’ m I ’ , ’ p I ’ , ’AHL’ , ’ p R A ’ , ’m T Q ’ } ;
74 s p e c i e s = { ’mC’ , ’pC ’ , ’mTO’ , ’pT ’ , ’mL’ , ’pL ’ , ’mI ’ , ’ pI ’ , ’A ’ , ’pRA ’ , ’mTQ’ } ;
75 i f (Dahl == 0)
76 dlab = 0 ;
77 else

78 dlab = −round( log10 (Dahl ) ) ;
79 end

80

81 t s t a r t = 0 ; % i n i t i a l d i s p l a y time
82 sv = 1 ; % save p l o t ?
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83 dx = 10 ; % time s k i p (don ’ t need to d i s p l a y every time po in t )
84

85 t1 = find (T>=ts t a r t , 1 ) ;
86 %for i = 1 : l e n g t h (names ) % show a l l
87 for i = 4 :4 % show s e l e c t e d
88 f igure ( ’ Po s i t i on ’ , [ 100 100 280 210 ] ) % r e s i z e f i g u r e
89 imagesc (T( t1 : end ) , xvecT ,Y( t1 : dx : end , ( i −1)∗N+1: i ∗N) . ’ )
90 set (gca , ’YDir ’ , ’ normal ’ )
91 xlabel ( ’ time ( hr ) ’ )
92 ylabel ( ’ s p a t i a l p o s i t i o n ’ )
93 t i t l e ( names{ i })
94 colorbar

95

96 i f ( sv )
97 set ( gcf , ’ PaperPositionMode ’ , ’ auto ’ ) ;
98 print ( ’−depsc ’ , ’− t i f f ’ , ’−r300 ’ , sprintf ( ’ images /mat−k%i−d%i−%s ’ , . . .
99 k , dlab , s p e c i e s { i } ) )

100 end

101 end

A.5 PDE Code - Equations

1 % for use in run qosc packed
2 function xdot = qosc pde ( t , x , L ,N,D2T)
3 %%% import parameter l i s t
4 global gC gT gL gmO gmQ gI gA
5 global epTO epTQ epC epL epI
6 global KC KT KL KRA kf kr
7 global s igC sigT s igL s i g I sigRA
8 global VC VT VL VI VRA
9 global NC NT NL NI NRA

10 global nC nT nL nRA
11 global C v3 pR Dahl
12

13 %%% STATES: [mC pC mTO pT mL pL mI pI A pRA mTQ]
14 xdot = zeros (11∗N, 1 ) ;
15 idx = c e l l ( 1 1 , 1 ) ;
16 for i = 1 :11
17 idx { i } = 1+( i −1)∗N: i ∗N;
18 end

19

20

21 %%% DIFFERENTIAL EQUATIONS
22 xdot ( idx {1}) = VC∗NC∗C∗ (1 ./(1+( x ( idx {4})/KT) . ˆnT)+1/ sigC ) −gmO∗x ( idx {1} ) ;
23 xdot ( idx {2}) = epC∗x ( idx {1}) − gC∗x ( idx {2} ) ;
24 xdot ( idx {3}) = VT∗NT∗C∗ (1 ./(1+( x ( idx {6})/KL) . ˆ nL)+1/ sigT ) −gmO∗x ( idx {3} ) ;
25 xdot ( idx {4}) = epTO∗x ( idx {3}) + epTQ∗x ( idx {11}) − gT∗x ( idx {4} ) ;
26 xdot ( idx {5}) = VL∗NL∗C∗ (1 ./(1+( x ( idx {2})/KC) . ˆnC)+1/ s igL ) −gmO∗x ( idx {5} ) ;
27 xdot ( idx {6}) = epL∗x ( idx {5}) − gL∗x ( idx {6} ) ;
28 xdot ( idx {7}) = VI∗NI∗C∗ (1 ./(1+( x ( idx {4})/KT) . ˆnT)+1/ s i g I ) −gmQ∗x ( idx {7} ) ;
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29 xdot ( idx {8}) = epI ∗x ( idx {7}) − gI ∗x ( idx {8} ) ;
30 xdot ( idx {9}) = v3∗x ( idx {8}) − kf ∗x ( idx {9} ) .∗ (pR−x ( idx {10} ) ) . . .
31 + kr∗x ( idx {10}) − gA∗x ( idx {9}) + (2/L)ˆ2∗Dahl∗D2T∗x ( idx {9} ) ;
32 xdot ( idx {10}) = kf ∗x ( idx {9} ) .∗ (pR−x ( idx {10} ) ) − kr∗x ( idx {10} ) ;
33 xdot ( idx {11}) = VRA∗NRA∗C∗ (1 ./(1+(KRA./ x ( idx {10} ) ) . ˆnRA)+1/sigRA ) . . .
34 − gmQ∗x ( idx {11} ) ;
35 end

A.6 PDE Code - Parameters List

1 % params1 .m
2 %%% PARAMETER LIST (PDE Simula t ions )
3 s c a l e = 1 ;
4 %%% Degradation Rates (1/ s )
5 gC = 2.89 e−4; gT = gC ; gL = gC ;
6 gI = 1.16 e−3; gA = 7.70 e−4;
7 gmO = 5.78 e−4; gmQ = 5.78 e−3;
8 %%% Eps i l ons
9 epC = 4.4702 e−4;

10 epTO = 2.2689 e−6;
11 epL = 2.1129 e−9;
12 epI = 2.6548 e−5;
13 epTQ = 6.2240 e−6;
14 %%% Dis soc i a t i on Constants (M)
15 KC = 2.5 e−8 ∗ s c a l e ;
16 KT = 1.786 e−10 ∗ s c a l e ;
17 KL = 1e−13 ∗ s c a l e ;
18 KRA = 1.5 e−9 ∗ s c a l e ;
19 kf = 1e9 / s c a l e ;
20 kr = 50 ;
21 %%% Leakage Rat ios (no un i t s )
22 s igC = 5050 ;
23 s igT = 620 ;
24 s igL = 131 ;
25 s i g I = sigC ;
26 sigRA = 167 ;
27 %%% Ve loc i t y Constants (1/ s )
28 VC = 0 . 3 ;
29 VT = 0 . 2 3 ;
30 VL = 0 . 0 6 ;
31 VI = VC;
32 VRA = 0 . 2 6 ;
33 %%% Copy Numbers ( range from 1.5 to 60) (was 1.5 b e f o r e )
34 NC = 5 ;
35 NT = 5 ;
36 NL = 5 ;
37 NI = 5 ;
38 NRA = 5 ;
39 %%% H i l l C o e f f i c i e n t s (no un i t s )
40 nC = 2 ;
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41 nT = 2 ;
42 nL = 2 ;
43 nRA = 2 ;
44 %%% other parameters
45 C = 1.5 e−9 ∗ s c a l e ; % M ( concen t ra t ion o f 1 molecu le in 1 c e l l )
46 v3 = 0 .267/20 ; % 1/ s
47 pR = 1e−8 ∗ s c a l e ; % M (1e−8 to 1e−6)
48 i f (d)
49 Dahl = 1.667 e−12; % mˆ2/ s ( wi th d i f f u s i o n )
50 else

51 Dahl = 0 ; % (w/o d i f f u s i o n )
52 end

A.7 PDE Code - Steady State Function

1 % s t e a d y s t a t e .m
2 function [ aC aT aL aA aR ] = s t eady s t a t e ( )
3 %%% import parameter l i s t
4 global gC gT gL gmO gmQ gI gA
5 global epTO epTQ epC epL epI
6 global KC KT KL KRA kf kr
7 global s igC sigT s igL s i g I sigRA
8 global VC VT VL VI VRA
9 global NC NT NL NI NRA

10 global nC nT nL nRA
11 global C v3 pR
12

13

14 %%% so l v e f o r a lphas numer i c a l l l y
15 i n i t = 10 ;
16 aT = fzero (@(aT) findAlphaT (aT) , i n i t ) ;
17 aC = (VC∗NC∗C) ∗ ( epC/gC/gmO)/KC ∗ (1/(1+aTˆnT) + 1/ sigC ) ;
18 aA = (VI∗NI∗C) ∗ ( v3/gA)∗ ( epI / gI /gmQ)/( kr / k f ) ∗ (1/(1+aTˆnT) + 1/ s i g I ) ;
19 aL = (VL∗NL∗C) ∗ ( epL/gL/gmO)/KL ∗ (1/(1+aCˆnC) + 1/ s igL ) ;
20 aR = aT/(epTQ/gT/gmQ/KT)/(VRA∗NRA∗C) / (1/(1+(KRA/pR∗(1+aA)/aA)ˆnRA) . . .
21 + 1/sigRA ) − 1 ;
22

23

24 % sub func t i on f o r us ing f z e r o ( converge aL)
25 function d i f f = findAlphaT (aT , va l s )
26 % so l v e f o r a lphas
27 aC = (VC∗NC∗C) ∗ ( epC/gC/gmO)/KC ∗ (1/(1+aTˆnT) + 1/ sigC ) ;
28 aA = (VI∗NI∗C) ∗ ( v3/gA)∗ ( epI / gI /gmQ)/( kr / k f )∗(1/(1+aTˆnT) + 1/ s i g I ) ;
29 aL = (VL∗NL∗C) ∗ ( epL/gL/gmO)/KL ∗ (1/(1+aCˆnC) + 1/ s igL ) ;
30 aR = aT/(epTQ/gT/gmQ/KT)/(VRA∗NRA∗C)/(1/(1+(KRA/pR∗(1+aA)/aA)ˆnRA) . . .
31 + 1/sigRA ) − 1 ;
32

33 % r e c a l c u l a t e and compare ( use VT ins t ead o f aT to guarantee aR ˜= −1)
34 VT2 = aR/(1 + aR) ∗ aT/(1/(1 + aLˆnL) + 1/ sigT ) / (epTO/gT/gmO/KT) . . .
35 / (NT∗C) ;
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36 d i f f = VT − VT2;
37 end

38

39 end

A.8 SSC Code - Simulation Reaction File

1 d i f f u s i o n A(R#) at ADiff
2

3 −− TetR d imer i za t i on
4 rxn x:T (d#) y:T (d#) at TDimOn −> x . d # y . d
5 rxn T(d#1,p#) T(d#1,p#) at TDimOff −> break 1
6

7 −− c I d imer i za t i on
8 rxn x:C (d#) y:C (d#) at CDimOn −> x . d # y . d
9 rxn C(d#1,p#) C(d#1,p#) at CDimOff −> break 1

10

11 −− LacI d imer i za t i on
12 rxn x:L (d#) y:L (d#) at LDimOn −> x . d # y . d
13 rxn L(d#1,p#) L(d#1,p#) at LDimOff −> break 1
14

15 −− AHL format ion and binding
16 rxn y : I at I c −> new A
17 rxn x:R (AHL#) y:A (R#) at AROn −> x .AHL # y .R
18 rxn R(AHL#1,d#) A(R#1) at AROff −> break 1
19

20 −− LuxR d imer i za t i on ( only with AHL bound )
21 rxn x:R (AHL#1,d#) A(R#1) y:R (AHL#2,d#) A(R#2) at RDimOn −> x . d # y . d
22 rxn R(AHL#1,d#3,p#) A(R#1) R(AHL#2,d#3,p#) A(R#2) at RDimOff −> break 3
23

24 −− a c t i v e promoters
25 rxn PrTO( op1#,op2#) at PrTMax −> new mC
26 rxn PrC( op1#,op2#) at PrCMax −> new mL
27 rxn PrL( op1#,op2#) at PrLMax −> new mTO
28 rxn PrTQ( op1#,op2#) at PrTMax −> new mI
29 rxn PrRA( op1# , op2# ) at PrRAAct −> new mTQ
30

31 −− l e ak i ng promoters
32 rxn PrTO at PrTLeak −> new mC
33 rxn PrC at PrCLeak −> new mL
34 rxn PrL at PrLLeak −> new mTO
35 rxn PrTQ at PrTLeak −> new mI
36 rxn PrRA at PrRALeak −> new mTQ
37

38 −− binding promoters
39 rxn x:PrTO( op1#,op2#) y:T (p#,d#1) z:T (p#,d#1) at TOn −>
40 x . op1 # y . p
41 x . op2 # z . p
42 rxn x:PrC ( op1#,op2#) y:C (p#,d#1) z:C (p#,d#1) at COn −>
43 x . op1 # y . p
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44 x . op2 # z . p
45 rxn x:PrL ( op1#,op2#) y:L (p#,d#1) z :L (p#,d#1) at LOn −>
46 x . op1 # y . p
47 x . op2 # z . p
48 rxn x:PrTQ( op1#,op2#) y:T (p#,d#1) z:T (p#,d#1) at TOn −>
49 x . op1 # y . p
50 x . op2 # z . p
51 rxn x:PrRA( op1#,op2#) y:R (p#,d#1) z:R (p#,d#1) at RAOn −>
52 x . op1 # y . p
53 x . op2 # z . p
54

55 −− unbinding promoters
56 rxn PrTO( op1#1,op2#2) T(p#1) T(p#2) at TOff −> break 1 ; break 2
57 rxn PrC( op1#1,op2#2) C(p#1) C(p#2) at COff −> break 1 ; break 2
58 rxn PrL( op1#1,op2#2) L(p#1) L(p#2) at LOff −> break 1 ; break 2
59 rxn PrTQ( op1#1,op2#2) T(p#1) T(p#2) at TOff −> break 1 ; break 2
60 rxn PrRA( op1#1,op2#2) R(p#1) R(p#2) at RAOff −> break 1 ; break 2
61

62 −− pro t e in degradat ion
63 rxn x:T (d#,p#) at pDeg −> des t roy x
64 rxn x:C (d#,p#) at pDeg −> des t roy x
65 rxn x:L (d#,p#) at pDeg −> des t roy x
66 rxn x : I at IDeg −> des t roy x
67

68 −− mRNA degradat ion
69 rxn x:mTO at mODeg −> des t roy x
70 rxn x:mC at mODeg −> des t roy x
71 rxn x:mL at mODeg −> des t roy x
72 rxn x:mTQ at mQDeg −> des t roy x
73 rxn x:mI at mQDeg −> des t roy x
74

75 −− AHL degradat ion
76 rxn x:A (R#) at ADeg −> des t roy x
77

78 −− t r a n s l a t i o n
79 rxn x:mTO at eTO −> new T
80 rxn x:mC at eC −> new C
81 rxn x:mL at eL −> new L
82 rxn x:mTQ at eTQ −> new T; new F
83 rxn x:mI at e I −> new I
84

85 −− FP degradat ion
86 rxn x:F at FDeg −> des t roy x

A.9 SSC Code - Simulation Parameter File

1 TStart = 28
2 CStart = 28
3 LStart = 28
4
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5 mTStart = 44
6 mCStart = 88
7 mLStart = 44
8

9 PrStart = 4
10

11 TDimOn = 100
12 CDimOn = 100
13 LDimOn = 100
14 TDimOff = 500
15 CDimOff = 500
16 LDimOff = 500
17 TOn = 100
18 COn = 100
19 LOn = 100
20 TOff = 500
21 COff = 500
22 LOff = 500
23 PrTMax = 2
24 PrCMax = 2
25 PrLMax = 2
26 PrTLeak = 0.002
27 PrCLeak = 0.002
28 PrLLeak = 0.002
29 pDeg = 0.0028881
30 mDeg = 0.0057762
31 eT = 9.2683 e−4
32 eC = 1.8537 e−3
33 eL = 1.8537 e−3
34

35

36

37 I S t a r t = 12
38 AStart = 20
39 RStart = 12
40

41 mTOStart = 44
42 mTQStart = 4
43 mIStart = 4
44

45 RDimOn = 100
46 RDimOff = 4500
47 AROn = 100
48 AROff = 1000
49 RAOn = 100
50 RAOff = 4500
51 PrRAAct = 2
52 PrRALeak = 0.002
53 mODeg = 0.0057762
54 mQDeg = 0.057762



APPENDIX A. SAMPLE CODE 144

55 ADeg = 0.057762
56 IDeg = 0.057762
57 eTO = 9.2683 e−4
58 eTQ = 9.2683 e−3
59 e I = 1.5230 e−1
60

61 I c = 0 .1
62 ADiff = 16 .67

A.10 SSC Code - SSC Simulation Script

1 #!/ bin / bash
2

3 # Run wi th in sims f o l d e r
4 #
5 # Takes a con f i g u r a t i on f i l e f o r a s u i t e o f s imu la t ions ,
6 # 1) S t a r t s wi th $RXNFILE ( s p e c i f i e d in c on f i gF i l e )
7 # 2) I n i t i a l cond i t i on s e t by createCosLine . p l
8 # 4) Submits j ob through the PBS schedu l e r
9 #

10 # Assumes the command ssc i s l o c a t e d w i th in your PATH va r i a b l e
11

12 i f [ ”$1” = ”” ] ; then

13 echo ” startCosSims <c on f i gF i l e>”
14 exit 0
15 f i

16

17 CONFIG=$PWD/$1
18 source $CONFIG
19

20 echo ”Running with c on f i gu r a t i on from $CONFIG”
21 echo ” Se t t i ng up con f i gu r a t i on s e t $SIMNAME fo r $FOLDER”
22

23

24 echo ”Creat ing SSC binary . . . ”
25 RXN=$SSCBIN−$SIMNAME
26 cp $SSCBIN . rxn $RXN. rxn
27 $BIN/ createCosLine . p l $SPACE $CELLS $IC $WAVE >> $RXN. rxn
28 s s c $RXN. rxn
29 mv $RXN. rxn $FOLDER/ .
30 mv $RXN $FOLDER/ .
31 echo ”done”
32

33

34 echo −n ”Copying parameter s e t . . . ”
35 cp params $FOLDER/params−$SIMNAME. c f g
36 echo ”done”
37

38

39 echo ”Submitting s imu la t i on s . . . ”
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40 EXE=$BASEDIR/$FOLDER/$RXN
41 cd $FOLDER
42 $BIN/ submitJobs $CONFIG $EXE
43 echo ”done”

A.11 SSC Code - Config File

1 # i d e n t i f y t h i s s imu la t i on
2 FOLDER=”qosc ”
3 SIMNAME=”12−15−s ”
4

5 # fi l ename o f the compi led SSC binary to use f o r t h i s s imu la t i on
6 SSCBIN=”qosc−s ”
7

8 # BASEDIR conta ins t h i s c on f i g f i l e , j ob . base f i l e , and params f i l e
9 BASEDIR=”/work/ j h s i a / ssc−j h s i a ”

10

11 # leng t h o f s imu la t i on in HOURS
12 HOURS=30
13

14 # output va l u e s once every SAMPLE seconds
15 SAMPLE=15
16

17 # parameters f o r cos ine i n i t i a l c ond i t i on s
18 SPACE=0
19 CELLS=100
20 IC=88
21 WAVE=4
22

23 # use PBS batch job s chedu l e r ? s e t to ” yes ” or ”no”
24 # shou ld always be yes when us ing Psi c l u s t e r
25 # shou ld be no when running on your own p r i v a t e s e r v e r
26 PBS=”yes ”
27

28 # conta ins the d i r e c t o r y wi th the r equ i r ed s c r i p t s
29 BIN=”/work/ j h s i a / ssc−j h s i a / bin ”

A.12 SSC Code - Generate Initial Condition

1 #!/ usr / b in / p e r l −w
2

3 # crea t e s the geometry o f a l i n e o f c e l l s f o r the SSC compi ler and en fo r ce s
4 # an i n i t i a l s i g n a l cos waveform across the l i n e o f c e l l s
5 # the C l e v e l s range from 0 to the maxA parameter
6

7 use warnings ;
8 use s t r i c t ;
9

10 i f ($#ARGV < 3) {
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11 die ” createCosLine . p l <spacing> <c e l l s > <maxA> <wave #>\n” ;
12 }
13

14 my $spac ing = abs ( int ($ARGV[ 0 ] ) ) ;
15 my $ c e l l s = abs ( int ($ARGV[ 1 ] ) ) ;
16 my $maxA = abs ( int ($ARGV[ 2 ] ) ) ;
17 my $wave = abs ( int ($ARGV[ 3 ] ) ) ;
18

19 sub tabs {
20 my $T = sh i f t (@ ) ;
21 my $out = ”” ;
22 for (my $ i =0; $ i < $T ; $ i++) {
23 $out .= ” ” ;
24 }
25 return $out ;
26 }
27

28 sub d e fC e l l s {
29 my ( $spacing , $ c e l l s , $named , $tabs ) = @ ;
30

31 my $extra = $named ne ”” ;
32 for (my $x=0; $x < $ c e l l s ; $x++) {
33 my $mx = ( $x+1)∗( $spac ing+1)−1;
34 i f ( $extra ) {
35 print tabs ( $tabs ) . ” r eg i on ” . $named . ” ” . ”$x\n” ;
36 }
37 print tabs ( $tabs+$extra ) . ”move $mx 0 0\n” ;
38 print tabs ( $tabs+$extra +1). ”box width 1 he ight 1 depth 1\n” ;
39 }
40 return ;
41 }
42

43 sub i n i t i a lCond {
44 my ( $ c e l l s , $named) = @ ;
45

46 for (my $x=0; $x < $ c e l l s ; $x++) {
47 my $d = int ( ( cos ( $wave ∗3.1416∗ $x/ $ c e l l s )+1)∗$maxA/2 ) ;
48 print ”new T at TStart in $named” . ” ” . $x . ”\n” ;
49 print ”new C at CStart in $named” . ” ” . $x . ”\n” ;
50 print ”new L at LStart in $named” . ” ” . $x . ”\n” ;
51 print ”new I at I S t a r t in $named” . ” ” . $x . ”\n” ;
52 print ”new A at AStart in $named” . ” ” . $x . ”\n” ;
53 print ”new R at RStart in $named” . ” ” . $x . ”\n” ;
54 print ”new mTO at mTOStart in $named” . ” ” . $x . ”\n” ;
55 print ”new mC at $d in $named” . ” ” . $x . ”\n” ;
56 print ”new mL at mLStart in $named” . ” ” . $x . ”\n” ;
57 print ”new mTQ at mTQStart in $named” . ” ” . $x . ”\n” ;
58 print ”new mI at mIStart in $named” . ” ” . $x . ”\n” ;
59 print ”new PrTO at PrStart in $named” . ” ” . $x . ”\n” ;
60 print ”new PrC at PrStart in $named” . ” ” . $x . ”\n” ;
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61 print ”new PrL at PrStart in $named” . ” ” . $x . ”\n” ;
62 print ”new PrTQ at PrStart in $named” . ” ” . $x . ”\n” ;
63 print ”new PrRA at PrStart in $named” . ” ” . $x . ”\n” ;
64 print ” record T(d#,p#) in $named” . ” ” . $x . ”\n” ;
65 print ” record L(d#,p#) in $named” . ” ” . $x . ”\n” ;
66 print ” record C(d#,p#) in $named” . ” ” . $x . ”\n” ;
67 print ” record I in $named” . ” ” . $x . ”\n” ;
68 print ” record A(R#) in $named” . ” ” . $x . ”\n” ;
69 print ” record mTO in $named” . ” ” . $x . ”\n” ;
70 print ” record mC in $named” . ” ” . $x . ”\n” ;
71 print ” record mL in $named” . ” ” . $x . ”\n” ;
72 print ” record mTQ in $named” . ” ” . $x . ”\n” ;
73 print ” record mI in $named” . ” ” . $x . ”\n” ;
74 }
75 return ;
76 }
77

78 my $maxDem = ( $spac ing +1)∗( $ c e l l s +1)−1;
79 my $maxDemDiv2 = $maxDem/2−0.5;
80

81 d e fC e l l s ( $spacing , $ c e l l s , ” Ce l l ” , 0 ) ;
82 print ” r eg i on External \n” ;
83 print ” d i f f \n” ;
84 print ” move $maxDemDiv2 0 0\n” ;
85 print ” box width $maxDem he ight 1 depth 1\n” ;
86 print ” union\n” ;
87 d e fC e l l s ( $spacing , $ c e l l s , ”” , 3 ) ;
88 print ”subvolume edge 1\n” ;
89 print ”\n\n” ;
90 i n i t i a lCond ( $ c e l l s , ” Ce l l ” ) ;
91 exit ( 0 ) ;

A.13 SSC Code - Submit Jobs

1 #!/ bin / bash
2

3 # s t a r t s s imu la t i on s running .
4 # i f us ing PBS, i t w i l l s e tup the job f i l e s and submit them
5 # i f not us ing PBS the j o b s are a l l s t a r t e d at the same time and sen t to the
6 # background
7

8 source $1
9 EXE=$2

10

11 # conver t HOURS to seconds . . . .
12 DURATION=‘echo ”$HOURS∗60∗60” | bc ‘
13

14 # minimum time s t ep t ha t we can use to approximate t=0
15 MINSTEP=”1e−100”
16
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17 i f [ ”$PBS” == ”yes ” ] ; then

18 JOBFILE=job−$SIMNAME
19 cp $BASEDIR/ job . base $PWD/$JOBFILE
20 echo ”#PBS −N $FOLDER−$SIMNAME” >> $PWD/$JOBFILE
21 echo ”$EXE −c $PWD/params−$SIMNAME. c f g −e $MINSTEP −t $MINSTEP > \
22 $PWD/data−$SIMNAME. txt ; \
23 $EXE −c $PWD/params−$SIMNAME. c f g −e $DURATION −t $SAMPLE >> \
24 $PWD/data−$SIMNAME. txt ” >> $PWD/$JOBFILE
25 qsub $PWD/$JOBFILE
26 else

27 $EXE −c $PWD/params−$SIMNAME. c f g −e $MINSTEP −t $MINSTEP> \
28 $PWD/data−$SIMNAME. txt
29 $EXE −c $PWD/params−$SIMNAME. c f g −e $DURATION −t $SAMPLE>> \
30 $PWD/data−$SIMNAME. txt&
31 f i

A.14 SSC Code - Base Batch Job File

1 #!/ bin / sh
2 ### Declare myprogram non−re runab l e
3 #PBS −r n
4

5 ### Uncomment to send emai l when the job i s completed :
6 #PBS −m ae
7 #PBS −M jhs ia@eecs . b e r k e l e y . edu
8

9 ### Opt i ona l l y s p e c i f i y d e s t i n a t i o n s f o r your myprogram ’ s output
10 ### Spec i f y l o c a l h o s t and an NFS f i l e s y s t em to prevent f i l e copy e r ro r s .
11 #PBS −e l o c a l h o s t :/ work/ j h s i a / ssc−j h s i a /sim . err
12 #PBS −o l o c a l h o s t :/ work/ j h s i a / ssc−j h s i a /sim . l o g
13

14 ### Set the queue to ” batch ” , the on ly a v a i l a b l e queue .
15 #PBS −q batch
16

17 ### Spec i f y the number o f cpus f o r your job . This example w i l l run on 16 cpus
18 ### using 8 nodes wi th 2 proce s s e s per node .
19 ### You MUST s p e c i f y some number o f nodes or Torque w i l l f a i l to load ba lance .
20 #PBS − l nodes=1
21

22 ### You shou ld t e l l PBS how much memory you expec t your job w i l l use .
23 ### e . g . mem=1g or mem=1024m
24 #PBS − l mem=250m
25

26 ### You can ove r r i d e the d e f a u l t 1 hour rea l−world time l im i t .
27 ### Usage : − l wa l l t ime=HH:MM: SS
28 ### Jobs on the pu b l i c c l u s t e r s are cu r r en t l y l im i t e d to 10 days wa l l t ime .
29 #PBS − l wa l l t ime =200:00:00
30 #PBS − l cput =200:00:00
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A.15 SSC Code - Format SSC Output File

1 #!/ usr / b in / p e r l −w
2

3 # tab l e2ma t l a b . p l
4 # conver t s from SSC output to matlab input . Takes a parameter in the form
5 # ”# va r i a b l e name” . Wi l l t r y to t runca t e data i f necessary .
6

7 use warnings ;
8 use s t r i c t ;
9

10 my $pattern ;
11

12 i f ($#ARGV == −1) {
13 $pattern = ”# C” ;
14 } else {
15 $pattern = $ARGV[ 0 ] ;
16 }
17

18 my $ l1 = <STDIN>;
19 chomp( $ l 1 ) ;
20 my @head = sp l i t (/ / , $ l 1 ) ;
21 sh i f t (@head ) ; # remove time header
22 for (my $ i = 0 ; $ i <= $#head ; $ i++) {
23 i f ( $head [ $ i ] =˜ / $pattern /) {
24 $head [ $ i ] =˜ s / .∗ in C e l l // ;
25 } else {
26 $head [ $ i ] = −1;
27 }
28 }
29

30 my $count = 1 ;
31 print ” c l e a r X\n” ;
32 print ”X( $count , : ) = [ ” ;
33 my $ l = <STDIN>;
34 chomp( $ l ) ;
35 my @value = sp l i t (/ / , $ l ) ;
36 my $t = sh i f t ( @value ) ;
37 $t = $t /3600 ; # seconds to hours convers ion
38 print ” $t \ t ” ;
39 my $ c e l l s = $#value ;
40 for (my $ i = 0 ; $ i <= $#value ; $ i++) {
41 i f ( $head [ $ i ] != −1) {
42 print ” $value [ $ i ]\ t ” ;
43 }
44 }
45 print ” ] ; \ n” ;
46 $count++;
47

48 # remove b lank l i n e and second header row
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49 $ l = <STDIN>;
50 $ l = <STDIN>;
51

52

53 while ( $ l = <STDIN>) {
54 chomp( $ l ) ;
55 i f ( $ l eq ”” ) {next ;}
56 my @value = sp l i t (/ / , $ l ) ;
57 i f ($#value == $ c e l l s +1) {
58 print ”X( $count , : ) = [ ” ;
59 my $t = sh i f t ( @value ) ;
60 $t = $t /3600 ; # seconds to hours convers ion
61 print ” $t \ t ” ;
62 for (my $ i = 0 ; $ i <= $#value ; $ i++) {
63 i f ( $head [ $ i ] != −1) {
64 print ” $value [ $ i ]\ t ” ;
65 }
66 }
67 print ” ] ; \ n” ;
68 $count++;
69 }
70 }
71 print ”\n” ;
72

73 print ”T = X( : , 1 ) ; ” ;
74 print ”X = X( : , 2 : end ) ; ” ;
75

76 exit ( 0 ) ;

A.16 SSC Code - Read Output File into MATLAB

1 %%% Extrac t data f o r l i n e o f c e l l s imu la t i on s
2

3 f o l d e r = ’ qosc ’ ;
4 simname = ’03−08− low ’ ;
5 ovr = 0 ; % over r i d e opt ion f o r e x t r a c t d a t a
6

7 [mC t ] = ext rac tdata ( f o l d e r , ovr , simname , ’mC’ ) ;
8 [ pC t ] = ext rac tdata ( f o l d e r , ovr , simname , ’C ’ ) ;
9 [mTO t ] = ext rac tdata ( f o l d e r , ovr , simname , ’mTO’ ) ;

10 [ pT t ] = ext rac tdata ( f o l d e r , ovr , simname , ’T ’ ) ;
11 [mL t ] = ext rac tdata ( f o l d e r , ovr , simname , ’mL’ ) ;
12 [ pL t ] = ext rac tdata ( f o l d e r , ovr , simname , ’L ’ ) ;
13 [mI t ] = ext rac tdata ( f o l d e r , ovr , simname , ’mI ’ ) ;
14 [ pI t ] = ext rac tdata ( f o l d e r , ovr , simname , ’ I ’ ) ;
15 [A t ] = ext rac tdata ( f o l d e r , ovr , simname , ’A ’ ) ;
16 [mTQ t ] = ext rac tdata ( f o l d e r , ovr , simname , ’mTQ’ ) ;
17 [F t ] = ext rac tdata ( f o l d e r , ovr , simname , ’F ’ ) ;
18 [R t ] = ext rac tdata ( f o l d e r , ovr , simname , ’R ’ ) ;
19 [ PrRA1 t ] = ext rac tdata ( f o l d e r , ovr , simname , ’PrRA ’ ) ;
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20

21 % uneven data s e t p o s s i b l e , so t runca t e to s h o r t e s t l e n g t h
22 l = min ( [ length (mC) length (pC) length (mTO) length (pT) length (mL) . . .
23 length (pL) length (mI) length ( pI ) length (A) length (mTQ) length (F ) ] ) ;
24 t = t ( 1 : l ) ;
25 mC = mC(1 : l , : ) ; pC = pC( 1 : l , : ) ;
26 mTO = mTO(1 : l , : ) ; pT = pT( 1 : l , : ) ;
27 mL = mL( 1 : l , : ) ; pL = pL ( 1 : l , : ) ;
28 mI = mI ( 1 : l , : ) ; pI = pI ( 1 : l , : ) ;
29 A = A(1 : l , : ) ; mTQ = mTQ(1 : l , : ) ;
30 F = F( 1 : l , : ) ; R = R( 1 : l , : ) ;
31 PrRA1 = PrRA1 ( 1 : l , : ) ;
32

33 % s p l i t s p e c i e s f o r mu l t i p l e r e po r t e r s
34 t o t a l = 0 ; r e c = 0 ;
35 i f (˜ isempty (R) )
36 r e c = 1 ;
37 pR = R( : , 1 : 3 : end ) ;
38 pRA = R( : , 2 : 3 : end ) ;
39 pRA2 = R( : , 3 : 3 : end ) / 2 ;
40 end

41 i f ( s ize (pC, 2 ) > s ize (mC, 2 ) )
42 t o t a l = 1 ;
43 pCt = pC ( : , 2 : 2 : end ) ;
44 pC = pC ( : , 1 : 2 : end ) ;
45 pTt = pT ( : , 2 : 2 : end ) ;
46 pT = pT ( : , 1 : 2 : end ) ;
47 pLt = pL ( : , 2 : 2 : end ) ;
48 pL = pL ( : , 1 : 2 : end ) ;
49 At = A( : , 2 : 2 : end ) ;
50 A = A( : , 1 : 2 : end ) ;
51 end

52

53 beep
54

55 %% d i s p l a y e x t r a c t e d data
56 s p e c i e s = { ’mC’ , ’pC ’ , ’mTO’ , ’pT ’ , ’mL’ , ’pL ’ , ’mI ’ , ’ pI ’ , . . .
57 ’AHL’ , ’mTQ’ , ’F ’ , ’pR ’ , ’pRA ’ , ’pRA2 ’ , ’PrRA1 ’ } ;
58 N = s ize (mC, 2 ) ;
59 k = 0 ; % imprinted wave number
60 t s t a r t = 50 ;
61 sv = 1 ; % save image?
62

63 i f ( r e c )
64 e = 15 ;
65 else

66 e = 11 ;
67 end

68

69 C = 1.5 e−9;
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70 idx = find ( t>=ts t a r t , 1 ) ;
71 %for i = 1 : e % show a l l s p e c i e s
72 for i = [ 2 9 ] % show s e l e c t e d s p e c i e s
73 switch i
74 case 1
75 X = mC;
76 case 2
77 i f ( t o t a l )
78 X = pCt ;
79 else

80 X = pC;
81 end

82 case 3
83 X = mTO;
84 case 4
85 i f ( t o t a l )
86 X = pTt ;
87 else

88 X = pT;
89 end

90 case 5
91 X = mL;
92 case 6
93 i f ( t o t a l )
94 X = pLt ;
95 else

96 X = pL ;
97 end

98 case 7
99 X = mI ;

100 case 8
101 X = pI ;
102 case 9
103 i f ( t o t a l )
104 X = At ;
105 else

106 X = A;
107 end

108 case 10
109 X = mTQ;
110 case 11
111 X = F;
112 case 12
113 X = pR;
114 case 13
115 X = pRA;
116 case 14
117 X = pRA2;
118 case 15
119 X = PrRA1 ;
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120 end

121

122 i f (1 )
123 f igure ( ’ Po s i t i on ’ , [ 50∗ i 100 420 158 ] )
124 imagesc ( t , 1 :N,C∗X. ’ )
125 set (gca , ’YDir ’ , ’ normal ’ )
126 ylabel ( ’ s p a t i a l p o s i t i o n (\mum) ’ )
127 xlabel ( ’ time ( hr ) ’ )
128 zlabel ( s p e c i e s { i })
129 t i t l e ( sprintf ( ’SSC Simulat ion r e s u l t s f o r %s−%s , viewing %s ’ , . . .
130 f o l d e r , simname , s p e c i e s { i } ) )
131 colorbar

132

133 i f ( sv )
134 set ( gcf , ’ PaperPositionMode ’ , ’ auto ’ ) ;
135 print ( ’−depsc ’ , ’− t i f f ’ , ’−r300 ’ , . . .
136 sprintf ( ’ images/%s−%s−%s ’ , f o l d e r , simname , s p e c i e s { i } ) )
137 end

138 end

139 end

A.17 SSC Code - Read Output File Helper

1 % func t i on [X T] = ex t r a c t d a t a ( simname , spec i e s , s ca l e , a tc )
2 %
3 % Extrac t data from SSC−produced output f i l e s
4 % Uses DOS command to run PERL s c r i p t t a b l e2ma t l a b . p l
5 % Inputs :
6 % f o l d e r −
7 % ovr − ove r r i d e opt ion ( even i f f i l e e x i s t s )
8 % simname − ex t ens i on on data t e x t f i l e f o l d e r
9 % ( i . e . ’12−05 ’ f o r data−12−05. t x t )

10 % spe c i e s − { ’C’ , ’mC’ , ’T’ , ’mT’ , ’L ’ , ’mL’}
11 function [X T] = ext rac tdata ( f o l d e r , ovr , simname , s p e c i e s )
12 cu rd i r = cd ;
13 base = [ ’C:\ Users \ Jus t in \Documents\ ssc−j h s i a \ ’ f o l d e r ’ \ ’ ] ;
14

15 fname = strrep ( simname , ’− ’ , ’ ’ ) ;
16 o f i l e = [ ’ matlabdata\ ’ s p e c i e s ’ ’ fname ’ .m’ ] ;
17 i f i l e = [ ’ data− ’ simname ’ . txt ’ ] ;
18

19 % move to proper d i r e c t o r y
20 cd ( base )
21

22 % ex t r a c t data f i l e i f i t doesn ’ t e x i s t a l r eady
23 i f ( ovr | | ˜exist ( o f i l e , ’ f i l e ’ ) )
24 i f (˜ exist ( i f i l e , ’ f i l e ’ ) )
25 cd ( cu rd i r ) ;
26 error ( ’ ex t rac tdata : da taF i l e ’ , ’ Input data f i l e does not e x i s t ’ )
27 end
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28 dos ( [ ’ p e r l . . \ table2matlab3 . p l ”# ’ s p e c i e s ’ ” < ’ i f i l e ’> ’ o f i l e ] ) ;
29 fpr intf (1 , ’ \ nProcess ing f i l e %s . . . \ n ’ , i f i l e ) ;
30 end

31

32 % run s c r i p t to g e t v a r i a b l e s X and T
33 run ( [ base o f i l e ] ) ;
34 fpr intf (1 , ’ Loaded %s .\n ’ , s p e c i e s )
35

36 % return to o r i g i n a l d i r e c t o r y
37 cd ( cu rd i r ) ;
38 end

A.18 Discrete Cosine Transform Code

1 %% DCT of MATLAB s imu la t i on
2 i = 2 ;
3 t s t a r t = 15 ;
4 tend = 30 ;
5 sv = 0 ;
6

7 idx1 = find (T>=ts t a r t , 1 ) ;
8 idx2 = find (T>=tend , 1 ) ;
9 X = Y( : , ( i −1)∗N+1: i ∗N) ;

10 Z = dct (X( idx1 : idx2 , : ) . ’ ) ;
11 M = mean(abs (Z . ’ ) ) ;
12 drop = 1 ;
13

14 figure , hold on
15 stem( drop :N−1,M( drop+1:N) ) ;
16 i f ( k˜=0)
17 stem(k ,M(k+1) , ’ r ’ ) ;
18 end

19 hold o f f ;
20 xlabel ( ’wave number ’ ) ;
21 t i t l e ( sprintf ( ’DCT of %s s t a r t i n g from time %i hr to %i hr ’ , . . .
22 s p e c i e s { i } , t s t a r t , tend ) ) ;
23

24 i f ( sv )
25 set ( gcf , ’ PaperPositionMode ’ , ’ auto ’ ) ;
26 print ( ’−depsc ’ , ’− t i f f ’ , ’−r300 ’ , sprintf ( . . .
27 ’ images / ssc−k%i−d%i−%s−dct%i %i ’ , k , dlab , s p e c i e s { i } , t s t a r t , tend ) )
28 end

29

30

31 %% DCT of SSC s imu la t i on data ( s t o r ed in X) i gnor ing beg inn ing time samples
32 k = 6 ;
33 t s t a r t = 15 ;
34 idx = find (T>=ts t a r t , 1 ) ;
35 L = s ize (X, 2 ) ;
36
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37 Y = dct (X( idx : end , : ) . ’ ) ;
38 M = mean(abs (Y. ’ ) ) ;
39

40 drop = 1 ;
41 hold on ;
42 stem( drop : L−1,M( drop+1:L ) ) ;
43 stem(k ,M(k+1) , ’ r ’ ) ;
44 hold o f f ;
45 xlabel ( ’wave number ’ ) ;
46 t i t l e ( sprintf ( ’DCT of %s s t a r t i n g from time %i hr ’ , simname , t s t a r t ) ) ;

A.19 Excel Macro - Adjust Data

1 Sub SpectramaxDataRep ( )
2 ’
3 ’ SpectramaxData Macro
4 ’ Adjust data from Spectramax M2 with on ly OD and 1 RFP measurement .
5 ’ Use when p l a t e s d i f f e r e n t i a t e d by r e p l i c a t e ( a l l i nduc t i on s on each p l a t e ) .
6 ’
7 DateStr = ”2015−07−10”
8 DescStr = ”LS”
9 DestF i l e = DateStr & ”−” & DescStr & ” . xlsm”

10 Folder = ”C:\ Users \” & Environ$ ( ”UserName” ) & ”\Dropbox\JBEI\data\” &
11 DateStr & ”−” & DescStr
12 ChDir Folder

13

14 NumPlts = 2 ’ # o f d i f f e r e n t p l a t e t ype s
15 NumRows = 7 ’ # o f rows used on each p l a t e
16 NumReps = 6 ’ # o f r e p l i c a t e s o f each p l a t e type
17

18 RowNum = [{ ”pJH9−68” , ”pJH9−69” , ”pJH4−55” , ”pJH9−77” ,
19 ”pJH4−60” , ”pJH9−20” , ”BLANK” , ”” ;
20 ”pJH9−70” , ”pJH9−71” , ”pJH9−72” , ”pJH9−73” ,
21 ”pJH4−60” , ”pJH9−20” , ”BLANK” , ”” } ]
22 RowTxt = [{ ”ZFP1 sLS −sRNA” , ”ZFP1 sLS pJ23106” , ”ZFP1 sLS pJ23108” ,
23 ”ZFP1 sLS pJ23111” , ”pos ind ” , ”empty” , ”blank” , ”” ;
24 ”ZFP2 sLS −sRNA” , ”ZFP2 sLS pJ23106” , ”ZFP3 sLS −sRNA” ,
25 ”ZFP3 sLS pJ23106” , ”pos ind ” , ”empty” , ”blank” , ”” } ]
26 IndLvl = [{ ”40 mM” , ”10 mM” , ”5 mM” , ”1 mM” , ”500 uM” , ”200 uM” ,
27 ”100 uM” , ”50 uM” , ”20 uM” , ”10 uM” , ”5 uM” , ”no arab” } ]
28

29 For i = 1 To NumPlts
30

31 For j = 1 To NumReps
32

33 Filename = DateStr & ”−” & DescStr & ”−P” & i & ”−R” & j
34 Workbooks . OpenText Filename :=
35 Folder & ”\” & Filename & ” . txt ” ,
36 Orig in :=932 , StartRow :=1 , DataType:= xlDel imited ,
37 TextQua l i f i e r := xlDoubleQuote , Consecut iveDe l imi te r :=False ,
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38 Tab:=True , Semicolon :=False , Comma:=False , Space:=False ,
39 Other :=False , F i e l d I n f o :=Array (1 , 1 ) ,
40 TrailingMinusNumbers :=True
41

42 Sheets ( Filename ) . Select
43 Sheets ( Filename ) .Move After :=Workbooks (
44 DestF i l e ) . Sheets (NumReps ∗ ( i − 1) + j )
45

46 CurSheet = Act iveSheet .Name
47 Range ( ”A13” ) . ClearContents
48 Range ( ”A25” ) . ClearContents
49 Range ( ”G2 :W2” ) . Cut
50 Range ( ”H2” ) . Select
51 ActiveSheet . Paste
52 Appl i ca t ion . CutCopyMode = False
53 Range ( ”A” & (3 + NumRows ) ) . FormulaR1C1 = ” 0 .95 ”
54 Range ( ”C4 :N” & (4 + NumRows − 1 ) ) . Select
55 S e l e c t i o n . FormatConditions .Add Type:= xlCe l lValue ,
56 Operator := xlLess , Formula1 :=”=$A$” & (3 + NumRows)
57 S e l e c t i o n . FormatConditions ( S e l e c t i o n . FormatConditions . Count
58 ) . S e tF i r s tP r i o r i t y
59 With S e l e c t i o n . FormatConditions ( 1 ) . Font
60 . Color = −16383844
61 . TintAndShade = 0
62 End With
63 With S e l e c t i o n . FormatConditions ( 1 ) . I n t e r i o r
64 . PatternColorIndex = xlAutomatic
65 . Color = 13551615
66 . TintAndShade = 0
67 End With
68 S e l e c t i o n . FormatConditions ( 1 ) . StopI fTrue = False
69

70

71 ’ c a l c average BLANK OD ( assumes l a s t row i s BLANK)
72 Range ( ”H” & (4 + NumRows ) ) . Select
73 S e l e c t i o n . FormulaR1C1 = ”BLANK: ”
74 S e l e c t i o n . Font . Bold = True
75 S e l e c t i o n . Hor izontalAl ignment = xlRight
76 Range ( ” I ” & (4 + NumRows ) ) . Value = ”=AVERAGE(C” & (3 + NumRows)
77 & ” :N” & (3 + NumRows) & ” ) ”
78

79 ’ c a l c ad ju s t ed ODs
80 Range ( ”B26” ) . Select
81 S e l e c t i o n . FormulaR1C1 = ”OD Adj”
82 S e l e c t i o n . Font . Bold = True
83 Range ( ”C3 :N3” ) .Copy

84 Range ( ”C27” ) . Select
85 ActiveSheet . Paste
86 Range ( ”C28” ) . Value = ”=IF (C4>=$A$” & (3 + NumRows) &
87 ” ,C16/(C4−$I$ ” & (4 + NumRows) & ” ) , ”””” ) ”
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88 Range ( ”C28” ) .Copy

89 Range ( ”C28 :N” & (27 + NumRows ) ) . Select
90 ActiveSheet . Paste
91

92 ’ c a l c average EMPTY RFP Fluorescence (2nd to l a s t row i s EMPTY)
93 Range ( ”H” & (28 + NumRows ) ) . Select
94 S e l e c t i o n . FormulaR1C1 = ”EMPTY: ”
95 S e l e c t i o n . Font . Bold = True
96 S e l e c t i o n . Hor izontalAl ignment = xlRight
97 Range ( ” I ” & (28 + NumRows ) ) . Value = ”=AVERAGE(C” & (26 +
98 NumRows) & ” :N” & (26 + NumRows) & ” ) ”
99

100 ’ c a l c ad ju s t ed RFP numbers
101 Range ( ”B38” ) . Select
102 S e l e c t i o n . FormulaR1C1 = ”RFP BG Adj”
103 S e l e c t i o n . Font . Bold = True
104 Range ( ”C39 : N39” ) . Value = IndLvl
105 Range ( ”C39 : N39” ) . Font . Bold = True
106 Range ( ”C39 : N39” ) . Hor izontalAl ignment = xlCenter
107 For k = 1 To NumRows
108 Range ( ”A” & (39 + k ) ) . Value = RowNum( i , k )
109 Range ( ”A” & (39 + k ) ) . Font . Bold = True
110 Range ( ”B” & (39 + k ) ) . Value = RowTxt( i , k )
111 Next

112 Range ( ”C40” ) . Value = ”=IF (C4>=$A$” & (3 + NumRows) & ” ,C28−$I$ ”
113 & (28 + NumRows) & ” , ”””” ) ”
114 Range ( ”C40” ) .Copy

115 Range ( ”C40 :N” & (39 + NumRows ) ) . Select
116 ActiveSheet . Paste
117 With S e l e c t i o n
118 . Borders ( x lEdgeLeft ) . L ineSty l e = xlContinuous
119 . Borders ( xlEdgeRight ) . L ineSty l e = xlContinuous
120 . Borders ( xlEdgeBottom ) . L ineSty l e = xlContinuous
121 . Borders ( xlEdgeTop ) . L ineSty l e = xlContinuous
122 End With
123

124 Appl i ca t ion . CutCopyMode = False
125 ActiveSheet .Name = Right ( CurSheet , 5)
126 Next

127 Next

128

129 End Sub

A.20 Excel Macro - Aggregate Replicates

1 Sub TFDataRep ( )
2 ’
3 ’ TFData Macro
4 ’ Generate data shee t f o r Transfer Functions f o r SpectraMax M2 data .
5 ’ Use when p l a t e s d i f f e r e n t i a t e d by r e p l i c a t e ( a l l i nduc t i on s on each p l a t e ) .
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6 ’
7 Dim i As In t eg e r
8 Dim C As String

9

10 NumPlts = 2 ’ # o f d i f f e r e n t p l a t e t ype s
11 NumRows = 7 ’ # o f rows used on each p l a t e
12 NumReps = 6 ’ # o f r e p l i c a t e s o f each p l a t e type
13 hrow = 39 ’ header row fo r ad ju s t ed data
14

15 Sheets .Add.Name = ”TFs”
16 ActiveSheet .Move

17 Before :=ActiveWorkbook . Sheets (1 )
18

19 ’ Header l i n e f o r induc t i on l e v e l s
20 Sheets ( ”P1−R1” ) . Select
21 Range ( ”C” & hrow & ” :N” & hrow ) .Copy

22 Sheets ( ”TFs” ) . Select
23 Range ( ”B1” ) . Select
24 ActiveSheet . Paste
25 Range ( ”P1” ) . Select
26 ActiveSheet . Paste
27 Range ( ”AC1” ) . Value = ”Ind Fold”
28 Range ( ”AC1” ) . Font . Bold = True
29 Range ( ”AC1” ) . Hor izontalAl ignment = xlCenter
30 Rows( ”1” ) . Select
31 With S e l e c t i o n . Borders ( xlEdgeBottom )
32 . L ineSty l e = xlContinuous
33 . Weight = xlThin
34 End With
35

36 ’ Copy over va l u e s from other s h e e t s
37 For i = 1 To NumPlts
38

39 For j = 1 To NumRows − 2 ’ i gnore BLANK and EMPTY rows
40

41 Sheets ( ”P” & i & ”−R1” ) . Select
42 txt1 = Range ( ”A” & (hrow + j ) ) . Value
43 txt2 = Range ( ”B” & (hrow + j ) ) . Value
44 Sheets ( ”TFs” ) . Select
45 For k = 1 To NumReps
46 Row = (NumRows − 2) ∗ NumReps ∗ ( i − 1) +
47 NumReps ∗ ( j − 1) + 1 + k
48 Range ( ”A” & Row) . Value = txt1 & ” R” & k
49 Range ( ”B” & Row & ” :M” & Row) . Value = ”=INDEX( ’P” & i &
50 ”−R” & k & ” ’ ! ” & (hrow + j ) & ” : ” & (hrow + j ) &
51 ” ,1 ,COLUMN()+1)”
52 Next

53

54 Row = (NumRows − 2) ∗ NumReps ∗ ( i − 1) + NumReps ∗ ( j − 1)
55 + 1 + Appl i ca t ion . Ce i l i n g (NumReps / 2 , 1)
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56 Range ( ”O” & (Row − 1 ) ) . Value = txt1 & ” AVG”
57 Range ( ”O” & Row) . Value = txt2
58 Range ( ”O” & (Row + 1 ) ) . Value = txt1 & ” STD ERR”
59 Range ( ”AC” & Row) . Value = ”=AA” & Row & ”/P” & Row
60

61 up = Appl i ca t ion . Floor (NumReps / 2 , 1)
62 dn = Appl i ca t ion . Floor ( (NumReps − 1) / 2 , 1)
63

64 Range ( ”P” & Row) . Value = ”=AVERAGE(B” & (Row − dn) & ” :B” &
65 (Row + up) & ” ) ”
66 Range ( ”P” & (Row + 1 ) ) . Value = ”=STDEV.P(B” & (Row − dn) & ” :B”
67 & (Row + up) & ” )/SQRT(COUNTA(B” & (Row − dn) & ” :B” &
68 (Row + up) & ” ) ) ”
69

70 Range ( ”P” & Row & ” :P” & (Row + 1 ) ) .Copy

71 Range ( ”Q” & Row & ” :AA” & Row) . Select
72 ActiveSheet . Paste
73

74 Rows ( (NumRows − 2) ∗ NumReps ∗ ( i − 1) + NumReps ∗ j + 1 ) . Select
75 With S e l e c t i o n . Borders ( xlEdgeBottom )
76 . L ineSty l e = xlContinuous
77 . ColorIndex = 0
78 . TintAndShade = 0
79 . Weight = xlThin
80 End With
81

82 Next

83

84 Next

85

86 Appl i ca t ion . CutCopyMode = False
87

88 Columns ( ”A” ) . Font . Bold = True
89 Columns ( ”O” ) . Font . Bold = True
90 Columns ( ”O” ) . Hor izontalAl ignment = xlRight
91 Columns ( ”A” ) . EntireColumn . AutoFit
92

93 End Sub
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Appendix B

Full SSC Simulation Results

Simulation result plots are split into two figures on the following two pages.
Apologies for the excessive white space. . .
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Figure B.1: Stochastic simulation results for Parameter Set 2 in line of cells with diffusion.
Here dAHL = 1.667× 10−12m2/s. Concentrations (colorbar) given in molecules per cell. All
species set to steady state values rounded to nearest molecule. Stochasticity causes growing
oscillations that eventually exhibit patterning. First five of the ten species are shown here.
See Figure B.2 for the rest.
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Figure B.2: Stochastic simulation results for Parameter Set 2 in line of cells with diffusion.
Here dAHL = 1.667× 10−12m2/s. Concentrations (colorbar) given in molecules per cell. All
species set to steady state values rounded to nearest molecule. Stochasticity causes growing
oscillations that eventually exhibit patterning. Last five of the ten species are shown here.
See Figure B.1 for the rest.
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Appendix C

Selected Sequence Info

C.1 Inv Plasmid 1: precursor (pJH4-21)

LOCUS pJH4−21 5116 bp DNA c i r c u l a r
DEFINITION

pWH29−77 operons moved onto Kan/p15a with sRNA binding s i t e
int roduced .

pBAD zfp−16−59, RBS AGGAGGAA, sense LS
pAraC araC
pRPL−83 op−16−59 mCherry

FEATURES Locat ion / Qua l i f i e r s
CDS complement ( 1524 . . 2 402 )

/gene=”araC”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 5 87 . . 1 3 8 1 )
/gene=”KanR”
/note=” encodes npt I I ( aka AphA, neoR ) , kan and neo re ”

r e p o r i g i n complement ( 4 770 . . 3 6 5 )
/gene=”p15a”

CDS 3932 . . 4636
/gene=”mCherry”
/ codon s ta r t=”0”

CDS 3017 . . 3553
/gene=”ZFP16−59”
/ codon s ta r t=”0”

terminator 456 . . 5 61
/gene=”term T0”

terminator 4658 . . 4756
/gene=”term rrnD T1”

CDS 2901 . . 2996
/gene=”repC mini c i s t r o n ”
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/ codon s ta r t=”0”
m i s c f e a tu r e 2714 . . 2804

/gene=” sense LS”
promoter 3869 . . 3903

/gene=”RPL−83”
promoter complement ( 2553 . . 2 581 )

/gene=”pAraC”
promoter 2678 . . 2705

/gene=”pBAD”
mi s c f e a tu r e 3904 . . 3931

/gene=”Bujard 5’−UTR”
mi s c f e a tu r e 3851 . . 3868

/gene=”ZFP−3 binding s i t e ”
m i s c f e a tu r e 2632 . . 2645

/gene=”CAP s i t e ”
m i s c f e a tu r e 3003 . . 3010

/gene=”ZFP RBS”
terminator 3578 . . 3657

/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3666 . . 3706
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1356 a 1330 c 1211 g 1219 t
ORIGIN

1 tcag t t c cgg gtaggcagt t cgc tccaagc tggac tg ta t gcacgaaccc c c c g t t c ag t
61 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggaa agacatgcaa

121 aagcaccact ggcagcagcc ac tgg taa t t gatt tagagg ag t t a g t c t t gaagtcatgc
181 gccggttaag gctaaactga aaggacaagt t t t g g t g a c t g cg c t c c t c c aagccagtta
241 c c t c gg t t c a aagagttggt agctcagaga acc t tcgaaa aaccgccc tg caaggcggtt
301 t t t t c g t t t t cagagcaaga gat tacgcgc agaccaaaac gatctcaaga aga t c a t c t t
361 at taatcaga t aaaa t a t t t c t aga t t t c a g tgcaa t t t a t c t c t t c a aa tg tagcac c t
421 gaagtcagcc ccatacgata t aag t t g t t a c t ag t g c t t g ga t t c t c a c c aataaaaaac
481 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
541 t c ta t caaca ggagtccaag cgagc t c t cg aaccccagag t c c cgc t cag aagaactcgt
601 caagaaggcg atagaaggcg atgcgctgcg aatcgggagc ggcgataccg taaagcacga
661 ggaagcggtc agccca t t cg ccgccaagct c t t cagcaa t atcacgggta gccaacgcta
721 t g t c c t ga t a gcggtccgcc acacccagcc ggccacagtc gatgaatcca gaaaagcggc
781 c a t t t t c c a c ca t ga t a t t c ggcaagcagg catcgcca tg ggtcacgacg agatcc t cgc
841 cgtcgggcat gcgcgcc t tg agcctggcga acagt tcggc tggcgcgagc c c c t ga t g c t
901 c t t c g t c c ag a t ca t c c tga tcgacaagac cgg c t t c c a t ccgagtacgt gc t cgc t cga
961 t g c ga t g t t t cgc t tgg tgg tcgaatgggc aggtagccgg atcaagcgta tgcagccgcc

1021 gca t tg ca t c agccatgatg g a t a c t t t c t cggcaggagc aaggtgagat gacaggagat
1081 cc tgccccgg ca c t t c g c c c aatagcagcc ag t c c c t t c c cgc t t cag tg acaacgtcga
1141 gcacagctgc gcaaggaacg cccg t cg tgg ccagccacga tagccgcgc t g c c t c g t c c t
1201 g cag t t c a t t cagggcaccg gacaggtcgg tc t tgacaaa aagaaccggg cgcccc tgcg
1261 ctgacagccg gaacacggcg gcatcagagc agccgat tg t c t g t t g t g c c cagtcatagc
1321 cgaatagcc t c t c cacccaa gcggccggag aacc tgcgtg caa t c c a t c t t g t t c aa t c a
1381 tgcgaaacga t c c t c a t c c t g t c t c t t g a t cagatcatga t c c c c t g cg c ca t cagatcc
1441 ttggcggcaa gaaagccatc c a g t t t a c t t tgcagggc t t c c caac c t t a ccagagggcg
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1501 ccccagctgg caat t c cgac g t c t t a t ga c aacttgacgg c t a c a t c a t t c a c t t t t t c t
1561 tcacaaccgg cacggaactc gc tcgggctg gccccggtgc a t t t t t t a a a tacccgcgag
1621 aaatagagtt gatcgtcaaa accaacat tg cgaccgacgg tggcgatagg catccgggtg
1681 gtgctcaaaa gcagc t t cgc c tggc tga ta c g t t g g t c c t cgcgccagct taagacgcta
1741 a t c c c t aa c t gctggcggaa aagatgtgac agacgcgacg gcgacaagca aacatgc tg t
1801 gcgacgctgg cgatatcaaa a t t g c t g t c t gccaggtgat cgc tga tg ta ctgacaagcc
1861 t cgcg tac c c ga t t a t c c a t cggtggatgg agcgactcgt t a a t c g c t t c catgcgccgc
1921 agtaacaat t gctcaagcag a t t t a t c g c c agcagctccg aatagcgccc t t c c c c t t g c
1981 ccggcgt taa t g a t t t g c c c aaacaggtcg ctgaaatgcg gctggtgcgc t t ca t c cggg
2041 cgaaagaacc c cg ta t t ggc aaatat tgac ggccagttaa gc ca t t ca tg ccagtaggcg
2101 cgcggacgaa agtaaaccca c tgg tgatac cat tcgcgag cc t ccggatg acgaccgtag
2161 tga tgaa t c t c t c c tggcgg gaacagcaaa ata t cacccg gtcggcaaac aaa t t c t c g t
2221 c c c t g a t t t t t ca c cac c c c ctgaccgcga atggtgagat tgagaatata a c c t t t c a t t
2281 cccagcggtc ggtcgataaa aaaatcgaga taaccg t tgg cc t caatcgg cg t taaaccc
2341 gccaccagat gggcattaaa cgagta t ccc ggcagcaggg ga t c a t t t t g cgc t t cagc c
2401 a t a c t t t t c a t a c t c c c g c c attcagagaa gaaaccaatt g t c c a t a t t g catcagacat
2461 t g c cg t c a c t g c g t c t t t t a c t g g c t c t t c t cgc taacca aaccggtaac c c c g c t t a t t
2521 aaaagcattc tgtaacaaag cgggaccaaa gccatgacaa aaacgcgtaa caaaagtgtc
2581 ta taa tcacg gcagaaaagt c caca t t ga t t a t t t g c a cg gcgtcacac t t t g c t a t g c c
2641 a t a g c a t t t t ta t c ca taag at tagcggat t c t a c c t ga c g c t t t t t a t c g caa c t c t c t
2701 a c t g t t t c t c cataaataaa aaggagtcgc t c t g t c c c t c gccaaagttg cagaacgaca
2761 tca t t caaag aaaaaaacac t g a g t t g t t t t t a t a a t c t t g t a t a t t t ag atat taaacg
2821 a t a t t t aaa t atacataaag a t a t a t a t t t gggtgagcga t t c c t t a aa c gaaattgaga
2881 t taaggagtc g c t c t t t t t t atgtataaaa acaatcatgc aaatca t t ca aa t ca t t t gg
2941 aaaatcacga t t t agacaa t t t t t c t a aaa ccggc tac t c taatagccgg t tg taaggat
3001 ctaggaggaa ggatc ta tgc tggaaccagg atc taaaccg tacaaatg t c cggaatgtgg
3061 t a aa t c c t t c t c c c g t t c t g a taa t c tgg t acgtcatcaa cg tac t caca c tggatc taa
3121 accgtacaaa tg t ccggaat gtggtaaatc c t t c t c c c g t t c t ga t aa t c tgg tacg tca
3181 t caacg tac t cacactggat c taaaccgta caaatgtccg gaatgtggta a a t c c t t c t c
3241 ccagcgtgc t catc tggaac gtcatcaacg t a c t c a ca c t ggatctaaac cgtacaaatg
3301 tccggaatg t ggtaaatcc t t c t c c c a a t c t t c c a a t c t g g t t c g t c a t c aacgtac tca
3361 cac tgga t c t aaaccgtaca aatgtccgga atgtggtaaa t c c t t c t c c c g t t c cga t ca
3421 t c t ga c t aa t catcaacgta c t cacac tgg atc taaaccg tacaaatg t c cggaatgtgg
3481 t a aa t c c t t c t c c c g t t c t g a taa t c tgg t acgtcatcaa cg tac t caca c tggatc taa
3541 aacc t c t t aa taaggatcca aactcgagta aggatc tcca ggcatcaaat aaaacgaaag
3601 gctcagtcga aagactgggc c t t t c g t t t t a t c t g t t g t t tg tcggtgaa c g c t c t c t a c
3661 tagagtcaca c tggc t cac c t tcgggtggg c c t t t c t g c g t t t a t a t aag taagtaagag
3721 ta tacg ta ta t cggc taa ta acgtat taag gcgc t t cggc g c c t t t t t t t atgggggtat
3781 t t t c a t c c c a atccacacg t ccaacgcaca gcaaacacca cg t cgac c c t atcagctgcg
3841 t g c t t t c t a t gagagggaag gagaggagtt gacaat taat ca t cggc t ca t a a c c t t t g t
3901 ggaacaattc attaaagagg agaaaggtac catgcgtaaa ggagaagaag ataacatggc
3961 ta t ca t t aaa gagt t ca tgc gc t t caaagt tcacatggag gg t t c t g t t a acggtcacga
4021 gt t cgagatc gaaggcgaag gcgagggccg tccg ta tgaa ggcacccaga ccgccaaact
4081 gaaagtgact aaaggcggcc c g c t g c c t t t tgcgtgggac atcc tgagcc cg caa t t t a t
4141 g t a cgg t t c t aaagcgtatg t taaacaccc agcggatatc ccggac ta t c tgaagc tg t c
4201 t t t t c c ggaa gg t t t caag t gggaacgcgt aa t gaa t t t t gaagatggtg gtg t cg tgac
4261 cgtcac t cag ga c t c c t c c c tgcaggatgg cgag t t ca t c ta taaagt ta aactgcgtgg
4321 t a c t a a t t t t c ca t c t ga tg gcccggtgat gcagaaaaag acgatgggt t gggaggcgtc
4381 tagcgaacgc a tg ta t ccgg aagatggtgc gctgaaaggc gaaattaaac agcgcctgaa
4441 actgaaagat ggcggccat t atgacgctga agtgaaaacc acgtacaaag ccaagaaacc
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4501 tg tgcagc tg cc tggcgcg t acaatgtgaa ta t t aaac tg gacatcacc t c t ca taa tga
4561 agat tatacg atcgtagagc aatatgagcg cgcggagggt c g t c a t t c t a ccggtggcat
4621 ggatgaacta tacaaataat aaggatctca ggtc t ca tga tgggaactgc cagacatcaa
4681 ataaaacaaa aggctcagtc ggaagactgg g c c t t t t g t t t t a t c t g t t g t t t g t c g g t g
4741 aacac t c t c c cgggcgctag ggtacgggtg a t a t a t t c c g c t t c c t c g c t cac tgac t cg
4801 c tacgc t cgg t c g t t c g a c t gcggcgagcg gaaatggct t acgaacgggg cggagat t t c
4861 ctggaagatg ccaggaagat acttaacagg gaagtgagag ggccgcggca aag c cg t t t t
4921 t c ca taggc t c c g c c c c c c t gacaagcatc acgaaatctg acgctcaaat cagtggtggc
4981 gaaacccgac aggactataa agataccagg c g t t t c c c c c tggcggc t cc c t c g t g cg c t
5041 c t c c t g t t c c t g c c t t t c g g t t t a c c gg t g t c a t t c c g c t g t ta tggccg c g t t t g t c t c
5101 a t t c cacgc c tgacac

//

C.2 Inv Plasmid 1: ZFP16-59, s04 (pJH7-17)

LOCUS pJH7−17 4853 bp DNA c i r c u l a r
DEFINITION

pJH5−57 with ZFP RBS changed to TCAGA.

pBAD zfp−16−59, RBS TCAGA, sense 04
pAraC araC
apFAB237 op−3 mCherry

FEATURES Locat ion / Qua l i f i e r s
CDS complement ( 1524 . . 2 402 )

/gene=”araC”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 5 87 . . 1 3 8 1 )
/gene=”KanR”
/note=” encodes npt I I ( aka AphA, neoR ) , kan and neo re ”

r e p o r i g i n complement ( 4 507 . . 3 6 5 )
/gene=”p15a”

CDS 3669 . . 4373
/gene=”mCherry”
/ codon s ta r t=”0”

CDS 2754 . . 3290
/gene=”ZFP16−59”
/ codon s ta r t=”0”

terminator 456 . . 5 61
/gene=”term T0”

terminator 4395 . . 4493
/gene=”term rrnD T1”

mi s c f e a tu r e 2714 . . 2749
/gene=” sense 04”

promoter 3606 . . 3640
/gene=”RPL−83”

promoter complement ( 2553 . . 2 581 )
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/gene=”pAraC”
promoter 2678 . . 2705

/gene=”pBAD”
mi s c f e a tu r e 3641 . . 3668

/gene=”Bujard 5’−UTR”
mi s c f e a tu r e 3588 . . 3605

/gene=”ZFP−3 binding s i t e ”
m i s c f e a tu r e 2632 . . 2645

/gene=”CAP s i t e ”
m i s c f e a tu r e 2729 . . 2733

/gene=”ZFP RBS”
terminator 3315 . . 3394

/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3403 . . 3443
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1261 a 1294 c 1167 g 1131 t
ORIGIN

1 tcag t t c cgg gtaggcagt t cgc tccaagc tggac tg ta t gcacgaaccc c c c g t t c ag t
61 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggaa agacatgcaa

121 aagcaccact ggcagcagcc ac tgg taa t t gatt tagagg ag t t a g t c t t gaagtcatgc
181 gccggttaag gctaaactga aaggacaagt t t t g g t g a c t g cg c t c c t c c aagccagtta
241 c c t c gg t t c a aagagttggt agctcagaga acc t tcgaaa aaccgccc tg caaggcggtt
301 t t t t c g t t t t cagagcaaga gat tacgcgc agaccaaaac gatctcaaga aga t c a t c t t
361 at taatcaga t aaaa t a t t t c t aga t t t c a g tgcaa t t t a t c t c t t c a aa tg tagcac c t
421 gaagtcagcc ccatacgata t aag t t g t t a c t ag t g c t t g ga t t c t c a c c aataaaaaac
481 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
541 t c ta t caaca ggagtccaag cgagc t c t cg aaccccagag t c c cgc t cag aagaactcgt
601 caagaaggcg atagaaggcg atgcgctgcg aatcgggagc ggcgataccg taaagcacga
661 ggaagcggtc agccca t t cg ccgccaagct c t t cagcaa t atcacgggta gccaacgcta
721 t g t c c t ga t a gcggtccgcc acacccagcc ggccacagtc gatgaatcca gaaaagcggc
781 c a t t t t c c a c ca t ga t a t t c ggcaagcagg catcgcca tg ggtcacgacg agatcc t cgc
841 cgtcgggcat gcgcgcc t tg agcctggcga acagt tcggc tggcgcgagc c c c t ga t g c t
901 c t t c g t c c ag a t ca t c c tga tcgacaagac cgg c t t c c a t ccgagtacgt gc t cgc t cga
961 t g c ga t g t t t cgc t tgg tgg tcgaatgggc aggtagccgg atcaagcgta tgcagccgcc

1021 gca t tg ca t c agccatgatg g a t a c t t t c t cggcaggagc aaggtgagat gacaggagat
1081 cc tgccccgg ca c t t c g c c c aatagcagcc ag t c c c t t c c cgc t t cag tg acaacgtcga
1141 gcacagctgc gcaaggaacg cccg t cg tgg ccagccacga tagccgcgc t g c c t c g t c c t
1201 g cag t t c a t t cagggcaccg gacaggtcgg tc t tgacaaa aagaaccggg cgcccc tgcg
1261 ctgacagccg gaacacggcg gcatcagagc agccgat tg t c t g t t g t g c c cagtcatagc
1321 cgaatagcc t c t c cacccaa gcggccggag aacc tgcgtg caa t c c a t c t t g t t c aa t c a
1381 tgcgaaacga t c c t c a t c c t g t c t c t t g a t cagatcatga t c c c c t g cg c ca t cagatcc
1441 ttggcggcaa gaaagccatc c a g t t t a c t t tgcagggc t t c c caac c t t a ccagagggcg
1501 ccccagctgg caat t c cgac g t c t t a t ga c aacttgacgg c t a c a t c a t t c a c t t t t t c t
1561 tcacaaccgg cacggaactc gc tcgggctg gccccggtgc a t t t t t t a a a tacccgcgag
1621 aaatagagtt gatcgtcaaa accaacat tg cgaccgacgg tggcgatagg catccgggtg
1681 gtgctcaaaa gcagc t t cgc c tggc tga ta c g t t g g t c c t cgcgccagct taagacgcta
1741 a t c c c t aa c t gctggcggaa aagatgtgac agacgcgacg gcgacaagca aacatgc tg t
1801 gcgacgctgg cgatatcaaa a t t g c t g t c t gccaggtgat cgc tga tg ta ctgacaagcc
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1861 t cgcg tac c c ga t t a t c c a t cggtggatgg agcgactcgt t a a t c g c t t c catgcgccgc
1921 agtaacaat t gctcaagcag a t t t a t c g c c agcagctccg aatagcgccc t t c c c c t t g c
1981 ccggcgt taa t g a t t t g c c c aaacaggtcg ctgaaatgcg gctggtgcgc t t ca t c cggg
2041 cgaaagaacc c cg ta t t ggc aaatat tgac ggccagttaa gc ca t t ca tg ccagtaggcg
2101 cgcggacgaa agtaaaccca c tgg tgatac cat tcgcgag cc t ccggatg acgaccgtag
2161 tga tgaa t c t c t c c tggcgg gaacagcaaa ata t cacccg gtcggcaaac aaa t t c t c g t
2221 c c c t g a t t t t t ca c cac c c c ctgaccgcga atggtgagat tgagaatata a c c t t t c a t t
2281 cccagcggtc ggtcgataaa aaaatcgaga taaccg t tgg cc t caatcgg cg t taaaccc
2341 gccaccagat gggcattaaa cgagta t ccc ggcagcaggg ga t c a t t t t g cgc t t cagc c
2401 a t a c t t t t c a t a c t c c c g c c attcagagaa gaaaccaatt g t c c a t a t t g catcagacat
2461 t g c cg t c a c t g c g t c t t t t a c t g g c t c t t c t cgc taacca aaccggtaac c c c g c t t a t t
2521 aaaagcattc tgtaacaaag cgggaccaaa gccatgacaa aaacgcgtaa caaaagtgtc
2581 ta taa tcacg gcagaaaagt c caca t t ga t t a t t t g c a cg gcgtcacac t t t g c t a t g c c
2641 a t a g c a t t t t ta t c ca taag at tagcggat t c t a c c t ga c g c t t t t t a t c g caa c t c t c t
2701 a c t g t t t c t c catgccaaaa atcaataatc agacaacaag atgtgcgaac t cgatgc tgg
2761 aaccaggatc taaaccgtac aaatgtccgg aatgtggtaa a t c c t t c t c c c g t t c t ga t a
2821 atc tgg tacg t ca t caacg t ac t cacac tg gatc taaacc gtacaaatgt ccggaatgtg
2881 g t aaa t c c t t c t c c c g t t c t gataatc tgg tacg t ca t ca acg tac t cac ac tggatc ta
2941 aaccgtacaa atgtccggaa tg tgg taaat c c t t c t c c c a gcg tgc t ca t c tggaacgtc
3001 atcaacgtac tcacactgga t c taaac cg t acaaatgtcc ggaatgtggt a aa t c c t t c t
3061 c c c aa t c t t c c aa t c t gg t t cg t ca t caac g tac t cacac tggatc taaa ccgtacaaat
3121 gtccggaatg tggtaaatcc t t c t c c c g t t c c ga t c a t c t gac taa tca t caacg tac t c
3181 acactggatc taaaccgtac aaatgtccgg aatgtggtaa a t c c t t c t c c c g t t c t ga t a
3241 atc tgg tacg t ca t caacg t ac t cacac tg gatctaaaac c t c t t aa t aa ggatccaaac
3301 tcgagtaagg atc t c caggc atcaaataaa acgaaaggct cagtcgaaag ac tgggc c t t
3361 t c g t t t t a t c t g t t g t t t g t cggtgaacgc t c t c t a c t a g agtcacactg g c t c a c c t t c
3421 gggtgggcct t t c t g c g t t t atataagtaa gtaagagtat acg ta ta t cg gctaataacg
3481 tat taaggcg c t t cggcgc c t t t t t t t a t g gggg t a t t t t ca t c c caa t c cacacgtcca
3541 acgcacagca aacaccacgt cgac c c ta t c agctgcgtgc t t t c t a t g ag agggaaggag
3601 aggagttgac aa t taa t ca t cggctcataa c c t t t g t gga a caa t t c a t t aaagaggaga
3661 aaggtaccat gcgtaaagga gaagaagata acatggc ta t cattaaagag t t c a t g c g c t
3721 tcaaagt t ca catggagggt t c t g t t aa cg gtcacgagt t cgagatcgaa ggcgaaggcg
3781 agggccgtcc gtatgaaggc acccagaccg ccaaactgaa agtgactaaa ggcggcccgc
3841 t g c c t t t t g c gtgggacatc c tgagcccgc aa t t t a t g t a cggt t c taaa gcg ta tg t t a
3901 aacacccagc ggatatcccg gac ta t c tga a g c t g t c t t t tccggaaggt t t caagtggg
3961 aacgcgtaat gaat t t tgaa gatggtggtg t cg tgac cg t cactcaggac t c c t c c c t g c
4021 aggatggcga g t t c a t c t a t aaagttaaac tgcg tggtac t a a t t t t c c a t c t ga tggc c
4081 cggtgatgca gaaaaagacg atgggttggg aggcgtctag cgaacgcatg tatccggaag
4141 atggtgcgc t gaaaggcgaa attaaacagc gcc tgaaact gaaagatggc ggcca t ta tg
4201 acgctgaagt gaaaaccacg tacaaagcca agaaacctgt gcagc tgcc t ggcgcgtaca
4261 atg tgaata t taaactggac a t c a c c t c t c ataatgaaga t t a t a cga t c gtagagcaat
4321 atgagcgcgc ggagggtcgt c a t t c t a c c g gtggcatgga tgaac ta tac aaataataag
4381 gatc t caggt c t ca tga tgg gaactgccag acatcaaata aaacaaaagg ctcagtcgga
4441 agactgggcc t t t t g t t t t a t c t g t t g t t t gtcggtgaac ac t c t c c cgg gcgctagggt
4501 acgggtgata t a t t c c g c t t c c t c g c t c a c tgac t cgc ta cgc t cggtcg t t cgac tgcg
4561 gcgagcggaa atggc t tacg aacggggcgg aga t t t c c t g gaagatgcca ggaagatact
4621 taacagggaa gtgagagggc cgcggcaaag c c g t t t t t c c ataggctccg c c c c c c tgac
4681 aagcatcacg aaatctgacg ctcaaatcag tggtggcgaa acccgacagg actataaaga
4741 taccaggcgt t t c c c c c t g g cgg c t c c c t c g t g cg c t c t c c t g t t c c t g c c t t t c g g t t t
4801 accggtgtca t t c c g c t g t t atggccgcgt t t g t c t c a t t ccacgcc tga cac
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//

C.3 Inv Plasmid 1: ZFP16-57, s05 (pJH9-56)

LOCUS pJH9−56 4853 bp DNA c i r c u l a r
DEFINITION

pJH9−54 with RBS changed to TC.

pBAD zfp−16−57, RBS TC, sense 05
pAraC araC
pBFRPL−69 op−18 mCherry

FEATURES Locat ion / Qua l i f i e r s
CDS complement ( 1524 . . 2 402 )

/gene=”araC”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 5 87 . . 1 3 8 1 )
/gene=”KanR”
/note=” encodes npt I I ( aka AphA, neoR ) , kan and neo re ”

r e p o r i g i n complement ( 4 507 . . 3 6 5 )
/gene=”p15a”

CDS 3669 . . 4373
/gene=”mCherry”
/ codon s ta r t=”0”

CDS 2754 . . 3290
/gene=”ZFP16−57”
/ codon s ta r t=”0”

terminator 456 . . 5 61
/gene=”term T0”

terminator 4395 . . 4493
/gene=”term rrnD T1”

mi s c f e a tu r e 2714 . . 2749
/gene=” sense 05”

promoter 3606 . . 3640
/gene=”RPL−69”

promoter complement ( 2553 . . 2 581 )
/gene=”pAraC”

promoter 2678 . . 2705
/gene=”pBAD”

mi s c f e a tu r e 3641 . . 3668
/gene=”Bujard 5’−UTR”

mi s c f e a tu r e 3588 . . 3605
/gene=”ZFP−18 binding s i t e ”

m i s c f e a tu r e 2632 . . 2645
/gene=”CAP s i t e ”

m i s c f e a tu r e 2729 . . 2730
/gene=”ZFP RBS”
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te rminator 3315 . . 3394
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3403 . . 3443
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1257 a 1293 c 1172 g 1131 t
ORIGIN

1 tcag t t c cgg gtaggcagt t cgc tccaagc tggac tg ta t gcacgaaccc c c c g t t c ag t
61 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggaa agacatgcaa

121 aagcaccact ggcagcagcc ac tgg taa t t gatt tagagg ag t t a g t c t t gaagtcatgc
181 gccggttaag gctaaactga aaggacaagt t t t g g t g a c t g cg c t c c t c c aagccagtta
241 c c t c gg t t c a aagagttggt agctcagaga acc t tcgaaa aaccgccc tg caaggcggtt
301 t t t t c g t t t t cagagcaaga gat tacgcgc agaccaaaac gatctcaaga aga t c a t c t t
361 at taatcaga t aaaa t a t t t c t aga t t t c a g tgcaa t t t a t c t c t t c a aa tg tagcac c t
421 gaagtcagcc ccatacgata t aag t t g t t a c t ag t g c t t g ga t t c t c a c c aataaaaaac
481 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
541 t c ta t caaca ggagtccaag cgagc t c t cg aaccccagag t c c cgc t cag aagaactcgt
601 caagaaggcg atagaaggcg atgcgctgcg aatcgggagc ggcgataccg taaagcacga
661 ggaagcggtc agccca t t cg ccgccaagct c t t cagcaa t atcacgggta gccaacgcta
721 t g t c c t ga t a gcggtccgcc acacccagcc ggccacagtc gatgaatcca gaaaagcggc
781 c a t t t t c c a c ca t ga t a t t c ggcaagcagg catcgcca tg ggtcacgacg agatcc t cgc
841 cgtcgggcat gcgcgcc t tg agcctggcga acagt tcggc tggcgcgagc c c c t ga t g c t
901 c t t c g t c c ag a t ca t c c tga tcgacaagac cgg c t t c c a t ccgagtacgt gc t cgc t cga
961 t g c ga t g t t t cgc t tgg tgg tcgaatgggc aggtagccgg atcaagcgta tgcagccgcc

1021 gca t tg ca t c agccatgatg g a t a c t t t c t cggcaggagc aaggtgagat gacaggagat
1081 cc tgccccgg ca c t t c g c c c aatagcagcc ag t c c c t t c c cgc t t cag tg acaacgtcga
1141 gcacagctgc gcaaggaacg cccg t cg tgg ccagccacga tagccgcgc t g c c t c g t c c t
1201 g cag t t c a t t cagggcaccg gacaggtcgg tc t tgacaaa aagaaccggg cgcccc tgcg
1261 ctgacagccg gaacacggcg gcatcagagc agccgat tg t c t g t t g t g c c cagtcatagc
1321 cgaatagcc t c t c cacccaa gcggccggag aacc tgcgtg caa t c c a t c t t g t t c aa t c a
1381 tgcgaaacga t c c t c a t c c t g t c t c t t g a t cagatcatga t c c c c t g cg c ca t cagatcc
1441 ttggcggcaa gaaagccatc c a g t t t a c t t tgcagggc t t c c caac c t t a ccagagggcg
1501 ccccagctgg caat t c cgac g t c t t a t ga c aacttgacgg c t a c a t c a t t c a c t t t t t c t
1561 tcacaaccgg cacggaactc gc tcgggctg gccccggtgc a t t t t t t a a a tacccgcgag
1621 aaatagagtt gatcgtcaaa accaacat tg cgaccgacgg tggcgatagg catccgggtg
1681 gtgctcaaaa gcagc t t cgc c tggc tga ta c g t t g g t c c t cgcgccagct taagacgcta
1741 a t c c c t aa c t gctggcggaa aagatgtgac agacgcgacg gcgacaagca aacatgc tg t
1801 gcgacgctgg cgatatcaaa a t t g c t g t c t gccaggtgat cgc tga tg ta ctgacaagcc
1861 t cgcg tac c c ga t t a t c c a t cggtggatgg agcgactcgt t a a t c g c t t c catgcgccgc
1921 agtaacaat t gctcaagcag a t t t a t c g c c agcagctccg aatagcgccc t t c c c c t t g c
1981 ccggcgt taa t g a t t t g c c c aaacaggtcg ctgaaatgcg gctggtgcgc t t ca t c cggg
2041 cgaaagaacc c cg ta t t ggc aaatat tgac ggccagttaa gc ca t t ca tg ccagtaggcg
2101 cgcggacgaa agtaaaccca c tgg tgatac cat tcgcgag cc t ccggatg acgaccgtag
2161 tga tgaa t c t c t c c tggcgg gaacagcaaa ata t cacccg gtcggcaaac aaa t t c t c g t
2221 c c c t g a t t t t t ca c cac c c c ctgaccgcga atggtgagat tgagaatata a c c t t t c a t t
2281 cccagcggtc ggtcgataaa aaaatcgaga taaccg t tgg cc t caatcgg cg t taaaccc
2341 gccaccagat gggcattaaa cgagta t ccc ggcagcaggg ga t c a t t t t g cgc t t cagc c
2401 a t a c t t t t c a t a c t c c c g c c attcagagaa gaaaccaatt g t c c a t a t t g catcagacat
2461 t g c cg t c a c t g c g t c t t t t a c t g g c t c t t c t cgc taacca aaccggtaac c c c g c t t a t t
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2521 aaaagcattc tgtaacaaag cgggaccaaa gccatgacaa aaacgcgtaa caaaagtgtc
2581 ta taa tcacg gcagaaaagt c caca t t ga t t a t t t g c a cg gcgtcacac t t t g c t a t g c c
2641 a t a g c a t t t t ta t c ca taag at tagcggat t c t a c c t ga c g c t t t t t a t c g caa c t c t c t
2701 a c t g t t t c t c catgcgtaaa atcaataatc agacaacaag atgtgcgaac t cgatgc tgg
2761 aaccaggatc taaaccgtac aaatgtccgg aatgtggtaa a t c c t t c t c c c g t t c t ga t a
2821 atc tgg tacg t ca t caacg t ac t cacac tg gatc taaacc gtacaaatgt ccggaatgtg
2881 g t aaa t c c t t c t c c cagcg t gc t ca t c t gg aacgtcatca acg tac t cac ac tggatc ta
2941 aaccgtacaa atgtccggaa tg tgg taaat c c t t c t c c c g c t c tga tgaa c tgg tacg t c
3001 atcaacgtac tcacactgga t c taaac cg t acaaatgtcc ggaatgtggt a aa t c c t t c t
3061 cccagaaatc t t c c c t g a t t gcccatcaac g tac t cacac tggatc taaa ccgtacaaat
3121 gtccggaatg tggtaaatcc t t c t c c c g t t c t ga t aa t c t gg tacg tca t caacg tac t c
3181 acactggatc taaaccgtac aaatgtccgg aatgtggtaa a t c c t t c t c c c g t t c t g a t c
3241 a t c tgac ta c t ca t caacg t ac t cacac tg gatctaaaac c t c t t aa t aa ggatccaaac
3301 tcgagtaagg atc t c caggc atcaaataaa acgaaaggct cagtcgaaag ac tgggc c t t
3361 t c g t t t t a t c t g t t g t t t g t cggtgaacgc t c t c t a c t a g agtcacactg g c t c a c c t t c
3421 gggtgggcct t t c t g c g t t t atataagtaa gtaagagtat acg ta ta t cg gctaataacg
3481 tat taaggcg c t t cggcgc c t t t t t t t a t g gggg t a t t t t ca t c c caa t c cacacgtcca
3541 acgcacagca aacaccacgt cgac c c ta t c agctgcgtgc t t t c t a t t g g gagatagtgg
3601 gagagttgac aa t taa t ca t cggctcgtag ggtatgtgga a caa t t c a t t aaagaggaga
3661 aaggtaccat gcgtaaagga gaagaagata acatggc ta t cattaaagag t t c a t g c g c t
3721 tcaaagt t ca catggagggt t c t g t t aa cg gtcacgagt t cgagatcgaa ggcgaaggcg
3781 agggccgtcc gtatgaaggc acccagaccg ccaaactgaa agtgactaaa ggcggcccgc
3841 t g c c t t t t g c gtgggacatc c tgagcccgc aa t t t a t g t a cggt t c taaa gcg ta tg t t a
3901 aacacccagc ggatatcccg gac ta t c tga a g c t g t c t t t tccggaaggt t t caagtggg
3961 aacgcgtaat gaat t t tgaa gatggtggtg t cg tgac cg t cactcaggac t c c t c c c t g c
4021 aggatggcga g t t c a t c t a t aaagttaaac tgcg tggtac t a a t t t t c c a t c t ga tggc c
4081 cggtgatgca gaaaaagacg atgggttggg aggcgtctag cgaacgcatg tatccggaag
4141 atggtgcgc t gaaaggcgaa attaaacagc gcc tgaaact gaaagatggc ggcca t ta tg
4201 acgctgaagt gaaaaccacg tacaaagcca agaaacctgt gcagc tgcc t ggcgcgtaca
4261 atg tgaata t taaactggac a t c a c c t c t c ataatgaaga t t a t a cga t c gtagagcaat
4321 atgagcgcgc ggagggtcgt c a t t c t a c c g gtggcatgga tgaac ta tac aaataataag
4381 gatc t caggt c t ca tga tgg gaactgccag acatcaaata aaacaaaagg ctcagtcgga
4441 agactgggcc t t t t g t t t t a t c t g t t g t t t gtcggtgaac ac t c t c c cgg gcgctagggt
4501 acgggtgata t a t t c c g c t t c c t c g c t c a c tgac t cgc ta cgc t cggtcg t t cgac tgcg
4561 gcgagcggaa atggc t tacg aacggggcgg aga t t t c c t g gaagatgcca ggaagatact
4621 taacagggaa gtgagagggc cgcggcaaag c c g t t t t t c c ataggctccg c c c c c c tgac
4681 aagcatcacg aaatctgacg ctcaaatcag tggtggcgaa acccgacagg actataaaga
4741 taccaggcgt t t c c c c c t g g cgg c t c c c t c g t g cg c t c t c c t g t t c c t g c c t t t c g g t t t
4801 accggtgtca t t c c g c t g t t atggccgcgt t t g t c t c a t t ccacgcc tga cac

//

C.4 Inv Plasmid 1: ZFP16-56, sLS (pJH4-64)

LOCUS pJH4−64 5116 bp DNA c i r c u l a r
DEFINITION

pJH4−40 with ZFP switched to ZFP 16−56 ( r e s p e c t i v e op−30).

pBAD zfp−16−56, RBS AAAGGATA, sense LS
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pAraC araC
pBFRPL−83 op−30 mCherry

FEATURES Locat ion / Qua l i f i e r s
CDS complement ( 1524 . . 2 402 )

/gene=”araC”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 5 87 . . 1 3 8 1 )
/gene=”KanR”
/note=” encodes npt I I ( aka AphA, neoR ) , kan and neo re ”

r e p o r i g i n complement ( 4 770 . . 3 6 5 )
/gene=”p15a”

CDS 3932 . . 4636
/gene=”mCherry”
/ codon s ta r t=”0”

CDS 3017 . . 3553
/gene=”ZFP16−56”
/ codon s ta r t=”0”

terminator 456 . . 5 61
/gene=”term T0”

terminator 4658 . . 4756
/gene=”term rrnD T1”

CDS 2901 . . 2996
/gene=”repC mini c i s t r o n ”
/ codon s ta r t=”0”

m i s c f e a tu r e 2714 . . 2804
/gene=” sense LS”

promoter 3869 . . 3903
/gene=”RPL−83”

promoter complement ( 2553 . . 2 581 )
/gene=”pAraC”

promoter 2678 . . 2705
/gene=”pBAD”

mi s c f e a tu r e 3904 . . 3931
/gene=”Bujard 5’−UTR”

mi s c f e a tu r e 3851 . . 3868
/gene=”ZFP−30 binding s i t e ”

m i s c f e a tu r e 2632 . . 2645
/gene=”CAP s i t e ”

m i s c f e a tu r e 3003 . . 3010
/gene=”ZFP RBS”

terminator 3578 . . 3657
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3666 . . 3706
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1365 a 1332 c 1201 g 1218 t
ORIGIN
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1 t cag t t c cgg gtaggcagt t cgc tccaagc tggac tg ta t gcacgaaccc c c c g t t c ag t
61 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggaa agacatgcaa

121 aagcaccact ggcagcagcc ac tgg taa t t gatt tagagg ag t t a g t c t t gaagtcatgc
181 gccggttaag gctaaactga aaggacaagt t t t g g t g a c t g cg c t c c t c c aagccagtta
241 c c t c gg t t c a aagagttggt agctcagaga acc t tcgaaa aaccgccc tg caaggcggtt
301 t t t t c g t t t t cagagcaaga gat tacgcgc agaccaaaac gatctcaaga aga t c a t c t t
361 at taatcaga t aaaa t a t t t c t aga t t t c a g tgcaa t t t a t c t c t t c a aa tg tagcac c t
421 gaagtcagcc ccatacgata t aag t t g t t a c t ag t g c t t g ga t t c t c a c c aataaaaaac
481 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
541 t c ta t caaca ggagtccaag cgagc t c t cg aaccccagag t c c cgc t cag aagaactcgt
601 caagaaggcg atagaaggcg atgcgctgcg aatcgggagc ggcgataccg taaagcacga
661 ggaagcggtc agccca t t cg ccgccaagct c t t cagcaa t atcacgggta gccaacgcta
721 t g t c c t ga t a gcggtccgcc acacccagcc ggccacagtc gatgaatcca gaaaagcggc
781 c a t t t t c c a c ca t ga t a t t c ggcaagcagg catcgcca tg ggtcacgacg agatcc t cgc
841 cgtcgggcat gcgcgcc t tg agcctggcga acagt tcggc tggcgcgagc c c c t ga t g c t
901 c t t c g t c c ag a t ca t c c tga tcgacaagac cgg c t t c c a t ccgagtacgt gc t cgc t cga
961 t g c ga t g t t t cgc t tgg tgg tcgaatgggc aggtagccgg atcaagcgta tgcagccgcc

1021 gca t tg ca t c agccatgatg g a t a c t t t c t cggcaggagc aaggtgagat gacaggagat
1081 cc tgccccgg ca c t t c g c c c aatagcagcc ag t c c c t t c c cgc t t cag tg acaacgtcga
1141 gcacagctgc gcaaggaacg cccg t cg tgg ccagccacga tagccgcgc t g c c t c g t c c t
1201 g cag t t c a t t cagggcaccg gacaggtcgg tc t tgacaaa aagaaccggg cgcccc tgcg
1261 ctgacagccg gaacacggcg gcatcagagc agccgat tg t c t g t t g t g c c cagtcatagc
1321 cgaatagcc t c t c cacccaa gcggccggag aacc tgcgtg caa t c c a t c t t g t t c aa t c a
1381 tgcgaaacga t c c t c a t c c t g t c t c t t g a t cagatcatga t c c c c t g cg c ca t cagatcc
1441 ttggcggcaa gaaagccatc c a g t t t a c t t tgcagggc t t c c caac c t t a ccagagggcg
1501 ccccagctgg caat t c cgac g t c t t a t ga c aacttgacgg c t a c a t c a t t c a c t t t t t c t
1561 tcacaaccgg cacggaactc gc tcgggctg gccccggtgc a t t t t t t a a a tacccgcgag
1621 aaatagagtt gatcgtcaaa accaacat tg cgaccgacgg tggcgatagg catccgggtg
1681 gtgctcaaaa gcagc t t cgc c tggc tga ta c g t t g g t c c t cgcgccagct taagacgcta
1741 a t c c c t aa c t gctggcggaa aagatgtgac agacgcgacg gcgacaagca aacatgc tg t
1801 gcgacgctgg cgatatcaaa a t t g c t g t c t gccaggtgat cgc tga tg ta ctgacaagcc
1861 t cgcg tac c c ga t t a t c c a t cggtggatgg agcgactcgt t a a t c g c t t c catgcgccgc
1921 agtaacaat t gctcaagcag a t t t a t c g c c agcagctccg aatagcgccc t t c c c c t t g c
1981 ccggcgt taa t g a t t t g c c c aaacaggtcg ctgaaatgcg gctggtgcgc t t ca t c cggg
2041 cgaaagaacc c cg ta t t ggc aaatat tgac ggccagttaa gc ca t t ca tg ccagtaggcg
2101 cgcggacgaa agtaaaccca c tgg tgatac cat tcgcgag cc t ccggatg acgaccgtag
2161 tga tgaa t c t c t c c tggcgg gaacagcaaa ata t cacccg gtcggcaaac aaa t t c t c g t
2221 c c c t g a t t t t t ca c cac c c c ctgaccgcga atggtgagat tgagaatata a c c t t t c a t t
2281 cccagcggtc ggtcgataaa aaaatcgaga taaccg t tgg cc t caatcgg cg t taaaccc
2341 gccaccagat gggcattaaa cgagta t ccc ggcagcaggg ga t c a t t t t g cgc t t cagc c
2401 a t a c t t t t c a t a c t c c c g c c attcagagaa gaaaccaatt g t c c a t a t t g catcagacat
2461 t g c cg t c a c t g c g t c t t t t a c t g g c t c t t c t cgc taacca aaccggtaac c c c g c t t a t t
2521 aaaagcattc tgtaacaaag cgggaccaaa gccatgacaa aaacgcgtaa caaaagtgtc
2581 ta taa tcacg gcagaaaagt c caca t t ga t t a t t t g c a cg gcgtcacac t t t g c t a t g c c
2641 a t a g c a t t t t ta t c ca taag at tagcggat t c t a c c t ga c g c t t t t t a t c g caa c t c t c t
2701 a c t g t t t c t c cataaataaa aaggagtcgc t c t g t c c c t c gccaaagttg cagaacgaca
2761 tca t t caaag aaaaaaacac t g a g t t g t t t t t a t a a t c t t g t a t a t t t ag atat taaacg
2821 a t a t t t aaa t atacataaag a t a t a t a t t t gggtgagcga t t c c t t a aa c gaaattgaga
2881 t taaggagtc g c t c t t t t t t atgtataaaa acaatcatgc aaatca t t ca aa t ca t t t gg
2941 aaaatcacga t t t agacaa t t t t t c t a aaa ccggc tac t c taatagccgg t tg taaggat
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3001 ctaaaggata ggatc ta tgc tggaaccagg atc taaaccg tacaaatg t c cggaatgtgg
3061 t a aa t c c t t c t c c c g t t c t g a taa t c tgg t acgtcatcaa cg tac t caca c tggatc taa
3121 accgtacaaa tg t ccggaat gtggtaaatc c t t c t c c c g t t c t g a t c a t c t gac ta c t ca
3181 t caacg tac t cacactggat c taaaccgta caaatgtccg gaatgtggta a a t c c t t c t c
3241 c c aa t c t t c c aa t c t gg t t c gtcatcaacg t a c t c a ca c t ggatctaaac cgtacaaatg
3301 tccggaatg t ggtaaatcc t t c t c c cgcaa agataacctg aaaaaccatc aacgtac tca
3361 cac tgga t c t aaaccgtaca aatgtccgga atgtggtaaa t c c t t c t c c c g t t c t ga t c a
3421 t c t g a c t a c t catcaacgta c t cacac tgg atc taaaccg tacaaatg t c cggaatgtgg
3481 t a aa t c c t t c tcccgtgaag ataacc tgca tac t ca t caa cg tac t caca c tggatc taa
3541 aacc t c t t aa taaggatcca aactcgagta aggatc tcca ggcatcaaat aaaacgaaag
3601 gctcagtcga aagactgggc c t t t c g t t t t a t c t g t t g t t tg tcggtgaa c g c t c t c t a c
3661 tagagtcaca c tggc t cac c t tcgggtggg c c t t t c t g c g t t t a t a t aag taagtaagag
3721 ta tacg ta ta t cggc taa ta acgtat taag gcgc t t cggc g c c t t t t t t t atgggggtat
3781 t t t c a t c c c a atccacacg t ccaacgcaca gcaaacacca cg t cgac c c t atcagctgcg
3841 t g c t t t c t a t tagtggaagg aatgggagtt gacaat taat ca t cggc t ca t a a c c t t t g t
3901 ggaacaattc attaaagagg agaaaggtac catgcgtaaa ggagaagaag ataacatggc
3961 ta t ca t t aaa gagt t ca tgc gc t t caaagt tcacatggag gg t t c t g t t a acggtcacga
4021 gt t cgagatc gaaggcgaag gcgagggccg tccg ta tgaa ggcacccaga ccgccaaact
4081 gaaagtgact aaaggcggcc c g c t g c c t t t tgcgtgggac atcc tgagcc cg caa t t t a t
4141 g t a cgg t t c t aaagcgtatg t taaacaccc agcggatatc ccggac ta t c tgaagc tg t c
4201 t t t t c c ggaa gg t t t caag t gggaacgcgt aa t gaa t t t t gaagatggtg gtg t cg tgac
4261 cgtcac t cag ga c t c c t c c c tgcaggatgg cgag t t ca t c ta taaagt ta aactgcgtgg
4321 t a c t a a t t t t c ca t c t ga tg gcccggtgat gcagaaaaag acgatgggt t gggaggcgtc
4381 tagcgaacgc a tg ta t ccgg aagatggtgc gctgaaaggc gaaattaaac agcgcctgaa
4441 actgaaagat ggcggccat t atgacgctga agtgaaaacc acgtacaaag ccaagaaacc
4501 tg tgcagc tg cc tggcgcg t acaatgtgaa ta t t aaac tg gacatcacc t c t ca taa tga
4561 agat tatacg atcgtagagc aatatgagcg cgcggagggt c g t c a t t c t a ccggtggcat
4621 ggatgaacta tacaaataat aaggatctca ggtc t ca tga tgggaactgc cagacatcaa
4681 ataaaacaaa aggctcagtc ggaagactgg g c c t t t t g t t t t a t c t g t t g t t t g t c g g t g
4741 aacac t c t c c cgggcgctag ggtacgggtg a t a t a t t c c g c t t c c t c g c t cac tgac t cg
4801 c tacgc t cgg t c g t t c g a c t gcggcgagcg gaaatggct t acgaacgggg cggagat t t c
4861 ctggaagatg ccaggaagat acttaacagg gaagtgagag ggccgcggca aag c cg t t t t
4921 t c ca taggc t c c g c c c c c c t gacaagcatc acgaaatctg acgctcaaat cagtggtggc
4981 gaaacccgac aggactataa agataccagg c g t t t c c c c c tggcggc t cc c t c g t g cg c t
5041 c t c c t g t t c c t g c c t t t c g g t t t a c c gg t g t c a t t c c g c t g t ta tggccg c g t t t g t c t c
5101 a t t c cacgc c tgacac

//

C.5 Inv Plasmid 2: J23108, a04 (pJH5-56)

LOCUS pJH5−56 2053 bp DNA c i r c u l a r
DEFINITION

pJH4−74 with sRNA changed to A04 ( Vivek ) .

pJ23108 ant i s ense 04

FEATURES Locat ion / Qua l i f i e r s
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r e p o r i g i n complement ( 8 48 . . 1 5 3 0 )
/gene=”ColE1”

m i s c f e a tu r e complement ( 1 657 . . 2 6 3 )
/gene=”CmR”

gene 447 . . 5 61
/gene=”sRNA 04”

terminator 1536 . . 1641
/gene=”term T0”

promoter 412 . . 4 46
/gene=”pJ23108”

terminator 586 . . 6 65
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 674 . . 7 14
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 543 a 499 c 481 g 530 t
ORIGIN

1 acac ta t c c c atatcaccag c t c a c c g t c t t t c a t t g c c a tacgaaat t c cggatgagca
61 t t ca t caggc gggcaagaat gtgaataaag gccggataaa a c t t g t g c t t a t t t t t c t t t

121 a cgg t c t t t a aaaaggccgt aatatccagc tgaacggtc t gg t ta taggt acattgagca
181 actgactgaa atgcc tcaaa a t g t t c t t t a cga tgc ca t t gggatatatc aacggtggta
241 ta t ccagtga t t t t t t t c t c c a t t t t a g c t t c c t t a g c t c c tgaaaatc t cgataactca
301 aaaaatacgc ccggtagtga t c t t a t t t c a t ta tgg tgaa agttggaacc t c t t a c g t g c
361 cgatcaacgt c t c a t t t t c g ccagatatcg aat tc taaag atc tggcacg t c tgacagc t
421 agc t cagtcc taggta taa t gc tagc t cgc a c a t c t t g t t g t c t g a t t a t t g a t t t t t g g
481 cgaaaccat t t ga t ca ta tg acaagatgtg t a t c c a c c t t aact taatga t t t t t a c c a a
541 aatcat tagg ggat t ca t ca gggatcctaa ctcgagtaag gatc tccagg catcaaataa
601 aacgaaaggc tcagtcgaaa gactgggcc t t t c g t t t t a t c t g t t g t t t g tcggtgaacg
661 c t c t c t a c t a gagtcacact gg c t c a c c t t cgggtgggcc t t t c t g c g t t ta tacc tagg
721 gcg t t cggc t gcggcgagcg g ta t cagc t c actcaaaggc ggtaatacgg t ta t c cacag
781 aatcagggga taacgcagga aagaacatgt gagcaaaagg ccagcaaaag gccaggaacc
841 gtaaaaaggc cgcg t t g c tg g c g t t t t t c c ataggctccg c c c c c c tgac gagcatcaca
901 aaaatcgacg ctcaagtcag aggtggcgaa acccgacagg actataaaga taccaggcgt
961 t t c c c c c t g g aagc t c c c t c g t g cg c t c t c c t g t t c c ga c c c t g c c g c t t accggatacc

1021 t g t c c g c c t t t c t c c c t t c g ggaagcgtgg c g c t t t c t c a tagc t cacgc tg tagg ta t c
1081 t c ag t t c gg t g tagg t cg t t cgc tccaagc tgggc tg tg t gcacgaaccc c c cg t t cagc
1141 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggta agacacgact
1201 t a t c g c ca c t ggcagcagcc actggtaaca ggattagcag agcgaggtat gtaggcggtg
1261 c tacagagt t c t tgaagtgg tggc c taac t acggctacac tagaaggaca g t a t t t gg t a
1321 t c t g c g c t c t gctgaagcca g t t a c c t t c g gaaaaagagt t gg t ag c t c t tgatccggca
1381 aacaaaccac cgctggtagc g g t g g t t t t t t t g t t t g c aa gcagcagatt acgcgcagaa
1441 aaaaaggatc tcaagaagat c c t t t g a t c t t t t c t a c ggg g t c tgacgc t cagtggaacg
1501 aaaactcacg t taagggat t t t gg t ca tga c t ag t g c t t g ga t t c t c a c c aataaaaaac
1561 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
1621 t c ta t caaca ggagtccaag cgagctcgat a t caaat tac gc c c cgc c c t g c cac t ca t c
1681 gcagtac tg t t g t a a t t c a t t aag ca t t c t gccgacatgg aagccatcac aaacggcatg
1741 atgaacctga atcgccagcg gcatcagcac c t t g t c g c c t t g cg ta taa t a t t t g c c c a t
1801 ggtgaaaacg ggggcgaaga ag t t g t c c a t at tggccacg t t t aaa t caa aactggtgaa
1861 actcacccag ggat tggctg agacgaaaaa c a t a t t c t c a a taaac c c t t tagggaaata
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1921 ggccaggt t t t caccg taac acgccacatc t t g cgaa ta t atgtgtagaa actgccggaa
1981 atcg t cg tgg t a t t c a c t c c agagcgatga aaacgt t t ca g t t t g c t c a t ggaaaacggt
2041 gtaacaaggg tga

//

C.6 Inv Plasmid 2: J23118, a05 (pJH6-26)

LOCUS pJH6−26 2053 bp DNA c i r c u l a r
DEFINITION

pJH5−75 with sRNA changed to A05 ( Vivek ) .

pJ23118 ant i s ense 05

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 8 48 . . 1 5 3 0 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 1 657 . . 2 6 3 )

/gene=”CmR”
gene 447 . . 5 61

/gene=”sRNA 05”
terminator 1536 . . 1641

/gene=”term T0”
promoter 412 . . 4 46

/gene=”pJ23118”
terminator 586 . . 6 65

/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 674 . . 7 14
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 541 a 499 c 482 g 531 t
ORIGIN

1 acac ta t c c c atatcaccag c t c a c c g t c t t t c a t t g c c a tacgaaat t c cggatgagca
61 t t ca t caggc gggcaagaat gtgaataaag gccggataaa a c t t g t g c t t a t t t t t c t t t

121 a cgg t c t t t a aaaaggccgt aatatccagc tgaacggtc t gg t ta taggt acattgagca
181 actgactgaa atgcc tcaaa a t g t t c t t t a cga tgc ca t t gggatatatc aacggtggta
241 ta t ccagtga t t t t t t t c t c c a t t t t a g c t t c c t t a g c t c c tgaaaatc t cgataactca
301 aaaaatacgc ccggtagtga t c t t a t t t c a t ta tgg tgaa agttggaacc t c t t a c g t g c
361 cgatcaacgt c t c a t t t t c g ccagatatcg aat tc taaag atc tggcacg t t t ga cgg c t
421 agc t cagtcc t agg t a t t g t gc tagc t cgc a c a t c t t g t t g t c t g a t t a t t g a t t t t a c g
481 cgaaaccat t t ga t ca ta tg acaagatgtg t a t c c a c c t t aact taatga t t t t t a c c a a
541 aatcat tagg ggat t ca t ca gggatcctaa ctcgagtaag gatc tccagg catcaaataa
601 aacgaaaggc tcagtcgaaa gactgggcc t t t c g t t t t a t c t g t t g t t t g tcggtgaacg
661 c t c t c t a c t a gagtcacact gg c t c a c c t t cgggtgggcc t t t c t g c g t t ta tacc tagg
721 gcg t t cggc t gcggcgagcg g ta t cagc t c actcaaaggc ggtaatacgg t ta t c cacag
781 aatcagggga taacgcagga aagaacatgt gagcaaaagg ccagcaaaag gccaggaacc
841 gtaaaaaggc cgcg t t g c tg g c g t t t t t c c ataggctccg c c c c c c tgac gagcatcaca
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901 aaaatcgacg ctcaagtcag aggtggcgaa acccgacagg actataaaga taccaggcgt
961 t t c c c c c t g g aagc t c c c t c g t g cg c t c t c c t g t t c c ga c c c t g c c g c t t accggatacc

1021 t g t c c g c c t t t c t c c c t t c g ggaagcgtgg c g c t t t c t c a tagc t cacgc tg tagg ta t c
1081 t c ag t t c gg t g tagg t cg t t cgc tccaagc tgggc tg tg t gcacgaaccc c c cg t t cagc
1141 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggta agacacgact
1201 t a t c g c ca c t ggcagcagcc actggtaaca ggattagcag agcgaggtat gtaggcggtg
1261 c tacagagt t c t tgaagtgg tggc c taac t acggctacac tagaaggaca g t a t t t gg t a
1321 t c t g c g c t c t gctgaagcca g t t a c c t t c g gaaaaagagt t gg t ag c t c t tgatccggca
1381 aacaaaccac cgctggtagc g g t g g t t t t t t t g t t t g c aa gcagcagatt acgcgcagaa
1441 aaaaaggatc tcaagaagat c c t t t g a t c t t t t c t a c ggg g t c tgacgc t cagtggaacg
1501 aaaactcacg t taagggat t t t gg t ca tga c t ag t g c t t g ga t t c t c a c c aataaaaaac
1561 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
1621 t c ta t caaca ggagtccaag cgagctcgat a t caaat tac gc c c cgc c c t g c cac t ca t c
1681 gcagtac tg t t g t a a t t c a t t aag ca t t c t gccgacatgg aagccatcac aaacggcatg
1741 atgaacctga atcgccagcg gcatcagcac c t t g t c g c c t t g cg ta taa t a t t t g c c c a t
1801 ggtgaaaacg ggggcgaaga ag t t g t c c a t at tggccacg t t t aaa t caa aactggtgaa
1861 actcacccag ggat tggctg agacgaaaaa c a t a t t c t c a a taaac c c t t tagggaaata
1921 ggccaggt t t t caccg taac acgccacatc t t g cgaa ta t atgtgtagaa actgccggaa
1981 atcg t cg tgg t a t t c a c t c c agagcgatga aaacgt t t ca g t t t g c t c a t ggaaaacggt
2041 gtaacaaggg tga

//

C.7 Inv Plasmid 2: J23106, aLS (pWH39-27)

LOCUS pWH39−27 2029 bp DNA c i r c u l a r
DEFINITION

Lucks sRNA plasmid from Wil l .

pJ23106 ant i sense LS

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 8 24 . . 1 5 0 6 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 1 633 . . 2 6 3 )

/gene=”CmR”
terminator 1512 . . 1617

/gene=”term T0”
gene 447 . . 5 37

/gene=”sRNA LS”
promoter 412 . . 4 46

/gene=”pJ23106”
terminator 562 . . 6 41

/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 650 . . 6 90
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”
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BASE COUNT 533 a 493 c 480 g 523 t
ORIGIN

1 acac ta t c c c atatcaccag c t c a c c g t c t t t c a t t g c c a tacgaaat t c cggatgagca
61 t t ca t caggc gggcaagaat gtgaataaag gccggataaa a c t t g t g c t t a t t t t t c t t t

121 a cgg t c t t t a aaaaggccgt aatatccagc tgaacggtc t gg t ta taggt acattgagca
181 actgactgaa atgcc tcaaa a t g t t c t t t a cga tgc ca t t gggatatatc aacggtggta
241 ta t ccagtga t t t t t t t c t c c a t t t t a g c t t c c t t a g c t c c tgaaaatc t cgataactca
301 aaaaatacgc ccggtagtga t c t t a t t t c a t ta tgg tgaa agttggaacc t c t t a c g t g c
361 cgatcaacgt c t c a t t t t c g ccagatatcg aat tc taaag atc tggcacg t t t t a c g g c t
421 agc t cagtcc taggta tag t gc tagcatac aagattataa aaacaactca g t g t t t t t t t
481 c t t t gaa tga t g t c g t t c t g caac t t t ggc gagggacaga g cga c t c c t t t t t a t t t g g a
541 t c c t aa c t c g agtaaggatc t c caggcatc aaataaaacg aaaggctcag tcgaaagact
601 gggcc t t t cg t t t t a t c t g t t g t t t g t c g g tgaacgc t c t c tac tagagt cacac tggc t
661 cacc t t cggg t g gg c c t t t c t g c g t t t a t a cc tagggcgt tcggctgcgg cgagcggtat
721 cagc t cac t c aaaggcggta a tacgg t ta t ccacagaatc aggggataac gcaggaaaga
781 acatgtgagc aaaaggccag caaaaggcca ggaaccgtaa aaaggccgcg t t g c t gg cg t
841 t t t t c c a t a g gc t c cgc c c c cctgacgagc atcacaaaaa tcgacgc t ca agtcagaggt
901 ggcgaaaccc gacaggacta taaagatacc aggcg t t t c c ccctggaagc t c c c t c g t g c
961 g c t c t c c t g t t c cgac c c tg c cgc t t a c cg ga tac c tg t c c g c c t t t c t c cc t t cgggaa

1021 gcgtggcgct t t c t c a t a g c t cacgc tg ta ggta t c t cag t t cgg tg tag g t c g t t c g c t
1081 ccaagctggg c tg tg tgcac gaaccccccg t t cagcccga ccgc tgcgcc t t a t c c gg t a
1141 a c t a t c g t c t tgagtccaac ccggtaagac acgac t t a t c gccactggca gcagccactg
1201 gtaacaggat tagcagagcg aggtatgtag gcggtgc tac agag t t c t t g aagtggtggc
1261 ctaactacgg ctacactaga aggacagtat t t g g t a t c t g cg c t c t g c t g aagccagtta
1321 cc t tcggaaa aagagttggt ag c t c t t ga t ccggcaaaca aaccaccgct ggtagcggtg
1381 g t t t t t t t g t t tgcaagcag cagat tacgc gcagaaaaaa aggatctcaa gaagatcc t t
1441 t g a t c t t t t c tacggggtc t gacgctcagt ggaacgaaaa c t cacg t t aa gggat t t tgg
1501 tca tgac tag t g c t t g ga t t c t caccaata aaaaacgccc ggcggcaacc gagcgt t c tg
1561 aacaaatcca gatggagt tc t gagg t ca t t ac tggatc ta tcaacaggag tccaagcgag
1621 c t cga ta t ca aat tacgccc cgccc tgcca c t ca t cgcag t a c t g t t g t a a t t ca t t aag
1681 ca t t c t g c c g acatggaagc catcacaaac ggcatgatga acc tgaatcg ccagcggcat
1741 cagcacc t tg t c g c c t t g c g t a t a a t a t t t gcccatggtg aaaacggggg cgaagaagtt
1801 g t c c a t a t t g gc cacg t t t a aatcaaaact ggtgaaactc acccagggat tggctgagac
1861 gaaaaacata t t c t c aa t aa ac c c t t t agg gaaataggcc agg t t t t c a c cgtaacacgc
1921 ca ca t c t t g c gaata ta tg t gtagaaactg ccggaaatcg t c g t g g t a t t cactccagag
1981 cgatgaaaac g t t t c a g t t t gctcatggaa aacggtgtaa caagggtga

//

C.8 Inv Control: positive ind (pJH4-37)

LOCUS pJH4−37 3946 bp DNA c i r c u l a r
DEFINITION

Or i g i n a l l y pBbA8k−RFP from JBEI stock .

pBAD mRFP1
pAraC araC
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FEATURES Locat ion / Qua l i f i e r s
CDS complement ( 1524 . . 2 402 )

/gene=”araC”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 5 87 . . 1 3 8 1 )
/gene=”KanR”
/note=” encodes npt I I ( aka AphA, neoR ) , kan and neo re ”

r e p o r i g i n complement ( 3 600 . . 3 6 5 )
/gene=”p15a”

CDS 2763 . . 3440
/gene=”mRFP1”
/ codon s ta r t=”0”

terminator 456 . . 5 61
/gene=”term T0”

promoter complement ( 2553 . . 2 581 )
/gene=”pAraC”

promoter 2678 . . 2705
/gene=”pBAD”

mi s c f e a tu r e 2743 . . 2762
/gene=”RFP RBS”

mi s c f e a tu r e 2632 . . 2645
/gene=”CAP s i t e ”

terminator 3465 . . 3544
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3553 . . 3593
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 995 a 1095 c 966 g 890 t
ORIGIN

1 tcag t t c cgg gtaggcagt t cgc tccaagc tggac tg ta t gcacgaaccc c c c g t t c ag t
61 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggaa agacatgcaa

121 aagcaccact ggcagcagcc ac tgg taa t t gatt tagagg ag t t a g t c t t gaagtcatgc
181 gccggttaag gctaaactga aaggacaagt t t t g g t g a c t g cg c t c c t c c aagccagtta
241 c c t c gg t t c a aagagttggt agctcagaga acc t tcgaaa aaccgccc tg caaggcggtt
301 t t t t c g t t t t cagagcaaga gat tacgcgc agaccaaaac gatctcaaga aga t c a t c t t
361 at taatcaga t aaaa t a t t t c t aga t t t c a g tgcaa t t t a t c t c t t c a aa tg tagcac c t
421 gaagtcagcc ccatacgata t aag t t g t t a c t ag t g c t t g ga t t c t c a c c aataaaaaac
481 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
541 t c ta t caaca ggagtccaag cgagc t c t cg aaccccagag t c c cgc t cag aagaactcgt
601 caagaaggcg atagaaggcg atgcgctgcg aatcgggagc ggcgataccg taaagcacga
661 ggaagcggtc agccca t t cg ccgccaagct c t t cagcaa t atcacgggta gccaacgcta
721 t g t c c t ga t a gcggtccgcc acacccagcc ggccacagtc gatgaatcca gaaaagcggc
781 c a t t t t c c a c ca t ga t a t t c ggcaagcagg catcgcca tg ggtcacgacg agatcc t cgc
841 cgtcgggcat gcgcgcc t tg agcctggcga acagt tcggc tggcgcgagc c c c t ga t g c t
901 c t t c g t c c ag a t ca t c c tga tcgacaagac cgg c t t c c a t ccgagtacgt gc t cgc t cga
961 t g c ga t g t t t cgc t tgg tgg tcgaatgggc aggtagccgg atcaagcgta tgcagccgcc

1021 gca t tg ca t c agccatgatg g a t a c t t t c t cggcaggagc aaggtgagat gacaggagat
1081 cc tgccccgg ca c t t c g c c c aatagcagcc ag t c c c t t c c cgc t t cag tg acaacgtcga
1141 gcacagctgc gcaaggaacg cccg t cg tgg ccagccacga tagccgcgc t g c c t c g t c c t
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1201 gcag t t c a t t cagggcaccg gacaggtcgg tc t tgacaaa aagaaccggg cgcccc tgcg
1261 ctgacagccg gaacacggcg gcatcagagc agccgat tg t c t g t t g t g c c cagtcatagc
1321 cgaatagcc t c t c cacccaa gcggccggag aacc tgcgtg caa t c c a t c t t g t t c aa t c a
1381 tgcgaaacga t c c t c a t c c t g t c t c t t g a t cagatcatga t c c c c t g cg c ca t cagatcc
1441 ttggcggcaa gaaagccatc c a g t t t a c t t tgcagggc t t c c caac c t t a ccagagggcg
1501 ccccagctgg caat t c cgac g t c t t a t ga c aacttgacgg c t a c a t c a t t c a c t t t t t c t
1561 tcacaaccgg cacggaactc gc tcgggctg gccccggtgc a t t t t t t a a a tacccgcgag
1621 aaatagagtt gatcgtcaaa accaacat tg cgaccgacgg tggcgatagg catccgggtg
1681 gtgctcaaaa gcagc t t cgc c tggc tga ta c g t t g g t c c t cgcgccagct taagacgcta
1741 a t c c c t aa c t gctggcggaa aagatgtgac agacgcgacg gcgacaagca aacatgc tg t
1801 gcgacgctgg cgatatcaaa a t t g c t g t c t gccaggtgat cgc tga tg ta ctgacaagcc
1861 t cgcg tac c c ga t t a t c c a t cggtggatgg agcgactcgt t a a t c g c t t c catgcgccgc
1921 agtaacaat t gctcaagcag a t t t a t c g c c agcagctccg aatagcgccc t t c c c c t t g c
1981 ccggcgt taa t g a t t t g c c c aaacaggtcg ctgaaatgcg gctggtgcgc t t ca t c cggg
2041 cgaaagaacc c cg ta t t ggc aaatat tgac ggccagttaa gc ca t t ca tg ccagtaggcg
2101 cgcggacgaa agtaaaccca c tgg tgatac cat tcgcgag cc t ccggatg acgaccgtag
2161 tga tgaa t c t c t c c tggcgg gaacagcaaa ata t cacccg gtcggcaaac aaa t t c t c g t
2221 c c c t g a t t t t t ca c cac c c c ctgaccgcga atggtgagat tgagaatata a c c t t t c a t t
2281 cccagcggtc ggtcgataaa aaaatcgaga taaccg t tgg cc t caatcgg cg t taaaccc
2341 gccaccagat gggcattaaa cgagta t ccc ggcagcaggg ga t c a t t t t g cgc t t cagc c
2401 a t a c t t t t c a t a c t c c c g c c attcagagaa gaaaccaatt g t c c a t a t t g catcagacat
2461 t g c cg t c a c t g c g t c t t t t a c t g g c t c t t c t cgc taacca aaccggtaac c c c g c t t a t t
2521 aaaagcattc tgtaacaaag cgggaccaaa gccatgacaa aaacgcgtaa caaaagtgtc
2581 ta taa tcacg gcagaaaagt c caca t t ga t t a t t t g c a cg gcgtcacac t t t g c t a t g c c
2641 a t a g c a t t t t ta t c ca taag at tagcggat t c t a c c t ga c g c t t t t t a t c g caa c t c t c t
2701 a c t g t t t c t c c a t a c c c g t t t t t t t gggaa t tcaaaagat c t t t t aagaa ggagatatac
2761 atatggcgag tagcgaagac gt tatcaaag agt t ca tgcg t t t c a aag t t cgtatggaag
2821 g t t c c g t t aa cggtcacgag t t cgaaatcg aaggtgaagg tgaaggtcgt ccgtacgaag
2881 gtacccagac cgctaaactg aaagttacca aaggtggtcc g c t g c c g t t c gct tgggaca
2941 t c c t g t c c c c gcagt tccag tacgg t t c ca aagc t tacg t taaacacccg gc tgaca tcc
3001 cggac tacc t gaaactgtcc t t cccggaag g t t t caaa tg ggaacgtgt t a tgaac t t cg
3061 aagacggtgg t g t t g t t a c c gt tacccagg a c t c c t c c c t gcaagacggt gag t t c a t c t
3121 acaaagttaa ac tgcg tggt ac caac t t c c cgtccgacgg t c c gg t t a t g cagaaaaaaa
3181 cca tgggt tg ggaagct tcc accgaacgta tgtacccgga agacggtgct ctgaaaggtg
3241 aaatcaaaat gcgtctgaaa ctgaaagacg gtggtcac ta cgacgctgaa gttaaaacca
3301 cc taca tggc taaaaaaccg g t t cagc tgc cgggtgc t ta caaaaccgac atcaaactgg
3361 aca t cac c t c ccacaacgaa gactacacca t cg t tgaaca gtacgaacgt gctgaaggtc
3421 g t cac t c cac cggtgc t taa ggatccaaac tcgagtaagg atc t c caggc atcaaataaa
3481 acgaaaggct cagtcgaaag ac tgggc c t t t c g t t t t a t c t g t t g t t t g t cggtgaacgc
3541 t c t c t a c t a g agtcacactg g c t c a c c t t c gggtgggcct t t c t g c g t t t atacctaggg
3601 a t a t a t t c c g c t t c c t c g c t cac tgac t cg c tacgc t cgg t c g t t c g a c t gcggcgagcg
3661 gaaatggct t acgaacgggg cggagat t t c ctggaagatg ccaggaagat acttaacagg
3721 gaagtgagag ggccgcggca aag c cg t t t t t c ca taggc t c c g c c c c c c t gacaagcatc
3781 acgaaatctg acgctcaaat cagtggtggc gaaacccgac aggactataa agataccagg
3841 c g t t t c c c c c tggcggc t cc c t c g t g cg c t c t c c t g t t c c t g c c t t t c g g t t t a c c gg t g
3901 t c a t t c c g c t g t ta tggccg c g t t t g t c t c a t t c cacgc c tgacac

//
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C.9 LatInh Testing: las sender (pJH9-22)

LOCUS pJH9−22 2560 bp DNA c i r c u l a r
DEFINITION

pJH6−30 moved onto ColE1/CmR backbone .

pLtetO−1 l a s I

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 2 203 . . 3 2 5 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 4 52 . . 1 1 1 1 )

/gene=”CmR”
CDS 1324 . . 1932

/gene=” l a s I ”
/ codon s ta r t=”0”

terminator 331 . . 4 36
/gene=”term T0”

promoter 1244 . . 1306
/gene=”pLtetO−1”

prot b ind 1244 . . 1262
/gene=”tetO2”

prot b ind 1269 . . 1287
/gene=”tetO2”

mi s c f e a tu r e 1306 . . 1317
/gene=”RBS BBa B0034”
/note=”Parts Reg i s t r y : BBa B0034”

terminator 1941 . . 2020
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 2029 . . 2069
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 659 a 641 c 647 g 613 t
ORIGIN

1 ccactggcag cagccactgg taacaggat t agcagagcga ggtatgtagg cggtgc taca
61 gag t t c t t ga agtggtggcc taactacggc tacactagaa ggacagtat t t gg t a t c t g c

121 gc t c t g c tga agccagt tac ct tcggaaaa agagttggta g c t c t t g a t c cggcaaacaa
181 accaccgctg gtagcggtgg t t t t t t t g t t tgcaagcagc agattacgcg cagaaaaaaa
241 ggatctcaag aaga t c c t t t g a t c t t t t c t acggggtctg acgctcagtg gaacgaaaac
301 tcacg t taag gga t t t t gg t ca tgac tag t g c t t gga t t c tcaccaataa aaaacgcccg
361 gcggcaaccg agcgt t c tga acaaatccag a tggag t t c t gaggtcat ta c t gga t c t a t
421 caacaggagt ccaagcgagc t cgata t caa a t ta cgc c c c gccc tgccac t ca t cgcag t
481 ac tg t t g taa t t c a t t aag c a t t c t g c cga catggaagcc atcacaaacg gcatgatgaa
541 cc tgaatcgc cagcggcatc agcac c t t g t c g c c t t g c g t a t aa t a t t t g cccatggtga
601 aaacgggggc gaagaagttg t c c a t a t t gg c cacg t t t aa atcaaaactg gtgaaactca
661 cccagggat t ggctgagacg aaaaacatat t c t caa taaa c c c t t t aggg aaataggcca
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721 gg t t t t c a c c gtaacacgcc aca t c t t g cg aata ta tg tg tagaaactgc cggaaatcgt
781 cg t gg t a t t c actccagagc gatgaaaacg t t t c a g t t t g ctcatggaaa acggtgtaac
841 aagggtgaac a c t a t c c c a t a t caccagc t c a c c g t c t t t ca t t g c ca ta cgaaat tccg
901 gatgagcat t catcaggcgg gcaagaatgt gaataaaggc cggataaaac t t g t g c t t a t
961 t t t t c t t t a c gg t c t t t aaa aaggccgtaa ta t c cagc tg aacggtctgg t t a tagg tac

1021 attgagcaac tgactgaaat gcc tcaaaat g t t c t t t a c g atgcca t tgg gatatatcaa
1081 cggtggtata t c c ag t ga t t t t t t t c t c c a t t t t a g c t t c c t t a g c t c c t gaaaatctcg
1141 ataactcaaa aaatacgccc ggtagtgatc t t a t t t c a t t atggtgaaag t tggaacc t c
1201 t ta cg tgc cg a t caacg t c t c a t t t t c g c c agatatcgac g t c t c c c t a t cagtgataga
1261 gat tgaca tc c c ta t cag tg atagagatac tgagcactac tagagaaaga ggagaaatac
1321 tagatgatcg tacaaat tgg tcggcgcgaa gagt tcgata aaaaactgct gggcgagatg
1381 cacaagt tgc g tgc t caagt gttcaaggag cgcaaaggct gggacgttag tg t ca t cgac
1441 gagatggaaa t cga tgg t t a tgacgcac t c a g t c c t t a t t a ca tg t t ga t ccaggaagat
1501 actcc tgaag c c c agg t t t t cgg t tgc tgg cgaa t t c t cg ataccactgg c c c c ta ca tg
1561 ctgaagaaca c c t t c c cgga g c t t c t g ca c ggcaaggaag c g c c t t g c t c gccgcacatc
1621 tgggaactca g c cg t t t c g c c a t c aa c t c t ggacagaaag gctcgc tggg c t t t t c c g a c
1681 tgtacgccgg aggcgatgcg cgcgctggcc cgctacagcc tgcagaacga catccagacg
1741 ctggtgacgg taaccaccg t aggcgtggag aagatgatga tccg tgccgg cc tggacgta
1801 t c g cg c t t c g g t c cgcac c t gaagatcggc atcgagcgcg cgg tggc c t t gcgcatcgaa
1861 c t caatgcca agacccagat c g cg c t t t a c gggggagtgc tggtggaaca gcgactggcg
1921 g t t t c a t g a t aatactagag ccaggcatca aataaaacga aaggctcagt cgaaagactg
1981 gg c c t t t c g t t t t a t c t g t t g t t t g t c g g t gaacgc t c t c tac tagagtc acac tggc t c
2041 acc t t cggg t g gg c c t t t c t g c g t t t a t a c c tagggcgt t cggctgcggc gagcggtatc
2101 agc t cac t ca aaggcggtaa t a cgg t t a t c cacagaatca ggggataacg caggaaagaa
2161 catgtgagca aaaggccagc aaaaggccag gaaccgtaaa aaggccgcgt t g c t gg cg t t
2221 t t t c c a t agg c t c c g c c c c c ctgacgagca tcacaaaaat cgacgctcaa gtcagaggtg
2281 gcgaaacccg acaggactat aaagatacca gg cg t t t c c c cc tggaagct c c c t cg tgcg
2341 c t c t c c t g t t c cgaccc tgc cgc t taccgg a t a c c t g t c c g c c t t t c t c c ct tcgggaag
2401 cg tggcgc t t t c t c a t a g c t cacgctgtag g t a t c t c ag t tcggtgtagg t c g t t c g c t c
2461 caagctgggc tg tg tgcacg aaccccccg t tcagcccgac cgc tg cgc c t ta t c cggtaa
2521 c t a t c g t c t t gagtccaacc cggtaagaca cgac t t a t cg

//

C.10 LatInh Testing: lux receiver Amp (pJH5-4)

LOCUS pJH5−4 3995 bp DNA c i r c u l a r
DEFINITION

pJH5−1 with Bujard 5−UTR on mRFP1 swapped out f o r that o f pBbA8k−RFP.

pLtetO−1 luxR
pLuxI mRFP1

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 2914 . . 3 596 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 3 696 . . 5 5 6 )

/gene=”AmpR”
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CDS 899 . . 1654
/gene=”luxR”
/ codon s ta r t=”0”

m i s c f e a tu r e 1655 . . 1679
/gene=”barcode ”
/note=” ht tp : // par t s . igem . org /Help:Barcodes ”

CDS 1937 . . 2614
/gene=”mRFP1”
/ codon s ta r t=”0”

terminator 2636 . . 2734
/gene=”term rrnD T1”

promoter 819 . . 8 81
/gene=”pLtetO−1”

prot b ind 819 . . 8 37
/gene=”tetO2”

prot b ind 844 . . 8 62
/gene=”tetO2”

promoter 1825 . . 1879
/gene=”pLuxI”

prot b ind 1825 . . 1843
/gene=” lux box”

m i s c f e a tu r e 881 . . 8 92
/gene=”RBS BBa B0034”
/note=”Parts Reg i s t r y : BBa B0034”

terminator 1688 . . 1767
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 1776 . . 1816
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1168 a 903 c 880 g 1044 t
ORIGIN

1 t t g c c a t t g c tacaggcatc g tgg tg t cac g c t c g t c g t t t gg ta tggc t t c a t t c a g c t
61 c cgg t t c c ca acgatcaagg cgagt taca t ga t c c c c ca t gt tgtgcaaa aaagcggtta

121 g c t c c t t c gg t c c t c c g a t c gt tgtcagaa gtaagt tggc cgcagtg t ta t cac t ca tgg
181 t ta tggcagc ac tgca taat t c t c t t a c t g t c a t g c ca t c cgtaagatgc t t t t c t g t g a
241 ctggtgagta ctcaaccaag t c a t t c t gag aatagtg ta t gcggcgaccg a g t t g c t c t t
301 gcccggcgtc aatacgggat aataccgcgc cacatagcag aact t taaaa g tgc t ca t ca
361 ttggaaaacg t t c t t c gggg cgaaaactc t caaggatc t t a c cgc tg t t g agatccagt t
421 cgatgtaacc cac t cg tgca cccaac tga t c t t c ag ca t c t t t t a c t t t c a c cagcg t t t
481 ctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacacgga
541 aatg t tgaat a c t c a t a c t c t t c c t t t t t c aa t a t t a t t g aagca t t t a t caggg t ta t t
601 gtc t ca tgag cggatacata t t t gaa t g t a tt tagaaaaa taaacaaata ggggt tccgc
661 g ca ca t t t c c ccgaaaagtg ccacc tgacg tctaagaaac c a t t a t t a t c atgacat taa
721 cctataaaaa taggcgta t c acgaggcaga a t t t caga ta aaaaaaatcc t t a g c t t t c g
781 ctaaggatga t t t c t g gaa t tcgcggccgc t t c t agag t c c c ta t cag tg atagagattg
841 a ca t c c c t a t cagtgataga gatactgagc actactagag aaagaggaga aatac tagat
901 gaaaaacata aatgccgacg acacatacag aataat taa t aaaattaaag ct tgtagaag
961 caataatgat a t t aa t caa t g c t t a t c t ga tatgactaaa a tgg taca t t g tgaata t ta

1021 t t t a c t c g c g a t c a t t t a t c c t c a t t c t a t gg t t aaa t c t ga ta t t t caa tcc tagataa
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1081 t ta c c c taaa aaatggaggc aata t ta tga tgacgc taa t t taa taaaat a t ga t c c t a t
1141 agtagat ta t t c t aa c t c c a a t c a t t c a c c aat taa t tgg aa t a t a t t t g aaaacaatgc
1201 tgtaaataaa aaatc tccaa atg taa t taa agaagcgaaa acatcaggtc t t a t c a c t gg
1261 g t t t a g t t t c c c t a t t c a t a cggctaacaa tggc t t cgga a t g c t t a g t t t t g c a c a t t c
1321 agaaaaagac aactatatag a t a g t t t a t t t t t a c a t g cg tgtatgaaca t a c ca t t aa t
1381 t g t t c c t t c t c t ag t t ga ta at tatcgaaa aataaatata gcaaataata aatcaaacaa
1441 cga t t t aac c aaaagagaaa aagaatg t t t agcgtgggca tgcgaaggaa aaagc t c t tg
1501 gga ta t t t ca aaaatattag gt tgcagtga gcg tac tg t c a c t t t c c a t t taaccaatgc
1561 gcaaatgaaa ctcaatacaa caaaccgctg ccaaagta t t tc taaagcaa t t t t aacagg
1621 agcaat tgat t g c c c a t a c t t taaaaat ta ataacactga tag tgc tag t g tagatcac t
1681 actagagcca ggcatcaaat aaaacgaaag gctcagtcga aagactgggc c t t t c g t t t t
1741 a t c t g t t g t t tg tcggtgaa c g c t c t c t a c tagagtcaca c tggc t cac c t tcgggtggg
1801 c c t t t c t g c g t t t a t a t a c t agagacctgt aggatcgtac aggt t tacgc aagaaaatgg
1861 t t t g t t a t a g tcgaataaat t c t c c a t a c c c g t t t t t t t g ggaattcaaa aga t c t t t t a
1921 agaaggagat atacatatgg cgagtagcga agacgt ta t c aaagagttca t g cg t t t c aa
1981 ag t t cg ta tg gaaggttccg t taacggtca cgagttcgaa atcgaaggtg aaggtgaagg
2041 t c g t c c g t a c gaaggtaccc agaccgctaa actgaaagt t accaaaggtg g t c cgc tg c c
2101 g t t c g c t t gg gaca t c c tg t c c c cgcag t t ccagtacggt t c caaagc t t acgttaaaca
2161 cccggctgac a tcccggac t acc tgaaact g t c c t t c c c g gaaggt t t ca aatgggaacg
2221 tg t t a tgaac ttcgaagacg g t gg t g t t g t t a c c g t t a c c caggac t cc t ccctgcaaga
2281 cggtgagt t c atctacaaag t taaac tgcg tggtaccaac t t c c c g t c c g acggtccggt
2341 tatgcagaaa aaaaccatgg gttgggaagc t t c caccgaa cg ta tg tac c cggaagacgg
2401 tgc t c tgaaa ggtgaaatca aaatgcg tc t gaaactgaaa gacggtggtc actacgacgc
2461 tgaagttaaa accacc taca tggctaaaaa accggt tcag ctgccgggtg c t tacaaaac
2521 cgacatcaaa ctggacatca cc t c ccacaa cgaagactac ac ca t cg t t g aacagtacga
2581 acgtgctgaa gg t cg t cac t ccaccggtgc t taa taataa ggatctcagg t c t c a t ga t g
2641 ggaactgcca gacatcaaat aaaacaaaag gctcagtcgg aagactgggc c t t t t g t t t t
2701 a t c t g t t g t t tg tcggtgaa ca c t c t c c c g ggcgtactag tagcggccgc tg caggc t t c
2761 c t c g c t c a c t gac t cgc tgc gc t cgg t cg t tcggctgcgg cgagcggtat cagc t cac t c
2821 aaaggcggta a tacgg t ta t ccacagaatc aggggataac gcaggaaaga acatgtgagc
2881 aaaaggccag caaaaggcca ggaaccgtaa aaaggccgcg t t g c t gg cg t t t t t c c a c ag
2941 gc t c cgc c c c cctgacgagc atcacaaaaa tcgacgc t ca agtcagaggt ggcgaaaccc
3001 gacaggacta taaagatacc aggcg t t t c c ccctggaagc t c c c t c g t g c g c t c t c c t g t
3061 t c cgac c c tg c cgc t t a c cg ga tac c tg t c c g c c t t t c t c cc t t cgggaa gcgtggcgct
3121 t t c t c a t a g c t cacgc tg ta ggta t c t cag t t cgg tg tag g t c g t t c g c t ccaagctggg
3181 c tg tg tgcac gaaccccccg t t cagcccga ccgc tgcgcc t t a t c c gg t a a c t a t c g t c t
3241 tgagtccaac ccggtaagac acgac t t a t c gccactggca gcagccactg gtaacaggat
3301 tagcagagcg aggtatgtag gcggtgc tac agag t t c t t g aagtggtggc c taactacgg
3361 ctacactaga agaacagtat t t g g t a t c t g cg c t c t g c t g aagccagtta cc t tcggaaa
3421 aagagttggt ag c t c t t ga t ccggcaaaca aaccaccgct ggtagcggtg g t t t t t t t g t
3481 ttgcaagcag cagat tacgc gcagaaaaaa aggatctcaa gaagatcc t t t g a t c t t t t c
3541 tacggggtc t gacgctcagt ggaacgaaaa c t cacg t t aa gggat t t tgg t ca tgaga t t
3601 atcaaaaagg a t c t t c a c c t a g a t c c t t t t aaattaaaaa t gaag t t t t a aatcaatc ta
3661 aagta ta ta t gagtaaact t ggtctgacag t ta c caa tgc t t aa t cag tg aggcacc tat
3721 c t cagcgatc t g t c t a t t t c g t t c a t c c a t ag t tgcc tga c t c c c c g t c g tgtagataac
3781 tacgatacgg gagggcttac ca t c tggc c c cagtgc tgca atgataccgc gagacccacg
3841 c t cac cggc t c c aga t t t a t cagcaataaa ccagccagcc ggaagggccg agcgcagaag
3901 tgg t c c tg ca a c t t t a t c c g c c t c c a t c c a g t c t a t t aa c tg t tgccggg aagctagagt
3961 aagtagt tcg ccagt taa ta gt t tgcgcaa cgt tg

//
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C.11 LatInh Testing: reporter Amp (pJH5-29)

LOCUS pJH5−29 3046 bp DNA c i r c u l a r
DEFINITION

pJH5−4 with LuxR operon removed . Can be used as a ’LuxRA r e c e i v e r . ’

pLuxI mRFP1

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 1965 . . 2 647 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 2 747 . . 5 5 6 )

/gene=”AmpR”
CDS 988 . . 1665

/gene=”mRFP1”
/ codon s ta r t=”0”

terminator 1687 . . 1785
/gene=”term rrnD T1”

promoter 876 . . 9 30
/gene=”pLuxI”

prot b ind 876 . . 8 94
/gene=” lux box”

terminator 827 . . 8 67
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 810 a 747 c 727 g 762 t
ORIGIN

1 t t g c c a t t g c tacaggcatc g tgg tg t cac g c t c g t c g t t t gg ta tggc t t c a t t c a g c t
61 c cgg t t c c ca acgatcaagg cgagt taca t ga t c c c c ca t gt tgtgcaaa aaagcggtta

121 g c t c c t t c gg t c c t c c g a t c gt tgtcagaa gtaagt tggc cgcagtg t ta t cac t ca tgg
181 t ta tggcagc ac tgca taat t c t c t t a c t g t c a t g c ca t c cgtaagatgc t t t t c t g t g a
241 ctggtgagta ctcaaccaag t c a t t c t gag aatagtg ta t gcggcgaccg a g t t g c t c t t
301 gcccggcgtc aatacgggat aataccgcgc cacatagcag aact t taaaa g tgc t ca t ca
361 ttggaaaacg t t c t t c gggg cgaaaactc t caaggatc t t a c cgc tg t t g agatccagt t
421 cgatgtaacc cac t cg tgca cccaac tga t c t t c ag ca t c t t t t a c t t t c a c cagcg t t t
481 ctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacacgga
541 aatg t tgaat a c t c a t a c t c t t c c t t t t t c aa t a t t a t t g aagca t t t a t caggg t ta t t
601 gtc t ca tgag cggatacata t t t gaa t g t a tt tagaaaaa taaacaaata ggggt tccgc
661 g ca ca t t t c c ccgaaaagtg ccacc tgacg tctaagaaac c a t t a t t a t c atgacat taa
721 cctataaaaa taggcgta t c acgaggcaga a t t t caga ta aaaaaaatcc t t a g c t t t c g
781 ctaaggatga t t t c t g gaa t tcgcggccgc t t c t agag ta c tagagtcac ac tggc t cac
841 c t t cgggtgg g c c t t t c t g c g t t t a t a t a c tagagacctg taggatcgta caggt t tacg
901 caagaaaatg g t t t g t t a t a gtcgaataaa t t c t c c a t a c c c g t t t t t t t gggaattcaa
961 aaga t c t t t t aagaaggaga ta taca ta tg gcgagtagcg aagacgt tat caaagagttc

1021 a t g cg t t t c a aag t t cg ta t ggaaggttcc g t taacggtc acgagttcga aatcgaaggt
1081 gaaggtgaag g t cg t c cg ta cgaaggtacc cagaccgcta aactgaaagt taccaaaggt
1141 ggtccgc tgc c g t t c g c t t g ggacatcc tg t c c c cgcag t tccagtacgg t t c caaagc t
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1201 tacg t taaac acccggctga catcccggac tacc tgaaac t g t c c t t c c c ggaaggt t t c
1261 aaatgggaac gtg t ta tgaa ct tcgaagac ggtggtg t tg t t a c c g t t a c ccaggactcc
1321 tccc tgcaag acggtgagt t catc tacaaa gt taaac tgc gtggtaccaa c t t c c c g t c c
1381 gacggtccgg t tatgcagaa aaaaaccatg ggttgggaag c t t c cac cga acgta tg tac
1441 ccggaagacg gtgc t c tgaa aggtgaaatc aaaatgcgtc tgaaactgaa agacggtggt
1501 cactacgacg ctgaagt taa aaccacc tac atggctaaaa aaccggt tca gctgccgggt
1561 gcttacaaaa ccgacatcaa actggacatc acc t c ccaca acgaagacta ca c ca t c g t t
1621 gaacagtacg aacgtgctga aggtcgtcac t ccaccggtg c t t aa taa ta aggatctcag
1681 g t c t c a t ga t gggaactgcc agacatcaaa taaaacaaaa ggctcagtcg gaagactggg
1741 c c t t t t g t t t t a t c t g t t g t t t g t cgg tga a ca c t c t c c c gggcgtacta gtagcggccg
1801 c tgcaggc t t c c t c g c t c a c tgac t cgc tg cgc t cggtcg t t cggc tgcg gcgagcggta
1861 t c ag c t c a c t caaaggcggt aatacggt ta tccacagaat caggggataa cgcaggaaag
1921 aacatgtgag caaaaggcca gcaaaaggcc aggaaccgta aaaaggccgc g t tgc tggcg
1981 t t t t t c c a c a ggc t ccgccc ccctgacgag catcacaaaa atcgacgc t c aagtcagagg
2041 tggcgaaacc cgacaggact ataaagatac caggcg t t t c cccctggaag c t c c c t c g t g
2101 c g c t c t c c t g t t c c g a c c c t g c cgc t t a c c ggatacc tg t c c g c c t t t c t c cc t t cggga
2161 agcgtggcgc t t t c t c a t a g c t c a cg c t g t aggta t c t ca g t t cgg tg ta gg t cg t t cgc
2221 tccaagctgg gc tg tg tgca cgaacccccc g t t cagcccg accgctgcgc c t t a t c c g g t
2281 aac ta t cg t c t tgagtccaa cccggtaaga cacgac t t a t cgccactggc agcagccact
2341 ggtaacagga ttagcagagc gaggtatgta ggcggtgcta cagag t t c t t gaagtggtgg
2401 cc taac tacg gctacactag aagaacagta t t t g g t a t c t g cg c t c t g c t gaagccagtt
2461 acc t tcggaa aaagagttgg t ag c t c t t ga tccggcaaac aaaccaccgc tggtagcggt
2521 g g t t t t t t t g t t tgcaagca gcagattacg cgcagaaaaa aaggatctca agaagatcct
2581 t t g a t c t t t t c tacggggtc tgacgctcag tggaacgaaa ac t cacg t t a agggat t t tg
2641 gtcatgagat tatcaaaaag ga t c t t c a c c t a g a t c c t t t taaattaaaa a t gaag t t t t
2701 aaatcaatc t aaagtatata tgagtaaact tgg tc tgaca gt taccaatg c t t aa t c ag t
2761 gaggcaccta t c t cagcga t c t g t c t a t t t c g t t c a t c c a t ag t t g c c t g a c t c c c c g t c
2821 gtgtagataa ctacgatacg ggagggctta c ca t c tggc c ccagtgc tgc aatgataccg
2881 cgagacccac gctcaccggc t c c aga t t t a tcagcaataa accagccagc cggaagggcc
2941 gagcgcagaa g tgg t c c tg c aa c t t t a t c c g c c t c c a t c c ag t c ta t t aa c tg t t g c cgg
3001 gaagctagag taag tag t t c gccagt taa t agt t tgcgca acgt tg

//

C.12 LatInh Testing: lux receiver Cm (pJH9-35)

LOCUS pJH9−35 3650 bp DNA c i r c u l a r
DEFINITION

pJH5−4 moved onto ColE1/CmR backbone .

pLtetO−1 luxR
pLuxI mRFP1

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 3 293 . . 3 2 5 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 4 52 . . 1 1 1 1 )

/gene=”CmR”
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CDS 1324 . . 2079
/gene=”luxR”
/ codon s ta r t=”0”

m i s c f e a tu r e 2080 . . 2104
/gene=”barcode ”
/note=” ht tp : // par t s . igem . org /Help:Barcodes ”

CDS 2362 . . 3039
/gene=”mRFP1”
/ codon s ta r t=”0”

terminator 331 . . 4 36
/gene=”term T0”

terminator 3061 . . 3159
/gene=”term rrnD T1”

promoter 1244 . . 1306
/gene=”pLtetO−1”

prot b ind 1244 . . 1262
/gene=”tetO2”

prot b ind 1269 . . 1287
/gene=”tetO2”

promoter 2250 . . 2304
/gene=”pLuxI”

prot b ind 2250 . . 2268
/gene=” lux box”

m i s c f e a tu r e 1306 . . 1317
/gene=”RBS BBa B0034”
/note=”Parts Reg i s t r y : BBa B0034”

terminator 2113 . . 2192
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 2201 . . 2241
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1088 a 815 c 802 g 945 t
ORIGIN

1 ccactggcag cagccactgg taacaggat t agcagagcga ggtatgtagg cggtgc taca
61 gag t t c t t ga agtggtggcc taactacggc tacactagaa ggacagtat t t gg t a t c t g c

121 gc t c t g c tga agccagt tac ct tcggaaaa agagttggta g c t c t t g a t c cggcaaacaa
181 accaccgctg gtagcggtgg t t t t t t t g t t tgcaagcagc agattacgcg cagaaaaaaa
241 ggatctcaag aaga t c c t t t g a t c t t t t c t acggggtctg acgctcagtg gaacgaaaac
301 tcacg t taag gga t t t t gg t ca tgac tag t g c t t gga t t c tcaccaataa aaaacgcccg
361 gcggcaaccg agcgt t c tga acaaatccag a tggag t t c t gaggtcat ta c t gga t c t a t
421 caacaggagt ccaagcgagc t cgata t caa a t ta cgc c c c gccc tgccac t ca t cgcag t
481 ac tg t t g taa t t c a t t aag c a t t c t g c cga catggaagcc atcacaaacg gcatgatgaa
541 cc tgaatcgc cagcggcatc agcac c t t g t c g c c t t g c g t a t aa t a t t t g cccatggtga
601 aaacgggggc gaagaagttg t c c a t a t t gg c cacg t t t aa atcaaaactg gtgaaactca
661 cccagggat t ggctgagacg aaaaacatat t c t caa taaa c c c t t t aggg aaataggcca
721 gg t t t t c a c c gtaacacgcc aca t c t t g cg aata ta tg tg tagaaactgc cggaaatcgt
781 cg t gg t a t t c actccagagc gatgaaaacg t t t c a g t t t g ctcatggaaa acggtgtaac
841 aagggtgaac a c t a t c c c a t a t caccagc t c a c c g t c t t t ca t t g c ca ta cgaaat tccg
901 gatgagcat t catcaggcgg gcaagaatgt gaataaaggc cggataaaac t t g t g c t t a t
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961 t t t t c t t t a c gg t c t t t aaa aaggccgtaa ta t c cagc tg aacggtctgg t t a tagg tac
1021 attgagcaac tgactgaaat gcc tcaaaat g t t c t t t a c g atgcca t tgg gatatatcaa
1081 cggtggtata t c c ag t ga t t t t t t t c t c c a t t t t a g c t t c c t t a g c t c c t gaaaatctcg
1141 ataactcaaa aaatacgccc ggtagtgatc t t a t t t c a t t atggtgaaag t tggaacc t c
1201 t ta cg tgc cg a t caacg t c t c a t t t t c g c c agatatcgac g t c t c c c t a t cagtgataga
1261 gat tgaca tc c c ta t cag tg atagagatac tgagcactac tagagaaaga ggagaaatac
1321 tagatgaaaa acataaatgc cgacgacaca tacagaataa t taa taaaat taaagc t t g t
1381 agaagcaata atgata t taa t c aa t g c t t a t c t ga ta tga ctaaaatggt acat tgtgaa
1441 t a t t a t t t a c t cgcga t ca t t t a t c c t c a t t c t a t g g t t a aa t c tga ta t t t c a a t c c t a
1501 gataat tacc ctaaaaaatg gaggcaatat tatgatgacg c t a a t t t a a t aaaatatgat
1561 cc ta tag tag a t t a t t c t a a c t c c aa t c a t t cac caa t ta a t tggaata t at t tgaaaac
1621 aatgc tgtaa ataaaaaatc t c caaatg ta attaaagaag cgaaaacatc agg t c t t a t c
1681 ac tggg t t t a g t t t c c c t a t t ca tacggc t aacaatggct t cggaatgc t t a g t t t t g c a
1741 cattcagaaa aagacaacta ta tagatagt t t a t t t t t a c a tgcg tg ta t gaacatacca
1801 t t a a t t g t t c c t t c t c t a g t t ga t aa t t a t cgaaaaataa atatagcaaa taataaatca
1861 aacaacgatt taaccaaaag agaaaaagaa t g t t t a g c g t gggcatgcga aggaaaaagc
1921 t c t t ggga ta t t t caaaaa t a t t agg t tg c agtgagcgta c t g t c a c t t t c c a t t t aa c c
1981 aatgcgcaaa tgaaactcaa tacaacaaac cgctgccaaa g t a t t t c t a a agcaa t t t t a
2041 acaggagcaa t t g a t t g c c c a tac t t t aaa aat taataac actgatagtg c tagtgtaga
2101 t cac ta c tag agccaggcat caaataaaac gaaaggctca gtcgaaagac t g gg c c t t t c
2161 g t t t t a t c t g t t g t t t g t c g gtgaacgctc t c tac tagag tcacac tggc t c a c c t t c gg
2221 g t ggg c c t t t c t g c g t t t a t atactagaga cc tg taggat cg tacaggt t tacgcaagaa
2281 aa t gg t t t g t ta tagtcgaa t a aa t t c t c c a t a c c c g t t t t t t t gggaa t tcaaaagatc
2341 t t t taagaag gagatataca tatggcgagt agcgaagacg t tatcaaaga g t t c a t g cg t
2401 t t c aaag t t c gtatggaagg t t c c g t t a a c ggtcacgagt tcgaaatcga aggtgaaggt
2461 gaaggtcgtc cgtacgaagg tacccagacc gctaaactga aagttaccaa aggtggtccg
2521 c t g c cg t t c g c t tgggacat c c t g t c c c c g cag t t c cag t acggt tccaa ag c t t a cg t t
2581 aaacacccgg c tgaca t c c c ggactacc tg aaac tg t c c t tcccggaagg t t t caaa tgg
2641 gaacgtgt ta tgaac t t cga agacggtggt g t t g t t a c c g t tacccagga c t c c t c c c t g
2701 caagacggtg ag t t c a t c t a caaagttaaa c tgcg tggta c caa c t t c c c gtccgacggt
2761 ccgg t ta tg c agaaaaaaac catgggt tgg gaagct tcca ccgaacgtat gtacccggaa
2821 gacggtgc tc tgaaaggtga aatcaaaatg cgtc tgaaac tgaaagacgg tgg t cac ta c
2881 gacgctgaag t taaaaccac c ta ca tggc t aaaaaaccgg t t c ag c t g c c gggtgc t tac
2941 aaaaccgaca tcaaactgga ca t c a c c t c c cacaacgaag ac tacacca t cgttgaacag
3001 tacgaacgtg ctgaaggtcg t c a c t c c a c c gg tgc t t aa t aataaggatc t cagg t c t ca
3061 tgatgggaac tgccagacat caaataaaac aaaaggctca gtcggaagac t g g g c c t t t t
3121 g t t t t a t c t g t t g t t t g t c g gtgaacactc tcccgggcgc c tagggcgt t cggctgcggc
3181 gagcggtatc agc t cac t ca aaggcggtaa t a cgg t t a t c cacagaatca ggggataacg
3241 caggaaagaa catgtgagca aaaggccagc aaaaggccag gaaccgtaaa aaggccgcgt
3301 t g c t gg cg t t t t t c c a t agg c t c c g c c c c c ctgacgagca tcacaaaaat cgacgctcaa
3361 gtcagaggtg gcgaaacccg acaggactat aaagatacca gg cg t t t c c c cc tggaagct
3421 cc c t cg tgcg c t c t c c t g t t c cgaccc tgc cgc t taccgg a t a c c t g t c c g c c t t t c t c c
3481 cttcgggaag cg tggcgc t t t c t c a t a g c t cacgctgtag g t a t c t c ag t tcggtgtagg
3541 t c g t t c g c t c caagctgggc tg tg tgcacg aaccccccg t tcagcccgac cgc tg cgc c t
3601 ta t ccggtaa c t a t c g t c t t gagtccaacc cggtaagaca cgac t t a t cg

//
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C.13 LatInh Plasmid 1: reporter Cm (pJH4-22)

LOCUS pJH4−22 3347 bp DNA c i r c u l a r
DEFINITION

New plasmid based o f f o f pBbE2c−RFP f o r m i c r o f l u i d i c CDI exper iments .

pLuxI tetR LVAdegtag mRFP1

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 2 990 . . 3 2 5 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 4 52 . . 1 1 1 1 )

/gene=”CmR”
CDS 1338 . . 2000

/gene=”tetR with deg tag ”
/ codon s ta r t=”0”

m i s c f e a tu r e 1962 . . 1994
/gene=”LVA deg tag ”

CDS 2026 . . 2703
/gene=”mRFP1”
/ codon s ta r t=”0”

terminator 331 . . 4 36
/gene=”term T0”

promoter 1244 . . 1298
/gene=”pLuxI”

prot b ind 1244 . . 1262
/gene=” lux box”

m i s c f e a tu r e 1304 . . 1337
/gene=”UTR ( rbs5000 ) ”

m i s c f e a tu r e 2006 . . 2025
/gene=”RFP RBS”

terminator 2728 . . 2807
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 2816 . . 2856
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 949 a 776 c 792 g 830 t
ORIGIN

1 ccactggcag cagccactgg taacaggat t agcagagcga ggtatgtagg cggtgc taca
61 gag t t c t t ga agtggtggcc taactacggc tacactagaa ggacagtat t t gg t a t c t g c

121 gc t c t g c tga agccagt tac ct tcggaaaa agagttggta g c t c t t g a t c cggcaaacaa
181 accaccgctg gtagcggtgg t t t t t t t g t t tgcaagcagc agattacgcg cagaaaaaaa
241 ggatctcaag aaga t c c t t t g a t c t t t t c t acggggtctg acgctcagtg gaacgaaaac
301 tcacg t taag gga t t t t gg t ca tgac tag t g c t t gga t t c tcaccaataa aaaacgcccg
361 gcggcaaccg agcgt t c tga acaaatccag a tggag t t c t gaggtcat ta c t gga t c t a t
421 caacaggagt ccaagcgagc t cgata t caa a t ta cgc c c c gccc tgccac t ca t cgcag t
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481 ac tg t t g taa t t c a t t aag c a t t c t g c cga catggaagcc atcacaaacg gcatgatgaa
541 cc tgaatcgc cagcggcatc agcac c t t g t c g c c t t g c g t a t aa t a t t t g cccatggtga
601 aaacgggggc gaagaagttg t c c a t a t t gg c cacg t t t aa atcaaaactg gtgaaactca
661 cccagggat t ggctgagacg aaaaacatat t c t caa taaa c c c t t t aggg aaataggcca
721 gg t t t t c a c c gtaacacgcc aca t c t t g cg aata ta tg tg tagaaactgc cggaaatcgt
781 cg t gg t a t t c actccagagc gatgaaaacg t t t c a g t t t g ctcatggaaa acggtgtaac
841 aagggtgaac a c t a t c c c a t a t caccagc t c a c c g t c t t t ca t t g c ca ta cgaaat tccg
901 gatgagcat t catcaggcgg gcaagaatgt gaataaaggc cggataaaac t t g t g c t t a t
961 t t t t c t t t a c gg t c t t t aaa aaggccgtaa ta t c cagc tg aacggtctgg t t a tagg tac

1021 attgagcaac tgactgaaat gcc tcaaaat g t t c t t t a c g atgcca t tgg gatatatcaa
1081 cggtggtata t c c ag t ga t t t t t t t c t c c a t t t t a g c t t c c t t a g c t c c t gaaaatctcg
1141 ataactcaaa aaatacgccc ggtagtgatc t t a t t t c a t t atggtgaaag t tggaacc t c
1201 t ta cg tgc cg a t caacg t c t c a t t t t c g c c agatatcgac g t cac c tg ta ggatcgtaca
1261 ggt t tacgca agaaaatggt t t g t t a t a g t cgaataaaga tctaggaaaa agc t ca ta ta
1321 actagagtaa gaggtcaatg a tg t c t aga t tagataaaag taaagtgat t aacagcgcat
1381 tagagc tgc t taatgaggtc ggaatcgaag gt t taacaac ccg taaac t c gcccagaagc
1441 taggtgtaga gcagcctaca t t g t a t t g g c atgtaaaaaa taagcgggct t t g c t cgacg
1501 c c t t ag c ca t tgagatg t ta gataggcacc a t a c t c a c t t t t g c c c t t t a gaaggggaaa
1561 gctggcaaga t t t t t t a c g t aataacgcta aaagt t t tag a t g t g c t t t a c taag t ca t c
1621 gcgatggagc aaaagtacat t taggtacac ggcctacaga aaaacagtat gaaactc tcg
1681 aaaatcaat t a g c c t t t t t a tgccaacaag g t t t t t c a c t agagaatgca t t a t a t g ca c
1741 t cagcgc tg t ggggca t t t t a c t t t a gg t t gcgtat tgga agatcaagag catcaagtcg
1801 ctaaagaaga aagggaaaca c c t a c t a c t g a tagta tgcc g c ca t t a t t a cgacaagcta
1861 t c g aa t t a t t tgatcaccaa ggtgcagagc c a g c c t t c t t a t t c g g c c t t gaat tgatca
1921 ta tgcgga t t agaaaaacaa c t t aaa tg tg aaagtgggtc tgc tgcaaac gacgaaaact
1981 a cg c t t t ag t agct taataa ga t c t t t t a a gaaggagata taca ta tggc gagtagcgaa
2041 gacgt ta t ca aagagt tcat gcg t t t caaa g t t cg ta tgg aaggt t c cg t taacggtcac
2101 gagttcgaaa tcgaaggtga aggtgaaggt cg t ccg tacg aaggtaccca gaccgctaaa
2161 ctgaaagt ta ccaaaggtgg t c cgc tg c cg t t c g c t t ggg a ca t c c t g t c c c cgcag t t c
2221 cagtacggt t ccaaagct ta cgt taaacac ccggctgaca tcccggac ta cc tgaaactg
2281 t c c t t c c c g g aaggt t t caa atgggaacgt g t t a tgaac t tcgaagacgg t g g t g t t g t t
2341 accg t t a c c c aggac t cc t c cctgcaagac ggtgagt tca t c tacaaagt taaac tgcg t
2401 ggtaccaact t c c cg t c cga cgg t c cgg t t atgcagaaaa aaaccatggg t tgggaagct
2461 tccaccgaac g ta tg tac c c ggaagacggt gctctgaaag gtgaaatcaa aatgcg tc tg
2521 aaactgaaag acggtggtca c tacgacgc t gaagttaaaa ccac c ta ca t ggctaaaaaa
2581 ccggt t cagc tgccgggtgc t tacaaaacc gacatcaaac tggacatcac c t c ccacaac
2641 gaagactaca c ca t cg t t ga acagtacgaa cgtgctgaag g t c g t c a c t c caccggtgc t
2701 taaggatcca aactcgagta aggatc tcca ggcatcaaat aaaacgaaag gctcagtcga
2761 aagactgggc c t t t c g t t t t a t c t g t t g t t tg tcggtgaa c g c t c t c t a c tagagtcaca
2821 c tggc t cac c t tcgggtggg c c t t t c t g c g t t t a t a c c t a gggcgttcgg ctgcggcgag
2881 cggtatcagc tcac tcaaag gcggtaatac gg t ta t c cac agaatcaggg gataacgcag
2941 gaaagaacat gtgagcaaaa ggccagcaaa aggccaggaa ccgtaaaaag gccgcg t tgc
3001 t g g c g t t t t t c ca taggc t c cgc c c c c c tg acgagcatca caaaaatcga cgc t caagtc
3061 agaggtggcg aaacccgaca ggactataaa gataccaggc g t t t c c c c c t ggaagctccc
3121 t c g t g cg c t c t c c t g t t c c g accc tgccgc t taccggata c c t g t c c g c c t t t c t c c c t t
3181 cgggaagcgt g g c g c t t t c t ca tagc t cac gctgtaggta t c t c a g t t c g gtgtaggtcg
3241 t t c g c t c c aa gc tgggc tg t gtgcacgaac c c c c c g t t c a gcccgaccgc t g c g c c t t a t
3301 ccggtaacta t c g t c t t gag tccaacccgg taagacacga c t t a t c g

//
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C.14 LatInh Plasmid 2: cell type B (pJH5-66)

LOCUS pJH5−66 3998 bp DNA c i r c u l a r
DEFINITION

pJH5−52 with LuxRmod rep laced with LasR . Used with pJH4−22 as Ce l l B type .

pLtetO−1 l u x I
pFAB46 lasR

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 3 652 . . 3 6 5 )

/gene=”p15a”
m i s c f e a tu r e complement ( 5 87 . . 1 3 8 1 )

/gene=”KanR”
/note=” encodes npt I I ( aka AphA, neoR ) , kan and neo re ”

CDS 2773 . . 3492
/gene=” lasR”
/ codon s ta r t=”0”

CDS complement ( 1765 . . 2 382 )
/gene=” lux I ”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 1771 . . 1 803 )
/gene=”LVA deg tag ”

terminator 456 . . 5 61
/gene=”term T0”

promoter complement ( 2419 . . 2 492 )
/gene=”pLtetO−1”

prot b ind complement ( 2474 . . 2 492 )
/gene=”tetO2”

prot b ind complement ( 2449 . . 2 467 )
/gene=”tetO2”

promoter 2700 . . 2746
/gene=”apFAB46”
/note=”BIOFAB promoter”

terminator complement ( 1570 . . 1 743 )
/gene=”term TSAL2”

terminator 1524 . . 1569
/gene=”term RNAI”

mi s c f e a tu r e 2747 . . 2772
/gene=”5’−UTR BBa B0034”

/note=”Parts Reg i s t r y : BBa B0034”
terminator 3517 . . 3596

/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3605 . . 3645
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”
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BASE COUNT 995 a 1047 c 965 g 991 t
ORIGIN

1 tcag t t c cgg gtaggcagt t cgc tccaagc tggac tg ta t gcacgaaccc c c c g t t c ag t
61 ccgaccgctg c g c c t t a t c c ggtaac ta t c g t c t t gag t c caacccggaa agacatgcaa

121 aagcaccact ggcagcagcc ac tgg taa t t gatt tagagg ag t t a g t c t t gaagtcatgc
181 gccggttaag gctaaactga aaggacaagt t t t g g t g a c t g cg c t c c t c c aagccagtta
241 c c t c gg t t c a aagagttggt agctcagaga acc t tcgaaa aaccgccc tg caaggcggtt
301 t t t t c g t t t t cagagcaaga gat tacgcgc agaccaaaac gatctcaaga aga t c a t c t t
361 at taatcaga t aaaa t a t t t c t aga t t t c a g tgcaa t t t a t c t c t t c a aa tg tagcac c t
421 gaagtcagcc ccatacgata t aag t t g t t a c t ag t g c t t g ga t t c t c a c c aataaaaaac
481 gcccggcggc aaccgagcgt tctgaacaaa tccagatgga g t t c t gagg t ca t tac tgga
541 t c ta t caaca ggagtccaag cgagc t c t cg aaccccagag t c c cgc t cag aagaactcgt
601 caagaaggcg atagaaggcg atgcgctgcg aatcgggagc ggcgataccg taaagcacga
661 ggaagcggtc agccca t t cg ccgccaagct c t t cagcaa t atcacgggta gccaacgcta
721 t g t c c t ga t a gcggtccgcc acacccagcc ggccacagtc gatgaatcca gaaaagcggc
781 c a t t t t c c a c ca t ga t a t t c ggcaagcagg catcgcca tg ggtcacgacg agatcc t cgc
841 cgtcgggcat gcgcgcc t tg agcctggcga acagt tcggc tggcgcgagc c c c t ga t g c t
901 c t t c g t c c ag a t ca t c c tga tcgacaagac cgg c t t c c a t ccgagtacgt gc t cgc t cga
961 t g c ga t g t t t cgc t tgg tgg tcgaatgggc aggtagccgg atcaagcgta tgcagccgcc

1021 gca t tg ca t c agccatgatg g a t a c t t t c t cggcaggagc aaggtgagat gacaggagat
1081 cc tgccccgg ca c t t c g c c c aatagcagcc ag t c c c t t c c cgc t t cag tg acaacgtcga
1141 gcacagctgc gcaaggaacg cccg t cg tgg ccagccacga tagccgcgc t g c c t c g t c c t
1201 g cag t t c a t t cagggcaccg gacaggtcgg tc t tgacaaa aagaaccggg cgcccc tgcg
1261 ctgacagccg gaacacggcg gcatcagagc agccgat tg t c t g t t g t g c c cagtcatagc
1321 cgaatagcc t c t c cacccaa gcggccggag aacc tgcgtg caa t c c a t c t t g t t c aa t c a
1381 tgcgaaacga t c c t c a t c c t g t c t c t t g a t cagatcatga t c c c c t g cg c ca t cagatcc
1441 ttggcggcaa gaaagccatc c a g t t t a c t t tgcagggc t t c c caac c t t a ccagagggcg
1501 ccccagctgg caat t c cgac gtcgatccgg caaacaaacc accg t tgg ta gcgg tgg t t t
1561 t t t t g t t t g g atcgacaatc t t cg taagcg tca t caataa gcgtaaaaaa accgggcaat
1621 g c c c gg t t t t t taatgagaa a t t t t a c c t g t cg tagccgc caccatccgg caaagaagca
1681 tacaaggc t t t t g g c t t a t a gctacgtagc gca t t g cg t c gcagcacaat cccggcaccg
1741 a t c aag t c t t cgcgatgat t a t t a t t a t t a agctactaaa g c g t a g t t t t c g t c g t t t g c
1801 agcat t taag a c t g c t t t t t t aaa c t g t t c at taataggc atagacaata caac cga t t t
1861 ag ta t cac c t aatacatgaa t t t c t t t g t c tccaatacga tgacaaggaa c t t t aa t a cg
1921 c t t t aaaaa t c g c t c t a t t g c t g t t g a t g t t a c t g t t a c a t a t t c t g t a a t a c c t t g a c t
1981 aacagcgtgt t t a t a t a t ag c t t caaatag t t t c a t t g t a a t t t c a c t ag cagag t ta t t
2041 t a t c t t t g ag c t a t t t t t a c ctacagcaaa acgac t taa t t c ga c t a t a t t a gga t c t t t
2101 gggagcactc tg t tgaccaa gcaattcagg aaaaacactt t t c ag ca t a t aa t cac c tg t
2161 tg taggtaat aaacgccagc a t c c a c t t a c a t t t t c a g t a tcatcacaag cataaatata
2221 t t c t g c a t t t gag t ta t ca t ac t ca t c t ga t t caagg t ta t t t t c t a c a a c taagtccca
2281 c t c a ag t c t t tgc t taaaca c t tga taacg aagacttaga a t a c c t t t a t a c t c c t c cga
2341 tggaat tgcc aaaaaatccg a t t t t t t t a t c a t t a t ag t c a t t t t t t t t t c c t c c t t a t t
2401 t t c t c cagga agatc t t cgg t cag tgcg t c c t g c t ga t g t gc t cag ta t c t c t a t c a c t g
2461 atagggatgt c a a t c t c t a t cactgatagg gagtcgacaa aaataatgag aatcaataga
2521 act tccgaga agt tcagccg c taa taatcg c c c t g c t c c a t t g tg cgc cg caataaaagt
2581 accggcat ta cgggtgca t t ggcgcgccaa atgcggccat ctgtgggcaa c c tg tg cgg t
2641 aagacccaaa c t t ag tg taa t agg t a t c c t a t g a t t a t t t t t t c a t t t g a tgccaaaaaa
2701 aaaagagtat t gac t t cgca t c t t t t t g t a cc ta taa tag a t t c a t t a c t agagaaagag
2761 gagaaatact agatggcc t t ggt tgacggt t t t c t t g a g c tggaacgctc aagtggaaaa
2821 ttggagtgga gcgc ca t c c t gcagaagatg gcgagcgacc t t g g a t t c t c gaagatcctg
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2881 t t c g g c c t g t tgcctaagga cagccaggac tacgagaacg c c t t c a t c g t cggcaactac
2941 ccggccgcc t ggcgcgagca t tacgaccgg gctggctacg cgcgggtcga cccgacggtc
3001 agtcac tg ta cccagagcgt ac tg c cga t t t t c tgggaac cg t c c a t c t a ccagacgcga
3061 aagcagcacg ag t t c t t c ga ggaagcctcg gccgccggcc tgg tg ta tgg gctgaccatg
3121 ccgc tgca tg gtgc tcgcgg cgaactcggc gcgctgagcc tcagcgtgga agcggaaaac
3181 cgggccgagg c caa c cg t t t catggagtcg gtcc tgccga c c c tg tgga t gctcaaggac
3241 tacgcac tgc agagcggtgc cggactggcc t t cgaaca t c cggtcagcaa accggtggt t
3301 ctgaccagcc gggagaagga agtgt tgcag tggtgcgcca tcggcaagac cagttgggag
3361 a ta t cgg t t a t c t g caac tg ctcggaagcc aatgtgaact t c ca ta tggg aaatat tcgg
3421 cggaagttcg g tg tgac c t c ccgccgcgta gcggccat ta tggccg t taa t t t g g g t c t t
3481 a t t a c t c t c t aaggatccaa actcgagtaa ggatc tccag gcatcaaata aaacgaaagg
3541 ctcagtcgaa agactgggcc t t t c g t t t t a t c t g t t g t t t gtcggtgaac g c t c t c t a c t
3601 agagtcacac t gg c t c a c c t tcgggtgggc c t t t c t g c g t t t a t a c c t ag gga ta ta t t c
3661 c g c t t c c t c g c t c a c t ga c t cgc ta cgc t c ggtcg t t cga ctgcggcgag cggaaatggc
3721 ttacgaacgg ggcggagatt tcctggaaga tgccaggaag atac t taaca gggaagtgag
3781 agggccgcgg caaagccgt t t t t c c a t agg c t c c g c c c c c ctgacaagca tcacgaaatc
3841 tgacgctcaa atcagtggtg gcgaaacccg acaggactat aaagatacca gg cg t t t c c c
3901 cc tggcggc t c c c t cg tgcg c t c t c c t g t t c c t g c c t t t c gg t t taccgg t g t c a t t c c g
3961 c t g t t a t gg c c g c g t t t g t c t c a t t c c a cg cctgacac

//

C.15 LatInh Plasmid 3: cell type A (pJH9-43)

LOCUS pJH9−43 5375 bp DNA c i r c u l a r
DEFINITION

pJH4−22 with luxR and l a s I moved from pJH9−29 ( Ce l l Type A) .

pLtetO−1 l a s I
pLuxI tetR LVAdegtag mRFP1
pFAB46 luxR

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 5 018 . . 3 2 5 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 4 52 . . 1 1 1 1 )

/gene=”CmR”
CDS 4135 . . 4890

/gene=”luxR”
/ codon s ta r t=”0”

CDS 3098 . . 3775
/gene=”mRFP1”
/ codon s ta r t=”0”

CDS 2410 . . 3072
/gene=”tetR with deg tag ”
/ codon s ta r t=”0”

m i s c f e a tu r e 3034 . . 3066
/gene=”LVA deg tag ”
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CDS complement ( 1495 . . 2 103 )
/gene=” l a s I ”
/ codon s ta r t=”0”

terminator 331 . . 4 36
/gene=”term T0”

terminator 4906 . . 5004
/gene=”term rrnD T1”

promoter complement ( 2121 . . 2 183 )
/gene=”pLtetO−1”

prot b ind complement ( 2140 . . 2 158 )
/gene=”tetO2”

prot b ind complement ( 2165 . . 2 183 )
/gene=”tetO2”

promoter 2316 . . 2370
/gene=”pLuxI”

prot b ind 2316 . . 2334
/gene=” lux box”

promoter 4062 . . 4108
/gene=”apFAB46”
/note=”BIOFAB promoter”

m i s c f e a tu r e 2376 . . 2409
/gene=”UTR ( rbs5000 ) ”

m i s c f e a tu r e 3078 . . 3097
/gene=”RFP RBS”

terminator complement ( 1300 . . 1 473 )
/gene=”term TSAL2”

terminator 1254 . . 1299
/gene=”term RNAI”

mi s c f e a tu r e 4109 . . 4134
/gene=”5’−UTR BBa B0034”
/note=”Parts Reg i s t r y : BBa B0034”

terminator 3800 . . 3879
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3888 . . 3928
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1546 a 1236 c 1212 g 1381 t
ORIGIN

1 ccactggcag cagccactgg taacaggat t agcagagcga ggtatgtagg cggtgc taca
61 gag t t c t t ga agtggtggcc taactacggc tacactagaa ggacagtat t t gg t a t c t g c

121 gc t c t g c tga agccagt tac ct tcggaaaa agagttggta g c t c t t g a t c cggcaaacaa
181 accaccgctg gtagcggtgg t t t t t t t g t t tgcaagcagc agattacgcg cagaaaaaaa
241 ggatctcaag aaga t c c t t t g a t c t t t t c t acggggtctg acgctcagtg gaacgaaaac
301 tcacg t taag gga t t t t gg t ca tgac tag t g c t t gga t t c tcaccaataa aaaacgcccg
361 gcggcaaccg agcgt t c tga acaaatccag a tggag t t c t gaggtcat ta c t gga t c t a t
421 caacaggagt ccaagcgagc t cgata t caa a t ta cgc c c c gccc tgccac t ca t cgcag t
481 ac tg t t g taa t t c a t t aag c a t t c t g c cga catggaagcc atcacaaacg gcatgatgaa
541 cc tgaatcgc cagcggcatc agcac c t t g t c g c c t t g c g t a t aa t a t t t g cccatggtga
601 aaacgggggc gaagaagttg t c c a t a t t gg c cacg t t t aa atcaaaactg gtgaaactca
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661 cccagggat t ggctgagacg aaaaacatat t c t caa taaa c c c t t t aggg aaataggcca
721 gg t t t t c a c c gtaacacgcc aca t c t t g cg aata ta tg tg tagaaactgc cggaaatcgt
781 cg t gg t a t t c actccagagc gatgaaaacg t t t c a g t t t g ctcatggaaa acggtgtaac
841 aagggtgaac a c t a t c c c a t a t caccagc t c a c c g t c t t t ca t t g c ca ta cgaaat tccg
901 gatgagcat t catcaggcgg gcaagaatgt gaataaaggc cggataaaac t t g t g c t t a t
961 t t t t c t t t a c gg t c t t t aaa aaggccgtaa ta t c cagc tg aacggtctgg t t a tagg tac

1021 attgagcaac tgactgaaat gcc tcaaaat g t t c t t t a c g atgcca t tgg gatatatcaa
1081 cggtggtata t c c ag t ga t t t t t t t c t c c a tgcgaaacga t c c t c a t c c t g t c t c t t g a t
1141 cagatcatga t c c c c t g cg c ca t cagatcc t tggcggcaa gaaagccatc c a g t t t a c t t
1201 tgcagggc t t c c caac c t t a ccagagggcg ccccagctgg caat t c cgac gtcgatccgg
1261 caaacaaacc accg t tgg ta gcgg tgg t t t t t t t g t t t g g atcgacaatc t t cg taagcg
1321 tca t caataa gcgtaaaaaa accgggcaat g c c c gg t t t t t taatgagaa a t t t t a c c t g
1381 tcg tagccgc caccatccgg caaagaagca tacaaggc t t t t g g c t t a t a gctacgtagc
1441 gca t tg cg t c gcagcacaat cccggcaccg a t c aag t c t t cgcgatgat t a t t a t t a t c a
1501 tgaaaccgcc ag t c g c t g t t ccaccagcac t c c c c cg taa agcgcgatc t gggtc t tggc
1561 a t tgag t t cg atgcgcaagg ccaccgcgcg c t cgatgccg a t c t t c agg t gcggaccgaa
1621 gcgcgatacg tccaggccgg cacggatcat c a t c t t c t c c acgcctacgg t gg t t a c c g t
1681 caccagcgtc tgga tg t cg t t c t g caggc t gtagcgggcc agcgcgcgca t cgc c t c cgg
1741 cgtacagtcg gaaaagccca gcgagcc t t t c tg tccagag t tgatggcga aacggctgag
1801 t t c c caga tg tgcggcgagc aaggcgct tc c t t g c c g t g c agaagctccg ggaaggtgtt
1861 c t t cagca tg taggggccag tggtatcgag aat tcgccag caaccgaaaa c c t ggg c t t c
1921 aggagtatc t t c c t gga t ca acatgtaata aggactgagt gcgtcataac c a t c g a t t t c
1981 ca t c t c g t c g atgacactaa cg tcccagcc t t t g c g c t c c t t gaa ca c t t gagcacgcaa
2041 c t t g t g c a t c tcgcccagca g t t t t t t a t c gaac t c t t cg cgccgaccaa t t t g t a c ga t
2101 ca t c t ag t a t t t c t c c t c t t t c t c t ag t ag t g c t c ag t a t c t c t a t c a c t gatagggatg
2161 t c a a t c t c t a t cac tga tag gga t t t agc t t c c t t a g c t c c tgaaaatc t cgataactca
2221 aaaaatacgc ccggtagtga t c t t a t t t c a t ta tgg tgaa agttggaacc t c t t a c g t g c
2281 cgatcaacgt c t c a t t t t c g ccagatatcg acg tcacc tg taggatcgta caggt t tacg
2341 caagaaaatg g t t t g t t a t a gtcgaataaa gatctaggaa aaagctcata taactagagt
2401 aagaggtcaa tga tg t c t ag attagataaa agtaaagtga t taacagcgc at tagagctg
2461 ct taatgagg tcggaatcga aggt t taaca acccgtaaac tcgcccagaa gctaggtgta
2521 gagcagccta c a t t g t a t t g gcatgtaaaa aataagcggg c t t t g c t c g a cgc c t t agc c
2581 at tgagatg t tagataggca c ca tac t cac t t t t g c c c t t tagaagggga aagctggcaa
2641 g a t t t t t t a c gtaataacgc t aaaag t t t t aga tg tgc t t tac taagtca tcgcgatgga
2701 gcaaaagtac a t t t agg tac acggcctaca gaaaaacagt a tgaaac t c t cgaaaatcaa
2761 t t a g c c t t t t ta tgccaaca agg t t t t t c a ctagagaatg ca t t a t a t g c ac t cagcgc t
2821 gtggggcat t t t a c t t t a gg t t g c g t a t t g gaagatcaag agcatcaagt cgctaaagaa
2881 gaaagggaaa cac c ta c ta c tga tagta tg c cg c ca t t a t tacgacaagc ta t cgaa t ta
2941 t t t g a t c a c c aaggtgcaga gccagc c t t c t t a t t c g g c c t t gaa t t ga t catatgcgga
3001 ttagaaaaac aact taaatg tgaaagtggg t c tg c tg caa acgacgaaaa c t a c g c t t t a
3061 g tagc t t aa t a aga t c t t t t aagaaggaga ta taca ta tg gcgagtagcg aagacgt tat
3121 caaagagttc a t g cg t t t c a aag t t cg ta t ggaaggttcc g t taacggtc acgagttcga
3181 aatcgaaggt gaaggtgaag g t cg t c cg ta cgaaggtacc cagaccgcta aactgaaagt
3241 taccaaaggt ggtccgc tgc c g t t c g c t t g ggacatcc tg t c c c cgcag t tccagtacgg
3301 t t c caaagc t tacg t taaac acccggctga catcccggac tacc tgaaac t g t c c t t c c c
3361 ggaaggt t t c aaatgggaac gtg t ta tgaa ct tcgaagac ggtggtg t tg t t a c c g t t a c
3421 ccaggactcc t c cc tgcaag acggtgagt t catc tacaaa gt taaac tgc gtggtaccaa
3481 c t t c c c g t c c gacggtccgg t tatgcagaa aaaaaccatg ggttgggaag c t t c cac cga
3541 acgta tg tac ccggaagacg gtgc t c tgaa aggtgaaatc aaaatgcgtc tgaaactgaa
3601 agacggtggt cactacgacg ctgaagt taa aaccacc tac atggctaaaa aaccggt tca
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3661 gctgccgggt gcttacaaaa ccgacatcaa actggacatc acc t c ccaca acgaagacta
3721 ca c ca t c g t t gaacagtacg aacgtgctga aggtcgtcac t ccaccggtg c t taaggatc
3781 caaactcgag taaggatc t c caggcatcaa ataaaacgaa aggctcagtc gaaagactgg
3841 g c c t t t c g t t t t a t c t g t t g t t t g t c g g t g aa cg c t c t c t actagagtca cac tggc t ca
3901 cc t t cggg tg gg c c t t t c t g c g t t t a t a c c tagggcgt t c ggctgcggcg agcggtatca
3961 gc t cac t caa aggcggtaat acgg t ta t c c acagaatcag gggataacgc aggaaagaac
4021 atgtgagcaa aaggccagca aaaggccagg aaccgtaaaa aaaaaagagt a t t ga c t t c g
4081 c a t c t t t t t g t a c c t a t aa t aga t t ca t t a ctagagaaag aggagaaata ctagatgaaa
4141 aacataaatg ccgacgacac atacagaata attaataaaa t taaagc t t g tagaagcaat
4201 aatgata t ta a t c aa t g c t t a t c t ga ta tg actaaaatgg taca t t g tga a t a t t a t t t a
4261 c t cgcgatca t t t a t c c t c a t t c t a t g g t t aaatc tgata t t t c a a t c c t agataat tac
4321 cctaaaaaat ggaggcaata t t a tga tgac gc taa t t t aa taaaatatga t c c t a t ag t a
4381 ga t t a t t c t a ac t ccaatca t t c a c c aa t t aattggaata ta t t tgaaaa caatgc tg ta
4441 aataaaaaat c t c caaa tg t aattaaagaa gcgaaaacat c agg t c t t a t c a c t ggg t t t
4501 ag t t t c c c t a t t ca tacggc taacaatggc t t cggaatgc t t a g t t t t g c acattcagaa
4561 aaagacaact atatagatag t t t a t t t t t a ca tgcg tg ta tgaacatacc a t t a a t t g t t
4621 c c t t c t c t a g t t ga t aa t t a tcgaaaaata aatatagcaa ataataaatc aaacaacgat
4681 ttaaccaaaa gagaaaaaga a tg t t t agcg tgggcatgcg aaggaaaaag c t c t t ggga t
4741 at t t caaaaa t a t t agg t t g cagtgagcgt a c t g t c a c t t t c c a t t t a a c caatgcgcaa
4801 atgaaactca atacaacaaa ccgctgccaa ag t a t t t c t a aagcaa t t t t aacaggagca
4861 a t t ga t t g c c c a t a c t t t aa aaattaataa ggatctcagg t c t c a t ga t g ggaactgcca
4921 gacatcaaat aaaacaaaag gctcagtcgg aagactgggc c t t t t g t t t t a t c t g t t g t t
4981 tgtcggtgaa ca c t c t c c c g ggcgctaggg tacgggtggc cgcg t t g c tg g c g t t t t t c c
5041 ataggctccg c c c c c c tgac gagcatcaca aaaatcgacg ctcaagtcag aggtggcgaa
5101 acccgacagg actataaaga taccaggcgt t t c c c c c t g g aagc t c c c t c g t g cg c t c t c
5161 c t g t t c c ga c c c t g c c g c t t accggatacc t g t c c g c c t t t c t c c c t t c g ggaagcgtgg
5221 c g c t t t c t c a tagc t cacgc tg tagg ta t c t c ag t t c gg t g tagg t cg t t cgc tccaagc
5281 tgggc tg tg t gcacgaaccc c c cg t t cagc ccgaccgctg c g c c t t a t c c ggtaac ta t c
5341 g t c t t gag t c caacccggta agacacgact ta tcg

//

C.16 LatInh Plasmid 3: cell type B (pJH9-44)

LOCUS pJH9−44 5348 bp DNA c i r c u l a r
DEFINITION

pJH4−22 with lasR and lux I moved from pJH9−30 ( Ce l l Type B) .

pLtetO−1 l u x I
pLuxI tetR LVAdegtag mRFP1
pFAB46 lasR

FEATURES Locat ion / Qua l i f i e r s
r e p o r i g i n complement ( 4 991 . . 3 2 5 )

/gene=”ColE1”
m i s c f e a tu r e complement ( 4 52 . . 1 1 1 1 )

/gene=”CmR”
CDS 4144 . . 4863
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/gene=” lasR”
/ codon s ta r t=”0”

CDS 3107 . . 3784
/gene=”mRFP1”
/ codon s ta r t=”0”

CDS 2419 . . 3081
/gene=”tetR with deg tag ”
/ codon s ta r t=”0”

m i s c f e a tu r e 3043 . . 3075
/gene=”LVA deg tag ”

CDS complement ( 1495 . . 2 112 )
/gene=” lux I ”
/ codon s ta r t=”0”

m i s c f e a tu r e complement ( 1501 . . 1 533 )
/gene=”LVA deg tag ”

terminator 331 . . 4 36
/gene=”term T0”

terminator 4879 . . 4977
/gene=”term rrnD T1”

promoter complement ( 2130 . . 2 192 )
/gene=”pLtetO−1”

prot b ind complement ( 2149 . . 2 167 )
/gene=”tetO2”

prot b ind complement ( 2174 . . 2 192 )
/gene=”tetO2”

promoter 2325 . . 2379
/gene=”pLuxI”

prot b ind 2325 . . 2343
/gene=” lux box”

promoter 4071 . . 4117
/gene=”apFAB46”
/note=”BIOFAB promoter”

m i s c f e a tu r e 2385 . . 2418
/gene=”UTR ( rbs5000 ) ”

m i s c f e a tu r e 3087 . . 3106
/gene=”RFP RBS”

terminator complement ( 1300 . . 1 473 )
/gene=”term TSAL2”

terminator 1254 . . 1299
/gene=”term RNAI”

mi s c f e a tu r e 4118 . . 4143
/gene=”5’−UTR BBa B0034”
/note=”Parts Reg i s t r y : BBa B0034”

terminator 3809 . . 3888
/gene=”term rrnB”
/note=”Parts Reg i s t r y : BBa B0010”

terminator 3897 . . 3937
/gene=”term T7”
/note=”Parts Reg i s t r y : BBa B0012”

BASE COUNT 1462 a 1255 c 1251 g 1380 t
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ORIGIN
1 ccactggcag cagccactgg taacaggat t agcagagcga ggtatgtagg cggtgc taca

61 gag t t c t t ga agtggtggcc taactacggc tacactagaa ggacagtat t t gg t a t c t g c
121 gc t c t g c tga agccagt tac ct tcggaaaa agagttggta g c t c t t g a t c cggcaaacaa
181 accaccgctg gtagcggtgg t t t t t t t g t t tgcaagcagc agattacgcg cagaaaaaaa
241 ggatctcaag aaga t c c t t t g a t c t t t t c t acggggtctg acgctcagtg gaacgaaaac
301 tcacg t taag gga t t t t gg t ca tgac tag t g c t t gga t t c tcaccaataa aaaacgcccg
361 gcggcaaccg agcgt t c tga acaaatccag a tggag t t c t gaggtcat ta c t gga t c t a t
421 caacaggagt ccaagcgagc t cgata t caa a t ta cgc c c c gccc tgccac t ca t cgcag t
481 ac tg t t g taa t t c a t t aag c a t t c t g c cga catggaagcc atcacaaacg gcatgatgaa
541 cc tgaatcgc cagcggcatc agcac c t t g t c g c c t t g c g t a t aa t a t t t g cccatggtga
601 aaacgggggc gaagaagttg t c c a t a t t gg c cacg t t t aa atcaaaactg gtgaaactca
661 cccagggat t ggctgagacg aaaaacatat t c t caa taaa c c c t t t aggg aaataggcca
721 gg t t t t c a c c gtaacacgcc aca t c t t g cg aata ta tg tg tagaaactgc cggaaatcgt
781 cg t gg t a t t c actccagagc gatgaaaacg t t t c a g t t t g ctcatggaaa acggtgtaac
841 aagggtgaac a c t a t c c c a t a t caccagc t c a c c g t c t t t ca t t g c ca ta cgaaat tccg
901 gatgagcat t catcaggcgg gcaagaatgt gaataaaggc cggataaaac t t g t g c t t a t
961 t t t t c t t t a c gg t c t t t aaa aaggccgtaa ta t c cagc tg aacggtctgg t t a tagg tac

1021 attgagcaac tgactgaaat gcc tcaaaat g t t c t t t a c g atgcca t tgg gatatatcaa
1081 cggtggtata t c c ag t ga t t t t t t t c t c c a tgcgaaacga t c c t c a t c c t g t c t c t t g a t
1141 cagatcatga t c c c c t g cg c ca t cagatcc t tggcggcaa gaaagccatc c a g t t t a c t t
1201 tgcagggc t t c c caac c t t a ccagagggcg ccccagctgg caat t c cgac gtcgatccgg
1261 caaacaaacc accg t tgg ta gcgg tgg t t t t t t t g t t t g g atcgacaatc t t cg taagcg
1321 tca t caataa gcgtaaaaaa accgggcaat g c c c gg t t t t t taatgagaa a t t t t a c c t g
1381 tcg tagccgc caccatccgg caaagaagca tacaaggc t t t t g g c t t a t a gctacgtagc
1441 gca t tg cg t c gcagcacaat cccggcaccg a t c aag t c t t cgcgatgat t a t t a t t a t t a
1501 agctactaaa g c g t a g t t t t c g t c g t t t g c agcat t taag a c t g c t t t t t t aaa c t g t t c
1561 at taataggc atagacaata caac cga t t t ag ta t cac c t aatacatgaa t t t c t t t g t c
1621 tccaatacga tgacaaggaa c t t t aa t a cg c t t t aaaaa t c g c t c t a t t g c t g t t g a t g t
1681 t a c t g t t a c a t a t t c t g t a a t a c c t t g a c t aacagcgtgt t t a t a t a t ag c t t caaatag
1741 t t t c a t t g t a a t t t c a c t ag cagag t ta t t t a t c t t t g ag c t a t t t t t a c ctacagcaaa
1801 acgac t taa t t c ga c t a t a t t a gga t c t t t gggagcactc tg t tgaccaa gcaattcagg
1861 aaaaacactt t t c ag ca t a t aa t cac c tg t tg taggtaat aaacgccagc a t c c a c t t a c
1921 a t t t t c a g t a tcatcacaag cataaatata t t c t g c a t t t gag t ta t ca t ac t ca t c t ga
1981 t t caagg t ta t t t t c t a c a a c taagtccca c t c a ag t c t t tgc t taaaca c t tga taacg
2041 aagacttaga a t a c c t t t a t a c t c c t c cga tggaat tgcc aaaaaatccg a t t t t t t t a t
2101 ca t t a t ag t c a t c t a g t a t t t c t c c t c t t t c t c t ag t ag t gc t cag ta t c t c t a t c a c t g
2161 atagggatgt c a a t c t c t a t cactgatagg ga t t t a g c t t c c t t a g c t c c tgaaaatc t c
2221 gataactcaa aaaatacgcc cggtagtgat c t t a t t t c a t tatggtgaaa gt tggaacc t
2281 c t t a cg t g c c gatcaacgtc t c a t t t t c g c cagatatcga cg t c a c c t g t aggatcgtac
2341 aggt t tacgc aagaaaatgg t t t g t t a t a g tcgaataaag atctaggaaa aagc t ca ta t
2401 aactagagta agaggtcaat gatgtc taga ttagataaaa gtaaagtgat taacagcgca
2461 t tagagc tgc t taa tgaggt cggaatcgaa ggt t taacaa cccg taaac t cgcccagaag
2521 ctaggtgtag agcagcctac a t t g t a t t gg catgtaaaaa ataagcgggc t t t g c t c g a c
2581 gcc t tagcca t t gaga t g t t agataggcac ca t a c t c a c t t t t g c c c t t t agaaggggaa
2641 agctggcaag a t t t t t t a c g taataacgc t aaaagt t t ta ga t g t g c t t t ac taagtca t
2701 cgcgatggag caaaagtaca t t t agg taca cggcctacag aaaaacagta tgaaac t c t c
2761 gaaaatcaat t a g c c t t t t t atgccaacaa g g t t t t t c a c tagagaatgc a t t a ta tg ca
2821 c t cagcgc tg tggggca t t t t a c t t t a gg t tg cg ta t t gg aagatcaaga gcatcaagtc
2881 gctaaagaag aaagggaaac a c c t a c t a c t gatagtatgc c g c c a t t a t t acgacaagct
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2941 a t cgaa t ta t t t ga t cac ca aggtgcagag c c ag c c t t c t t a t t c g g c c t t gaa t tga t c
3001 atatgcggat tagaaaaaca ac t t aaa tg t gaaagtgggt c tgc tgcaaa cgacgaaaac
3061 t a cg c t t t ag tagc t t aa ta aga t c t t t t a agaaggagat atacatatgg cgagtagcga
3121 agacgt ta t c aaagagttca t g cg t t t c aa ag t t cg ta tg gaaggttccg t taacggtca
3181 cgagttcgaa atcgaaggtg aaggtgaagg t c g t c c g t a c gaaggtaccc agaccgctaa
3241 actgaaagt t accaaaggtg g t c cgc tg c c g t t c g c t t gg gaca t c c tg t c c c cgcag t t
3301 ccagtacggt t c caaagc t t acgttaaaca cccggctgac a tcccggac t acc tgaaact
3361 g t c c t t c c c g gaaggt t t ca aatgggaacg tg t t a tgaac ttcgaagacg g t gg t g t t g t
3421 t a c cg t t a c c caggac t cc t ccctgcaaga cggtgagt t c atctacaaag t taaac tgcg
3481 tggtaccaac t t c c c g t c c g acggtccggt tatgcagaaa aaaaccatgg gttgggaagc
3541 t t c caccgaa cg ta tg tac c cggaagacgg tgc t c tgaaa ggtgaaatca aaatgcg tc t
3601 gaaactgaaa gacggtggtc actacgacgc tgaagttaaa accacc taca tggctaaaaa
3661 accggt tcag ctgccgggtg c t tacaaaac cgacatcaaa ctggacatca cc t c ccacaa
3721 cgaagactac ac ca t cg t t g aacagtacga acgtgctgaa gg t cg t cac t ccaccggtgc
3781 t taaggatcc aaactcgagt aaggatc tcc aggcatcaaa taaaacgaaa ggctcagtcg
3841 aaagactggg c c t t t c g t t t t a t c t g t t g t t t g t cgg tga a cg c t c t c t a c tagagtcac
3901 ac tggc t cac c t t cgggtgg g c c t t t c t g c g t t t a t a c c t agggcgttcg gctgcggcga
3961 gcggtatcag c t cac t caaa ggcggtaata cgg t ta t c ca cagaatcagg ggataacgca
4021 ggaaagaaca tgtgagcaaa aggccagcaa aaggccagga accgtaaaaa aaaaagagta
4081 t t g a c t t c g c a t c t t t t t g t acc ta taa ta ga t t c a t t a c tagagaaaga ggagaaatac
4141 tagatggcc t tggt tgacgg t t t t c t t g a g ctggaacgct caagtggaaa attggagtgg
4201 agcgccatcc tgcagaagat ggcgagcgac c t t g g a t t c t cgaagatcc t g t t cggc c tg
4261 t tgcc taagg acagccagga ctacgagaac g c c t t c a t c g tcggcaacta cccggccgcc
4321 tggcgcgagc at tacgaccg ggctggctac gcgcgggtcg acccgacggt cag t cac tg t
4381 acccagagcg tac tg c cga t t t t c t gggaa c c g t c c a t c t accagacgcg aaagcagcac
4441 gag t t c t t c g aggaagcctc ggccgccggc c tgg tg ta tg ggctgaccat gccgc tgca t
4501 ggtgc tcgcg gcgaactcgg cgcgctgagc c tcagcgtgg aagcggaaaa ccgggccgag
4561 gccaaccg t t t ca tggagtc ggtcc tgccg accc tgtgga tgctcaagga c tacgcac tg
4621 cagagcggtg ccggactggc c t t cgaaca t ccggtcagca aaccggtggt t c tgaccagc
4681 cgggagaagg aagtgt tgca gtggtgcgcc atcggcaaga ccagttggga ga ta t cgg t t
4741 a t c tg caac t gctcggaagc caatgtgaac t t c c a t a t gg gaaatat tcg gcggaagttc
4801 ggtg tgacc t cccgccgcg t agcggccat t a tggccg t ta a t t t g gg t c t t a t t a c t c t c
4861 taaggatc t c aggtc t ca tg atgggaactg ccagacatca aataaaacaa aaggctcagt
4921 cggaagactg g g c c t t t t g t t t t a t c t g t t g t t t g t c g g t gaacac t c t c ccgggcgcta
4981 gggtacgggt ggccgcgt tg c t g g c g t t t t t c ca taggc t c c g c c c c c c t gacgagcatc
5041 acaaaaatcg acgctcaagt cagaggtggc gaaacccgac aggactataa agataccagg
5101 c g t t t c c c c c tggaagctcc c t c g t g cg c t c t c c t g t t c c gaccc tgccg c t t a c cgga t
5161 acc tg t c cgc c t t t c t c c c t tcgggaagcg t g g c g c t t t c t ca tagc t ca cgc tg taggt
5221 a t c t c a g t t c ggtgtaggtc g t t c g c t c c a agctgggctg tgtgcacgaa c c c c c c g t t c
5281 agcccgaccg c t g cg c c t t a t c cgg taac t a t c g t c t t ga gtccaacccg gtaagacacg
5341 ac t t a t cg

//
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