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Abstract

In recent years, the meteoric rise of deep learning has catalyzed
significant progress in algorithms for visual perception tasks. One
particularly popular application of deep neural networks is in the do-
main of autonomous driving, which is now at the forefront of many
research e↵orts in industry and academia. Despite the plethora of
work devoted to learning from unlabeled data, deep networks still
require large amounts of labeled examples to learn e↵ective represen-
tations. Additionally, deep learning research for autonomous driving
is hamstrung by the lack of large, publicly available datasets. To this
end, we present the BDD-Nexar dataset, a large-scale collection of
urban driving scenes. Our dataset is comprised of high-quality video
sequences taken from multiple vehicles, across three major cities in
the United States: San Francisco, New York, and Los Angeles. Along
with the GPS, IMU, and time data attached to each video sequence,
we present 5,000 images with pixel-level and instance-level semantic
labels, as well as 10,000 images with bounding box annotations. Al-
though the size of our dataset is comparable to that of contemporary
datasets, we exceed previous e↵orts in terms of scene variability, con-
tent, and complexity. Through our in-depth analysis, we verify our
dataset as a challenging and extensive benchmark for computer vision
research for autonomous driving.
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1 Introduction

Perception for autonomous vehicles is now at the forefront of many computer
vision research e↵orts. With the automobile industry investing heavily in the
autonomous driving market, computational systems for understanding road
scenes are more commercially relevant than ever. Two of the most promising
directions for vehicle perception are semantic segmentation, or dense pixel-
level prediction, and object detection, or rough instance localization. As
these tasks require both prediction and localization of objects in a scene,
they are a tall order for vehicles operating in dense urban environments.
With the emergence of deep convolutional neural networks and large labeled
datasets[1, 2], however, numerous advances in image classification[3, 4, 5] and
object detection[6, 7, 8] have been made in recent years. In a similar manner,
fully convolutional networks (FCNs)[9, 10] have proven successful for seman-
tic segmentation tasks. Despite these advancements, however, deep learning
approaches for image localization tasks require large amounts of densely an-
notated data to learn e↵ective representations. In the domain of autonomous
driving, it is especially cumbersome and expensive to collect and annotate
large amounts of data.

Unlike image classification tasks, which only require image-level tags, dense
prediction tasks require numerous instance-level tags per image, making it
quite tough to collect a large set of annotated images. For autonomous driv-
ing research, the high object density in urban street scenes, along with the
cost required to set up vehicles for data collection only aggravate the is-
sue. Recent work has focused on improving the annotation process[11] and
learning from various other modalities[12, 13], yet it is insu�cient to re-
place the value of large, labeled datasets. Existing public datasets, such as
Cityscapes[14], CamVid[15], and KITTI[16], have tackled this problem, yet
only contain a relatively limited number of labeled images. Moreover, these
datasets fail to capture the complexity and variation of real driving scenes,
as models trained on this data are prone to overfitting and exhibit poor per-
formance when applied to real-world data[17]. Variation in weather, tra�c
density, road structure, and ego-vehicle are all very important factors for con-
sideration when deploying vision systems in cars, yet they are all things that
contemporary datasets fail to capture. These factors culminate to severely
limit the progress of computer vision research in autonomous driving; a prob-
lem we wish to alleviate with our new dataset.
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We propose a highly diverse collection of driving video sequences along with
pixel-level, instance-level, and bounding box annotations. By collecting data
from three very diverse cities in the United States: San Francisco, New York,
and Los Angeles, across many di↵erent times in the day, weather conditions,
and driving scenarios(i.e. suburban, urban, highway, etc.), we are able to
create a diversity of annotated images unseen previously. Unlike any previ-
ous dataset, we crowdsource the collection our data, resulting in images from
many di↵erent car models, over many regions of the United States. The
contents of our dataset include:

• 5,000 images with pixel-level and instance-level annotations

• 10,000 images with bounding-box annotations

• 1000 hours of HD video sequences along with:

– GPS locations

– IMU data - calibrated orientation and acceleration

– Timestamps

Although we are only releasing 1000 hours of video data, our image data
draws from over 100,000 hours of video data, allowing us to capture a high
variation in scene content (i.e.rare scenarios) and object density. In the
proceeding sections, we discuss the contents of the dataset in further detail,
as well as present analysis to validate this dataset as a more challenging and
exhaustive benchmark than that of other contemporaries.

2 Dataset

Our dataset was designed with the goal of being the standard benchmark for
object detection and semantic segmentation of driving scenes. As a result,
we optimized the image dataset in terms of density, content, and geographic
diveristy. Additionally, we wanted to enable research in unsupervised learn-
ing from videos, dense 3D reconstruction, and reinforcement learning, by
providing a large set of safe driving sequences. Naturally, our video dataset
was built with these applications in mind.
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2.1 Data Collection

Instead of setting up our own data collection rig, we partnered with Nexar,
an AI-dashcam company, to streamline the crowdsourced collection of driv-
ing data. Although this does not contain the wide array of sensory modalities
of standard collection vehicles, it is a suitable alternative since our contribu-
tions focus on visual recognition tasks. Nexar’s phone application requires
users to leave their phone’s camera pointed towards the road while driving,
enabling the application to provide safety warnings in case of an emergency
or potential crash. By nature of the application agreement, Nexar is able to
collect the data recorded while driving for further processing and analysis.
Our partnership with Nexar allowed us to freely access and annotate this
data.

Since these applications run on a smart phone, sending a constant stream
of HD video data would consume a large amount of power and memory. As
a result, Nexar is only able to collect 1 min of HD video at 30Hz for every
⇠ 2 hrs of driving. The rest of the time, the application collects snapshots
at 5 Hz, which are much easier to process and store. Since Nexar collects
thousands of hours of video from various locations in the US weekly, we had
a very large and diverse collection of videos to compile our dataset from. In
this release we focused on three major cities with both dense urban environ-
ments and extensive highway systems, allowing us to ensure visual diversity
and object class coverage in our dataset. Another upside of this collection
method is that we can gather data from di↵erent vehicle models, increas-
ing the variety of road scenes encountered. The downside, however, is that
video quality relies heavily on a user’s mobile camera and the proper setup
for recording dashcam videos. This resulted in much of the data being of
poor quality and, thus, useless. In the next section, we outline a method for
automatic filtration of low quality videos, which we used to select videos for
release.
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Figure 1: An example image taken from the collected Nexar videos

2.2 Data Filtration Process

Inspection of our initial data collected helped us identify 4 main sources of
error:

1. Too Dark - videos where it is too dark for the camera to perceive
relevant objects
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Figure 2: An example of a scene that is too dark

2. Too Blurry - videos where the boundaries between various objects is
unclear or muddled due to rain, snow, or other inclement conditions

Figure 3: An example of a scene that is too blurry

3. Non Road Scenes - videos where the point of focus is not the road ahead.
Usually occurs when the phone camera is inverted to face the driver or
the driver forgets to turn o↵ the recording when finished driving.
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Figure 4: An example of a scene that is not of the road

4. Heavily Occluded Scenes - videos where the dashboard and windshield
ornaments of the car heavily occlude most of the scene’s contents.

Figure 5: An example of a scene that is too heavily occluded

For the filtration process, we were able to automatically filter out images with
the first 3 types of error using o↵-the-shelf detection methods. For detect-
ing dark images, we gathered representative frames from all HD videos and
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calculated the pixel magnitude of each. We then filtered out the everything
below the 10th percentile of pixel magnitudes and above the 90th percentile
to filter out images that were too bright. Empirically, this filter was e↵ec-
tive in filtering out images beyond the camera’s dynamic range. To handle
blurry images, we calculated the variation of the Laplacian image [18] as a
measure of blur. Then we filtered everything with a blur level below a fixed
variance, in this case 400. Finally, to filter out the non-road scenes, we used
a Ca↵e[19] model for face detection outlined in [20]. If the bounding box
outlining the face was larger than a 100x100 pixel region we filtered it out.
This prevented the removal of images with pedestrians’ faces. In addition, we
ran a dilated fully convolutional network[10] to segment roads and cars in the
representative images, filtering out those that contained neither. Although
these automated methods are subject to error, we set the parameters for
each algorithm to minimize the False Negative (FN) rate. This significantly
increased the number of false positives, but since our video corpus is quite
large, we were still left with many hours of video.

The final issue of heavy occlusion was a bit more di�cult to detect. Since
very few automation methods exist for this task, we used manual, in-house
filtering. Once these videos were filtered, the representative frames were
sampled for annotation.

2.3 Image Dataset Specifications

For each of the good videos remaining from the filtration process, we took
a few representative frames from each video. Each frame was of 720x1280
8-bit RGB resolution. Because the frame rate is very high, there is a high
visual and geographic consistency between consecutive frames in a video. As
a result, annotating each frame from a video would result in low geographic
diversity with high redundancy. To circumvent this issue, we sampled every
20 seconds from each HD video, which varied in length from 40 sec - 80 sec.
This decorrelated the content of sampled frames and improved the coverage
of object classes in the dataset. To enforce geographic diversity, however, a
location based sampling method was necessary.

Our data collection process centered around three dense, urban environments:
San Francisco, Los Angeles, and New York, as well as their surrounding ar-
eas. Naturally, many of the frames extracted were very close in geographic
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vicinity (i.e. airports, main streets, etc.).Dense annotation is both expensive
and time consuming, so we aimed to maximize the geographic coverage of our
image dataset, while annotating a minimal number of images. This improved
the variety of scenes captured reduced the likelihood of models to overfit to
certain city streets. The algorithm in 1 outlines our selection process.

Algorithm 1 Geographic Selection Algorithm
1: I = set of images and corresponding GPS coordinates
2: procedure Geoselect(I,N)
3: S = {} . set of sampled images
4: while |S| < N do
5: randomly pick (s, l) 2 I where s = image and l = GPS
6: I = {(s0, l0) : l0 6= l, l0 2 dist(l0, l)  0.1} . dist is in miles
7: S = S [ {s}
8: return S

Figure 6: Sample GPS point cloud for SF and NY

As a final step to ensure data diversity and di�culty, we imposed con-
straints on the types of scenes annotated and the object instance density.
In order for an image to be informative for object detection and semantic
segmentation, it must contain high-quality examples of the object to be pre-
dicted. By the same logic, the more instances of objects an image contains,
the more informative it will be for these models. Consequently, we imposed a
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constraint on the number of tra�c participants in each image annotated. If
the image fell below the predefined threshold of instances, we would discard
it from the set. This process removed images of empty roads and uninfor-
mative highway scenes that are not necessarily useful for learning. From the
remaining set of images, we took even proportions from sparse and dense
urban areas, to ensure a good mix of highway, urban, and suburban road
scenes. Figure 6 shows the location point cloud of our annotated images for
San Francisco and New York. Although this method of selection was a good
baseline for choosing informative sample, future methods centered around
active learning would better automate thin process, while better identifying
failure modes.

2.4 Object Classes

The object classes in our dataset are very similar to those outlined Cityscapes,
sans some slight extensions. This motivates various cross-dataset transfer
research and encourages the combination of both types of data. The formal
list of categories is as follows:

• Flat

– Road, Sidewalk, Parking Spot, Rail Track

• Human

– Pedestrian, Rider

• Vehicle

– Car, Truck, Bus, Train, Motorcycle, Bicycle, Caravan, Trailer

• Construction

– Building, Wall, Fence, Guard Rail, Bridge, Tunnel, Garage

• Object

– Pole, Tra�c Sign, Tra�c Light, Banner, Billboard, Street Light ,
Tra�c Device, Lane Divider, Highway Frame, Parking Sign, Traf-
fic Cone, Pedestrian Crossing Signal

• Nature
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– Vegetation, Terrain

• Sky

• Void

– Ground, Dynamic, Static

Since bounding boxes do not require each image pixel to be labeled, we
compress the label set to only consider dynamic categories that are relevant
for driving. Usually these are objects like tra�c lights, vehicles, pedestrians,
etc. This enabled us to 1) annotate images at a much quicker pace, and 2)
amass a larger set of images. By retaining similar label sets to contemporary
datasets, such as KITTI, we enable straightforward evaluation for previous
object detection research in autonomous driving. The labels used for the
bounding box component of the dataset are as follows:

• Vehicle

– Car, Truck, Bus, Train, Motorcycle, Bicycle, Caravan, Trailer

• Humans

– Pedestrian, Rider

• Tra�c Light

• Tra�c Sign
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Figure 7: Number of instances for each object class in the dataset

2.5 Annotation Process

As mentioned before, dense labeling is expensive. To minimize costs, we
made sure every dollar we spent went towards high quality, informative im-
age annotations. Although open-source tools, such as LabelMe[21] exist, they
not only require in-house annotation, but also do not possess the ability to
share work across multiple annotators. More sophisticated web tools, like
the ones presented by Bell et. al [22] are also readily available, but rely on
annotation through Amazon Mechanical Turk, which provides no guarantee
on quality and often produces inconsistent results for dense annotation tasks.
After considering the cost and benefit of various approaches, we decided to
outsource our annotation to professional annotation services.

We relied on three main annotation companies: Samasource, Deepomatic,
and Datatang. With these services, dedicated workers are assigned to both
pixel-labeling and bounding box tasks, along with a project manager, who
works to ensure quality and enforce our outlined annotation standard. At
rates between $8 - $12 an hour, these services provide high-quality anno-
tations at fair prices. Additionally, parallelizing the annotation process be-
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tween three di↵erent services allowed us to achieve high throughput in a short
amount of time. For our bounding box annotation task, the time required
to annotate each image is low and the label set is quite small. As a result, it
was relatively cheap to generate a large corpus of bounding box images using
annotation services. On the other hand, pixel-level labeling tasks require not
only a much more extensive label set, but also more time and detail to anno-
tate an image. Consequently, the cost to annotate a large dataset skyrockets
and renders our current method monetarily infeasible. In our exploration
we discovered annotation services that would reduce the cost dramatically
if annotation tools and review platforms were provided on the web. As a
result, we developed our own open-source annotation tool, loosely based on
the platform from OpenSurfaces [22].

Figure 8: A snapshot of our annotation tool

The platform, found at https://github.com/VashishtMadhavan/BDDLabeler,
is a lightweight web application that seeks to minimize the time to deploy-
ment. Despite its simplicity, the tool contains extensive annotation and re-
view interfaces. Exposing the platform as a hosted web application also facili-
tates direct transfer from annotators/reviewers to our central image database.
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Going forward, we hope to utilize this interface to collect much larger vol-
umes of fine-grained annotations at a much lower cost. A snapshot of the
interface is shown in Figure 8.

2.6 Dataset Splits

As part of our release, we split both the bounding box annotations and pixel-
level annotations into training, validation, and test sets. Instead of splitting
randomly, each split was sampled to achieve a balanced distribution of ge-
ographic locations, object classes, and scene density. Within each split we
took an even amount of data from San Francisco, New York, and Los An-
geles. To ensure variation between scene content and size in each split, we
added an even number of images from each object category to each split.
We also balanced the number of tra�c object instances between splits, with
each containing a large, medium, and small amount of vehicles, pedestrians,
and tra�c lights/tra�c signs. This resulted in a split of 3815 training exam-
ples, 500 validation examples, and 585 test examples for the pixel-annotation
dataset. For the bounding box dataset, the splits generated were 8640 train,
475 validation, and 885 test examples.

2.7 Pixel Annotation Analysis
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Figure 9: Some samples of class-level(left) and instance-level(right) fine-
grained annotations overlaid on images

We compare the BDD-Nexar dataset to other existing driving datasets in
terms of (i) annotation volume, (ii) scene content, and (iii) scene complex-
ity. Since Cityscapes [14] is the leading dataset for pixel and instance-level
annotations, we use it as a reference point for our analysis.

As a brief overview, Cityscapes contains 5000 images at a 720x1280 pixel
resolution, each coming with pixel and instance-level annotations. These
image are taken throughout 50 cities in Germany, all with the same vehicle
sensor suite. Our dataset contains the same amount of pixel-annotated im-
ages, so by a direct comparison of dataset size, there is no advantage to using
our data. For a more nuanced analysis, we compared the number of total
instances across categories, as shown in Figure 10. Despite having the same
number of total images, our dataset contains higher instance density almost
across the board. This not only means that object categories are well repre-
sented, but also that there is more information, per sample, to learn from.
This suggests that our data is more fruitful for learning algorithms, especially
since the number of labeled images is not very large. In the future, we plan
to increase the number of images with fine-grained annotations, giving our
dataset an edge over Cityscapes in size as well.
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Figure 10: The total number of instances per object class. Our dataset
contains higher density of instances for almost every major object class.

Although Figure 10 validates our dataset in terms of object coverage, the
analysis gives no indication as to the variation between scenes. For example,
a set of images with exactly 3 instances of vehicles per image is less useful
to a deep network than a dataset with a varying number of instances per
image. We desired deep models trained on our dataset to be more robust
to real-world tra�c conditions. As a proxy for measuring the variation in
tra�c conditions, we analyze the distribution of tra�c participant (vehicles
and pedestrians) instances across images. Figure 11 displays a histogram of
tra�c participant instances for each dataset. The vehicle instance distribu-
tion for our dataset better covers the 10-30 instance range much better than
Cityscapes does. However, Cityscapes has slightly better coverage for very
high instance ranges(40-60 inst/image). In a similar vein, the instance distri-
bution for pedestrians is also better distributed across the range of instance
levels, leading us to claim greater variety in terms of scene content. This
level of coverage for tra�c conditions not only makes our dataset less likely
for models to overfit, but also more likely to be useful for models applied in
the real-world.
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Figure 11: Distribution of # of instances per image for tra�c participants.
Our dataset shows higher variance and a more even histogram than that of
Cityscapes.

The final element in our analysis is with respect to scene complexity. In
this instance, we measure scene complexity in terms of the proportions of each
image that pedestrians and vehicles take up. In work by Hoeim et al. [23], it is
shown that the largest source of error in object detection, and more generally
localization tasks, is small di↵erences in object size. Semantic segmentation
and object detection models trained on standard datasets tend to show high
performance when given large object instances, yet exhibit poor localization
performance on smaller, more obscure objects. By increasing the coverage
of small object instances in our dataset, we hope to assist deep networks in
being more robust to this type of error. The results ins Figure 12 suggest
that our dataset contains higher coverage of small objects than Cityscapes,
as the distribution of object pixel proportions is skew right. Although our
coverage of larger objects is not as extensive, our aim is to address issues
that Cityscapes does not. Ideally, our goal is to have an even distribution
of object sizes, with good coverage for all sizes, but in this instance, our
contribution lies in the a more thorough treatment of small objects, which
are more di�cult for deep neural networks trained for localization tasks.
As mentioned before, we hope that our data is used in conjunction with
Cityscapes to improve overall coverage of road scenes, and enable the training
of more robust models.
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Figure 12: Proportion of image pixels that contain tra�c participant in-
stances. Our dataset is skew towards lower pixel proportions, which implies
smaller objects

2.8 Bounding-Box Analysis
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Figure 13: A sample of the bounding box annotations overlaid on images

For the bounding box dataset, we conduct a similar analysis with a leading
object detection benchmark, KITTI[24]. KITTI is a collection of road scenes
collected by driving around Karlsruhe, Germany. It contains 7,418 images of
375x1242 pixel resolution with tight bounding boxes drawn around vehicles,
using the same object categories as Cityscapes, and pedestrians, both sitting
and standing. In our dataset, we deliver 10,000 images of 720x1280 pixel
resolution across 3 di↵erent cities. The label set is similar except for the
inclusion of tra�c lights and tra�c signs. With full overlap with the labelset
of KITTI, our dataset enables seamless cross-dataset evaluation. Addition-
ally, having 1) a larger set of images and 2) data collected beyond one city,
models trained on our dataset are less prone to overfitting and more robust
to real world scenarios, as with the pixel-annotated dataset and Cityscapes.
Our analysis of object instance density and object size between our dataset
and KITTI verifies this claim.
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Figure 14: The distribution of tra�c participant instances

In the previous section, we argued that instance density distributions is a
useful for understanding scene content variety. From the chart in Figure 14
the distribution of instances is fairly similar between our dataset and KITTI,
with ours being slightly more balanced. KITTI seems to have a large number
of instances in the 4-7 range, while ours has a peak around the 1-2 instance
range. However, our distribution covers higher instance scenarios more thor-
oughly, with some images containing almost 30 instances of pedestrians and
vehicles. This is important for high tra�c scenarios, where precise driving is
necessary. Low tra�c scenarios are covered well by both datasets, so their is
marginal advantage to our dataset in that respect.
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Figure 15: Proportion of pixels that tra�c participant boxes take up. The
distribution is skew right towards smaller instance sizes.

Similar to the pixel-level annotations, the proportion of pixels occupied by
tra�c participants is generally lower. Although not significantly so, KITTI
provides better coverage of larger objects, which we consider less di�cult for
object detection models to identify. The better coverage of smaller tra�c
objects and more even distribution of object instances increase the fidelity
of our data in modeling real-world tra�c conditions. By collecting a larger
corpus over more cities, we are able to outpace KITTI in terms of diversity
and di�cult, making our dataset a better benchmark for object detection
tasks.

3 Conclusion

In this work, we present the BDD-Nexar Dataset, a comprehensive collection
of annotated data, designed to spur visual recognition research in the space
of autonomous driving. Our contributions, as mentioned previously, include:

21



(i) a large and comprehensive driving dataset, more diverse and extensive
than others in the space; (ii) an analysis of contemporary driving datasets
and their limitations, which we address with our new collection and (iii) a
large corpus of raw driving video, useful for sequence modeling, 3D motion
estimation, and reinforcement learning. As this is the first public data re-
lease, we will continue to expand the dataset and adapt our annotations to
the needs of specific autonomous driving applications. Although our dataset
provides a richer set of images than that of KITTI or Cityscapes, we pro-
mote the use of our dataset in conjunction with our contemporaries. We have
taken steps to ensure smooth integration with both KITTI and Cityscapes,
in hopes of pushing the field forward altogether.

Although the BDD-Nexar dataset has numerous benefits in terms of diversity
and complexity, it is one the first datasets collected in the United States. As
a result, it captures tra�c conditions and road styles not seen previously in
other datasets. The variance (i) numerous lighting conditions, (ii) di↵erent
types of roads(i.e. highways, urban streets,etc.) and (iii) driving situations
encountered, make this the most interesting, yet challenging of any dataset
available today. As we accrue more data, we hope to understand the fail-
ure modes of state-of-the-art semantic segmentation and detection methods,
while gaining insight for improving them.
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