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Abstract

System-Aware Optimization for Machine Learning at Scale

by

Virginia Smith

Doctor of Philosophy in Computer Science
and the Designated Emphasis in
Communication, Computation, and Statistics

University of California, Berkeley

Professor Michael I. Jordan, Co-chair
Professor David Culler, Co-chair

New computing systems have emerged in response to the increasing size and complexity of modern datasets. For best performance, machine learning methods must be designed to closely align with the underlying properties of these systems.

In this thesis, we illustrate the impact of system-aware machine learning through the lens of optimization, a crucial component in formulating and solving most machine learning problems. Classically, the performance of an optimization method is measured in terms of accuracy (i.e., does it realize the correct machine learning model?) and convergence rate (after how many iterations?). In modern computing regimes, however, it becomes critical to additionally consider a number of systems-related aspects for best overall performance. These aspects can range from low-level details, such as data structures or machine specifications, to higher-level concepts, such as the tradeoff between communication and computation.

We propose a general optimization framework for machine learning, CoCoA, that gives careful consideration to systems parameters, often incorporating them directly into the method and theory. We illustrate the impact of CoCoA in two popular distributed regimes: the traditional cluster-computing environment, and the increasingly common setting of on-device (federated) learning. Our results indicate that by marrying systems-level parameters and optimization techniques, we can achieve orders-of-magnitude speedups for solving modern machine learning problems at scale. We corroborate these empirical results by providing theoretical guarantees that expose systems parameters to give further insight into empirical performance.
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Chapter 1

Introduction

Distributed computing architectures have come to the fore in modern machine learning, in response to the challenges arising from a wide range of large-scale learning applications. Distributed architectures offer the promise of scalability by increasing both computational and storage capacities. A critical challenge in realizing this promise of scalability is to develop efficient methods for communicating and coordinating information between distributed machines, taking into account the specific needs of machine-learning algorithms.

On most distributed systems, the communication of data between machines is vastly more expensive than reading data from main memory and performing local computation. Moreover, the optimal trade-off between communication and computation can vary widely depending on the dataset being processed, the system being used, and the objective being optimized. It is therefore essential for distributed methods to accommodate flexible communication-computation profiles while still providing convergence guarantees.

Although numerous distributed optimization methods have been proposed, the mini-batch optimization approach has emerged as one of the most popular paradigms for tackling this communication-computation tradeoff [cf. 72, 79, 83, 90]. Mini-batch methods are often developed by generalizing classical stochastic methods to process multiple data points at a time, which helps to alleviate the communication bottleneck by enabling more distributed computation per round of communication. However, while the need to reduce communication would suggest large mini-batch sizes, the theoretical convergence rates of these methods degrade with increased mini-batch size, reverting to the rates of classical (batch) gradient methods. Empirical results corroborate these theoretical rates, and in practice, mini-batch methods have limited flexibility to adapt to the communication-computation tradeoffs that would maximally leverage parallel execution. Moreover, because mini-batch methods are typically derived from a specific single-machine solver, these methods and their associated analyses are often tailored to specific problem instances and can suffer both theoretically and practically when applied outside of their restricted problem setting.

In this thesis, we propose a framework, CoCoA, that addresses these two fundamental limitations. First, we allow arbitrary local solvers to be used on each machine in parallel. This allows our framework to directly incorporate state-of-the-art, application-specific single-
machine solvers in the distributed setting. Second, we share information between machines in our framework with a highly flexible communication scheme. This allows the amount of communication to be easily tailored to the problem and system at hand, in particular allowing for the case of significantly reduced communication in the distributed environment.

A key step in providing these features in our framework is to first define meaningful subproblems for each machine to solve in parallel, and to then combine updates from the subproblems in an efficient manner. Our method and convergence results rely on noting that, depending on the distribution of the data (e.g., by feature or by training point), and whether we solve the problem in the primal or the dual, certain machine learning objectives can be more easily decomposed into subproblems in the distributed setting. In particular, we categorize common machine learning objectives into several cases, and use duality to help decompose these objectives. As we demonstrate, using primal-dual information in this manner not only allows for highly efficient methods (achieving, e.g., up to 50x speedups compared to state-of-the-art distributed methods), but also allows for strong primal-dual convergence guarantees and practical benefits such as computation of the duality gap for use as an accuracy certificate and stopping criterion.

1.1 Contributions

**General framework.** We develop a communication-efficient primal-dual framework that is applicable to a broad class of convex optimization problems. Notably, in contrast to earlier work of [38, 51, 100]; and [53], our generalized, cohesive framework: (1) specifically incorporates difficult cases of $L_1$ regularization and other non-strongly convex regularizers; (2) allows for the flexibility of distributing the data by either feature or training point; and (3) can be run on either a primal or dual formulation, which we show to have significant theoretical and practical implications.

**Flexible communication and local solvers.** Two key advantages of the proposed framework are its communication efficiency and ability to employ off-the-shelf single-machine solvers internally. On real-world systems, the cost of communication versus computation can vary widely, and it is thus advantageous to permit a flexible amount of communication depending on the setting at hand. Our framework provides exactly such control. Moreover, we allow arbitrary solvers to be used on each machine, which permits the reuse of existing code and the benefits from multi-core or other optimizations therein.

**Primal-dual rates.** We derive convergence rates for our framework, leveraging a novel approach in the analysis of primal-dual rates for non-strongly convex regularizers. The proposed technique is a significant improvement over simple smoothing techniques used in, e.g., [67] and [110] that enforce strong convexity by adding a small $L_2$ term to the objective. Our results include primal-dual rates and certificates for the general class of linear regularized loss minimization, and we show how earlier work can be derived as a special case of our more general approach.
Experimental comparison. The proposed framework yields order-of-magnitude speedups (as much as $50 \times$ faster) compared to state-of-the-art methods for large-scale machine learning. We demonstrate these performance gains with an extensive experimental comparison on real-world distributed datasets. We additionally explore properties of the framework itself, including the effect of running the framework in the primal or the dual. All algorithms for comparison are implemented in Apache Spark and run on Amazon EC2 clusters. Our code is open-source and publicly available at: [github.com/gingsmith/proxcocoa](https://github.com/gingsmith/proxcocoa).

Federated learning. Finally, we explore the framework in various distributed computing settings, including the nascent area of federated learning, in which the aim is to perform optimization over large networks of low-powered devices. We propose an extension to CoCoA, Mocha, which is ideally suited to handle the unique systems and statistical challenges of the federated setting. We demonstrate both the superior statistical performance and empirical speedups of this method through simulations on real-world federated datasets, and provide a careful theoretical analysis that explores the effect of systems challenges such as stragglers and fault tolerance on our convergence guarantees.

1.2 Related Work

Single-machine coordinate solvers. For strongly convex regularizers, the current state-of-the-art for empirical loss minimization is randomized coordinate ascent on the dual (SDCA) \cite{SDCA} and its accelerated variants \cite{acceleratedSDCA}. In contrast to primal stochastic gradient descent (SGD) methods, the SDCA family is often preferred as it is free of learning-rate parameters and has faster (geometric) convergence guarantees. Interestingly, a similar trend in coordinate solvers has been observed in the recent literature on the lasso, but with the roles of primal and dual reversed. For those problems, coordinate descent methods on the primal have become state-of-the-art, as in glmnet \cite{glmnet} and extensions \cite{glmnet_extensions} (cf. the overview in \cite{glmnet_overview}). However, primal-dual convergence rates for unmodified coordinate algorithms have to our knowledge only been obtained for strongly convex regularizers to date \cite{acceleratedSDCA} \cite{primalDualConvergence}.

Coordinate descent on $L_1$-regularized problems (i.e., $(\mathbf{A}^\top \mathbf{A})$ with $g(\cdot) = \lambda \|\cdot\|_1$) can be interpreted as the iterative minimization of a quadratic approximation of the smooth part of the objective (as in a one-dimensional Newton step), followed by a shrinkage step resulting from the $L_1$ part. In the single-coordinate update case, this is at the core of glmnet \cite{glmnet} \cite{glmnet_overview}, and widely used in solvers based on the primal formulation of $L_1$-regularized objectives \cite{primalL1Solver, primalL1SolverExtensions}. When changing more than one coordinate at a time, again employing a quadratic upper bound on the smooth part, this results in a two-loop method as in glmnet for the special case of logistic regression. This idea is crucial for the distributed setting. When the set of active coordinates coincides with the ones on the local machine, these single-machine approaches closely resemble the distributed framework proposed here.
Parallel methods. For the general regularized loss minimization problems of interest, methods based on stochastic subgradient descent (SGD) are well-established. Several variants of SGD have been proposed for parallel computing, many of which build on the idea of asynchronous communication \[23, 68\]. Despite their simplicity and competitive performance on shared-memory systems, the downside of this approach in the distributed environment is that the amount of required communication is equal to the amount of data read locally, since one data point is accessed per machine per round (e.g., mini-batch SGD with a batch size of one per worker). These variants are in practice not competitive with the more communication-efficient methods considered in this work, which allow more local updates per communication round.

For the specific case of $L_1$-regularized objectives, parallel coordinate descent (with and without using mini-batches) was proposed in \[17\] (Shotgun) and generalized in \[12\]; it is among the best performing solvers in the parallel setting. Our framework reduces to Shotgun as a special case when the internal solver is a single-coordinate update on the subproblem (2.10), $\gamma = 1$, and for a suitable $\sigma'$. However, Shotgun is not covered by our convergence theory, since it uses a potentially unsafe upper bound of $\beta$ instead of $\sigma'$, which is not guaranteed to satisfy our condition for convergence (2.11). We compare empirically with Shotgun in Chapter 4 to highlight the detrimental effects of running this high-communication method in the distributed environment.

One-shot communication schemes. At the other extreme, there are methods that use only a single round of communication [cf. 57, 62, 109, 112, 32]. These methods require additional assumptions on the partitioning of the data, which are usually not satisfied in practice if the data are distributed “as is”, i.e., if we do not have the opportunity to distribute the data in a specific way beforehand. Furthermore, some cannot guarantee convergence rates beyond what could be achieved if we ignored data residing on all but a single computer, as shown in \[86\]. Additional relevant lower bounds on the minimum number of communication rounds necessary for a given approximation quality are presented in \[8\] and \[7\].

Mini-batch methods. Mini-batch methods (which use updates from several training points or features per round) are more flexible and lie within the two extremes of parallel and one-shot communication schemes. However, mini-batch versions of both SGD and coordinate descent (CD) (e.g., \[72, 79, 83, 90\]) suffer from their convergence rate degrading towards the rate of batch gradient descent as the size of the mini-batch is increased. This follows because mini-batch updates are made based on the outdated previous parameter vector $w$, in contrast to methods that allow immediate local updates like CoCoA.

Another disadvantage of mini-batch methods is that the aggregation parameter is more difficult to tune, as it can lie anywhere in the order of mini-batch size. The optimal choice is often either unknown or too challenging to compute in practice. In the CoCoA framework there is no need to tune parameters, as the aggregation parameter and subproblem parameters can be set directly using the safe bound discussed in Chapter 2 (Definition 5).
Batch solvers. ADMM \cite{ADMM}, gradient descent, and quasi-Newton methods such as L-BFGS and are also often used in distributed environments because of their relatively low communication requirements. However, they require at least a full (distributed) batch gradient computation at each round, and therefore do not allow the gradual trade-off between communication and computation provided by CoCoA. In Chapter \ref{chap:4}, we include experimental comparisons with ADMM, gradient descent, and L-BFGS variants, including orthant-wise limited memory quasi-Newton (OWL-QN) for the $L_1$ setting \cite{OWL-QN}.

Finally, we note that while the convergence rates provided for CoCoA mirror the convergence class of classical batch gradient methods in terms of the number of outer rounds, existing batch gradient methods come with a weaker theory, as they do not allow general inexactness $\Theta$ for the local subproblem (2.10). In contrast, our convergence rates incorporate this approximation directly, and, moreover, hold for arbitrary local solvers of much cheaper cost than batch methods (where in each round, every machine has to process exactly a full pass through the local data). This makes CoCoA more flexible in the distributed setting, as it can adapt to varied communication costs on real systems. We have seen in Chapter \ref{chap:4} that this flexibility results in significant performance gains over the competing methods.

Distributed solvers. By making use of the primal-dual structure in the line of work of \cite{CoCoA-v1, CoCoA+, DisDCA}, the CoCoA-v1 and CoCoA+ frameworks (which are special cases of the presented framework, CoCoA) are the first to allow the use of any local solver—of weak local approximation quality—in each round in the distributed setting. The practical variant of the DisDCA \cite{DisDCA}, called DisDCA-p, allows for additive updates in a similar manner to CoCoA, but is restricted to coordinate decent (CD) being the local solver, and was initially proposed without convergence guarantees. DisDCA-p, CoCoA-v1, and CoCoA+ are all limited to strongly convex regularizers, and therefore are not as general as the CoCoA framework discussed in this work.

In the $L_1$-regularized setting, an approach related to our framework includes distributed variants of glmnet as in \cite{glmnet}. Inspired by glmnet and \cite{DisDCA}, the works of \cite{block-diagonal-Hessian} and \cite{glmnet} introduced the idea of a block-diagonal Hessian upper approximation in the distributed $L_1$ context. The later work of \cite{specialization} specialized this approach to sparse logistic regression.

If hypothetically each of our quadratic subproblems $G_k^{\sigma}(\Delta \alpha_{[k]})$ as defined in (2.10) were to be minimized exactly, the resulting steps could be interpreted as block-wise Newton-type steps on each coordinate block $k$, where the Newton-subproblem is modified to also contain the $L_1$-regularizer \cite{glmnet, block-diagonal-Hessian, DisDCA}. While \cite{glmnet} allows a fixed accuracy for these subproblems, but not arbitrary approximation quality $\Theta$ as in our framework, the works of \cite{specialization, DisDCA}; and \cite{CoCoA-v1} assume that the quadratic subproblems are solved exactly. Therefore, these methods are not able to freely trade off communication and computation. Also, they do not allow the re-use of arbitrary local solvers. On the theoretical side, the convergence rate results provided by \cite{glmnet, specialization}; and \cite{DisDCA} are not explicit convergence rates but only asymptotic, as the quadratic upper bounds are not explicitly controlled for safety as with our $\sigma'\left(2.11\right)$.\hfill
CHAPTER 1. INTRODUCTION

1.3 Organization

The remainder of this thesis is organized as follows. Chapter 2 presents the CoCoA framework for distributed optimization. We begin by providing necessary background, including standard definitions from optimization and duality. Using the presented primal-dual structure, we then state problem cases for our framework which we elucidate with a set of running examples. Next, we detail CoCoA and explain how the framework may be run in either its primal or dual form in the distributed setting. Two critical components of the method are its updating scheme and subproblem formulation; we end the chapter by exploring several interpretations of these components and comparing the method to related work.

The proposed method is applicable to many common problems in machine learning and signal processing. Chapter 3 details several example applications that can be realized via the general CoCoA framework. For each application, we describe the primal-dual setup and algorithmic details; discuss the convergence properties of our framework for the application; and include practical concerns such as information on relevant local solvers.

Chapters 4 and 5 provide our empirical and theoretical results, respectively. In Chapter 4 we compare CoCoA to other state-of-the-art solvers in the distributed data center setting. Our results demonstrate order-of-magnitude speedups over competitors in solving common machine learning problems on real-world distributed datasets. To supplement these comparisons, we explore various properties of the framework, including the tradeoffs of primal vs. dual distributed optimization, the impact of communication on the framework, and the effect of the subproblem formulation. In Chapter 5 we derive our convergence guarantees for the framework and prove all other results given in the prior chapters. Our convergence results include primal-dual rates and certificates for the general class of linear regularized loss minimization. A key contribution in these results is our ability to abstract the performance of a local solver as an approximate solution of the subproblem defined on each distributed machine. Our convergence guarantees are derived by relating this local convergence to improvement made towards the global solution.

Finally, in Chapter 6 we explore an extension of CoCoA to federated learning, an increasingly common scenario in which the training of a machine learning model takes place directly on distributed devices. This setting presents new statistical challenges in our modeling approach, as well as new systems challenges in the training of these models. In particular, issues such as non-IID data, stragglers, and fault tolerance are much more prevalent than in a typical data center setting. To handle these challenges, we propose MOCHA, a method that one (1) leverages multi-task learning, (2) performs alternating minimization of the objective, and (3) extends CoCoA to perform federated MTL updates. The resulting framework has superior statistical performance and a highly flexible optimization scheme relative to competitors. We demonstrate the empirical performance of this method through simulations on real-world federated datasets, and provide a careful theoretical analysis that explores the effect of the challenges prevalent in federated learning on our convergence guarantees.
Chapter 2

CoCoA Framework

In this work, we develop a general framework for minimizing problems of the following form:

\[ \ell(u) + r(u), \]

for convex functions \( \ell \) and \( r \). Frequently the first term \( \ell \) is an empirical loss over the data, taking the form \( \sum_i \ell_i(u) \), and the second term \( r \) is a regularizer, e.g., \( r(u) = \lambda \|u\|_p \). This formulation includes many popular methods in machine learning and signal processing, such as support vector machines, linear and logistic regression, lasso and sparse logistic regression, and many others.

2.1 Notation

The following standard definitions will be used throughout the thesis.

**Definition 1 (L-Lipschitz Continuity).** A function \( h : \mathbb{R}^m \to \mathbb{R} \) is L-Lipschitz continuous if \( \forall u, v \in \mathbb{R}^m \), we have

\[ |h(u) - h(v)| \leq L \|u - v\|. \]

**Definition 2 (L-Bounded Support).** A function \( h : \mathbb{R}^m \to \mathbb{R} \cup \{+\infty\} \) has L-bounded support if its effective domain is bounded by \( L \), i.e.,

\[ h(u) < +\infty \Rightarrow \|u\| \leq L. \]

**Definition 3 ((1/\mu)-Smoothness).** A function \( h : \mathbb{R}^m \to \mathbb{R} \) is (1/\mu)-smooth if it is differentiable and its derivative is (1/\mu)-Lipschitz continuous, or equivalently

\[ h(u) \leq h(v) + \langle \nabla h(v), u - v \rangle + \frac{1}{2\mu} \|u - v\|^2 \quad \forall u, w \in \mathbb{R}^m. \]

**Definition 4 (\mu-Strong Convexity).** A function \( h : \mathbb{R}^m \to \mathbb{R} \) is \( \mu \)-strongly convex for \( \mu \geq 0 \) if

\[ h(u) \geq h(v) + \langle s, u - v \rangle + \frac{\mu}{2} \|u - v\|^2 \quad \forall u, v \in \mathbb{R}^m, \]

for any \( s \in \partial h(v) \), where \( \partial h(v) \) denotes the subdifferential of \( h \) at \( v \).
2.2 Duality

Numerous methods have been proposed to solve (I), and these methods generally fall into two categories: \textit{primal methods}, which run directly on the primal objective, and \textit{dual methods}, which instead run on the dual formulation of the primal objective. In developing our framework, we present an abstraction that allows for either a primal or a dual variant of our framework to be run. In particular, to solve the input problem (I), we consider mapping the problem to one of the following two general problems:

\begin{align*}
\min_{\alpha \in \mathbb{R}^n} & \quad \mathcal{O}_A(\alpha) := f(A\alpha) + g(\alpha) \\
\min_{w \in \mathbb{R}^d} & \quad \mathcal{O}_B(w) := f^*(w) + g^*(-A^T w) 
\end{align*}

Here $\alpha \in \mathbb{R}^n$ and $w \in \mathbb{R}^d$ are parameter vectors, $A := [x_1; \ldots; x_n] \in \mathbb{R}^{d \times n}$ is a data matrix with column vectors $x_i \in \mathbb{R}^d$, $i \in \{1, \ldots, n\}$, and the functions $f^*$ and $g_i^*$ are the \textit{convex conjugates} of $f$ and $g_i$, respectively.

The dual relationship in problems (A) and (B) is known as Fenchel-Rockafellar duality \cite{Rockafellar70}. We provide a self-contained derivation of the duality in Section \ref{sec:duality}. Note that while dual problems are typically presented as a pair of (min, max) problems, we have equivalently reformulated (A) and (B) to both be minimization problems in accordance with their roles in our framework.

Given $\alpha \in \mathbb{R}^n$ in the context of (A), a corresponding vector $w \in \mathbb{R}^d$ for problem (B) is obtained by:

$$w = w(\alpha) := \nabla f(A\alpha).$$

This mapping arises from first-order optimality conditions on the $f$-part of the objective. The duality gap, given by:

$$G(\alpha) := \mathcal{O}_A(\alpha) - [-\mathcal{O}_B(w(\alpha))]$$

is always non-negative, and under strong duality, the gap will reach zero only for an optimal pair $(\alpha^*, w^*)$. The duality gap at any point provides a practically computable upper bound on the unknown primal as well as dual optimization error (suboptimality), since

$$\mathcal{O}_A(\alpha) \geq \mathcal{O}_A(\alpha^*) \geq -\mathcal{O}_B(w^*) \geq -\mathcal{O}_B(w(\alpha)).$$

In developing the proposed framework, noting the duality between (A) and (B) has many benefits, including the ability to compute the duality gap, which acts as a certificate of the approximation quality. It is also useful as an analysis tool, helping us to present a cohesive framework and relate this work to the prior work of \cite{100, 38}; and \cite{53, 51}. As a word of caution, note that we avoid prescribing the name “primal” or “dual” directly to either of the problems (A) or (B), as we demonstrate below that their role as primal or dual can change depending on the application problem of interest.
2.3 Assumptions and Problem Cases

Our main assumptions on problem (A) are that $f$ is $(1/\tau)$-smooth, and the function $g$ is separable, i.e., $g(\alpha) = \sum_i g_i(\alpha_i)$, with each $g_i$ having $L$-bounded support. Given the duality between the problems (A) and (B), this can be equivalently stated as assuming that in problem (B), $f^*$ is $\tau$-strongly convex, and the function $g^*(-A^Tw) = \sum_i g_i^*(-x_i^Tw)$ is separable with each $g_i^*$ being $L$-Lipschitz.

For clarity, in Table 2.1, we relate our assumptions on objectives (A) and (B) to the general input problem (I). Suppose, as in equation (I), we would like to find a minimizer of the general objective $\ell(u) + r(u)$. Depending on the smoothness of the function $\ell$ and the strong convexity of the function $r$, we will be able to map the input function (I) to one (or both) of the objectives (A) and (B) based on our assumptions.

In particular, we outline three separate cases: Case I, in which the function $\ell$ is smooth and the function $r$ is strongly convex; case II, in which $\ell$ is smooth, and $r$ is non-strongly convex and separable; and case III, in which $\ell$ is non-smooth and separable, and $r$ is strongly convex. The union of these cases will capture most commonly-used applications of linear regularized loss minimization problems. In Section 2.9, we will see that different variants of our framework may be realized depending on which of these three cases we consider when solving the input problem (I).

<table>
<thead>
<tr>
<th>Smooth $\ell$</th>
<th>Non-smooth, separable $\ell$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly convex $r$</td>
<td>Case I: Obj (A) or (B)</td>
</tr>
<tr>
<td>Non-strongly convex, separable $r$</td>
<td>Case II: Obj (A)</td>
</tr>
</tbody>
</table>

2.4 Running Examples

To illustrate the three cases in Table 2.1, we consider several examples below. These applications will serve as running examples throughout this thesis, and we will revisit them in our experiments (Chapter 4). Further applications and details are provided in Chapter 3.

1. **Elastic Net Regression (Case I: map to either (A) or (B)).** We can map elastic-net regularized least squares regression,

   $$\min_{u \in \mathbb{R}^p} \frac{1}{2} \|Au - b\|_2^2 + \eta \lambda \|u\|_1 + (1 - \eta) \frac{\lambda}{2} \|u\|_2^2.$$  
   (2.7)
to either objective \( \text{[A]} \) or \( \text{[B]} \). To map to objective \( \text{[A]} \), we let: \( f(A\alpha) = \frac{1}{2}\|A\alpha - b\|_2^2 \) and \( g(\alpha) = \sum_i g_i(\alpha_i) = \sum_i \eta \lambda |\alpha_i| + (1 - \eta)\frac{1}{2} \alpha_i^2 \), setting \( n \) to be the number of features and \( d \) the number of training points.

To map to \( \text{[B]} \), we let: \( g(-A^\top w) = \sum_i g_i^*(-x_i^\top w) = \sum_i \frac{1}{2} (x_i^\top w - b_i)^2 \) and \( f^*(w) = \eta \lambda \|w\|_1 + (1 - \eta)\frac{1}{2} \|w\|_2^2 \), setting \( d \) to be the number of features and \( n \) the number of training points. We discuss in Section 2.9 how the choice of mapping elastic net regression to either \( \text{[A]} \) or to \( \text{[B]} \) will result in one of two variants of our framework, and can have implications on the distribution scheme and overall performance of the method.

2. **Lasso (Case II: map to \( \text{[A]} \)).** We can represent \( L_1 \)-regularized least squares regression by mapping the model:

\[
\min_{u \in \mathbb{R}^p} \frac{1}{2}\|Au - b\|_2^2 + \lambda\|u\|_1
\]

(2.8)

to objective \( \text{[A]} \), letting \( f(A\alpha) = \frac{1}{2}\|A\alpha - b\|_2^2 \) and \( g(\alpha) = \sum_i g_i(\alpha_i) = \sum_i \lambda |\alpha_i| \). In this mapping, \( n \) represents the number of features, and \( d \) the number of training points. Note that we cannot map the lasso objective to \( \text{[B]} \) directly, as \( f^* \) must be \( \tau \)-strongly convex and the \( L_1 \)-norm is non-strongly convex.

3. **Support Vector Machine (Case III: map to \( \text{[B]} \)).** We can represent a hinge loss support vector machine (SVM) by mapping the model:

\[
\min_{u \in \mathbb{R}^p} \frac{1}{m} \sum_{i=1}^m \max \left\{ 0, 1 - y_i (x_i^\top u) \right\} + \frac{\lambda}{2}\|u\|_2^2 ,
\]

(2.9)

to objective \( \text{[B]} \), letting \( g^*(-A^\top w) = \sum_i g_i^*(-x_i^\top w) = \sum_i \frac{1}{n} \max \{0, 1 - y_i x_i^\top w\} \) and \( f^*(w) = \frac{1}{2}\|w\|_2^2 \). In this mapping, \( d \) represents the number of features, and \( n \) the number of training points. Note that we cannot map the hinge loss SVM primal to objective \( \text{[A]} \) directly, as \( f \) must be \((1/\tau)\)-smooth and the hinge loss is non-smooth.

### 2.5 Data Partitioning

To view our setup in the distributed environment, we suppose that the dataset \( A \) is distributed over \( K \) machines according to a partition \( \{P_k\}_{k=1}^K \) of the columns of \( A \in \mathbb{R}^{d \times n} \). We denote the size of the partition on machine \( k \) by \( n_k = |P_k| \). For machine \( k \in \{1, \ldots, K\} \) and weight vector \( \alpha \in \mathbb{R}^n \), we define \( \alpha_{[k]} \in \mathbb{R}^n \) as the \( n \)-vector with elements \( (\alpha_{[k]})_i := \alpha_i \) if \( i \in P_k \) and \( (\alpha_{[k]})_i := 0 \) otherwise. Analogously, we write \( A_{[k]} \) for the corresponding group of columns of \( A \), and zeros elsewhere (note that columns can correspond to either training examples or features, depending on the application). We discuss these distribution schemes in greater detail in Section 2.9.
Algorithm 1: Generalized CoCoA Distributed Framework

1: **Input:** Data matrix $A$ distributed column-wise according to partition $\{P_k\}_{k=1}^K$, aggregation parameter $\gamma \in (0, 1]$, and parameter $\sigma'$ for the local subproblems $G_k^{\sigma'}(\Delta \alpha[k]; v, \alpha[k])$.
2: Starting point $\alpha^{(0)} := 0 \in \mathbb{R}^n$, $v^{(0)} := 0 \in \mathbb{R}^d$.
3: for $t = 0, 1, 2, \ldots$ do
   4:      for $k \in \{1, 2, \ldots, K\}$ in parallel over computers do
   5:         compute $\Theta$-approximate solution $\Delta \alpha[k]$ of local subproblem (2.10)
   6:         update local variables $\alpha^{(t+1)}[k] := \alpha^{(t)}[k] + \gamma \Delta \alpha[k]$
   7:         return updates to shared state $\Delta v_k := A[k] \Delta \alpha[k]$
   8:      reduce $v^{(t+1)} := v^{(t)} + \gamma \sum_{k=1}^K \Delta v_k$

2.6 Method

The goal of our framework is to find a global minimizer of the objective (A), while distributing computation based on the partitioning of the dataset $A$ across machines (Section 2.5). As a first step, note that distributing the update to the function $g$ in objective (A) is straightforward, as we have required that this term is separable according to the partitioning of our data, i.e., $g(\alpha) = \sum_{i=1}^n g_i(\alpha_i)$. However, the same does not hold for the term $f(A\alpha)$.

To minimize this part of the objective in a distributed fashion, we propose minimizing a quadratic approximation of the function, which allows the minimization to separate across machines. We make this approximation precise in the following subsection.

**Data-local quadratic subproblems.** In the general CoCoA framework (Algorithm 1), we distribute computation by defining a data-local subproblem of the optimization problem (A) for each machine. This simpler problem can be solved on machine $k$ and only requires accessing data which is already available locally, i.e., the columns $A[k]$. More formally, each machine $k$ is assigned the following local subproblem, which depends only on the previous shared vector $v := A\alpha \in \mathbb{R}^d$, and the local data $A[k]$:

$$
\min_{\Delta \alpha[k] \in \mathbb{R}^n} G_k^{\sigma'}(\Delta \alpha[k]; v, \alpha[k]),
$$

where

$$
G_k^{\sigma'}(\Delta \alpha[k]; v, \alpha[k]) := \frac{1}{K} f(v) + w^\top A[k] \Delta \alpha[k] + \frac{\sigma'}{2\tau} \left\|A[k] \Delta \alpha[k]\right\|^2 + \sum_{i \in P_k} g_i(\alpha_i + \Delta \alpha[k]_i),
$$

and $w := \nabla f(v)$. Here we let $\Delta \alpha[k]$ denote the change of local variables $\alpha_i$ for indices $i \in P_k$, and we set $(\Delta \alpha[k]_i) := 0$ for all $i \notin P_k$. It is important to note that the subproblem (2.10) is simple in the sense that it is always a quadratic objective (apart from the $g_i$ term). The subproblem does not depend on the function $f$ itself, but only its linearization at the fixed shared vector $v$. This property additionally simplifies the task of the local solver, especially for cases of complex functions $f$. 
Framework parameters $\gamma$ and $\sigma'$. There are two parameters that must be set in our framework: $\gamma$, the aggregation parameter, which controls how the updates from each machine are combined, and $\sigma'$, the subproblem parameter, which is a data-dependent term measuring the difficulty of the data partitioning $\{\mathcal{P}_k\}_{k=1}^K$. These terms play a crucial role in the convergence of the method, as we demonstrate in Chapter 3. In practice, we provide a simple and robust way to set these parameters: For a given aggregation parameter $\gamma \in (0, 1]$, the subproblem parameter $\sigma'$ will be set as $\sigma' := \gamma K$, but can also be improved in a data-dependent way as we discuss below. In general, as we show in Chapter 5, setting $\gamma := 1$ and $\sigma':= K$ will guarantee convergence while delivering our fastest convergence rates.

Definition 5 (Data-dependent aggregation parameter). In Algorithm 1, the aggregation parameter $\gamma$ controls the level of adding ($\gamma := 1$) versus averaging ($\gamma := \frac{1}{K}$) of the partial solutions from all machines. For our convergence results (Chapter 5) to hold, the subproblem parameter $\sigma'$ must be chosen not smaller than

$$
\sigma' \geq \sigma'_{\min} := \gamma \max_{\alpha \in \mathbb{R}^n} \frac{\|A\alpha\|^2}{\sum_{k=1}^{K} \|A_{[k]\alpha_{[k]}\|^2}}.
$$

The simple choice of $\sigma' := \gamma K$ is valid for (2.11), i.e.,

$$\gamma K \geq \sigma'_{\min}.$$

In some cases, it will be possible to give a better (data-dependent) choice for $\sigma'$, closer to the actual bound given in $\sigma'_{\min}$.

Subproblem Interpretation. Here we provide further intuition behind the data-local subproblems (2.10). The local objective functions $g'_{\kappa}$ are defined to closely approximate the global objective in (A) as the “local” variable $\Delta \alpha_{[k]}$ varies, which we will see in the analysis (Chapter 5, Lemma 15). In fact, if the subproblem were solved exactly, this could be interpreted as a data-dependent, block-separable proximal step, applied to the $f$ part of the objective (A) as follows:

$$
\sum_{k=1}^{K} G_{\kappa}^\sigma' (\Delta \alpha_{[k]}; v, \alpha_{[k]}) = R + f(v) + \nabla f(v)\top A \Delta \alpha + \frac{\sigma'}{2\tau} \Delta \alpha \top \begin{bmatrix} A_{[1]}^\top A_{[1]} & 0 \\ 0 & A_{[K]}^\top A_{[K]} \end{bmatrix} \Delta \alpha,
$$

where $R = \sum_{i \in [n]} g_i (\alpha_i - \Delta \alpha_i)$.

However, note that in contrast to traditional proximal methods, our algorithm does not assume that this subproblem is solved to high accuracy, as we instead allow the use of local solvers of any approximation quality $\Theta$. 
Reusability of existing single-machine solvers. Our local subproblems (2.10) have the appealing property of being very similar in structure to the global problem (A), with the main difference being that they are defined on a smaller (local) subset of the data, and are simpler because they are not dependent on the shape of $f$. For a user of CoCoA, this presents a major advantage in that existing single machine-solvers can be directly re-used in our distributed framework (Algorithm 1) by employing them on the subproblems $G_k^{\sigma'}$.

Therefore, problem-specific tuned solvers which have already been developed, along with associated speed improvements (such as multi-core implementations), can be easily leveraged in the distributed setting. We quantify the dependence on local solver performance with the following assumption and remark, and relate this performance to our global convergence rates in Chapter 5.

**Assumption 1** ($\Theta$-approximate solution). We assume that there exists $\Theta \in [0, 1)$ such that for all $k \in [K]$, the local solver at any outer iteration $t$ produces a (possibly) randomized approximate solution $\Delta \alpha_{[k]}$, which satisfies

$$\mathbb{E}[G_k^{\sigma'}(\Delta \alpha_{[k]}; v, \alpha_{[k]}))] - G_k^{\sigma'}(\Delta \alpha^*_{[k]}; v, \alpha_{[k]}) \leq \Theta \left( G_k^{\sigma'}(0; v, \alpha_{[k]}) - G_k^{\sigma'}(\Delta \alpha^*_{[k]}; v, \alpha_{[k]}) \right),$$

(2.12)

where

$$\Delta \alpha^*_{[k]} \in \arg\min_{\Delta \alpha \in \mathbb{R}^n} G_k^{\sigma'}(\Delta \alpha_{[k]}; v, \alpha_{[k]}), \quad \forall k \in [K].$$

(2.13)

**Remark 1.** In practice, the time spent solving the local subproblems in parallel should be chosen comparable to the required time of a communication round, for best overall efficiency on a given system. We study this trade-off both in theory (Chapter 5) and experiments (Chapter 4).

**Remark 2.** Note that the accuracy parameter $\Theta$ does not have to be chosen a priori: Our convergence results (Chapter 5) are valid if $\Theta$ is an upper bound on the actual empirical values $\Theta$ in the rounds of Algorithm 1. This allows for some of the $K$ machines to at times deliver better or worse accuracy (e.g., if a slow local machine is stopped early during a specific round, to avoid the others needing to wait).

With this general framework in place, we next discuss two variants of our framework, CoCoA-Primal and CoCoA-Dual. In running either the primal or dual variant of our framework, the goal will always be to solve objective (A) in a distributed fashion. The main difference will be whether this objective is viewed as the primal or dual of the input problem (I). If we map the input (I) to objective (A), then (A) will be viewed as the primal. If we map (I) to (B), the objective (A) will be viewed as the dual. We make this mapping technique precise and discuss its implications in the following sections (Sections 2.7–2.9).
2.7 CoCoA in the Primal

In the primal distributed version of the framework (Algorithm 2), the framework is run by mapping the initial problem (I) directly to objective (A) and then applying the generalized CoCoA framework described in Algorithm 1. In other words, we view problem (A) as the primal objective, and solve this problem directly.

From a theoretical perspective, viewing (A) as the primal will allow us to consider non-strongly convex regularizers, since we allow the terms $g_i$ to be non-strongly convex. This setting was not covered in earlier work of [38, 53, 100]; and [51], and we discuss it in detail in Chapter 5, as additional machinery must be introduced to develop primal-dual rates for this setting.

Running the primal version of the framework has important practical implications in the distributed setting, as it typically implies that the data is distributed by feature rather than by training point. In this setting, the amount of communication at every outer iteration will be $O$ (number of training points). When the number of features is high (as is common when using sparsity-inducing regularizers) this can help to reduce communication and improve overall performance, as we demonstrate in Chapter 4.

\begin{algorithm}
\caption{CoCoA-Primal (Mapping Problem (I) to (A))}
1: Map: Input problem (I) to objective (A)
2: Distribute: Dataset $A$ by columns (here typically features) according to partition $\{P_k\}_{k=1}^K$
3: Run: Algorithm 1 with aggregation parameter $\gamma$ and subproblem parameter $\sigma'$
\end{algorithm}

2.8 CoCoA in the Dual

In the dual distributed version of the framework (Algorithm 3), we run the framework by mapping the original problem (I) to objective (B), and then solve the problem by running Algorithm 1 on the dual $\langle A \rangle$. In other words, we view problem (B) as the primal, and solve this problem via the dual $\langle A \rangle$.

This version of the framework will allow us to consider non-smooth losses, such as the hinge loss or absolute deviation loss, since the terms $g_i^*$ can be non-smooth. From a practical perspective, this version of the framework will typically imply that the data is distributed by training point, and for a vector $O$ (number of features) to be communicated at every outer iteration. This variant may therefore be preferable when the number of training points exceeds the number of features.
Algorithm 3 CoCoA-Dual (Mapping Problem [I] to [B])

1: **Map:** Input problem [I] to objective [B]
2: **Distribute:** Dataset $A$ by columns (here typically training points) according to partition $\{P_k\}_{k=1}^{K}$
3: **Run:** Algorithm 1 with aggregation parameter $\gamma$ and subproblem parameter $\sigma'$

2.9 Primal vs. Dual

In Table 2.2, we revisit the three cases from Section 2.3 showing how the primal and dual variants of CoCoA can be applied to various input problems $\ell(u) + r(u)$, depending on properties of the functions $\ell$ and $r$. In particular, in the setting where $\ell$ is smooth and $r$ is strongly convex, the user may choose whether to run the framework in the primal (Algorithm 2), or in the dual (Algorithm 3). Intuitively, Algorithm 2 will be preferable as $r$ loses strong convexity, and Algorithm 3 will be preferable as $\ell$ loses smoothness. However, there are also systems-related aspects to consider. In Algorithm 2, we typically distribute the data by feature, and in Algorithm 3, by training point (this distribution depends on how the terms $n$ and $d$ are defined in our mapping, see Chapter 3). Depending on whether the number of features or number of training points is the dominating term, we may chose to run Algorithm 2 or Algorithm 3 respectively, in order to reduce communication costs. We validate these ideas empirically in Chapter 4 by comparing the performance of each variant (primal vs. dual) on real distributed datasets.

<table>
<thead>
<tr>
<th>Smooth $\ell$</th>
<th>Non-smooth and separable $\ell$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly convex $r$</td>
<td>Case I: Alg.2 or 3</td>
</tr>
<tr>
<td>Non-strongly convex and separable $r$</td>
<td>Case II: Alg.2</td>
</tr>
</tbody>
</table>

In the following two sections, we provide greater insight into the form of the generalized CoCoA framework and its relation to prior work. An extended discussion on related work is available in Section 1.2.

2.10 Interpretation

There are numerous methods that have been developed to solve (A) and (B) in parallel and distributed environments. We describe related work in detail in Section 1.2 and here briefly highlight a major algorithmic difference between CoCoA and other widely-used parallelized
methods. In particular, we contrast CoCoA with mini-batch and batch methods commonly used in distributed computing environments, such as mini-batch stochastic gradient descent or coordinate descent, gradient descent, and quasi-Newton methods.

CoCoA is similar to these methods in that they are all iterative, i.e., they make progress towards the optimal solution by updating the parameter vector $\alpha$ according to some function $h : \mathbb{R}^n \rightarrow \mathbb{R}^n$ at each iteration $t$:

$$
\alpha^{(t+1)} = h(\alpha^{(t)}) \quad t = 0, 1, \ldots,
$$

until convergence is reached. From a coordinate-wise perspective, two approaches for updating the parameter vector $\alpha$ in an iterative fashion include the Jacobi method, in which updates made to coordinates of $\alpha$ do not take into account the most recent updates to the other coordinates, and Gauss-Seidel, in which the most recent information is used [11]. In particular, these two paradigms make the following updates to a coordinate $i$ at iteration $t + 1$:

**Jacobi:**

$$
\alpha_i^{(t+1)} = h_i(\alpha_1^{(t)}, \ldots, \alpha_n^{(t)}), \quad i = 1, \ldots, n,
$$

**Gauss-Seidel:**

$$
\alpha_i^{(t+1)} = h_i(\alpha_1^{(t+1)}, \ldots, \alpha_{i-1}^{(t+1)}, \alpha_i^{(t)}, \ldots, \alpha_n^{(t)}), \quad i = 1, \ldots, n.
$$

The Jacobi method does not require information from the other coordinates to update coordinate $i$, which makes this style of method well-suited for parallelization. However, the Gauss-Seidel style method tends to converge faster in terms of iterations, since it is able to incorporate information from the other coordinates more quickly. This difference is well-known and evident in single machine solvers, where stochastic methods (benefiting from fresh updates) tend to outperform their batch counterparts.

Typical mini-batch methods, e.g., mini-batch coordinate descent, perform a Jacobi-style update on a subset of the coordinates at each iteration. This makes these methods amenable to high levels of parallelization. However, they are unable to incorporate information as quickly as their serial counterparts in terms of number of data points accessed, because they must wait for a synchronization step to update the coordinates. As the size of the mini-batch grows, this can slow them down in terms of overall runtime, and can even lead to divergence in practice [58, 79, 89, 90].

CoCoA instead attempts to combine attractive properties of both of these update paradigms. It performs Jacobi-style parallel updates to blocks of the coordinates of $\alpha$ to parallelize the method, while allowing for (though not necessarily requiring) faster Gauss-Seidel style updates on each machine. This change in parallelization scheme is one of the major reasons for improved performance over simpler mini-batch or batch style methods.

CoCoA incorporates an additional level of flexibility by allowing an arbitrary number of Gauss-Seidel iterations (or any other local solver for that matter) to be performed on each machine, which lets the framework scale from very low-communication environments,
where more iterations will be made before communicating, to higher communication environments, where fewer internal iterations are necessary. We will see in Chapter 4 that this communication flexibility also greatly improves the overall runtime in practice.

2.11 Comparison to ADMM

Finally, in this section we provide a direct comparison between CoCoA and ADMM [16]. Alternating direction method of multipliers (ADMM) is a well-established framework for distributed optimization. Similar to CoCoA, ADMM differs from the methods discussed in the previous section in that it defines a subproblem for each problem to solve in parallel, rather than parallelizing a global batch or mini-batch update. It also leverages duality structure, similar to that presented in Section 2.2.

For consensus ADMM, the objective \( B \) is decomposed with a re-parameterization:

\[
\max_{w_1, \ldots, w_K, w} \sum_{k=1}^{K} \sum_{i \in P_k} g^*(-x_i^T w_k) + f^*(w)
\]

\[
s.t. \quad w_k = w, \quad k = 1, \ldots, K.
\]

This problem is then solved by constructing the augmented Lagrangian, which yields the following decomposable updates:

\[
w^{(t)}_k = \arg \min_{w} \sum_{i \in P_k} g^*(-x_i^T w_k) + \rho \| w_k - \left( w^{(t-1)} - u_k^{(t-1)} \right) \|^2,
\]

\[
w^{(t)} = \arg \min_{w} f^*(w) + \rho \sum_{k=1}^{K} u_k^T (w_k - w) + \rho \frac{1}{2} \sum_{k=1}^{K} \| w_k - w \|^2,
\]

\[
u_k^{(t)} = u_k^{(t-1)} + w_k^{(t)} - w^{(t)}.
\]

where \( \rho \) is a penalty parameter that must be tuned for best performance. When running CoCoA in the dual (Algorithm 3) and setting \( f(\cdot) = \frac{1}{2} \| \cdot \|_2^2 \), we can derive a similar subproblem for updating \( w_k \) in the CoCoA framework. In particular, the following subproblem can be found by unrolling the CoCoA update and viewing the dual subproblem in its primal formulation:

\[
\min_{w_k} \sum_{i \in P_k} g_i^*(-x_i^T w_k) + \frac{\tau}{2\sigma'} \| w_k - \left( w^{(t-1)} + \gamma \Delta v^{(t-1)} \right) \|^2.
\]
Comparing (2.14) and (2.15) we can see that in the specific case where \( f(\cdot) = \frac{1}{2} \| \cdot \|_2^2 \) and we solve the problem in the dual (according to Algorithm 3), ADMM and CoCoA consider a similar subproblem on each machine, but where the parameter \( \rho \) is explicitly set in CoCoA as \( \frac{\tau}{\sigma} \). However, there are major differences between the methods even in this setting. First, CoCoA has a more direct and simplified scheme for updating the global weight vector \( w \). Second, and most importantly, in the CoCoA method and theory, we allow for the subproblem to be solved approximately, rather than requiring a full batch update as in ADMM. We will see in our experiments that these differences have a large impact in practice (Chapter 4). We provide a full derivation of the comparison to ADMM for reference in Section 5.1.3.
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Applications

In this chapter, we provide a detailed treatment of example applications that can be cast within the general CoCoA framework. For each example, we describe the primal-dual setup and algorithmic details, discuss the convergence properties of our framework for the application, and include practical concerns such as information on state-of-the-art local solvers. We discuss examples according to the three cases defined in Table 2.1 of Chapter 2 for finding a minimizer of the general objective \( \ell(u) + r(u) \), and provide a summary of these common examples in Table 3.1.

Table 3.1: Common losses and regularizers.

<table>
<thead>
<tr>
<th>Loss</th>
<th>Obj</th>
<th>( f / g^* )</th>
<th>Regularizer</th>
<th>Obj</th>
<th>( g / f^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least Squares</td>
<td>A</td>
<td>( f = \frac{1}{2} | A\alpha - b |_2^2 )</td>
<td>Elastic Net</td>
<td>A</td>
<td>( g = \lambda (\eta | \alpha |_1 + \frac{1-\eta}{2} | \alpha |_2^2) )</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>( g^* = \frac{1}{2} | A^\top w - b |_2^2 )</td>
<td></td>
<td>B</td>
<td>( f^* = \lambda (\eta | w |_1 + \frac{1-\eta}{2} | w |_2^2) )</td>
</tr>
<tr>
<td>Logistic Reg.</td>
<td>A</td>
<td>( f = \frac{1}{2} \sum_i \log(1 + \exp(b_i x_i^\top \alpha)) )</td>
<td>L_2</td>
<td>A</td>
<td>( g = \frac{1}{2} | \alpha |_2^2 )</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>( g^* = \frac{1}{2} \sum_i \log(1 + \exp(b_i x_i^\top w)) )</td>
<td></td>
<td>B</td>
<td>( f^* = \frac{1}{2} | w |_2^2 )</td>
</tr>
<tr>
<td>SVM</td>
<td>B</td>
<td>( g^* = \frac{1}{n} \sum_i \max(0, 1 - y_i x_i^\top w) )</td>
<td>L_1</td>
<td>A</td>
<td>( g = \lambda | \alpha |_1 )</td>
</tr>
<tr>
<td>Absolute Dev.</td>
<td>B</td>
<td>( g^* = \frac{1}{n} \sum_i</td>
<td>x_i^\top w - y_i</td>
<td>)</td>
<td>Group Lasso</td>
</tr>
</tbody>
</table>

3.1 Smooth \( \ell \), Strongly Convex \( r \)

For input problems (I) with smooth \( \ell \) and strongly convex \( r \), Theorem 6 from Chapter 5 gives a global linear (geometric) convergence rate. Smooth loss functions can be mapped either to the function \( f \) in objective (A), or \( g^* \) in (B). Similarly, strongly convex regularizers can be mapped either to function \( g \) in objective (A), or \( f^* \) in (B). To illustrate the role of \( f \) as a smooth loss function and \( g \) as a strongly convex regularizer in objective (A), contrasting with
their traditional roles in prior work \cite{38, 51, 53, 100}, we consider the following examples. Note that mapping to objective (B) instead will follow trivially assuming that the loss is separable across training points (see Table 3.1).

For the examples in this section, we use nonstandard definitions of the number of training points as \( d \) and the number of features as \( n \). These definitions are intentionally used so that we can present both the primal and dual variations of our framework (Algorithms 2 and 3) with a single abstracted method (Algorithm 1).

**Smooth \( \ell \) : least squares loss.** Let \( b \in \mathbb{R}^d \) be labels or response values, and consider the least squares objective, \( f(v) := \frac{1}{2} \| v - b \|_2^2 \), which is 1-smooth. We obtain the familiar least-squares regression objective in our optimization problem (A), using

\[
 f(A\alpha) := \frac{1}{2} \| A\alpha - b \|_2^2 .
\]

Observing that the gradient of \( f \) is \( \nabla f(v) = v - b \), the primal-dual mapping is given by:

\[
 w(\alpha) := \nabla f(v(\alpha)) = A\alpha - b ,
\]

which is well known as the residual vector in least-squares regression.

**Smooth \( \ell \) : logistic regression loss.** For classification problems, we consider a logistic regression model with \( d \) training examples, \( y_j \in \mathbb{R}^n \) for \( j \in [d] \), collected as the rows of the data matrix \( A \). For each training example, we are given a binary label, which we collect in the vector \( b \in \{-1, 1\}^d \). Formally, the objective is defined as \( f(v) := \sum_{j=1}^d \log (1 + \exp (-b_j v_j)) \), which is again a separable function. The classifier loss is given by

\[
 f(A\alpha) := \sum_{j=1}^d \log (1 + \exp (-b_j y_j^\top \alpha)) ,
\]

where \( \alpha \in \mathbb{R}^n \) is the parameter vector. It is not hard to show that \( f \) is 1-smooth if the labels satisfy \( b_j \in [-1, 1] \). The primal-dual mapping \( w(\alpha) := \nabla f(v(\alpha)) = \nabla f(A\alpha) \) is given by

\[
 w_j(\alpha) := \frac{-b_j}{1 + \exp(b_j y_j^\top \alpha)} .
\]

**Strongly convex \( r \) : elastic net regularizer.** An application we can consider for a strongly convex regularizer, \( g \) in (A) or \( f^* \) in (B), is elastic net regularization, \( \eta \lambda \| u \|_1 + (1 - \eta) \frac{1}{2} \| u \|_2^2 \), for fixed parameter \( \eta \in (0, 1] \). This can be obtained in (A) by setting

\[
 g(\alpha) = \sum_{i=1}^n g_i(\alpha_i) := \sum_{i=1}^n \eta \lambda |\alpha_i| + (1 - \eta) \frac{1}{2} \alpha_i^2 .
\]

For the special case \( \eta = 1 \), we obtain the \( L_1 \)-norm, and for \( \eta = 0 \), we obtain the \( L_2 \)-norm. The conjugate of \( g_i \) is given by: \( g_i^*(x) := \frac{1}{2(1-\eta)} \left( [x] - \eta \right)_+^2 \), where \([,]_+ \) is the positive part operator, \([s]_+ = s \) for \( s > 0 \), and zero otherwise.
3.2 Smooth $\ell$, Non-strongly Convex $r$

In case II, we consider mapping the input problem (I) to objective (A), where $\ell$ is assumed to be smooth, and $r$ non-strongly convex and separable. For smooth losses in (A), we can consider as examples those provided in Section 3.1, e.g., the least squares loss or logistic loss. For an example of a non-strongly convex regularizer, we consider the important case of $L_1$ regularization below. Again, we note that this application cannot be realized by objective (B), where it is assumed that the regularization term $f^*$ is strongly convex.

**Non-strongly convex $r$: $L_1$ regularizer.** $L_1$ regularization is obtained in objective (A) by letting $g_i(\cdot) := \lambda |\cdot|$. However, an additional modification is necessary to obtain primal-dual convergence and certificates for this setting. In particular, we employ the modification introduced in Chapter 5, which will guarantee $L$-bounded support. Formally, we replace $g_i(\cdot) = |\cdot|$ by

$$\tilde{g}(\alpha) := \begin{cases} |\alpha| : & \alpha \in [-B, B], \\ +\infty : & \text{otherwise}. \end{cases}$$

For large enough $B$, this problem yields the same solution as the original $L_1$-objective. Note that this only affects convergence theory, in that it allows us to present a strong primal-dual rate (Theorem 5 for $L=B$). With this modified $L_1$-regularizer, the optimization problem (A) with regularization parameter $\lambda$ becomes

$$\min_{\alpha \in \mathbb{R}^n} f(A\alpha) + \lambda \sum_{i=1}^n \tilde{g}(\alpha_i). \quad (3.4)$$

For large enough choice of the value $B$, this problems yields the same solution as the original objective:

$$\min_{\alpha \in \mathbb{R}^n} \left\{ O_A(\alpha) := f(A\alpha) + \lambda \sum_{i=1}^n |\alpha_i| \right\}. \quad (3.5)$$

The modified $\tilde{g}$ is simply a constrained version of the absolute value to the interval $[-B, B]$. Therefore by setting $B$ to a large enough value that the values of $\alpha_i$ will never reach it, $\tilde{g}^*$ will be continuous and at the same time make (3.4) equivalent to (3.5).

Formally, a simple way to obtain a large enough value of $B$, so that all solutions of (3.5) are unaffected, is the following: If we start the algorithm at $\alpha = 0$, for every solution encountered during execution, the objective values will never become worse than $O_A(0)$. Formally, under the assumption that $f$ is non-negative, we will have that (for each $i$):
We can therefore safely set the value of $B$ as $\frac{f(0)}{\lambda}$. For the modified $\bar{g}_i$, the conjugate $\bar{g}_i^*$ is given by:

$$
\bar{g}_i^*(x) := \begin{cases} 
0 & : x \in [-1, 1], \\
B(|x| - 1) & : \text{otherwise}.
\end{cases}
$$

We provide a proof of this in Section 5.1.2 (Lemma 3).

**Non-strongly convex $r$: group lasso.** The group lasso penalty can be mapped to objective (A), with:

$$
g(\alpha) := \lambda \sum_{p=1}^{P} \| \alpha_{I_p} \|_2 \quad \text{with} \quad \bigcup_{p=1}^{P} I_p = \{1, \ldots, n\},
$$

where the disjoint sets $I_p \subseteq \{1, \ldots, n\}$ represent a partitioning of the total set of variables. This penalty can be viewed as an intermediate between a pure $L_1$ or $L_2$ penalty, performing variable selection only at the group level. The term $\alpha_{I_p} \in \mathbb{R}^{|I_p|}$ denotes part of the vector $\alpha$ with indices $I_p$. The conjugate is given by:

$$
g^*(w) = I_{\{w\mid \max_{|I_p| \in [n]} \| \alpha_{I_p} \|_2 \leq \lambda\}}(w).
$$

For details, see, e.g., [24] or Boyd and Vandenberghe [15, Example 3.26].

### 3.3 Non-smooth $\ell$, Strongly Convex $r$

Finally, in case III, we consider mapping the input problem (I) to objective (B), where $\ell$ is assumed to be non-smooth and separable, and $r$ strongly convex. We discuss two common cases of general non-smooth losses $\ell$, including the the hinge loss for classification and absolute deviation loss for regression. When paired with a strongly convex regularizer, the regularizer via $f$ gives rise to the primal-dual mapping, and Theorem 5 provides a sublinear convergence rate for objectives of this form. We note that these losses cannot be realized directly by objective (A), where it is assumed that the data fit term $f$ is smooth.
Non-smooth $\ell$: hinge loss. For classification problems, we can consider a hinge loss support vector machine model, on $n$ training points in $\mathbb{R}^d$, given with the loss:

$$g^*(-A^T w) = \sum_{i=1}^n g_i^*(-x_i^T w) := \frac{1}{n} \sum_{i=1}^n \max\{0, 1 - y_i x_i^T w\}. \quad (3.7)$$

The conjugate function of the hinge loss $\phi(a) = \max\{0, 1 - b\}$ is given by $\phi^*(b) = \{b \text{ if } b \in [-1, 0], \text{ else } \infty\}$. When using the $L_2$ norm for regularization in this problem: $f^*(w) := \lambda \|w\|_2^2$, a primal-dual mapping is given by: $w(\alpha) := \frac{1}{\lambda n} A \alpha$.

Non-smooth $\ell$: absolute deviation loss. The absolute deviation loss, used, e.g., in quantile regression or least absolute deviation regression, can be realized in objective (B) by setting:

$$g^*(-A^T w) = \sum_{i=1}^n g_i^*(-x_i^T w) := \frac{1}{n} \sum_{i=1}^n |x_i^T w - y_i|. \quad (3.8)$$

The conjugate function of the absolute deviation loss $\phi(a) = |a - y_i|$ is given by $\phi^*(-b) = -by_i$, with $b \in [-1, 1]$.

### 3.4 Local Solvers

As discussed in Chapter 2, the subproblems solved on each machine in the CoCoA framework are appealing in that they are very similar in structure to the global problem (A), with the main difference being that they are defined on a smaller (local) subset of the data, and have a simpler dependence on the term $f$. Therefore, solvers which have already proven their value in the single machine or multicore setting can be easily leveraged within the framework. We discuss some specific examples of local solvers below, and point the reader to [51] for an empirical exploration of these choices.

In the primal setting (Algorithm 2), the local subproblem (2.10) becomes a simple quadratic problem on the local data, with regularization applied only to local variables $\alpha_{[k]}$. For the $L_1$ examples discussed, existing fast $L_1$-solvers for the single-machine case, such as glmnet variants [28] or BLITZ [40] can be directly applied to each local subproblem $G_k^*(\cdot; v, \alpha_{[k]})$ within Algorithm 1. The sparsity induced on the subproblem solutions of each machine naturally translates into the sparsity of the global solution, since the local variables $\alpha_{[k]}$ will be concatenated.

In terms of the approximation quality parameter $\Theta$ for the local problems (Assumption 1), we can apply existing recent convergence results from the single machine case. For example, for randomized coordinate descent (as part of glmnet), Lu and Xiao [50, Theorem 1] gives a $O(1/t)$ approximation quality for any separable regularizer, including $L_1$ and elastic net; see also [91] and [82].
In the dual setting (Algorithm 3) for the discussed examples, the losses are applied only to local variables $\alpha_{kj}$, and the regularizer is approximated via a quadratic term. Current state of the art for the problems of the form in (B) are variants of randomized coordinate ascent—Stochastic Dual Coordinate Ascent (SDCA) [85]. This algorithm and its variants are increasingly used in practice [98], and extensions such as accelerated and parallel versions can directly be applied [26, 84] in our framework. For non-smooth losses such as SVMs, the analysis of [85] provides a $O(1/t)$ rate, and for smooth losses, a faster linear rate. There have also been recent efforts to derive a linear convergence rate for problems like the hinge-loss SVM that could be applied, e.g., by using error bound conditions [66, 97], weak strong convexity conditions [52, 65] or by considering Polyak-Łojasiewicz conditions [41].
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Evaluation

In this chapter we demonstrate the empirical performance of CoCoA in the distributed data center setting. We first compare CoCoA to competing methods for two common machine learning applications: lasso regression (Section 4.2.1) and support vector machine (SVM) classification (Section 4.2.2). We then explore the performance of CoCoA in the primal versus the dual directly by solving an elastic net regression model with both variants (Section 4.3.1). Finally, we illustrate general properties of the CoCoA method empirically in Section 4.3.2.

4.1 Details and Setup

We compare CoCoA to numerous state-of-the-art general-purpose methods for large-scale optimization, including:

- Mb-SGD: Mini-batch stochastic gradient. For our experiments with lasso, we compare against Mb-SGD with an $L_1$-prox.
- GD: Full gradient descent. For lasso we use the proximal version, Prox-GD.
- L-BFGS: Limited-memory quasi-Newton method. For lasso, we use OWL-QN (orthant-wise limited quasi-Newton).
- ADMM: Alternating direction method of multipliers. We use conjugate gradient internally for the lasso experiments, and SDCA for SVM experiments.
- Mb-CD: Mini-batch parallel coordinate descent. For SVM experiments, we implement MB-SDCA (mini-batch stochastic dual coordinate ascent).

The first three methods are optimized and implemented in Apache Spark’s MLlib (v1.5.0) [63]. We test the performance of each method in large-scale experiments fitting lasso, elastic net regression, and SVM models to the datasets shown in Table 4.1. In comparing to other methods, we plot the distance to the optimal primal solution. This optimal value is calculated by running all methods for a large number of iterations (until progress has stalled), and then...
selecting the smallest primal value amongst the results. All code is written in Apache Spark and experiments are run on public-cloud Amazon EC2 m3.xlarge machines with one core per machine. Our code is publicly available at github.com/gingsmith/proxcocoa.

Table 4.1: Datasets for empirical study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training Size</th>
<th>Feature Size</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>url</td>
<td>2 M</td>
<td>3 M</td>
<td>3.5e-5</td>
</tr>
<tr>
<td>epsilon</td>
<td>400 K</td>
<td>2 K</td>
<td>1.0</td>
</tr>
<tr>
<td>kddb</td>
<td>19 M</td>
<td>29 M</td>
<td>9.8e-7</td>
</tr>
<tr>
<td>webspam</td>
<td>350 K</td>
<td>16 M</td>
<td>2.0e-4</td>
</tr>
</tbody>
</table>

We carefully tune each competing method in our experiments for best performance. ADMM requires the most tuning, both in selecting the penalty parameter \( \rho \) and in solving the subproblems. Solving the subproblems to completion for ADMM is prohibitively slow, and we thus use an iterative method internally and improve performance by allowing early stopping. We also use a varying penalty parameter \( \rho \) — practices described in Boyd et al. [16, Sections 4.3, 8.2.3, 3.4.1]. For Mb-SGD, we tune the step size and mini-batch size parameters. For Mb-CD and Mb-SDCA, we scale the updates at each round by \( \beta b \) for mini-batch size \( b \) and \( \beta \in [1, b] \), and tune both parameters \( b \) and \( \beta \). Further implementation details for all methods are given in Section 4.1.1.

For simplicity of presentation and comparison, in all of the following experiments, we restrict CoCoA to only use simple coordinate descent as the local solver. We note that even stronger empirical results for CoCoA could be obtained by plugging in state of the art local solvers for each application at hand.

4.1.1 Methods for Comparison

In this section we provide thorough details on the experimental setup and methods used in our comparison. All experiments are run on Amazon EC2 clusters of m3.xlarge machines, with one core per machine. The code for each method is written in Apache Spark, v1.5.0. Our code is open source and publicly available at github.com/gingsmith/proxcocoa.

ADMM. Alternating Direction Method of Multipliers (ADMM) [16] is a popular method that lends itself naturally to the distributed environment. For lasso regression, implementing ADMM for the problems of interest requires solving a large linear system \( Cx = d \) on each machine, where \( C \in \mathbb{R}^{n \times n} \) with \( n \) scaling beyond \( 10^7 \) for the datasets in Table 4.1 and with \( C \) being possibly dense. It is prohibitively slow to solve this directly on each machine, and we therefore employ the iterative method of conjugate gradient with early stopping [cf. [16] Section 4.3]. For SVM classification, we use stochastic dual coordinate ascent as an
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internal optimizer, which is shown in [107] to have superior performance. We further improve performance by using a varying rather than constant penalty parameter, as suggested in Boyd et al. [16, Section 3.4.1].

Mini-batch SGD and proximal GD. Mini-batch SGD is a standard and widely used method for parallel and distributed optimization. We use the optimized code provided in Spark’s machine learning library, MLlib, v1.5.0 [63]. We tune both the size of the mini-batch and the SGD step size using grid search. For lasso, we use the proximal version of the method. Full gradient descent can be seen as a specific setting of mini-batch SGD, where the mini-batch size is equal to the total number of training points. We thus also use the implementation in MLlib for full GD, and tune the step size parameter using grid search.

Mini-batch CD and SDCA. Mini-batch CD (for lasso) and SDCA (for SVM) aim to improve mini-batch SGD by employing coordinate descent, which has theoretical and practical justifications [27, 82, 89, 90, 91]. We implement mini-batch CD and SDCA in Spark and scale the updates made at each round by \( \frac{\beta}{b} \) for mini-batch size \( b \) and \( \beta \in [1,b] \), tuning both parameters \( b \) and \( \beta \) via grid search. For the case of lasso regression, we implement Shotgun [17], which is a popular method for parallel optimization. Shotgun can be seen an extreme case of mini-batch CD where the mini-batch is set to \( K \), i.e., there is a single update made by each machine per round. We see in the experiments that communicating this frequently becomes prohibitively slow in the distributed environment.

OWL-QN. OWN-QN [104] is a quasi-Newton method optimized in Spark’s spark.ml package [63]. Outer iterations of OWL-QN make significant progress towards convergence, but the iterations themselves can be slow because they require processing the entire dataset. CoCoA, the mini-batch methods, and ADMM with early stopping all improve on this by allowing the flexibility of only a subset of the dataset to be processed at each iteration. CoCoA and ADMM have even greater flexibility by allowing internal methods to process the dataset more than once. CoCoA makes this approximation quality explicit, both in theoretical convergence rates and by providing general guidelines for setting the parameter.

CoCoA. We implement CoCoA with coordinate descent as the local solver. We note that since the framework and theory allow any internal solver to be used, CoCoA could benefit even beyond the results shown, e.g., by using existing fast \( L_1 \)-solvers for the single-machine case, such as GLMNET variants [28] or BLITZ [40] or SVM solvers like LIBLINEAR [26]. The only parameter necessary to tune for CoCoA is the level of approximation quality, which we parameterize in the experiments through \( H \), the number of local iterations of the iterative method run locally. Our theory relates local approximation quality to global convergence (Chapter 5), and we provide a guideline for how to choose this value in practice that links the parameter to the systems environment at hand (Remark 1).
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4.2 Comparison to Other Methods

In the following sections we explore the performance of CoCoA in the primal and CoCoA in the dual compared to other distributed optimization methods.

4.2.1 CoCoA in the Primal

We demonstrate the performance of CoCoA in the primal (Algorithm 2) by fitting a lasso regression model (2.8) to the distributed datasets in Table 4.1. We use stochastic coordinate descent as a local solver for CoCoA, and select the number of local iterations $H$ (a proxy for subproblem approximation quality, $\Theta$) from several options with best performance.

Figure 4.1: Suboptimality in terms of $O_A(\alpha)$ for fitting a lasso regression model to four datasets: url ($K=4$, $\lambda=1E-4$), kddb ($K=4$, $\lambda=1E-6$), epsilon ($K=8$, $\lambda=1E-5$), and webspam ($K=16$, $\lambda=1E-5$) datasets. CoCoA applied to the primal formulation converges more quickly than all other compared methods in terms of the time in seconds.
We compare CoCoA to the general methods listed above, including Mb-SGD with an $L_1$-prox, PROX-GD, OWL-QN, ADMM and Mb-CD. A comparison with Shotgun [17], a popular method for solving $L_1$-regularized problems in the multicore environment, is provided as an extreme case to highlight the detrimental effects of frequent communication in the distributed environment. For Mb-CD, Shotgun, and CoCoA in the primal, datasets are distributed by feature, whereas for Mb-SGD, PROX-GD, OWL-QN and ADMM they are distributed by training point.

In analyzing the performance of each algorithm (Figure 4.1), we measure the improvement to the primal objective given in (A) ($O_A(\alpha)$) in terms of wall-clock time in seconds. We see that both Mb-SGD and Mb-CD are slow to converge, and come with the additional burden of having to tune extra parameters (though Mb-CD makes clear improvements over Mb-SGD). As expected, naively distributing Shotgun (single coordinate updates per machine) does not perform well, as it is tailored to shared-memory systems and requires communicating too frequently. OWL-QN performs the best of all compared methods, but is still much slower to converge than CoCoA, and converges, e.g., $50\times$ more slowly for the webspam dataset. The optimal performance of CoCoA is particularly evident in datasets with large numbers of features (e.g., url, kddb, webspam), which are exactly the datasets of interest for $L_1$ regularization.

Results are shown for regularization parameters $\lambda$ such that the resulting weight vector $\alpha$ is sparse. However, our results are robust to varying values of $\lambda$ as well as to various problem settings, as we illustrate in Figure 4.2.

![Figure 4.2](image-url)  
**Figure 4.2:** Suboptimality in terms of $O_A(\alpha)$ for fitting a lasso regression model to the epsilon dataset (left, $K=8$) and an elastic net regression model to the url dataset, (right, $K=4$, $\lambda=1e^{-4}$). Speedups are robust over different regularizers $\lambda$ (left), and across problem settings, including varying $\eta$ parameters of elastic net regularization (right).
Figure 4.3: For pure $L_1$ regularization, Nesterov smoothing is not an effective option for CoCoA in the dual. It either slows convergence (as shown in the plot above), or modifies the solution (as shown in Table 4.2). This motivates running CoCoA instead on the primal for these problems.

Table 4.2: The sparsity of the final iterate is affected by Nesterov smoothing (i.e., adding a small amount of strong convexity $\delta \| \alpha \|^2_2$ to the objective for lasso regression). As $\delta$ increases, the convergence improves (as shown in Figure 4.3), but the final sparsity does not match that of pure $L_1$-regularized regression.

A case against smoothing. We additionally motivate the use of CoCoA in the primal by showing how it improves upon CoCoA in the dual [38, 51, 53, 100] for non-strongly convex regularizers. First, CoCoA in the dual cannot be included in the set of experiments in Figure 4.1 because it cannot be directly applied to the lasso objective (recall that Algorithm 3 only allows for strongly convex regularizers).

To get around this requirement, previous work has suggested implementing the Nesterov smoothing technique used in, e.g., [84, 110] — adding a small amount of strong convexity $\delta \| \alpha \|^2_2$ to the objective for lasso regression. In Figure 4.3 and Table 4.2, we demonstrate the issues with this approach, comparing CoCoA in the primal on a pure $L_1$-regularized regression problem to CoCoA in the dual for decreasing levels of $\delta$. The smaller we set $\delta$, the less smooth the problem becomes. As $\delta$ decreases, the final sparsity of running CoCoA in the dual starts to match that of running pure $L_1$ (Table 4.2), but the performance also degrades (Figure 4.3). We note that by using CoCoA in the primal with the modification presented in Chapter 5, we can deliver strong rates without having to make these fundamental alterations to the problem of interest.
4.2.2 CoCoA in the Dual

Next we present results on CoCoA in the dual against competing methods, for an SVM model (2.9) on the datasets in Table 4.1. We use stochastic dual coordinate ascent (SDCA) as a local solver for CoCoA in this setting, again selecting the number of local iterations $H$ from several options with best performance. We compare CoCoA to the general methods listed above, including MB-SGD, GD, L-BFGS, ADMM, and Mb-SDCA. All datasets are distributed by training point for these methods.

In analyzing the performance the methods in this setting (Figure 4.4), we measure the improvement to the primal objective given in (B) ($O_B(w)$) in terms of wall-clock time in seconds. We see again that Mb-SGD and Mb-CD are slow to converge, and come with
the additional burden of having to tune extra parameters. ADMM performs the best of the methods other than CoCoA, followed by L-BFGS. However, both are still much slower to converge than CoCoA in the dual. ADMM was in particular affected by the fact that many internal iterations of SDCA were necessary in order to guarantee convergence. In contrast, CoCoA is able to incorporate arbitrary amounts of work locally and still converge. We note that although CoCoA, ADMM and Mb-SDCA run in the dual, the plots in Figure 4.4 mark progress towards the primal objective, $O_B(w)$.

4.3 Properties

Finally, we explore several properties of CoCoA, including the tradeoff between primal vs. dual distributed optimization, the effect of communication on the distributed method, and the impact of the subproblem parameter, $\sigma'$, on overall convergence.

4.3.1 Primal vs. Dual

To understand the effect of primal versus dual optimization for CoCoA, we compare the performance of both variants by fitting an elastic net regression model (2.7) to two datasets. For comparability of the methods, we use coordinate descent (with closed-form updates) as the local solver in both variants. From the results in Figure 4.5, we see that CoCoA in the dual performs better on the epsilon dataset, where the training point size is the dominating term, and CoCoA in the primal performs better on the webspam dataset, where the feature size is the dominating term. In both datasets, CoCoA in the dual performs better as the problem becomes more strongly convex ($\eta \to 0$), whereas CoCoA in the primal is robust to changes in strong convexity.

![Figure 4.5: The convergence of CoCoA in the primal versus dual for various values of $\eta$ in an elastic net regression model. CoCoA in dual performs better on the epsilon dataset, where the training point size is the dominating term, and CoCoA in the primal performs better on the webspam dataset, where the feature size is the dominating term. In both datasets, CoCoA in the dual performs better as the problem becomes more strongly convex ($\eta \to 0$), whereas CoCoA in the primal is robust to changes in strong convexity.](image)
dual tends to perform better on datasets with a large number of training points (relative to
the number of features), and that as expected, the performance deteriorates as the strong
convexity in the problem disappears. In contrast, CoCoA in the primal performs well on
datasets with a large number of features relative to training points, and is robust to changes
in strong convexity. These changes in performance are to be expected, as we have already
discussed that CoCoA in the primal is more suited for non-strongly convex regularizers
(Section 4.2.1), and that the feature size dominates communication for CoCoA in the dual,
as compared to the training point size for CoCoA in the primal (Section 2.9).

4.3.2 Effect of Communication

In contrast to the compared methods from Sections 4.2.1 and 4.2.2, CoCoA comes with the
benefit of having only a single parameter to tune: the subproblem approximation quality, $\Theta$,
which we control in our experiments via the number of local subproblem iterations, $H$, for
the example of local coordinate descent. We further explore the effect of this parameter
in Figure 4.6 and provide a general guideline for choosing it in practice (see Remark 1).
In particular, we see that while increasing $H$ always results in better performance in terms
of the number of communication rounds, smaller or larger values of $H$ may result in bet-
ter performance in terms of wall-clock time, depending on the cost of communication and
computation. The flexibility to fine-tune $H$ is one of the reasons for CoCoA’s significant
performance gains.

![Figure 4.6: Suboptimality in terms of $O_A(\alpha)$ for fitting a lasso regression model to the
webspam dataset ($K=16$, $\lambda=1E-5$). Here we illustrate how the work spent in the local
subproblem (given by $H$) influences the total performance of CoCoA in terms of number
of rounds as well as wall time.](image-url)
4.3.3 Subproblem Parameter

Finally, in Figure 4.7, we consider the effect of the choice of the subproblem parameter $\sigma'$ on convergence. We plot both the number of communications and clock time on a log-log scale for the RCV1 dataset with $K=8$ and $H=1e4$. For CoCoA in the dual, we solve an SVM model and consider several different values of $\sigma'$, ranging from 1 to 8. The value $\sigma'=8$ represents the safe upper bound of $\gamma K$. The optimal convergence occurs around $\sigma'=4$, and diverges for $\sigma' \leq 2$. Notably, we see that the easy to calculate upper bound of $\sigma' := \gamma K$ (as given by Definition 5) has only slightly worse performance than best possible subproblem parameter in our setting. This indicates that, even though stronger performance is possible, the bound can be used effectively in practice.

![Figure 4.7: The effect of the subproblem parameter $\sigma'$ on convergence of CoCoA for the RCV1 dataset distributed across $K=8$ machines. Decreasing $\sigma'$ improves performance in terms of communication and overall run time until a certain point, after which the algorithm diverges. The “safe” upper bound of $\sigma':=K=8$ has only slightly worse performance than the practically best “un-safe” value of $\sigma'$.](https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#rcv1.binary)
Chapter 5

Theoretical Analysis

In this chapter, we derive our convergence guarantees for the CoCoA framework and prove all other results given in the prior chapters. We begin by providing several important results and definitions needed for our primal-dual analysis.

5.1 Preliminaries

5.1.1 Conjugates

The convex conjugate of a function $f : \mathbb{R}^d \to \mathbb{R}$ is defined as

$$f^*(v) := \max_{u \in \mathbb{R}^d} v^\top u - f(u).$$ (5.1)

Below we list several useful properties of conjugates [cf. 15, Section 3.3.2]:

- Double conjugate: $(f^*)^* = f$ if $f$ is closed and convex.
- Value Scaling: (for $\alpha > 0$) $f(v) = \alpha g(v) \Rightarrow f^*(w) = \alpha g^*(w/\alpha)$.
- Argument Scaling: (for $\alpha \neq 0$) $f(v) = g(\alpha v) \Rightarrow f^*(w) = g^*(w/\alpha)$.
- Conjugate of a separable sum: $f(v) = \sum_i \phi_i(v_i) \Rightarrow f^*(w) = \sum_i \phi_i^*(w_i)$.

**Lemma 1** (Duality between Lipschitzness and L-Bounded Support, 80 Corollary 13.3.3). Given a proper convex function $f$, it holds that $f$ is $L$-Lipschitz if and only if $f^*$ has $L$-bounded support.

**Lemma 2** (Duality between Smoothness and Strong Convexity, 33 Theorem 4.2.2). Given a closed convex function $f$, it holds that $f$ is $\mu$ strongly convex w.r.t. the norm $\| \cdot \|$ if and only if $f^*$ is $(1/\mu)$-smooth w.r.t. the dual norm $\| \cdot \|_*$.
5.1.2 Primal-Dual Relationship

In the following sections we provide derivations of the primal-dual relationship of the general objectives (A) and (B), and then show how to derive the conjugate of the modified $L_1$-norm as an example of the bounded-support modification introduced in Section 5.2.3.

5.1.3 Primal-Dual Relationship

The relation of our original formulation (A) to its dual formulation (B) is standard in convex analysis, and is a special case of the concept of Fenchel Duality. Using the combination with the linear map $A$ as in our case, the relationship is called Fenchel-Rockafellar Duality (cf. Borwein and Zhu [14, Theorem 4.4.2] or Bauschke and Combettes [9, Proposition 15.18]). For completeness, we illustrate this correspondence with a self-contained derivation of the duality.

Starting with the original formulation (A), we introduce an auxiliary vector $v \in \mathbb{R}^d$ representing $v = A\alpha$. Then optimization problem (A) becomes:

$$\min_{\alpha \in \mathbb{R}^n} f(v) + g(\alpha) \text{ such that } v = A\alpha.$$  \hfill (5.2)

Introducing Lagrange multipliers $w \in \mathbb{R}^d$, the Lagrangian is given by:

$$L(\alpha, v; w) := f(v) + g(\alpha) + w^\top (A\alpha - v).$$

The dual problem of (A) follows by taking the infimum with respect to both $\alpha$ and $v$:

$$\inf_{\alpha, v} L(w, \alpha, v) = \inf_v \{f(v) - w^\top v\} + \inf_\alpha \{g(\alpha) + w^\top A\alpha\}$$

$$= -\sup_v \{w^\top v - f(v)\} - \sup_\alpha \{(-w^\top A)\alpha - g(\alpha)\}$$

$$= -f^*(w) - g^*(-A^\top w).$$  \hfill (5.3)

We change signs and turn the maximization of the dual problem (5.3) into a minimization, thereby arriving at the dual formulation (B) as claimed:

$$\min_{w \in \mathbb{R}^d} \left[ O_B(w) := g^*(-A^\top w) + f^*(w) \right].$$

Continuous Conjugate Modification for Indicator Functions

**Lemma 3** (Conjugate of the modified $L_1$-norm). The convex conjugate of the bounded support modification of the $L_1$-norm, as defined in (5.7), is:

$$\bar{g}_i^*(x) := \begin{cases} 0 & : x \in [-1, 1], \\
B(|x| - 1) & : otherwise,
\end{cases}$$

and is $B$-Lipschitz.
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Proof. We start by applying the definition of convex conjugate:

\[ \tilde{g}_i(\alpha) = \sup_{x \in \mathbb{R}} [\alpha x - \tilde{g}_i^*(x)] . \]

We begin by looking at the case in which \( \alpha \geq B \); in this case it’s easy to see that when \( x \to +\infty \), we have:

\[ \alpha x - B(|x| - 1) = (\alpha - B)x - B \to +\infty , \]

as \( \alpha - B \geq 0 \). The case \( \alpha \leq -B \) holds analogously. We now look at the case \( \alpha \in [0, B] \); in this case it is clear we must have \( x^* \geq 0 \). It also must hold that \( x^* \leq 1 \), since

\[ \alpha x - B(x - 1) < \alpha x , \]

for every \( x > 1 \). Therefore the maximization becomes

\[ \tilde{g}_i(\alpha) = \sup_{x \in [0,1]} \alpha x , \]

which has maximum \( \alpha \) at \( x = 1 \). The remaining \( \alpha \in [-B, 0] \) case follows in similar fashion.

Lipschitz continuity of \( \tilde{g}_i^* \) follows directly, or alternatively also from the general result that \( g_i^* \) is \( L \)-Lipschitz if and only if \( g_i \) has \( L \)-bounded support \([80, Corollary 13.3.3]\) or \([24, \text{Lemma 5}]\). \( \square \)

Comparison to ADMM. Here we derive the comparison of ADMM and CoCoA discussed in Section 2.11 following the line of reasoning in \([100]\). For consensus ADMM, the objective \([B]\) is decomposed using the following re-parameterization:

\[
\max_{\mathbf{w}_1, \ldots, \mathbf{w}_K, \mathbf{w}} \sum_{k=1}^{K} \sum_{i \in P_k} g^*(-x_i^\top \mathbf{w}_k) + f^*(\mathbf{w})
\]

s.t. \( \mathbf{w}_k = \mathbf{w}, \ k = 1, \ldots, K \).

To solve this problem, we construct the augmented Lagrangian:

\[
L_\rho(\mathbf{w}_1, \ldots, \mathbf{w}_K, \mathbf{u}_1, \ldots, \mathbf{u}_K, \mathbf{w}) := \sum_{k=1}^{K} \sum_{i \in P_k} g^*(-x_i^\top \mathbf{w}_k) 
+ f^*(\mathbf{w}) + \rho \sum_{k=1}^{K} u_k^\top (\mathbf{w}_k - \mathbf{w}) + \frac{\rho}{2} \sum_{k=1}^{K} \|\mathbf{w}_k - \mathbf{w}\|^2 ,
\]
which yields the following decomposable updates:

\[
    w_k^{(t)} = \arg \min_{w_k} \sum_{i \in P_k} g^*(-x_i^T w_k) + \frac{\rho}{2} \|w_k - w^{(t-1)} + u_k^{(t-1)}\|^2,
\]

\[
    w^{(t)} = \arg \min_w f^*(w) + \rho \sum_{k=1}^K u_k^T (w_k - w) + \frac{\rho}{2} \sum_{k=1}^K \|w_k - w\|^2,
\]

\[
    u_k^{(t)} = u_k^{(t-1)} + w_k^{(t)} - w^{(t)}.
\]

To compare this to the proposed framework, recall that the subproblem (2.10) (excluding the extraneous term \(f(v)\)) can be written as:

\[
    \min_{\alpha_{[k]} \in \mathbb{R}^n} \sum_{i \in P_k} g_i((\alpha_{[k]})_i) + w^T A \alpha_{[k]} + \frac{\sigma'}{2\tau} \|A_{[k]} \alpha_{[k]}\|^2.
\]

We can further reformulate by completing the square:

\[
    \min_{\alpha_{[k]} \in \mathbb{R}^n} \sum_{i \in P_k} g_i((\alpha_{[k]})_i) + \frac{\tau}{2 \sigma'} \left\|w + \frac{\sigma'}{\tau} A_{[k]} \alpha_{[k]}\right\|^2.
\]

Assuming for the time being that \(f(\cdot) = \frac{1}{2} \|\cdot\|^2\) such that \(w = \nabla f(v) = v\), we can unroll the update as follows, using \(\gamma \Delta v^{(t-1)} = \gamma \sum_{i=1}^K \Delta v_k^{(t-1)}\):

\[
    \min_{\alpha_{[k]} \in \mathbb{R}^n} \sum_{i \in P_k} g_i((\alpha_{[k]})_i) + \frac{\tau}{2 \sigma'} \left\|w^{(t-1)} + \gamma \Delta v^{(t-1)} + \frac{\sigma'}{\tau} A_{[k]} \alpha_{[k]}\right\|^2.
\]

We will show that the above objective has the following primal form for each machine \(k\):

\[
    \min_w \sum_{i \in P_k} g_i^*(-x_i^T w) + \frac{\tau}{2 \sigma'} \left\|w - \left(w^{(t-1)} + \gamma \Delta v^{(t-1)}\right)\right\|^2. \tag{5.4}
\]

Indeed, suppressing the subscript \(k\) for simplicity, we have:

\[
    \min_w \sum_i g_i^*(-x_i^T w) + \frac{\tau}{2 \sigma'} \left\|w - \left(w^{(t-1)} + \gamma \Delta v^{(t-1)}\right)\right\|^2
\]

\[
    = \min_w \sum_i \max_{\alpha_i} -x_i^T w \alpha_i - g_i(\alpha_i) + \frac{\tau}{2 \sigma'} \left\|w - \left(w^{(t-1)} + \gamma \Delta v^{(t-1)}\right)\right\|^2
\]

\[
    = \max_{\alpha} \min_w \sum_i -x_i^T w \alpha_i - g_i(\alpha_i) + \frac{\tau}{2 \sigma'} \left\|w - \left(w^{(t-1)} + \gamma \Delta v^{(t-1)}\right)\right\|^2.
\]
Solving the minimization yields: $w = w^{t-1} + \gamma \Delta v^{(t-1)} + \frac{\sigma'}{\tau} A\alpha$. Plugging this back in yields:

$$
= \max_{\alpha} \sum_i -g_i(\alpha_i) - (A\alpha)^\top w^{(t-1)} - (A\alpha)^\top \gamma \Delta v^{(t-1)} - \frac{\sigma'}{\tau} \| A\alpha \|^2 + \frac{\tau}{2\sigma'} \| \frac{\sigma'}{\tau} A\alpha \|^2
$$

$$
= \max_{\alpha} \sum_i -g_i(\alpha_i) - (A\alpha)^\top w^{(t-1)} - (A\alpha)^\top \gamma \Delta v^{(t-1)} - \frac{\sigma'}{2\tau} \| A\alpha \|^2
$$

$$
= \min_{\alpha} \sum_i g_i(\alpha_i) + (A\alpha)^\top w^{(t-1)} + (A\alpha)^\top \gamma \Delta v^{(t-1)} + \frac{\sigma'}{2\tau} \| A\alpha \|^2
$$

$$
= \min_{\alpha} \sum_i g_i(\alpha_i) + \frac{\tau}{2\sigma'} \| w^{(t-1)} + \gamma \Delta v^{(t-1)} + \frac{\sigma'}{\tau} A\alpha \|^2.
$$

5.2 Convergence

In this section, we provide convergence rates for the proposed framework and introduce an important theoretical technique in analyzing non-strongly convex terms in the primal-dual setting. For simplicity of presentation, we assume in the analysis that the data partitioning is balanced; i.e., $n_k = n/K$ for all $k$. Furthermore, we assume that the columns of $A$ satisfy $\| x_i \| \leq 1$ for all $i \in [n]$. We present rates for the case where $\gamma := 1$ in Algorithm 1 and where the subproblems (2.10) are defined using the corresponding safe bound $\sigma' := K$. This case will guarantee convergence while delivering our fastest rates in the distributed setting, which in particular do not degrade as the number of machines $K$ grows and $n$ remains fixed.

5.2.1 Proof Strategy: Relating Subproblem Approximation to Global Progress

To guarantee convergence, it is critical to show how progress made on the local subproblems (2.10) relates to the global objective $O_A$. Our first lemma provides exactly this information. In particular, we see that if the aggregation and subproblem parameters are selected according to Definition 3, the sum of the subproblem objectives, $\sum_{k=1}^K g_k'$, will form a block-separable upper bound on the global objective $O_A$.

**Lemma 4.** For any weight vector $\alpha, \Delta \alpha \in \mathbb{R}^n$, $v = v(\alpha) := A\alpha$, and real values $\gamma, \sigma'$ satisfying (2.11), it holds that

$$
O_A\left(\alpha + \frac{\gamma}{\tau} \sum_{k=1}^K \Delta \alpha_{[k]}\right) \leq (1 - \gamma) O_A(\alpha) + \gamma \sum_{k=1}^K g_k'(\Delta \alpha_{[k]}; v, \alpha_{[k]}).
$$

(5.5)
A proof of Lemma 15 is provided in Section 5.2.8. We use this main lemma, in combination with our assumption on the quality of the subproblem approximations (Assumption 1), to deliver our global convergence rates.

5.2.2 Rates for General Convex \( g_i \), \( L \)-Lipschitz \( g_i^* \)

Our first main theorem provides convergence guarantees for objectives with general convex \( g_i \) (or, equivalently, \( L \)-Lipschitz \( g_i^* \)), including models with non-strongly convex regularizers such as lasso and sparse logistic regression, or models with non-smooth losses, such as the hinge loss support vector machine.

Providing primal-dual rates and globally defined primal-dual accuracy certificates for these objectives may require an important theoretical technique that we introduce below, in which we show how to satisfy the notion of \( L \)-bounded support for \( g_i \), as stated in Definition 2.

\textbf{Theorem 5.} Consider Algorithm 1 with \( \gamma := 1 \), and let \( \Theta \) be the quality of the local solver as in Assumption 2. Let \( g_i \) have \( L \)-bounded support, and let \( f \) be \((1/\tau)\)-smooth. Then after \( T \) iterations, where

\begin{align*}
T &\geq T_0 + \max \left\{ \frac{1}{1-\Theta}, \frac{4L^2n^2}{\tau\epsilon_G(1-\Theta)} \right\}, \\
T_0 &\geq t_0 + \left\lceil \frac{2}{1-\Theta} \left( \frac{8L^2n^2}{\tau\epsilon_G} - 1 \right) \right\rceil, \\
t_0 &\geq \max(0, \left\lceil \frac{1}{(1-\Theta)} \log \left( \frac{\tau(\mathcal{O}_A(\alpha^{(0)}) - \mathcal{O}_A(\alpha^*))}{2L^2Kn} \right) \right\rceil),
\end{align*}

we have that the expected duality gap satisfies

\[ \mathbb{E}[\mathcal{O}_A(\bar{\alpha}) - (-\mathcal{O}_B(w(\bar{\alpha})))] \leq \epsilon_G, \]

where \( \bar{\alpha} \) is the averaged iterate: \( \frac{1}{T-T_0} \sum_{t=T_0+1}^{T-1} \alpha^{(t)} \).

5.2.3 Bounded support modification

As mentioned earlier, additional work is necessary if Theorem 5 is to be applied to non-strongly convex regularizers such as the \( L_1 \) norm, which do not have \( L \)-bounded support for each \( g_i \), and thus violate the assumptions of the theorem. Note for example that the conjugate function of \( g_i = |\cdot| \), which is the indicator function of an interval, is not defined globally over \( \mathbb{R} \), and thus (without further modification) the duality gap \( G(\alpha) := \mathcal{O}_A(\alpha) - (-\mathcal{O}_B(w(\alpha))) \) is not even defined at all points \( \alpha \).
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Smoothing. To address this problem, existing approaches typically use a simple smoothing technique [as in 67, 84]: by adding a small amount of $L_2$ to the objective $g_i$, the functions $g_i$ become strongly convex. Followed by this change, the algorithms are then run on the dual of instead of the original primal problem at hand. While this modification satisfies the necessary assumptions for convergence of our framework, this Nesterov smoothing technique is often undesirable in practice, as it changes the iterates, the algorithms at hand, the convergence rate, and the tightness of the resulting duality gap compared to the original objective. Further, the amount of smoothing can be difficult to tune and can have a large influence on the performance of the method at hand. We show practical examples of these difficulties in Chapter 4.

Bounded support modification. In contrast to smoothing, our approach preserves all solutions of the original objective, leaves the iterate sequence unchanged, and allows for direct reusability of existing solvers for the original $g_i$ objectives (such as $L_1$ solvers). It also removes the need for tuning a smoothing parameter. To achieve this, we modify the function $g_i$ by imposing an additional weak constraint that is inactive in our region of interest. Formally, we replace $g_i(\alpha_i)$ by the following modified function:

$$\bar{g}_i(\alpha_i) := \begin{cases} g_i(\alpha_i) & : \alpha_i \in [-B, B] \\ +\infty & : \text{otherwise.} \end{cases}$$ (5.7)

For large enough $B$, this problem yields the same solution as the original objective. Note also that this only affects convergence theory, in that it allows us to present a strong primal-dual rate (Theorem 5 for $L=B$). The modification of $g_i$ does not affect the algorithms for the original problems. Whenever a monotone optimizer is used, we will never leave the level set defined by the objective at the starting point.

Using the resulting modified function will allow us to apply the results of Theorem 5 for general convex functions $g_i$. This technique can also be thought of as “Lipschitzing” the dual $g_i^*$, because of the general result that $g_i^*$ is $L$-Lipschitz if and only if $g_i$ has $L$-bounded support [80, Corollary 13.3.3]. We derive the conjugate function $\bar{g}_i^*$ for completeness in Section 5.1.2 (Lemma 3). In Chapter 3, we show how to leverage this technique for a variety of application input problems. See also [24] for a follow-up discussion of this technique in the non-distributed case.

5.2.4 Rates for Strongly Convex $g_i$, Smooth $g_i^*$

For the case of objectives with strongly convex $g_i$ (or, equivalently, smooth $g_i^*$), e.g., elastic net regression or logistic regression, we obtain the following faster linear convergence rate.

**Theorem 6.** Consider Algorithm 7 with $\gamma := 1$, and let $\Theta$ be the quality of the local solver as in Assumption 7. Let $g_i$ be $\mu$-strongly convex $\forall i \in [n]$, and let $f$ be $(1/\tau)$-smooth. Then after $T$ iterations where

$$T \geq \frac{1}{(1-\Theta)} \frac{n^{r+n}}{\mu \tau} \log \frac{n}{\epsilon \pi},$$ (5.8)
it holds that

\[ E[\mathcal{O}_A(\alpha^{(T)}) - \mathcal{O}_A(\alpha^*)] \leq \epsilon_{\mathcal{O}_A}. \]

Furthermore, after \( T \) iterations with

\[ T \geq \frac{1}{(1-\Theta)} \frac{\mu \tau + n}{\mu \tau} \log \left( \frac{1}{(1-\Theta)} \frac{\mu \tau + n}{\mu \tau} \epsilon_G \right), \]

we have the expected duality gap

\[ E[\mathcal{O}_A(\alpha^{(T)}) - (-\mathcal{O}_B(w(\alpha^{(T)})))] \leq \epsilon_G. \]

We provide proofs of Theorem 5 and Theorem 6 below.

### 5.2.5 Convergence Cases

Revisiting Table 2.1 from Chapter 2, we summarize our convergence guarantees for the three cases of input problems [1] in the following table. In particular, we see that for cases II and III, we obtain a sublinear convergence rate, whereas for case I we can obtain a faster linear rate, as provided in Theorem 6.

<table>
<thead>
<tr>
<th>Smooth ( \ell )</th>
<th>Non-smooth, separable ( \ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly convex ( r )</td>
<td>Case I: Theorem 6</td>
</tr>
<tr>
<td>Non-strongly convex, separable ( r )</td>
<td>Case II: Theorem 5</td>
</tr>
</tbody>
</table>

### 5.2.6 Recovering Earlier Work as a Special Case

As a special case, the proposed framework and rates directly apply to \( L_2 \)-regularized loss-minimization problems, including those presented in the earlier work of [38] and [53].

**Remark 3.** If we run Algorithm 3 (mapping (I) to (B)), restrict \( f^*(\cdot) := \frac{1}{2} \| \cdot \|^2 \) (so that \( \tau = \lambda \)), and let \( g_i^* := \frac{1}{n} \ell_i^* \), Theorem 5 recovers as a special case the CoCoA+ rates for general \( L \)-Lipschitz \( \ell_i^* \) losses [see [53], Corollary 9]. The earlier work of CoCoA-v1 [38] did not provide rates for \( L \)-Lipschitz \( \ell_i^* \) losses.

These cases follow since \( g_i^* \) is \( L \)-Lipschitz if and only if \( g_i \) has \( L \)-bounded support [80, Corollary 13.3.3].

**Remark 4.** If we run Algorithm 3 (mapping (I) to (B)), restrict \( f^*(\cdot) := \frac{1}{2} \| \cdot \|^2 \) (so that \( \tau = \lambda \)), and scale \( g_i^* := \frac{1}{\ell_i^*} \), Theorem 6 recovers as a special case the CoCoA+ rates for \((1/\ell_i^*)\)-smooth losses [see [53], Corollary 11]. The earlier rates of CoCoA-v1 can be obtained by setting \( \gamma := \frac{1}{K} \) and \( \sigma' = 1 \) in Algorithm 1 [38, Theorem 2].
These cases follow since $g^*_i$ is $\mu$-strongly convex if and only if $g_i$ is $(1/\mu)$-smooth [33, Theorem 4.2.2].

5.2.7 Local Subproblems

In this section we provide proofs of our main convergence results. The arguments follow the reasoning in [53, 51], but where we have generalized them to be applicable directly to (A). We provide full details of Lemma 15 as a proof of concept, but omit details in later proofs that can be derived using the arguments in [53] or earlier work of [85], and instead outline the proof strategy and highlight sections where the theory deviates.

5.2.8 Approximation of $O_A(\cdot)$ by the Local Subproblems $G_k^\sigma(\cdot)$

Our first lemma in the overall proof of convergence helps to relate progress on the local subproblems to the global objective $O_A(\cdot)$.

**Lemma** 15. For any dual variables $\alpha, \Delta \alpha \in \mathbb{R}^n$, $v = v(\alpha) := A\alpha$, and real values $\gamma, \sigma'$ satisfying (2.11), it holds that

$$O_A\left(\alpha + \gamma \sum_{k=1}^K \Delta \alpha_{[k]}\right) \leq (1 - \gamma)O_A(\alpha) + \gamma \sum_{k=1}^K G_k^\sigma(\Delta \alpha_{[k]}; v, \alpha_{[k]}). \quad (5.9)$$

**Proof.** In this proof we follow the line of reasoning in Ma et al. [53, Lemma 4] with a more general $(1/\tau)$-smoothness assumption on $f(\cdot)$. An outer iteration of CoCoA performs the following update:

$$O_A(\alpha + \gamma \sum_{k=1}^K \Delta \alpha_{[k]} = f(v(\alpha + \gamma \sum_{k=1}^K \Delta \alpha_{[k]})) + \sum_{i=1}^n g_i(\alpha_i + \gamma \sum_{k=1}^K \Delta \alpha_{[k]}) \cdot \quad (5.10)$$

We bound $A$ and $B$ separately. First we bound $A$ using $(1/\tau)$-smoothness of $f$:

$$A = f\left(v(\alpha + \gamma \sum_{k=1}^K \Delta \alpha_{[k]}\right) = f\left(v(\alpha) + \gamma \sum_{k=1}^K v(\Delta \alpha_{[k]}\right))$$

smoothness of $f$ as in (2.3)

$$\leq f(v(\alpha)) + \sum_{k=1}^K \gamma \nabla f(v(\alpha))^T v(\Delta \alpha_{[k]}) + \frac{\gamma^2}{2\tau} \| \sum_{k=1}^K v(\alpha_{[k]}\|^2$$

definition of $w$ as in (2.5)

$$\leq f(v(\alpha)) + \sum_{k=1}^K \gamma v(\Delta \alpha_{[k]}^T w(\alpha) + \frac{\gamma^2}{2\tau} \| \sum_{k=1}^K v(\alpha_{[k]}\|^2$$

$$B = \sum_{k=1}^n g_i(\alpha_i + \gamma \sum_{k=1}^K \Delta \alpha_{[k]})) \cdot$$

$\leq \sum_{k=1}^n \sum_{i=1}^n g_i(\alpha_i + \gamma \sum_{k=1}^K \Delta \alpha_{[k]})) \cdot$
safe choice of $\sigma'$ as in \eqref{eq:2.11} 
\begin{align*}
&\leq f(v(\alpha)) + \sum_{k=1}^{K} \gamma v(\Delta \alpha_{[k]})^\top w(\alpha) + \frac{1}{2\tau} \gamma \sigma' \sum_{k=1}^{K} \|v(\alpha_{[k]})\|^2.
\end{align*}

Next we use Jensen's inequality to bound $B$:
\begin{align*}
B &= \sum_{k=1}^{K} \left( \sum_{i \in P_k} g_i(\alpha_i + \gamma(\Delta \alpha_{[k]})) \right) = \sum_{k=1}^{K} \left( \sum_{i \in P_k} g_i((1 - \gamma)\alpha_i + \gamma(\alpha + \Delta \alpha_{[k]})) \right) \\
&\leq \sum_{k=1}^{K} \left( \sum_{i \in P_k} (1 - \gamma)g_i(\alpha_i) + \gamma g_i(\alpha_i + \Delta \alpha_{[k]}) \right).
\end{align*}

Plugging $A$ and $B$ back into \eqref{eq:5.10} yields:
\begin{align*}
\mathcal{O}_A(\alpha + \gamma \sum_{k=1}^{K} \Delta \alpha_{[k]}) &\leq f(v(\alpha)) \pm \gamma f(v(\alpha)) + \sum_{k=1}^{K} \gamma v(\Delta \alpha_{[k]})^\top w(\alpha) \\
+ \frac{1}{2\tau} \gamma \sigma' \sum_{k=1}^{K} \|v(\alpha_{[k]})\|^2 + \sum_{k=1}^{K} \sum_{i \in P_k} (1 - \gamma)g_i(\alpha_i) + \gamma g_i(\alpha_i + \Delta \alpha_{[k]}) \\
= (1 - \gamma)f(v(\alpha)) + \sum_{k=1}^{K} \left( \sum_{i \in P_k} (1 - \gamma)g_i(\alpha_i) \right) \underbrace{(1 - \gamma)\mathcal{O}_A(\alpha)}_{\mathcal{O}_A(\alpha)} \\
+ \gamma \sum_{k=1}^{K} \left( \frac{1}{K} f(v(\alpha)) + v(\Delta \alpha_{[k]})^\top w(\alpha) + \frac{\sigma'}{2\tau} \|v(\alpha_{[k]})\|^2 \\
+ \sum_{i \in P_k} g_i(\alpha_i + \Delta \alpha_{[k]}) \right) \\
\overset{\text{2.10}}{=} (1 - \gamma)\mathcal{O}_A(\alpha) + \gamma \sum_{k=1}^{K} \mathcal{G}_k'\Delta \alpha_{[k]}; v,
\end{align*}

where the last equality is by the definition of the subproblem objective $\mathcal{G}_k'(.)$ as in \eqref{eq:2.10}.

\subsection*{5.2.9 Proof of Convergence Result for General Convex $g_i$}

Before proving the main convergence results, we introduce several useful quantities, and establish the following lemma, which characterizes the effect of iterations of Algorithm 1 on the duality gap for any chosen local solver of approximation quality $\Theta$. 

Lemma 7. Let $g_i$ be strongly convex with convexity parameter $\mu \geq 0$ with respect to the norm $\| \cdot \|$, $\forall i \in [n]$. Then at each iteration of Algorithm 1 under Assumption 1, and any $s \in [0, 1]$, it holds that

$$\mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^{(t+1)})] \geq \gamma(1 - \Theta) \left( sG(\alpha^{(t)}) - \frac{\sigma_s^2 s^2}{2\tau} R^{(t)} \right),$$

(5.11)

where

$$R^{(t)} := -\frac{\tau(1-s)}{\sigma_s^2} \| u^{(t)} - \alpha^{(t)} \|^2 + \sum_{k=1}^{K} \| A[k](u^{(t)} - \alpha^{(t)})_k \|^2,$$

(5.12)

for $u^{(t)} \in \mathbb{R}^n$ with $u_i^{(t)} \in \partial g_i^*( -x_i^\top w(\alpha^{(t)}))$. (5.13)

Proof. This proof is motivated by Shalev-Shwartz and Zhang [85, Lemma 19] and follows Ma et al. [53, Lemma 5], with a difference being the extension to our generalized subproblems $G'_k(; v, \alpha[k])$ along with the mappings $w(\alpha) := \nabla f(v(\alpha))$ with $v(\alpha) := A\alpha$.

For simplicity, we write $\alpha$ instead of $\alpha^{(t)}$, $v$ instead of $v(\alpha^{(t)})$, $w$ instead of $w(\alpha^{(t)})$ and $u$ instead of $u^{(t)}$. We can estimate the expected change of the objective $O_A(\alpha)$ as follows. Starting from the definition of the update $\alpha^{(t+1)} := \alpha^{(t)} + \gamma \sum_k \Delta \alpha[k]$, we apply Lemma [15], which relates the local approximation $G'_k(\alpha; v, \alpha[k])$ to the global objective $O_A(\alpha)$, and then bound this using the notion of quality of the local solver ($\Theta$), as in Assumption [1]. This gives us:

$$\mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^{(t+1)})] = \mathbb{E}\left[ O_A(\alpha) - O_A\left( \alpha + \gamma \sum_{k=1}^{K} \Delta \alpha[k] \right) \right]$$

$$\geq \gamma(1 - \Theta) \left( O_A(\alpha) - \sum_{k=1}^{K} G'_k(\Delta \alpha^*_k; v, \alpha[k]) \right).$$

(5.14)

We next upper bound the $C$ term, denoting $\Delta \alpha^* = \sum_{k=1}^{K} \Delta \alpha^*_k$. We first plug in the definition of the objective $O_A$ in (A) and the local subproblems (2.10), and then substitute

\footnote{Note that the case of weakly convex $g_i(\cdot)$ is explicitly allowed here as well, as the Lemma holds for the case $\mu = 0$.}
s(u_i - \alpha_i) for \Delta \alpha_i^* and apply the \mu\text{-strong convexity of the } g_i \text{ terms. This gives us:}

\[ C = \sum_{i=1}^{n} (g_i(\alpha_i) - g_i(\alpha_i + \Delta \alpha_i^*)) - (A \Delta \alpha^*)^\top w(\alpha) - \sum_{k=1}^{K} \frac{\sigma'}{2\tau} \|A[k] \Delta \alpha_i^*[k]\|^2 \]

\[ \geq \sum_{i=1}^{n} \left( s g_i(\alpha_i) - s g_i(u_i) + \frac{\mu}{2} (1 - s) s(u_i - \alpha_i)^2 \right) \]

\[ - A(s(u - \alpha))^\top w(\alpha) - \sum_{k=1}^{K} \frac{\sigma'}{2\tau} \|A[k] (s(u - \alpha))_{[k]}\|^2 . \] (5.15)

From the definition of the optimization problems (A) and (B), and definition of convex conjugates, we can write the duality gap as:

\[ G(\alpha) := \mathcal{O}_A(\alpha) - (-\mathcal{O}_B(w(\alpha))) \]

\[ = \sum_{i=1}^{n} \left( g_i^*( -x_i^\top w(\alpha) + g_i(\alpha_i) ) + f^*(w(\alpha)) + f(A\alpha) \right) \]

\[ = \sum_{i=1}^{n} \left( g_i^*( -x_i^\top w(\alpha) + g_i(\alpha_i) ) + f^*(\nabla f(A\alpha)) + f(A\alpha) \right) \]

\[ = \sum_{i=1}^{n} \left( g_i^* (-x_i^\top w(\alpha)) + g_i(\alpha_i) + (A\alpha)^\top w(\alpha) \right) \]

\[ = \sum_{i=1}^{n} \left( g_i^* (-x_i^\top w(\alpha)) + g_i(\alpha_i) + \alpha_i x_i^\top w(\alpha) \right) . \] (5.16)

The convex conjugate maximal property from (5.13) implies that

\[ g_i(u_i) = u_i ( -x_i^\top w(\alpha) ) - g_i^* (-x_i^\top w(\alpha)) . \] (5.17)
Using (5.17) and (5.16), we therefore have:

$$
C \geq \sum_{i=1}^{n} \left( s g_{i}(\alpha_{i}) - s u_{i}(-x_{i}^{\top}w(\alpha)) + s g^{*}_{i}(-x_{i}^{\top}w(\alpha)) + \frac{\mu}{2} (1 - s) s(u_{i} - \alpha_{i})^2 \right)
$$

$$
- A(s(u - \alpha))^{\top}w(\alpha) - \sum_{k=1}^{K} \frac{\sigma'_{k}}{2\tau} \left\| A_{[k]}(s(u - \alpha)) \right\|^2
$$

$$
= \sum_{i=1}^{n} \left[ s g_{i}(\alpha_{i}) + s g^{*}_{i}(-x_{i}^{\top}w(\alpha)) + sx_{i}^{\top}w(\alpha)\alpha_{i} \right]
$$

$$
- \sum_{i=1}^{n} \left[ sx_{i}^{\top}w(\alpha)(\alpha_{i} - u_{i}) - \frac{\mu}{2} (1 - s) s(u_{i} - \alpha_{i})^2 \right]
$$

$$
- A(s(u - \alpha))^{\top}w(\alpha) - \sum_{k=1}^{K} \frac{\sigma'_{k}}{2\tau} \left\| A_{[k]}(s(u - \alpha)) \right\|^2
$$

$$
\text{(5.18)}
$$

The claimed improvement bound (5.11) then follows by plugging (5.18) into (5.14). \(\square\)

The following Lemma provides a uniform bound on \(R^{(t)}\):

**Lemma 8.** If \(g_{i}^{*}\) are \(L\)-Lipschitz continuous for all \(i \in [n]\), then

$$
\forall t : R^{(t)} \leq 4L^2 \sum_{k=1}^{K} \sigma_{k}n_{k}, \quad (5.19)
$$

where

$$
\sigma_{k} := \max_{\alpha_{[k]} \in \mathbb{R}^{n}} \frac{\left\| A_{[k]}\alpha_{[k]} \right\|^2}{\left\| \alpha_{[k]} \right\|^2}. \quad (5.20)
$$

**Proof.** [53, Lemma 6]. For general convex functions, the strong convexity parameter is \(\mu = 0\), and hence the definition (5.12) of the complexity constant \(R^{(t)}\) becomes

$$
R^{(t)} = \sum_{k=1}^{K} \left\| A_{[k]}(u^{(t)} - \alpha^{(t)})_{[k]} \right\|^2 \leq \sum_{k=1}^{K} \sigma_{k} \left\| (u^{(t)} - \alpha^{(t)})_{[k]} \right\|^2 \leq \sum_{k=1}^{K} \sigma_{k} |P_{k}| 4L^2.
$$

Here the last inequality follows from [85, Lemma 21], which shows that for \(g_{i}^{*} : \mathbb{R} \rightarrow \mathbb{R}\) being \(L\)-Lipschitz, it holds that for any real value \(a\) with \(|a| > L\) one has that \(g_{i}(a) = +\infty\). \(\square\)
Remark 5. [53, Remark 7] If the data points $x_i$ are normalized such that $\|x_i\| \leq 1$, $\forall i \in [n]$, then $\sigma_k \leq |P_k| = n_k$. Furthermore, if we assume that the data partition is balanced, i.e., that $n_k = n/K$ for all $k$, then $\sigma \leq n^2/K$. This can be used to bound the constants $R(t)$, above, as $R(t) \leq 4L^2\sigma^2$.

Theorem 9. Consider Algorithm 1, using a local solver of quality $\Theta$ (see Assumption 1). Let $g^*_i(\cdot)$ be $L$-Lipschitz continuous, and $\epsilon_G > 0$ be the desired duality gap (and hence an upper-bound on suboptimality $\epsilon_{O_A}$). Then after $T$ iterations, where

$$T \geq T_0 + \max\{\left[\frac{1}{\gamma(1-\Theta)}\right], \frac{4L^2\sigma^'}{\tau\epsilon_G\gamma(1-\Theta)}\},$$

$$T_0 \geq t_0 + \left[\frac{2}{\gamma(1-\Theta)} \left(\frac{8L^2\sigma^'}{\tau\epsilon_G} - 1\right)\right]_+,\quad t_0 \geq \max(0, \left[\frac{1}{\gamma(1-\Theta)} \log\left(\frac{(\alpha(0) - \alpha^*)}{2L^2\sigma^'}\right)\right]),$$

we have that the expected duality gap satisfies

$$E[O_A(\alpha) - (-O_B(w(\alpha)))] \leq \epsilon_G$$

at the averaged iterate

$$\bar{\alpha} := \frac{1}{T-T_0} \sum_{t=T_0}^{T-1} \alpha^{(t)}.$$  

Proof. We begin by estimating the expected change of feasibility for $O_A$. We can bound this above by using Lemma 7 and the fact that the $O_B(\cdot)$ is always a lower bound for $-O_A(\cdot)$, and then applying (5.19) to find:

$$E[O_A(\alpha(t+1)) - O_A(\alpha^*)] \leq (1 - \gamma(1-\Theta)s)(O_A(\alpha^{(0)}) - O_A(\alpha^*)) + \gamma(1-\Theta)\frac{\sigma^'s^2}{2\tau}4L^2\sigma.$$

Using (5.23) recursively we have

$$E[O_A(\alpha^{(t)}) - O_A(\alpha^*)] \leq (1 - \gamma(1-\Theta)s)^t(O_A(\alpha^{(0)}) - O_A(\alpha^*)) + s \frac{4L^2\sigma^'}{2\tau}.$$  

Choosing $s = 1$ and $t = t_0 := \max\{0, \left[\frac{1}{\gamma(1-\Theta)} \log(2(O_A(\alpha^{(0)}) - O_A(\alpha^*))/(4L^2\sigma^'))\right]\}$ leads to

$$E[O_A(\alpha^{(t)}) - O_A(\alpha^*)] \leq (1 - \gamma(1-\Theta))^{t_0}(O_A(\alpha^{(0)}) - O_A(\alpha^*)) + \frac{4L^2\sigma^'}{2\tau}$$

$$\leq \frac{4L^2\sigma^'}{\tau}.$$  

Next, we show inductively that
\[ \forall t \geq t_0 : \mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^*)] \leq \frac{4L^2 \sigma \sigma'}{\tau (1 + \frac{1}{2} \gamma (1 - \Theta) (t - t_0))}. \] (5.26)

Clearly, (5.25) implies that (5.26) holds for \( t = t_0 \). Assuming that it holds for any \( t \geq t_0 \), we show that it must also hold for \( t + 1 \). Indeed, using
\[ s = \frac{1}{1 + \frac{1}{2} \gamma (1 - \Theta) (t + 1 - t_0)} \in [0, 1], \] (5.27)
we obtain
\[ \mathbb{E}[O_A(\alpha^{(t+1)}) - O_A(\alpha^*)] \leq \frac{4L^2 \sigma \sigma'}{\tau} \left( \frac{1 + \frac{1}{2} \gamma (1 - \Theta) (t + 1 - t_0) - \frac{1}{2} \gamma (1 - \Theta)}{1 + \frac{1}{2} \gamma (1 - \Theta) (t - t_0)^2} \right)^D \]
by applying the bounds (5.23) and (5.26), plugging in the definition of \( s \) (5.27), and simplifying. We upper bound the term \( D \) using the fact that geometric mean is less or equal to arithmetic mean:
\[ D = \frac{1}{1 + \frac{1}{2} \gamma (1 - \Theta) (t + 1 - t_0)} \frac{(1 + \frac{1}{2} \gamma (1 - \Theta) (t + 1 - t_0))(1 + \frac{1}{2} \gamma (1 - \Theta) (t - 1 - t_0))}{(1 + \frac{1}{2} \gamma (1 - \Theta) (t - t_0))^2} \leq 1 \]

If \( \alpha \) is defined as (5.22), we apply the results of Lemma 7 and Lemma 8 to obtain
\[ \mathbb{E}[G(\alpha)] = \mathbb{E} \left[ G \left( \sum_{t=T_0}^{T-1} \frac{1}{T-T_0} \alpha^{(t)} \right) \right] \leq \frac{1}{\gamma (1 - \Theta) s} \frac{1}{T - T_0} \mathbb{E} \left[ O_A(\alpha^{(T_0)}) - O_A(\alpha^*) \right] + \frac{4L^2 \sigma \sigma'}{2 \tau}. \] (5.28)

If \( T \geq \left[ \frac{1}{\gamma (1 - \Theta)} \right] + T_0 \) such that \( T_0 \geq t_0 \) we have
\[ \mathbb{E}[G(\alpha)] \leq \frac{1}{\gamma (1 - \Theta) s} \frac{1}{T - T_0} \left( \frac{4L^2 \sigma \sigma'}{\tau (1 + \frac{1}{2} \gamma (1 - \Theta) (T_0 - t_0))} \right) + \frac{4L^2 \sigma \sigma' s}{2 \tau} \]
\[ = \frac{4L^2 \sigma \sigma'}{\tau} \left( \frac{1}{\gamma (1 - \Theta) s} \frac{1}{T - T_0} + \frac{1}{1 + \frac{1}{2} \gamma (1 - \Theta) (T_0 - t_0) + \frac{s}{2}} \right). \] (5.29)
Choosing
\[
s = \frac{1}{(T - T_0)\gamma(1 - \Theta)} \in [0, 1]
\] (5.30)
gives us
\[
\mathbb{E}[G(\alpha)] \leq \frac{4L^2\sigma\sigma'}{\tau} \left( \frac{1}{1 + \frac{1}{2}\gamma(1 - \Theta)(T_0 - t_0)} + \frac{1}{(T - T_0)\gamma(1 - \Theta)} \frac{1}{2} \right).
\] (5.31)
To have right hand side of (5.31) smaller then \(\epsilon_G\) it is sufficient to choose \(T_0\) and \(T\) such that
\[
\frac{4L^2\sigma\sigma'}{\tau} \left( \frac{1}{1 + \frac{1}{2}\gamma(1 - \Theta)(T_0 - t_0)} \right) \leq \frac{1}{2\epsilon_G},
\] (5.32)
\[
\frac{4L^2\sigma\sigma'}{\tau} \left( \frac{1}{(T - T_0)\gamma(1 - \Theta)} \frac{1}{2} \right) \leq \frac{1}{2\epsilon_G}.
\] (5.33)
Hence if \(T_0 \geq t_0 + \frac{2}{\gamma(1 - \Theta)} \left( \frac{8L^2\sigma\sigma'}{\tau\epsilon_G} - 1 \right)\) and \(T \geq T_0 + \frac{4L^2\sigma\sigma'}{\tau\epsilon_G(1 - \Theta)}\) then (5.32) and (5.33) are satisfied.

The following main theorem simplifies the results of Theorem 9 and is a generalization of Ma et al. [53, Corollary 9] for general \(f^*(\cdot)\) functions:

**Theorem 5.** Consider Algorithm 1 with \(\gamma := 1\), using a local solver of quality \(\Theta\) (see Assumption 1). Let \(g_i^*(\cdot)\) be \(L\)-Lipschitz continuous, and assume that the columns of \(A\) satisfy \(\|x_i\| \leq 1, \forall i \in [n]\). Let \(\epsilon_G > 0\) be the desired duality gap (and hence an upper-bound on primal sub-optimality). Then after \(T\) iterations, where
\[
T \geq T_0 + \max\left\{ \frac{1}{1 - \Theta}, \frac{4L^2n^2}{\tau\epsilon_G(1 - \Theta)} \right\},
\] (5.34)
\[
T_0 \geq t_0 + \frac{2}{1 - \Theta} \left( \frac{8L^2n^2}{\tau\epsilon_G} - 1 \right),
\]
\[
t_0 \geq \max(0, \left\lfloor \frac{1}{(1 - \Theta)} \log \left( \frac{\tau(\mathcal{O}_A(\alpha(0)) - \mathcal{O}_A(\alpha^*))}{2L^2Kn} \right) \right\rfloor),
\]
we have that the expected duality gap satisfies
\[
\mathbb{E}[\mathcal{O}_A(\alpha) - (-\mathcal{O}_B(w(\alpha)))] \leq \epsilon_G,
\]
where \(\alpha\) is the averaged iterate returned by Algorithm 1.

**Proof.** Plug in parameters \(\gamma := 1\), \(\sigma' := \gamma K = K\) to the results of Theorem 9 and note that for balanced datasets we have \(\sigma \leq \frac{n^2}{K}\) (see Remark 5). We can further simplify the rate by noting that \(\tau = 1\) for the 1-smooth losses (least squares and logistic) given as examples in this work. \(\square\)
5.2.10 Proof of Convergence Result for Strongly Convex $g_i$

Our second main theorem follows reasoning in [85] and is a generalization of Ma et al. [53, Corollary 11]. We first introduce a lemma to simplify the proof.

Lemma 10. Assume that $g_i(0) \in [0, 1]$ for all $i \in [n]$, then for the zero vector $\alpha^{(0)} := 0 \in \mathbb{R}^n$, we have

$$O_A(\alpha^{(0)}) - O_A(\alpha^*) = O_A(0) - O_A(\alpha^*) \leq n.$$  \hspace{1cm} (5.35)

Proof. For $\alpha := 0 \in \mathbb{R}^n$, we have $w(\alpha) = A\alpha = 0 \in \mathbb{R}^d$. Therefore, since the dual $-O_A(\cdot)$ is always a lower bound on the primal $O_B(\cdot)$, and by definition of the objective $O_A$ given in (A),

$$0 \leq O_A(\alpha) - O_A(\alpha^*) \leq O_A(\alpha) - (-O_B(w(\alpha))) \leq n. \hspace{1cm} \square$$

Theorem 11. Assume that $g_i$ are $\mu$-strongly convex $\forall i \in [n]$. We define $\sigma_{\max} = \max_{k \in [K]} \sigma_k$. Then after $T$ iterations of Algorithm 1, with $T \geq 1 / \gamma(1 - \Theta) \mu \tau + \sigma_{\max} \sigma' \log n / \epsilon_A$, it holds that

$$E[O_A(\alpha^{(T)}) - O_A(\alpha^*)] \leq \epsilon_A.$$  

Furthermore, after $T$ iterations with

$$T \geq \frac{1}{\gamma(1 - \Theta)} \frac{\mu \tau + \sigma_{\max} \sigma'}{\mu \tau} \log \left( \frac{1}{\epsilon_A} \frac{\mu \tau + \sigma_{\max} \sigma'}{\mu \tau} \frac{n}{\epsilon_G} \right),$$

we have the expected duality gap

$$E[O_A(\alpha^{(T)}) - (-O_B(w(\alpha^{(T)})))] \leq \epsilon_G.$$  

Proof. Given that $g_i(\cdot)$ is $\mu$-strongly convex with respect to the $\| \cdot \|$ norm, we can apply (5.12) and the definition of $\sigma_k$ to find:

$$R(t) \leq -\frac{\tau \mu (1-s)}{\sigma s} \| u^{(t)} - \alpha^{(t)} \|^2 + \sum_{k=1}^{K} \sigma_k \| u^{(t)} - \alpha^{(t)} \|_{k}^2$$

$$\leq \left( -\frac{\tau \mu (1-s)}{\sigma s} + \sigma_{\max} \right) \| u^{(t)} - \alpha^{(t)} \|^2,$$  \hspace{1cm} (5.36)

where $\sigma_{\max} = \max_{k \in [K]} \sigma_k$. If we plug the following value of $s$

$$s = \frac{\tau \mu}{\tau \mu + \sigma_{\max} \sigma'} \in [0, 1]$$  \hspace{1cm} (5.37)
into (5.36) we obtain that \( \forall t : R(t) \leq 0 \). Putting the same \( s \) into (5.11) will give us

\[
\mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^{(t+1)})] \geq \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} G(\alpha^{(t)})
\]

\[
\geq \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} (O_A(\alpha^{(t)}) - O_A(\alpha^*)) .
\] (5.38)

Using the fact that

\[
\mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^{(t+1)})] = \mathbb{E}[O_A(\alpha^*) - O_A(\alpha^{(t+1)})] + O_A(\alpha^{(t)}) - O_A(\alpha^*) ,
\]

we have

\[
\mathbb{E}[O_A(\alpha^*) - O_A(\alpha^{(t+1)})] + O_A(\alpha^{(t)}) - O_A(\alpha^*)
\]

\[
\geq \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} (O_A(\alpha^{(t)}) - O_A(\alpha^*)) ,
\]

which is equivalent to

\[
\mathbb{E}[O_A(\alpha^{(t+1)}) - O_A(\alpha^*)] \leq \left( 1 - \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} \right) (O_A(\alpha^{(t)}) - O_A(\alpha^*)) .
\] (5.39)

Therefore if we denote \( \epsilon_{O_A}^{(t)} = O_A(\alpha^{(t)}) - O_A(\alpha^*) \), we have recursively that

\[
\mathbb{E}[\epsilon_{O_A}^{(t)}] \leq \left( 1 - \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} \right)^t \epsilon_{O_A}^{(0)}
\]

\[
\leq \left( 1 - \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} \right)^t n
\]

\[
\leq \exp \left( -t \gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} \right) n .
\]

The right hand side will be smaller than some \( \epsilon_{O_A} \) if

\[
t \geq \frac{1}{\gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'}} \log \frac{n}{\epsilon_{O_A}} .
\]

Moreover, to bound the duality gap, we have

\[
\gamma(1 - \Theta) \frac{\mu}{\mu + \sigma_{\max} \sigma'} G(\alpha^{(t)}) \leq \mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^{(t+1)})]
\]

\[
\leq \mathbb{E}[O_A(\alpha^{(t)}) - O_A(\alpha^*)] .
\]
Thus, \( G(\alpha^{(t)}) \leq \frac{1}{\gamma(1-\Theta)} \frac{\tau \mu + \sigma_{\text{max}} \sigma'}{\tau \mu} \epsilon_{A}^{(t)} \). Hence, if \( \epsilon_{\Omega} \leq \gamma(1-\Theta) \frac{\tau \mu}{\tau \mu + \sigma_{\text{max}} \sigma'} \epsilon_{G} \), then \( G(\alpha^{(t)}) \leq \epsilon_{G} \). Therefore after

\[
t \geq \frac{1}{\gamma(1-\Theta)} \frac{\tau \mu + \sigma_{\text{max}} \sigma'}{\tau \mu} \log \left( \frac{1}{\gamma(1-\Theta)} \frac{\tau \mu + \sigma_{\text{max}} \sigma'}{\tau \mu} \frac{n}{\epsilon_{G}} \right)
\]

iterations, we have obtained a duality gap less than \( \epsilon_{G} \).

\[\text{Theorem 6.} \quad \text{Consider Algorithm 1 with } \gamma := 1, \text{ using a local solver of quality } \Theta \text{ (see Assumption 1). Let } g_i(\cdot) \text{ be } \mu \text{-strongly convex, } \forall i \in [n], \text{ and assume that the columns of } A \text{ satisfy } \|x_i\| \leq 1 \ \forall i \in [n]. \text{ Then we have that } T \text{ iterations are sufficient for suboptimality } \epsilon_{\Omega}, \text{ with}
\]
\[
T \geq \frac{1}{\gamma(1-\Theta)} \frac{\tau \mu + n}{\tau \mu} \log \frac{n}{\epsilon_{\Omega}}.
\]

Furthermore, after \( T \) iterations with

\[
T \geq \frac{1}{\gamma(1-\Theta)} \frac{\tau \mu + n}{\tau \mu} \log \left( \frac{1}{\gamma(1-\Theta)} \frac{\tau \mu + n}{\tau \mu} \frac{n}{\epsilon_{G}} \right),
\]

we have the expected duality gap

\[
\mathbb{E}[\Omega_A(\alpha^{(T)}) - (-\Omega_B(w(\alpha^{(T)})))] \leq \epsilon_{G}.
\]

\[\text{Proof.} \quad \text{Plug in parameters } \gamma := 1, \sigma' := \gamma K = K \text{ to the results of Theorem 11 and note that for balanced datasets we have } \sigma_{\text{max}} \leq \frac{n}{K} \text{ (see Remark 5). We can further simplify the rate by noting that } \tau = 1 \text{ for the } 1\text{-smooth losses (least squares and logistic) given as examples in this work.} \]

\[\square\]
Chapter 6

Extension: Federated Learning

Federated learning poses new statistical and systems challenges in training machine learning models over distributed networks of devices. In this chapter, we show that multi-task learning is naturally suited to handle the statistical challenges of this setting, and propose system-aware optimization method, MOCHA, that extends our earlier work on CoCoA and is robust to practical systems issues. Our method and theory for the first time consider issues of high communication cost, stragglers, and fault tolerance for distributed multi-task learning. The resulting method achieves significant speedups compared to alternatives in the federated setting, as we demonstrate through simulations on real-world federated datasets.

6.1 Introduction

Mobile phones, wearable devices, and smart homes are just a few of the modern distributed networks generating massive amounts of data each day. Due to the growing storage and computational power of devices in these networks, it is increasingly attractive to store data locally and push more network computation to the edge. The nascent field of federated learning explores training statistical models directly on devices [60]. Examples of potential applications include: learning sentiment, semantic location, or activities of mobile phone users; predicting health events like low blood sugar or heart attack risk from wearable devices; or detecting burglaries within smart homes [4, 69, 75]. Following [43, 44, 61], we summarize the unique challenges of federated learning below.

1. Statistical Challenges: The aim in federated learning is to fit a model to distributed data, \( \{X_1, \ldots, X_m\} \), generated by \( m \) nodes. Each node, \( t \in [m] \), collects data in a non-IID manner across the network, with data on each node being generated by a distinct distribution \( X_t \sim P_t \). The number of data points on each node, \( n_t \), may also vary significantly, and there may be an underlying structure present that captures the relationship amongst nodes and their associated distributions.
2. **Systems Challenges**: There are typically a large number of nodes, \( m \), in the network, and communication is often a significant bottleneck. Additionally, the storage, computational, and communication capacities of each node may differ due to variability in hardware (CPU, memory), network connection (3G, 4G, WiFi), and power (battery level). These systems challenges, compounded with unbalanced data and statistical heterogeneity, make issues such as stragglers and fault tolerance significantly more prevalent than in typical data center environments.

In this work, we propose a modeling approach that differs significantly from prior work on federated learning, where the aim thus far has been to train a single global model across the network \([43, 44, 61]\). Instead, we address statistical challenges in the federated setting by learning separate models for each node, \( \{w_1, \ldots, w_m\} \). This can be naturally captured through a **multi-task learning (MTL)** framework, where the goal is to consider fitting separate but related models simultaneously \([2, 25, 46, 108]\). Unfortunately, current multi-task learning methods are not suited to handle the systems challenges that arise in federated learning, including high communication cost, stragglers, and fault tolerance. Addressing these challenges is therefore a key component of our work.

### 6.1.1 Contributions

We make the following contributions. First, we show that MTL is as a natural choice to handle statistical challenges in the federated setting. Second, we develop a novel method, MOCHA, to solve a general MTL framework. Our method generalizes the distributed optimization method CoCoA in order to address systems challenges associated with network size and node heterogeneity. Third, we provide convergence guarantees for MOCHA that carefully consider these unique systems challenges and provide insight into practical performance. Finally, we demonstrate the superior empirical performance of MOCHA with a new benchmarking suite of federated datasets.

### 6.2 Related Work

**Learning Beyond the Data Center.** Computing SQL-like queries across distributed, low-powered nodes is a decades-long area of research that has been explored under the purview of query processing in sensor networks, computing at the edge, and fog computing \([13, 21, 29, 34, 54, 55]\). Recent work has also considered training machine learning models centrally but serving and storing them locally, e.g., this is a common approach in mobile user modeling and personalization \([45, 76, 77]\). However, as the computational power of nodes within distributed networks grows, it is possible to do even more work locally, which has led to recent interest in federated learning.\(^1\) In contrast to our proposed approach, existing

\(^1\)The term *on-device learning* has been used to describe both the task of model training and of model serving. Due to the ambiguity of this phrase, we exclusively use the term federated learning.
federated learning approaches \[43, 44, 60, 61\] aim to learn a single global model across the data. This limits their ability to deal with non-IID data and structure amongst the nodes. These works also come without convergence guarantees, and have not addressed practical issues of stragglers or fault tolerance, which are important characteristics of the federated setting. The work proposed here is, to the best of our knowledge, the first federated learning framework to consider these challenges, theoretically and in practice.

Multi-Task Learning. In multi-task learning, the goal is to learn models for multiple related tasks simultaneously. While the MTL literature is extensive, most MTL modeling approaches can be broadly categorized into two groups based on how they capture relationships amongst tasks. The first (e.g., \[6, 20, 25, 42\]) assumes that a clustered, sparse, or low-rank structure between the tasks is known \textit{a priori}. A second group instead assumes that the task relationships are not known beforehand and can be learned directly from the data (e.g., \[30, 37, 108\]). In this work, we focus our attention on this latter group, as task relationships may not be known beforehand in real-world settings. In comparison to learning a single global model, these MTL approaches can directly capture relationships amongst non-IID and unbalanced data, which makes them particularly well-suited for the statistical challenges of federated learning. We demonstrate this empirically on real-world federated datasets in Section 6.5. However, although MTL is a natural modeling choice to address the statistical challenges of federated learning, currently proposed methods for distributed MTL (discussed below) do not adequately address the systems challenges associated with federated learning.

Distributed Multi-Task Learning. Distributed multi-task learning is a relatively new field, in which the aim is to solve an MTL problem when data for each task is distributed over a network. While several recent works \[1, 59, 95, 96\] have considered the issue of distributed MTL training, the proposed methods do not allow for flexibility of communication versus computation. As a result, they are unable to efficiently handle concerns of fault tolerance and stragglers, the latter of which stems from both data and system heterogeneity. The works of \[39\] and \[10\] allow for asynchronous updates to help mitigate stragglers, but do not address fault tolerance. Moreover, \[39\] provides no convergence guarantees, and the convergence of \[10\] relies on a bounded delay assumption that is impractical for the federated setting, where delays may be significant and devices may drop out completely. Finally, \[49\] proposes a method and setup leveraging the distributed framework CoCoA, which we show in Section 6.3 to be a special case of the more general approach in this work. However, the authors in \[49\] do not explore the federated setting, and their assumption that the same amount of work is done locally on each node is prohibitive in federated settings, where unbalance is common due to data and system variability.

\( ^2 \)While not the focus of our work, we note privacy is an important concern in the federated setting, and that the privacy benefits associated with global federated learning (as discussed in \[61\]) also apply to our approach.
6.3 Federated Multi-Task Learning

In federated learning, the aim is to learn a model over data that resides on, and has been generated by, \( m \) distributed nodes. As a running example, consider learning the activities of mobile phone users in a cell network based on their individual sensor, text, or image data. Each node (phone), \( t \in [m] \), may generate data via a distinct distribution, and so it is natural to fit separate models, \( \{w_1, \ldots, w_m\} \), to the distributed data—one for each local dataset. However, structure between models frequently exists (e.g., people may behave similarly when using their phones), and modeling these relationships via multi-task learning is a natural strategy to improve performance and boost the effective sample size for each node \([2, 5, 19]\). In this section, we suggest a general MTL framework for the federated setting, and propose a novel method, MOCHA, to handle the systems challenges of federated MTL.

6.3.1 Preliminaries

**Notation.** We use \( I_{d \times d} \) to represent an identity matrix of size \( d \times d \). When the context allows, we use the notation \( I \) to denote an identity matrix of an appropriate size. We also use \( \otimes \) to denote the Kronecker product between two matrices.

**Definition 6 (Matrix norm).** Given a symmetric positive definite matrix \( M \), the norm of \( u \) with respect to \( M \) is given by \( \|u\|_M := \sqrt{u^T M u} \).

**Definition 7 (L-smooth).** A convex function \( f \) is \( L \)-smooth with respect to \( M \) if

\[
f(u) \leq f(v) + \langle \nabla f(v), u - v \rangle + \frac{L}{2}\|u - v\|_M^2 \quad \forall u, v.
\] (6.1)

If \( M = I \) then, we simply say \( f \) is \( L \)-smooth.

**Definition 8 (\( \tau \)-strongly convex).** A function \( f \) is \( \tau \)-strongly convex with respect to \( M \) if

\[
f(u) \geq f(v) + \langle z, u - v \rangle + \frac{\tau}{2}\|u - v\|_M^2 \quad \forall u, v, z \in \partial f(v),
\] (6.2)

where \( \partial f(v) \) is the set of sub-differentials of function \( f \) at \( v \). If \( M = I \) then, we simply say \( f \) is \( \tau \)-strongly convex.

**Definition 9.** The function \( f \) is called \( L \)-Lipchitz if for any \( x \) and \( y \) in its domain

\[
|f(x) - f(y)| \leq L\|x - y\|_2.
\] (6.3)

If a function \( f \) is \( L \)-Lipchitz then its dual will be \( L \)-bounded, i.e., for any \( \alpha \) such that \( \|\alpha\|_2 > L \), then \( f^*(\alpha) = +\infty \).
6.3.2 General Multi-Task Learning Setup

Given data $X_t \in \mathbb{R}^{d \times n_t}$ from $m$ nodes, multi-task learning fits separate weight vectors $w_t \in \mathbb{R}^d$ to the data for each task (node) through arbitrary convex loss functions $\ell_t$ (e.g., the hinge loss for SVM models). Many MTL problems can be captured in the following general formulation:

$$\min_{W, \Omega} \left\{ \sum_{t=1}^{m} \sum_{i=1}^{n_t} \ell_t(w_t^T x_i^t, y_i^t) + R(W, \Omega) \right\}, \quad (6.4)$$

where $W := [w_1, \ldots, w_m] \in \mathbb{R}^{d \times m}$ is a matrix whose $t$-th column is the weight vector for the $t$-th task. The matrix $\Omega \in \mathbb{R}^{m \times m}$ models relationships amongst tasks, and is either known a priori or estimated while simultaneously learning task models. MTL problems differ based on their assumptions on $R$, which takes $\Omega$ as input and promotes some suitable structure among the tasks.

As an example, several popular MTL approaches assume that tasks form clusters based on whether or not they are related [25, 37, 108, 111]. This can be expressed via the following bi-convex formulation:

$$R(W, \Omega) = \lambda_1 \text{tr}(W^T \Omega W) + \lambda_2 \|W\|_F^2, \quad (6.5)$$

with constants $\lambda_1, \lambda_2 > 0$, and where the second term performs $L_2$ regularization on each local model. We use a jointly convex relaxation of this (6.12) in our experiments in Section 6.5 and provide details on other common classes of MTL models that can be formulated via (6.4) in Section 6.6.

6.3.3 MOCHA: A Framework for Federated Multi-Task Learning

In the federated setting, the aim is to train statistical models directly on the edge, and thus we solve (6.4) while assuming that the data $\{X_1, \ldots, X_m\}$ is distributed across $m$ nodes or devices. Before proposing our federated method for solving (6.4), we make the following observations:

- **Observation 1**: In general, (6.4) is not jointly convex in $W$ and $\Omega$, and even in the cases where (6.4) is convex, solving for $W$ and $\Omega$ simultaneously can be difficult [5].

- **Observation 2**: When fixing $\Omega$, updating $W$ depends on both the data $X$, which is distributed across the nodes, and the structure $\Omega$, which is known centrally.

- **Observation 3**: When fixing $W$, optimizing for $\Omega$ only depends on $W$ and not on the data $X$.

Based on these observations, it is natural to propose an alternating optimization approach to solve problem (6.4), in which at each iteration we fix either $W$ or $\Omega$ and optimize over the other, alternating until convergence is reached. Note that solving for $\Omega$ is not dependent
Algorithm 4 MOCHA: Federated Multi-Task Learning Framework

1: **Input:** Data $X_t$ from $t = 1, \ldots, m$ tasks, stored on $m$ nodes, and initial matrix $\Omega_0$
2: Starting point $\alpha^{(0)} := 0 \in \mathbb{R}^n$, $v^{(0)} := 0 \in \mathbb{R}^b$
3: **for iterations** $i = 0, 1, \ldots$
   4: Set subproblem parameter $\sigma'$ and number of federated iterations, $H_i$
   5: **for iterations** $h = 0, 1, \ldots, H_i$
      6: **for tasks** $t \in \{1, 2, \ldots, m\}$ in parallel over $m$ nodes do
      7: compute $\theta_h$-approximate solution $\Delta \alpha_t$ of local subproblem (6.7)
      8: update local variables $\alpha_t \leftarrow \alpha_t + \Delta \alpha_t$
      9: return updates $\Delta v_t := X_t \Delta \alpha_t$
   10: reduce: $v_t \leftarrow v_t + \Delta v_t$
   11: Update $\Omega$ centrally based on $w(\alpha)$ for latest $\alpha$
12: Central node computes $w = w(\alpha)$ based on the lastest $\alpha$
13: return: $W := [w_1, \ldots, w_m]$

on the data and therefore can be computed centrally; as such, we defer to prior work for this step [30, 37, 108, 111]. In Section 6.6, we discuss updates to $\Omega$ for several common MTL models.

In this work, we focus on developing an efficient distributed optimization method for the $W$ step. In traditional data center environments, the task of distributed training is a well-studied problem, and various communication-efficient frameworks have been recently proposed, including the state-of-the-art primal-dual CoCoA framework previously discussed in this thesis. Although CoCoA can be extended directly to update $W$ in a distributed fashion across the nodes, it cannot handle the unique systems challenges of the federated environment, such as stragglers and fault tolerance, as discussed in Section 6.3.5. To this end, we extend CoCoA and propose a new method, MOCHA, for federated multi-task learning. Our method is given in Algorithm 4 and described in detail in Sections 6.3.4 and 6.3.5.

### 6.3.4 Federated Update of $W$

To update $W$ in the federated setting, we begin by extending works on distributed primal-dual optimization [38, 49, 53] to apply to the generalized multi-task framework (6.4). This involves deriving the appropriate dual formulation, subproblems, and problem parameters, as we detail below.

**Dual problem.** Considering the dual formulation of (6.4) will allow us to better separate the global problem into distributed subproblems for federated computation across the nodes. Let $n := \sum_{t=1}^m n_t$ and $X := \text{Diag}(X_1, \cdots, X_m) \in \mathbb{R}^{md \times n}$. With $\Omega$ fixed, the dual of
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problem (6.4), defined with respect to dual variables \( \alpha \in \mathbb{R}^n \), is given by:

\[
\min_{\alpha} \left\{ \mathcal{D}(\alpha) := \sum_{t=1}^{m} \sum_{i=1}^{n_t} \ell^*_t(-\alpha^i_t) + R^*(X\alpha) \right\}, \tag{6.6}
\]

where \( \ell^*_t \) and \( R^* \) are the conjugate dual functions of \( \ell_t \) and \( R \), respectively, and \( \alpha^i_t \) is the dual variable for the data point \((x^i_t, y^i_t)\). Note that \( R^* \) depends on \( \Omega \), but for the sake of simplicity, we have removed this in our notation. To derive distributed subproblems from this global dual, we make an assumption described below on the regularizer \( R \).

**Assumption 2.** Given \( \Omega \), we assume that there exists a symmetric positive definite matrix \( M \in \mathbb{R}^{md \times md} \), depending on \( \Omega \), for which the function \( R \) is strongly convex with respect to \( M^{-1} \). Note that this corresponds to assuming that \( R^* \) will be smooth with respect to matrix \( M \).

**Remark 6.** We can reformulate the MTL regularizer in the form of \( \tilde{R}(w, \bar{\Omega}) = R(W, \Omega) \), where \( w \in \mathbb{R}^{md} \) is a vector containing the columns of \( W \) and \( \bar{\Omega} := \Omega \otimes I_{d \times d} \in \mathbb{R}^{md \times md} \). For example, we can rewrite the regularizer in (6.5) as \( \tilde{R}(w, \bar{\Omega}) = \text{tr}(w^T(\lambda_1 \bar{\Omega} + \lambda_2 I)w) \). Writing the regularizer in this form, it is clear that it is strongly convex with respect to matrix \( M^{-1} = \lambda_1 \bar{\Omega} + \lambda_2 I \).

**Data-local quadratic subproblems.** To solve (6.4) across distributed nodes, we define the following data-local subproblems, which are formed via a careful quadratic approximation of the dual problem (6.6) to separate computation across the nodes. These subproblems find updates \( \Delta \alpha_t \in \mathbb{R}^{n_t} \) to the dual variables in \( \alpha \) corresponding to a single node \( t \), and only require accessing data which is available locally, i.e., \( X_t \) for node \( t \). The \( t \)-th subproblem is given by:

\[
\min_{\Delta \alpha_t} G''_k(\Delta \alpha_t; v_t, \alpha_t) := \sum_{i=1}^{n_t} \ell^*_t(-\alpha^i_t - \Delta \alpha^i_t) + \langle w_t(\alpha), X_t \Delta \alpha_t \rangle + \frac{\sigma'}{2} \|X_t \Delta \alpha_t\|^2_{M_t} + c(\alpha), \tag{6.7}
\]

where \( c(\alpha) := \frac{1}{m} R^*(X\alpha) \), and \( M_t \in \mathbb{R}^{d \times d} \) is the \( t \)-th diagonal block of the symmetric positive definite matrix \( M \). Given dual variables \( \alpha \), corresponding primal variables can be found via \( w(\alpha) = \nabla R^*(X\alpha) \), where \( w_t(\alpha) \) is the \( t \)-th block in the vector \( w(\alpha) \). Note that computing \( w(\alpha) \) requires the vector \( v = X\alpha \). The \( t \)-th block of \( v \), \( v_t \in \mathbb{R}^d \), is the only information that must be communicated between nodes at each iteration. Finally, \( \sigma' > 0 \) measures the difficulty of the data partitioning, and helps to relate progress made to the subproblems to the global dual problem. It can be easily selected based on \( M \) for many applications of interest; we provide details in Lemma 20 in Section 6.8.
6.3.5 Practical Considerations

During MOCHA’s federated update of $W$, the central node requires a response from all workers before performing a synchronous update. In the federated setting, a naive execution of this communication protocol could introduce dramatic straggler effects due to node heterogeneity. To avoid stragglers, MOCHA provides the $t$-th node with the flexibility to \textit{approximately solve} its subproblem $G^\sigma_k(\cdot)$, where the quality of the approximation is controlled by a per-node parameter $\theta^h_t$. The following factors determine the quality of the $t$-th node’s subproblem solution:

1. **Statistical challenges**, such as the size of $X_t$ and the intrinsic difficulty of subproblem $G^\sigma_k(\cdot)$.

2. **Systems challenges**, such as the node’s storage, computational, and communication capacities due to hardware (CPU, memory), network connection (3G, 4G, WiFi), and power (battery level).

3. A **global clock cycle** imposed by the central node specifying a deadline for receiving updates.

We define $\theta^h_t$ as a function of these factors, and assume that each node has a controller that may derive $\theta^h_t$ from the current clock cycle and statistical/systems setting. $\theta^h_t$ ranges from zero to one, where $\theta^h_t = 0$ indicates an exact solution to $G^\sigma_k(\cdot)$ and $\theta^h_t = 1$ indicates that node $t$ made no progress during iteration $h$ (which we refer to as a \textit{dropped node}). For instance, a node may ‘drop’ if it runs out of battery, or if its network bandwidth deteriorates during iteration $h$ and it is thus unable to return its update within the current clock cycle. A formal definition of $\theta^h_t$ is provided in (6.8) of Section 6.4.

MOCHA mitigates stragglers by enabling the $t$-th node to define its own $\theta^h_t$. On every iteration $h$, the local updates that a node performs and sends in a clock cycle will yield a specific value for $\theta^h_t$. As discussed in Section 6.4, MOCHA is additionally robust to a small fraction of nodes periodically dropping and performing no local updates (i.e., $\theta^h_t := 1$) under suitable conditions, as defined in Assumption 3. In contrast, prior work of CoCoA may suffer from severe straggler effects in federated settings, as it requires a \textit{fixed} $\theta^h_t = \theta$ \textit{across all nodes and all iterations} while still maintaining synchronous updates, and it does not allow for the case of dropped nodes ($\theta := 1$).

Finally, we note that asynchronous updating schemes are an alternative approach to mitigate stragglers. We do not consider these approaches in this work, in part due to the fact that the bounded-delay assumptions associated with most asynchronous schemes limit fault tolerance. However, it would be interesting to further explore the differences and connections between asynchronous methods and approximation-based, synchronous methods like MOCHA in future work.
6.4 Convergence Analysis

MOCHA is based on a bi-convex alternating approach, which is guaranteed to converge to a stationary solution of problem (6.4). In the case where this problem is jointly convex with respect to $W$ and $\Omega$, such a solution is also optimal. In the rest of this section, we therefore focus on the convergence of solving the $W$ update of MOCHA in a federated setting.

Following the discussion in Section 6.3.5, we first introduce the following per-node, per-round approximation parameter.

**Definition 10 (Per-Node-Per-Iteration-Approximation Parameter).** At each iteration $h$, we define the accuracy level of the solution calculated by node $t$ to its subproblem (6.7) as:

$$\theta^h_t := \frac{G'_k(\Delta \alpha^*_t; v^{(h)}, \alpha^{(h)}_t) - G'_k(\Delta \alpha^{*}_t; v^{(h)} , \alpha^{(h)}_t)}{G'_k(0; v^{(h)}, \alpha^{(h)}_t) - G'_k(\Delta \alpha^{*}_t; v^{(h)}, \alpha^{(h)}_t)} ,$$

(6.8)

where $\Delta \alpha^{*}_t$ is the minimizer of subproblem $G'_k(\cdot; v^{(h)}, \alpha^{(h)}_t)$. We allow this value to vary between $[0, 1]$, with $\theta^h_t = 1$ meaning that no updates to subproblem $G'_k$ are made by node $t$ at iteration $h$.

While the flexible per-node, per-iteration approximation parameter $\theta^h_t$ in (6.8) allows the consideration of stragglers and fault tolerance, these additional degrees of freedom also pose new challenges in providing convergence guarantees for MOCHA. We introduce the following assumption on $\theta^h_t$ to provide our convergence guarantees.

**Assumption 3.** Let $H_h := (\alpha^{(h)}_t, \alpha^{(h-1)}_t, \cdots, \alpha^{(1)}_t)$ be the dual vector history until the beginning of iteration $h$, and define $\Theta^h_t := \mathbb{E}[\theta^h_t | H_h]$. For all tasks $t$ and all iterations $h$, we assume $p^h_t := \mathbb{P}[\theta^h_t = 1] \leq p_{\text{max}} < 1$ and $\hat{\Theta}^h_t := \mathbb{E}[\theta^h_t | H_h, \theta^h_t < 1] \leq \Theta_{\text{max}} < 1$.

This assumption states that at each iteration, the probability of a node sending a result is non-zero, and that the quality of the returned result is, on average, better than the previous iterate. Compared to the earlier work in Chapter 5 which assumes $\theta^h_t = \theta < 1$, our assumption is significantly less restrictive and better models the federated setting, where nodes are unreliable and may periodically drop out.

Using Assumption 3 we derive the following theorem, which characterizes the convergence of the federated update of MOCHA in finite horizon when the losses $\ell_t$ in (6.4) are smooth.

**Theorem 12.** Assume that the losses $\ell_t$ are $(1/\mu)$-smooth. Then, under Assumptions 2 and 3, there exists a constant $s \in (0, 1]$ such that for any given convergence target $\epsilon_D$, choosing $H$ such that

$$H \geq \frac{1}{(1 - \Theta)s} \log \frac{n}{\epsilon_D} ,$$

(6.9)

will satisfy $\mathbb{E}[\mathcal{D}(\alpha^{(H)}) - \mathcal{D}(\alpha^*)] \leq \epsilon_D$. 


Here, $\bar{\Theta} := p_{\text{max}} + (1 - p_{\text{max}})\Theta_{\text{max}} < 1$. While Theorem 12 is concerned with finite horizon convergence, it is possible to get asymptotic convergence results, i.e., $H \to \infty$, with milder assumptions on the stragglers; see Corollary 19 in Section 6.7.1 for details.

When the loss functions are non-smooth, e.g., the hinge loss for SVM models, we provide the following sub-linear convergence for $L$-Lipschitz losses.

**Theorem 13.** If the loss functions $\ell_t$ are $L$-Lipschitz, then there exists a constant $\sigma$, defined in (6.24), such that for any given $\epsilon_{\mathcal{D}} > 0$, if we choose

$$H \geq H_0 + \left\lfloor \frac{2}{(1 - \Theta)} \max \left(1, \frac{2L^2\sigma\sigma'}{n^2\epsilon_{\mathcal{D}}} \right) \right\rfloor,$$

with

$$H_0 \geq \left\lfloor h_0 + \frac{16L^2\sigma\sigma'}{(1 - \Theta)n^2\epsilon_{\mathcal{D}}} \right\rfloor; h_0 = \left[1 + \frac{1}{(1 - \Theta)} \log \left(\frac{2n^2(D(\alpha^*) - D(\alpha^0))}{4L^2\sigma\sigma'}\right)\right]_+,$$

then $\bar{\alpha} := \frac{1}{H - H_0} \sum_{h=H_0+1}^H \alpha^{(h)}$ will satisfy $\mathbb{E}[\mathcal{D}(\bar{\alpha}) - \mathcal{D}(\alpha^*)] \leq \epsilon_{\mathcal{D}}$.

These theorems guarantee that MOCHA will converge in the federated setting, under mild assumptions on stragglers and capabilities of the nodes. While these results consider convergence in terms of the dual, we show that they hold analogously for the duality gap. We provide all proofs in Section 6.7.

**Remark 7.** Following from the discussion in Section 6.3.5, our method and theory generalize the results of CoCoA from Chapter 5. In the limiting case that all $\theta^h_t$ are identical, our results extend the results of CoCoA to the multi-task framework described in (6.4).

### 6.5 Simulations

In this section we validate the empirical performance of MOCHA. First, we introduce a benchmarking suite of real-world federated datasets and show that multi-task learning is well-suited to handle the statistical challenges of the federated setting. Next, we demonstrate the ability of MOCHA to handle stragglers, both from statistical and systems heterogeneity. Finally, we explore the performance of MOCHA when devices periodically drop out.

#### 6.5.1 Federated Datasets

In our simulations, we use several real-world datasets that have been generated in federated settings. We provide additional details in the Section 6.9 including information about data size skew, $n_t$. 
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- **Google Glass (GLEAM)**: This dataset consists of two hours of high resolution sensor data collected from 38 participants wearing Google Glass for the purpose of activity recognition. Following [74], we featurize the raw accelerometer, gyroscope, and magnetometer data into 180 statistical, spectral, and temporal features. We model each participant as a separate task, and predict between eating and other activities (e.g., walking, talking, drinking).

- **Human Activity Recognition**: Mobile phone accelerometer and gyroscope data collected from 30 individuals, performing one of six activities. We use the provided 561-length feature vectors of time and frequency domain variables generated for each instance [4]. We model each individual as a separate task and predict between sitting and other activities (e.g., walking, lying down).

- **Land Mine**: Radar image data collected from 29 land mine fields. Each instance consists of nine features extracted from the images [99]. We model each field as a task, and predict whether or not landmines are present in each field. Notably, the data is collected from two different terrains—highly foliated and desert regions—and the tasks therefore naturally form two clusters.

- **Vehicle Sensor**: Acoustic, seismic, and infrared sensor data collected from a distributed network of 23 sensors, deployed with the aim of classifying vehicles driving by a segment of road [22]. Each instance is described by 50 acoustic and 50 seismic features. We model each sensor as a separate task and predict between AAV-type and DW-type vehicles.

### 6.5.2 Multi-Task Learning for the Federated Setting

We demonstrate the benefits of multi-task learning for the federated setting by comparing the error rates of a multi-task model to that of a fully local model (i.e., learning a model for each task separately) and a fully global model (i.e., combining the data from all tasks and learning one single model). Notably, existing work on federated learning focuses on learning fully global models [43, 44, 61].

We use a cluster-regularized multi-task model [37, 111], as described in Section 6.3.2. For each dataset from Section 6.5.1, we randomly split the data into 75% training and 25% testing, and learn multi-task, local, and global support vector machine models, selecting the best regularization parameter, \( \lambda \in \{1e-5, 1e-4, 1e-3, 1e-2, 0.1, 1, 10\} \), for each model using 5-fold cross-validation. We repeat this process 10 times and report the average prediction error across tasks, averaged across these 10 trials.

---

[6] [http://www.ecs.umass.edu/~mduarte/Software.html](http://www.ecs.umass.edu/~mduarte/Software.html)
Table 6.1: Average prediction error: Means and standard errors over 10 random shuffles.

<table>
<thead>
<tr>
<th>Model</th>
<th>Human Activity</th>
<th>Google Glass</th>
<th>Land Mine</th>
<th>Vehicle Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>2.23 (0.30)</td>
<td>5.34 (0.26)</td>
<td>27.72 (1.08)</td>
<td>13.4 (0.26)</td>
</tr>
<tr>
<td>Local</td>
<td>1.34 (0.21)</td>
<td>4.92 (0.26)</td>
<td>23.43 (0.77)</td>
<td>7.81 (0.13)</td>
</tr>
<tr>
<td>MTL</td>
<td><strong>0.46 (0.11)</strong></td>
<td><strong>2.02 (0.15)</strong></td>
<td><strong>20.09 (1.04)</strong></td>
<td><strong>6.59 (0.21)</strong></td>
</tr>
</tbody>
</table>

In Table 6.1, we see that for each dataset, multi-task learning significantly outperforms the other models in terms of achieving the lowest average error across tasks. The global model, as proposed in [43, 44, 61], performs the worst, particularly for the Human Activity and Vehicle Sensor datasets. Although the datasets are already somewhat unbalanced, a global modeling approach may additionally benefit tasks that have a very small number of instances, as information can be shared across tasks. For this reason, we additionally explore the performance of global, local, and multi-task modeling for highly skewed data in Table 6.4 of Section 6.9. Although the performance of the global model improves slightly relative to local modeling in this setting, the global model still performs the worst for the majority of the datasets, and MTL still significantly outperforms both global and local approaches.

### 6.5.3 Straggler Avoidance

Two challenges that are prevalent in federated learning are stragglers and high communication. Stragglers can occur when a subset of the devices take much longer than others to perform local updates, which can be caused either from statistical or systems heterogeneity. Communication can also exacerbate poor performance, as it can be slower than computation by many orders of magnitude in typical cellular or wireless networks [18, 36, 64, 87, 93]. In our experiments below, we simulate the time needed to run each method by tracking the operations and communication complexities, and scaling the communication cost relative to computation by one, two, or three orders of magnitude, respectively. These numbers correspond roughly to the clock rate vs. network bandwidth/latency [cf. 93] for modern cellular and wireless networks. Details are provided in Section 6.9.

Statistical Heterogeneity. We explore the effect of statistical heterogeneity on stragglers, for various methods and communication regimes (3G, LTE, WiFi). For a fixed communication network, we compare MOCHA to COCOA, which has a single $\theta$ parameter, and to mini-batch stochastic gradient descent (Mb-SGD) and mini-batch stochastic dual coordinate ascent (Mb-SDCA), which have limited communication flexibility depending on the batch size. We tune all compared methods for best performance, as we detail in Section 6.9. In Figure 6.1, we see that while the performance degrades for mini-batch methods in high
Figure 6.1: The performance of MOCHA compared to other distributed methods for the $W$ update of (6.4). While increasing communication tends to decrease the performance of the mini-batch methods, MOCHA performs well in high communication settings. In all settings, MOCHA with varied approximation values, $\Theta_h$, performs better than without (i.e., naively generalizing CoCoA), as it avoids stragglers from statistical heterogeneity.

communication regimes, MOCHA and CoCoA are robust to high communication. However, CoCoA is significantly effected by stragglers—because $\theta$ is fixed across nodes and rounds, difficult subproblems adversely impact convergence. In contrast, MOCHA performs well regardless of communication cost, and is robust to statistical heterogeneity.

**Systems Heterogeneity.** MOCHA is also equipped to handle heterogeneity from changing systems environments, such as battery power, memory, or network connection, as we show in Figure 6.2. In particular, we simulate systems heterogeneity by randomly choosing the num-
Figure 6.2: The performance of MOCHA relative to other methods is robust to variability from systems heterogeneity (resulting from differences between nodes in terms of, e.g., hardware, network connection, or power). We simulate this heterogeneity by enforcing either high or low variability in the number of local iterations for MOCHA and the mini-batch size for mini-batch methods.

Number of local iterations for MOCHA or the mini-batch size for mini-batch methods, between 10% and 100% of the local data points for high variability environments, to between 90% and 100% for low variability (see Section 6.9 for full details). We do not vary the performance of CoCoA, as the impact from statistical heterogeneity alone significantly reduces performance. However, adding systems heterogeneity would reduce performance even further, as the maximum $\theta$ value across all nodes would only increase if additional systems challenges were introduced.

### 6.5.4 Tolerance to Dropped Nodes

Finally, we explore the effect of nodes dropping on the performance of MOCHA. We do not draw comparisons to other methods, as to the best of our knowledge, no other methods for distributed multi-task learning directly address fault tolerance. In MOCHA, we incorporate this setting by allowing $\theta^h := 1$, as explored theoretically in Section 6.4. In Figure 6.3, we look at the performance of MOCHA, either for one fixed $W$ update, or running the entire MOCHA method, as the probability that nodes drop at each iteration ($p^h$ in Assumption 3) increases. We see that the performance of MOCHA is robust to relatively high values of $p^h$, both during a single update of $W$ and in how this effects the performance of the overall method. However, as intuition would suggest, if one of the nodes never sends updates (i.e., $p^h := 1$ for all $h$), the method does not converge to the correct solution. This provides validation for our Assumption 3.
Figure 6.3: The performance of MOCHA is robust to nodes periodically dropping out (fault tolerance). As expected, however, the method will fail to converge to the correct solution if the same node drops out at each round (i.e., $p^h_1 := 1$ for all $h$, as shown in the green-dotted line).

### 6.6 Multi-Task Learning

In this section, we summarize several popular multi-task learning formulations that can be written in the form of (6.4) and can therefore be addressed by our framework, MOCHA. While the $W$ update is discussed in Section 6.3, we provide details here on how to solve the $\Omega$ update for these formulations.

#### 6.6.1 Multi-Task Learning Formulations

**MTL with cluster structure among the tasks.** In these MTL models, it is assumed that the weight vectors for each task, $w_t$, form clusters, i.e., tasks that belong to the same cluster should be ‘close’ according to some metric. This idea goes back to mean-regularized MTL [25], which assumes that all the tasks form one cluster, and that the weight vectors are close to their mean. Such a regularizer could be formulated in the form of (6.4) by choosing $\Omega = (I_{mxm} - \frac{1}{m}11^T)^2$, where $I_{mxm}$ is the identity matrix of size $m \times m$ and $1_m$ represents a vector of all ones with size $m$. In this case, we set $\mathcal{R}$ to be

$$\mathcal{R}(W, \Omega) = \lambda_1 \text{tr}(W\Omega W^T) + \lambda_2 \|W\|_F^2,$$

(6.11)

where $\lambda_1, \lambda_2 > 0$ are parameters. Note that in this formulation, the structural dependence matrix $\Omega$ is known a-priori. However, it is natural to assume multiple clusters exist, and to learn this clustering structure directly from the data [111]. For such a model, the problem formulation is non-convex if a perfect clustering structure is imposed [37, 111]. However, by
performing a convex relaxation, the following regularizer is obtained

$$\mathcal{R}(\mathbf{W}, \Omega) = \lambda \text{tr}(\mathbf{W}(\eta \mathbf{I} + \Omega)^{-1}\mathbf{W}^T), \quad \Omega \in \mathcal{Q} = \left\{ \mathbf{Q} \mid \mathbf{Q} \succeq 0, \text{tr}(\mathbf{Q}) = k, \mathbf{Q} \preceq \mathbf{I} \right\},$$

(6.12)

where $\lambda$ and $\eta$ are regularization parameters, $k$ is the number of clusters, and $\Omega$ defines the clustering structure.

**MTL with probabilistic priors.** Another set of MTL models that can be realized by our framework enforce structure by putting probabilistic priors on the dependence among the columns of $\mathbf{W}$. For example, in [108] it is assumed that the weight matrix $\mathbf{W}$ has a prior distribution of the form:

$$\mathbf{W} \sim \left( \prod_{i=1}^{m} \mathcal{N}(0, \sigma^2 \mathbf{I}) \right) \mathcal{MN}(0, \mathbf{I}_{d \times d} \otimes \Omega),$$

(6.13)

where $\mathcal{N}(0, \sigma^2 \mathbf{I})$ denotes the normal distribution with mean $\mathbf{0}$ and covariance $\sigma^2 \mathbf{I}$, and $\mathcal{MN}(0, \mathbf{I}_{d \times d} \otimes \Omega)$ denotes the matrix normal distribution with mean $\mathbf{0}$, row covariance $\mathbf{I}_{d \times d}$, and column covariance $\Omega$. This prior generates a regularizer of the following form [108]:

$$\mathcal{R}(\mathbf{W}, \Omega) = \lambda \left( \frac{1}{\sigma^2} \| \mathbf{W} \|^2 + \text{tr}(\mathbf{W}(\Omega^{-1})^T) + d \log |\Omega| \right), \quad \lambda > 0.$$

Unfortunately, such a regularizer is non-convex with respect to $\Omega$ due to the concavity of $\log |\Omega|$. To obtain a jointly convex formulation in $\Omega$ and $\mathbf{W}$, the authors in [108] propose omitting $\log |\Omega|$ and controlling the complexity of $\Omega$ by adding a constraint on $\text{tr}(\Omega)$:

$$\mathcal{R}(\mathbf{W}, \Omega) = \lambda \left( \frac{1}{\sigma^2} \| \mathbf{W} \|^2 + \text{tr}(\mathbf{W}(\Omega^{-1})^T) \right), \quad \Omega \in \mathcal{Q} = \left\{ \mathbf{Q} \mid \mathbf{Q} \succeq 0, \text{tr}(\mathbf{Q}) = 1 \right\}.$$

(6.14)

It is worth noting that unlike the clustered MTL formulations, such as (6.5), the probabilistic formulation in (6.14) can model both positive and negative relationships among the tasks through the covariance matrix.

**MTL with graphical models.** Another way of modeling task relationships is through the precision matrix. This is popular in graphical models literature [47] because it encodes conditional independence among variables. In other words, if we denote the precision matrix among tasks in matrix variate Gaussian prior with $\Omega$, then $\Omega_{i,j} = 0$ if and only if tasks weights $\mathbf{w}_i$ and $\mathbf{w}_j$ are independent given the rest of the task weights [30]. Therefore, assuming sparsity in the structure among the tasks translates to sparsity in matrix $\Omega$. As a result, we can formulate a sparsity-promoting regularizer by:

$$\mathcal{R}(\mathbf{W}, \Omega) = \lambda \left( \frac{1}{\sigma^2} \| \mathbf{W} \|^2 + \text{tr}(\mathbf{W}(\Omega^{-1})^T) - d \log |\Omega| \right) + \lambda_1 \| \mathbf{W} \|_1 + \lambda_2 \| \Omega \|_1,$$

(6.15)

where $\lambda_1, \lambda_2 \geq 0$ control the sparsity of $\mathbf{W}$ and $\Omega$ respectively [30]. It is worth noting that although this problem is jointly non-convex in $\mathbf{W}$ and $\Omega$, it is bi-convex.
6.6.2 Strong Convexity of MTL Regularizers

Recall that in Assumption 2, we presumed that the vectorized formulation of the MTL regularizer is strongly convex with respect to a matrix $M^{-1}$. In this section we discuss the choice of matrix $M$ for the widely-used MTL formulations introduced in Section 6.6.1.

Using the notation from Remark 6 for the clustered MTL formulation (6.11), it is easy to see that $\bar{R}(w, \bar{\Omega}) = \lambda_1 w^T \bar{\Omega} w + \lambda_2 \|w\|^2_2$, where $\bar{\Omega} := \Omega \otimes I_{d \times d}$. As a result, it is clear that $\bar{R}(w, \bar{\Omega})$ is 1-strongly convex with respect to $M^{-1} = \lambda_1 \bar{\Omega} + \lambda_2 I_{md \times md}$.

Using a similar reasoning, it is easy to see that the matrix $M$ can be chosen as $\lambda^{-1}((\eta I + \bar{\Omega}), \lambda^{-1}(\frac{1}{\sigma^2} I + \bar{\Omega}^{-1})^{-1}$ and $\lambda^{-1}(\frac{1}{\sigma^2} I + \bar{\Omega})^{-1}$ for (6.12), (6.14) and (6.15) respectively.

6.6.3 Optimizing $\Omega$ in MTL Formulations

In this section, we briefly cover approaches to update $\Omega$ in the MTL formulations introduced in Section 6.6.1. First, it is clear that (6.5) does not require any updates to $\Omega$, as it is assumed to be fixed. In (6.12), it can be shown [37, 111] that the optimal solution for $\Omega$ has the same column space as the rows of $W$. Therefore, the problem boils down to solving a simple convex optimization problem over the eigenvalues of $\Omega$; see [37, 111] for details. Although outside the scope of this thesis, we note that the bottleneck of this approach to finding $\Omega$ is computing the SVD of $W$, which can be a challenging problem when $m$ is large. In the probabilistic model of (6.14), the $\Omega$ update is given in [108] by $(W^T W)^{-1}$, which requires computing the eigenvalue decomposition of $W^T W$. For the graphical model formulation, the problem of solving for $\Omega$ is called sparse precision matrix estimation or graphical lasso [30]. This is a well-studied problem, and many scalable algorithms have been proposed to solve it [30, 35, 94].

Reducing the Size of $\Omega$ by Sharing Tasks

One interesting aspect of MOCHA is that the method can be easily modified to accommodate the sharing of tasks among the nodes without any change to the local solvers. This property helps the central node to reduce the size of $\Omega$ and the complexity of its update with minimal changes to the whole system. The following remark highlights this capability.

Remark 8. MOCHA can be modified to solve problems when there are tasks that are shared among nodes. In this case, each node still solves a data local sub-problem based on its own data for the task, but the central node needs to do an additional aggregation step to add the results for all the nodes that share the data of each task. This reduces the size of matrix $\Omega$ and simplifies its update.
6.7 Convergence Analysis

Notation. In the rest of this section we use the superscript \((h)\) or \(h\) to denote the corresponding variable at iteration \((h)\) of the federated update in MOCHA. When context allows, we drop the superscript to simplify notation.

In order to provide a general convergence analysis, similar to our earlier work, we assume an aggregation parameter \(\gamma \in (0, 1]\) in this section. With such an aggregation parameter, the updates in each federated iteration would be \(\alpha_t \leftarrow \alpha_t + \gamma \Delta \alpha_t\) and \(v_t \leftarrow v_t + \gamma \Delta v_t\). For a more detailed discussion on the role of aggregation parameter, see Section 6.8.1. Note that in Algorithm 4, MOCHA is presented assuming \(\gamma = 1\) for simplicity.

Before proving our convergence guarantees, we provide several useful definitions and key lemmas.

**Definition 11.** For each task \(t\), define
\[
\sigma_t := \max_{\alpha \in \mathbb{R}^{n_t}} \frac{\|X_t \alpha\|_{M_t}^2}{\|\alpha\|^2} \quad \text{and} \quad \sigma_{\max} := \max_{t \in [m]} \sigma_t.
\] (6.16)

**Definition 12.** For any \(\alpha\), define the duality gap as
\[
G(\alpha) := D(\alpha) - (-P(W(\alpha))),
\] (6.17)
where \(P(W) := \sum_{t=1}^{m} \sum_{i=1}^{n_t} \ell_t(w^T_t x_i^t, y_i^t) + R(W, \Omega)\) as in (6.4).

The following lemma uses Assumption 3 to bound the average performance of \(\theta_h^t\), which is crucial in providing global convergence guarantees for MOCHA.

**Lemma 14.** Under Assumption 3, \(\Theta_t^h \leq \hat{\Theta} = p_{\max} + (1 - p_{\max}) \Theta_{\max} < 1\).

**Proof.** Recalling the definitions \(p^h_t := \mathbb{P}[\theta^h_t = 1]\) and \(\hat{\Theta}_t^h := \mathbb{E}[\theta^h_t|\theta_t^h < 1, \mathcal{H}_h]\), we have
\[
\Theta_t^h = \mathbb{E}[\theta_t^h|\mathcal{H}_h]
\]
\[
= \mathbb{P}[\theta_t^h = 1] \cdot \mathbb{E}[\theta_t^h|\theta_t^h = 1, \mathcal{H}_h] + (1 - \mathbb{P}[\theta_t^h < 1]) \cdot \mathbb{E}[\theta_t^h|\theta_t^h < 1, \mathcal{H}_h]
\]
\[
= p^h_t \cdot 1 + (1 - p^h_t) \cdot \hat{\Theta}_t^h \leq \hat{\Theta} < 1,
\]
where the last inequality is due to Assumption 3 and the fact that \(\hat{\Theta}_t^h < 1\) by definition. \(\square\)

The next key lemma bounds the dual objective of an iterate based on the dual objective of the previous iterate and the objectives of local subproblems.

**Lemma 15.** For any \(\alpha, \Delta \alpha \in \mathbb{R}^n\) and \(\gamma \in (0, 1]\) if \(\sigma'\) satisfies (6.28), then
\[
D(\alpha + \gamma \Delta \alpha) \leq (1 - \gamma) D(\alpha) + \gamma \sum_{t=1}^{m} G_k^t(\Delta \alpha_t; v, \alpha_t).
\] (6.18)
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Proof. The proof of this lemma is similar to [88, Lemma 1] and follows from the definition of local sub-problems, smoothness of $R^*$ and the choice of $\sigma'$ in (6.28).

Recall that if the functions $\ell_t$ are $(1/\mu)$-smooth, their conjugates $\ell^*_t$ will be $\mu$-strongly convex. The lemma below provides a bound on the amount of improvement in dual objective in each iteration.

**Lemma 16.** If the functions $\ell^*_t$ are $\mu$-strongly convex for some $\mu \geq 0$. Then, for any $s \in [0, 1]$.

$$\mathbb{E}[D(\alpha^{(h)}) - D(\alpha^{(h+1)})|H_h] \geq \gamma \sum_{t=1}^{m} (1 - \bar{\Theta}) \left( s G_t(\alpha^{(h)}) - \frac{\sigma' s^2}{2} J_t \right),$$

(6.19)

where

$$G_t(\alpha) := \sum_{i=1}^{n_t} \left[ \ell^*_t(-\alpha^*_t) + \ell_t(w_t(\alpha)^\top x^*_i, y^*_i) + \alpha^*_t w_t(\alpha)^\top x^*_i \right],$$

(6.20)

$$J_t := -\frac{\mu(1-s)}{\sigma' s} \|(u_t - \alpha^{(h)})\|^2 + \|X_t(u_t - \alpha^{(h)})\|^2_{M_t},$$

(6.21)

for $u_t \in \mathbb{R}^{n_t}$ with

$$u^*_t \in \partial \ell_t(w_t(\alpha)^\top x^*_i, y^*_i).$$

(6.22)

Proof. Applying Lemma 15 and recalling $D(\alpha) = \sum_{t=1}^{m} G''_t(0; v, \alpha_t)$, we can first bound the improvement for each task separately. Following a similar approach as in the proof of [88, Lemma 7] we can obtain the bound (6.19) which bounds the improvement from $\alpha^{(h)}$ to $\alpha^{(h+1)}$.

The following lemma relates the improvement of the dual objective in one iteration to the duality gap for the smooth loss functions $\ell_t$.

**Lemma 17.** If the loss functions $\ell_t$ are $(1/\mu)$-smooth, then there exists a proper constants $s \in (0, 1)$, such that for any $\gamma \in (0, 1]$ at any iteration $h$

$$\mathbb{E} \left[ D(\alpha^{(h)}) - D(\alpha^{(h+1)}) | H_h \right] \geq s \gamma (1 - \bar{\Theta}) G(\alpha^{(h)}),$$

(6.23)

where $G(\alpha^{(h)})$ is the duality gap of $\alpha^{(h)}$ which is defined in (6.17).

Proof. Recall the definition of $\sigma_{\text{max}}$ in (6.16). Now, if we carefully choose $s = \mu/(\mu + \sigma_{\text{max}} \sigma')$, it is easy to show that $J_t \leq 0$ in (6.19); see [88, Theorem 11] for details. The final result follows as a consequence of Lemma 16.
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Note that Lemma 16 holds even if the functions are non-smooth, i.e. \( \mu = 0 \). However, we cannot infer sufficient decrease of Lemma 17 from Lemma 16 when \( \mu = 0 \). Therefore, we need additional tools when the losses are \( L \)-Lipschitz. The first is the following lemma, which bounds the \( J \) term in (6.19).

**Lemma 18.** Assume that the loss functions \( \ell_t \) are \( L \)-Lipschitz. Denote \( J := \sum_{t=1}^{m} J_t \), where \( J_t \) is defined in (6.21), then

\[
J \leq 4L^2 \sum_{t=1}^{m} \sigma_t n_t := 4L^2 \sigma, \tag{6.24}
\]

where \( \sigma_t \) is defined in (6.16).

**Proof.** The proof is similar to [53, Lemma 6] and using the definitions of \( \sigma \) and \( \sigma_t \) and the fact that the losses are \( L \)-Lipschitz. \( \square \)

### 6.7.1 Convergence Analysis for Smooth Losses

**Proof of Theorem 12**

Let us rewrite (6.23) from Lemma 17 as

\[
\begin{align*}
\mathbb{E}[D(\alpha^{(h)}) - D(\alpha^{(h+1)}) | \mathcal{H}_h] &= D(\alpha^{(h)}) - D(\alpha^*) + \mathbb{E}[D(\alpha^*) - D(\alpha^{(h+1)}) | \mathcal{H}_h] \\
&\geq s\gamma(1 - \bar{\Theta}) G(\alpha^{(h)}) \\
&\geq s\gamma(1 - \bar{\Theta}) (D(\alpha^{(h)}) - D(\alpha^*)) ,
\end{align*}
\]

where the last inequality is due to weak duality, i.e. \( G(\alpha^{(h)}) \geq D(\alpha^{(h)}) - D(\alpha^*) \). Rearranging the terms in the above inequality, we can easily get

\[
\mathbb{E}[D(\alpha^{(h+1)}) - D(\alpha^*) | \mathcal{H}_h] \leq (1 - s\gamma(1 - \bar{\Theta})) (D(\alpha^{(h)}) - D(\alpha^*)) \tag{6.25}
\]

Recursively applying this inequality and taking expectations from both sides, we arrive at

\[
\begin{align*}
\mathbb{E}[D(\alpha^{(H+1)}) - D(\alpha^*)] &\leq (1 - s\gamma(1 - \bar{\Theta}))^{H+1} (D(\alpha^{(0)}) - D(\alpha^*)) . \tag{6.26}
\end{align*}
\]

Now we can use a simple bound on the initial duality gap [88, Lemma 10], which states that \( D(\alpha^{(0)}) - D(\alpha^*) \leq n \), to get the final result. It is worth noting that we can translate the bound on the dual distance to optimality to the bound on the duality gap using the following inequalities

\[
s\gamma(1 - \bar{\Theta}) \mathbb{E}[G(\alpha^{(H)})] \leq \mathbb{E}[D(\alpha^{(H)}) - D(\alpha^{(H+1)})] \leq \mathbb{E}[D(\alpha^{(H)}) - D(\alpha^*)] \leq \epsilon_D, \tag{6.27}
\]

where the first inequality is due to (6.23), the second inequality is due to the optimality of \( \alpha^* \), and the last inequality is the bound we just proved for the dual distance to optimality.
Asymptotic Convergence

In the case of smooth loss functions, it is possible to get asymptotic convergence results under milder assumptions. The following corollary is an extension of Theorem 12.

**Corollary 19.** If the loss functions $\ell_t$ are $\mu$-smooth, then under Assumption 2, $\mathbb{E}[D(\alpha^{(H)}) - D(\alpha^*)] \to 0$ as $H \to \infty$ if either of the following conditions hold

- $\limsup_{h \to \infty} p^h_t < 1$ and $\limsup_{h \to \infty} \hat{\Theta}^h_t < 1$.
- For any task $t$, $(1 - p^h_t) \times (1 - \hat{\Theta}^h_t) = \omega(\frac{1}{h})$. Note that in this case $\lim_{h \to \infty} p^h_t$ can be equal to 1.

Proof. The proof is similar to the proof of Theorem 12. We can use the same steps to get a sufficient decrease inequality like the one in (6.25), with $\Theta$ replaced with $\Theta^h := \max_t \Theta^h_t$.

$$\mathbb{E}[D(\alpha^{(h+1)}) - D(\alpha^*)|\mathcal{H}_h] \leq (1 - s\gamma(1 - \hat{\Theta}^h)) (D(\alpha^{(h)}) - D(\alpha^*))$$

The rest of the argument follows by applying this inequality recursively and using the assumptions in the corollary.

6.7.2 Convergence Analysis for Lipschitz Losses: Proof for Theorem 13

Proof. For $L$-Lipschitz loss functions, the proof follows the same line of reasoning as the proof of Theorem 8 in [53] and therefore we do not cover it in detail. Unlike the case with smooth losses, it is not possible to bound the decrease in dual objective by (6.23). However, we can use Lemma 16 with $\mu = 0$. The next step is to bound $J = \sum_{t=1}^{m} J_t$ in (6.19), which can be done via Lemma 18. Finally, we apply the inequalities recursively, choose $s$ carefully, and bound the terms in the final inequality. We refer the reader to the proof of Theorem 8 in [53] for more details. It is worth noting that similar to Theorem 12, we can similarly get bounds on the expected duality gap, instead of the dual objective.

6.8 Choosing $\sigma'$

In order to guarantee the convergence of the federated update of MOCHA, the parameter $\sigma'$, which can be seen as a measure of the difficulty of the data partitioning, must satisfy:

$$\sigma' \sum_{i=1}^{m} \|X_i \alpha_i\|^2_{M_i} \geq \gamma \|X \alpha\|^2_{M} \forall \alpha \in \mathbb{R}^n,$$ (6.28)

where $\gamma \in (0, 1]$ is the aggregation parameter for MOCHA Algorithm. Note that in Algorithm 4 we have assumed that $\gamma = 1$. Based on Remark 6, it can be seen that the matrix $M$ in Assumption 2 can be chosen of the form $M = \bar{M} \otimes I_{d \times d}$, where $\bar{M}$ is a positive definite matrix of size $m \times m$. For such a matrix, the following lemma shows how to choose $\sigma'$.
Lemma 20. For any positive definite matrix $M = \bar{M} \otimes I_{d \times d}$,

$$\sigma' := \gamma \max_t \sum_{t'=1}^m \frac{|\bar{M}_{tt'}|}{\bar{M}_{tt}} \quad (6.29)$$

satisfies the inequality (6.28).

Proof. First of all it is worth noting that for any $t$, $M_t = \bar{M}_t \otimes I_{d \times d}$. For any $x \in \mathbb{R}^n$

$$\gamma \|X\alpha\|_M^2 = \gamma \sum_{t,t'} M_{tt'} \langle X_t \alpha_t, X_{t'} \alpha_{t'} \rangle$$

$$\leq \gamma \sum_{t,t'} \frac{1}{2} |\bar{M}_{tt'}| \left( \frac{1}{\bar{M}_{tt}} \|X_t \alpha_t\|_{\bar{M}_t}^2 + \frac{1}{\bar{M}_{t't'}} \|X_{t'} \alpha_{t'}\|_{\bar{M}_{t'}}^2 \right)$$

$$= \gamma \sum_t \left( \sum_{t'} \frac{|\bar{M}_{tt'}|}{\bar{M}_{tt}} \right) \|X_t \alpha_t\|_{\bar{M}_t}^2$$

$$\leq \sigma' \sum_t \|X_t \alpha_t\|_{\bar{M}_t}^2,$$

where the first inequality is due to Cauchy-Schwartz and the second inequality is due to definition of $\sigma'$.

Remark 9. Based on the proof of Lemma 20, it is easy to see that we can choose $\sigma'$ differently across the tasks in our algorithm to allow tasks that are more loosely correlated with other tasks to update more aggressively. To be more specific, if we choose $\sigma'_t = \gamma \sum_{t'} \frac{|\bar{M}_{tt'}|}{\bar{M}_{tt}}$, then it is possible to show that $\gamma \|X\alpha\|_M^2 \leq \sum_{t=1}^m \sigma'_t \|X_t \alpha_t\|_{\bar{M}_t}^2$ for any $\alpha$, and the rest of the convergence proofs will follow.

6.8.1 The Role of Aggregation Parameter $\gamma$

The following remark highlights the role of aggregation parameter $\gamma$.

Remark 10. Note that when $\gamma < 1$ the chosen $\sigma'$ in (6.28) would be smaller compared to the case where $\gamma = 1$. This means that the local subproblems would be solved with less restrictive regularizer. Therefore, the resulting $\Delta \alpha$ would be more aggressive. As a result, we need to do a more conservative update $\alpha + \gamma \Delta \alpha$ in order to guarantee the convergence.

Although aggregation parameter $\gamma$ is proposed to capture this trade off between aggressive subproblems and conservative updates, in most practical scenarios $\gamma = 1$ has the best empirical performance.
6.9 Simulation Details

In this section, we provide additional details and results of our empirical study.

6.9.1 Datasets

In Table 6.2, we provide additional details on the number of tasks \((m)\), feature size \((d)\), and per-task data size \((n_t)\) for each federated dataset described in Section 6.5. The standard deviation \(n_\sigma\) is a measure data skew, and calculates the deviation in the sizes of training data points for each task, \(n_t\). All datasets are publicly available.

Table 6.2: Federated datasets for empirical study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Tasks ((m))</th>
<th>Features ((d))</th>
<th>Min (n_t)</th>
<th>Max (n_t)</th>
<th>Std. Deviation (n_\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human Activity</td>
<td>30</td>
<td>561</td>
<td>210</td>
<td>306</td>
<td>26.75</td>
</tr>
<tr>
<td>Google Glass</td>
<td>38</td>
<td>180</td>
<td>524</td>
<td>581</td>
<td>11.07</td>
</tr>
<tr>
<td>Land Mine</td>
<td>29</td>
<td>9</td>
<td>333</td>
<td>517</td>
<td>65.39</td>
</tr>
<tr>
<td>Vehicle Sensor</td>
<td>23</td>
<td>100</td>
<td>872</td>
<td>1,933</td>
<td>267.47</td>
</tr>
</tbody>
</table>

6.9.2 Multi-Task Learning with Highly Skewed Data

Table 6.3: Skewed datasets for empirical study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Tasks ((m))</th>
<th>Features ((d))</th>
<th>Min (n_t)</th>
<th>Max (n_t)</th>
<th>Std. Deviation (\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HA-Skew</td>
<td>30</td>
<td>561</td>
<td>3</td>
<td>306</td>
<td>84.41</td>
</tr>
<tr>
<td>GG-Skew</td>
<td>38</td>
<td>180</td>
<td>6</td>
<td>581</td>
<td>111.79</td>
</tr>
<tr>
<td>LM-Skew</td>
<td>29</td>
<td>9</td>
<td>5</td>
<td>517</td>
<td>181.92</td>
</tr>
<tr>
<td>VS-Skew</td>
<td>23</td>
<td>100</td>
<td>19</td>
<td>1,933</td>
<td>486.08</td>
</tr>
</tbody>
</table>

To generate highly skewed data, we sample from the original training datasets so that the task dataset sizes differ by at least two orders of magnitude. The sizes of these highly skewed datasets are shown in Table 6.3. When looking at the performance of local, global, and multi-task models for these datasets (Table 6.4), the global model performs slightly better in this setting (particularly for the Human Activity and Land Mine datasets). However, multi-task learning still significantly outperforms all models.
Table 6.4: Average prediction error for skewed data: Means and standard errors over 10 random shuffles.

<table>
<thead>
<tr>
<th>Model</th>
<th>HA-Skew</th>
<th>GG-Skew</th>
<th>LM-Skew</th>
<th>VS-Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>2.41 (0.30)</td>
<td>5.38 (0.26)</td>
<td>29.28 (2.47)</td>
<td>13.58 (0.23)</td>
</tr>
<tr>
<td>Local</td>
<td>3.87 (0.37)</td>
<td>4.96 (0.20)</td>
<td>27.63 (1.15)</td>
<td>8.15 (0.19)</td>
</tr>
<tr>
<td>MTL</td>
<td>1.93 (0.44)</td>
<td>3.28 (0.15)</td>
<td>24.12 (1.08)</td>
<td>6.91 (0.21)</td>
</tr>
</tbody>
</table>

6.9.3 Implementation Details

In this section, we provide thorough details on the experimental setup and methods used in our comparison.

Methods.

- **Mb-SGD.** Mini-batch stochastic gradient descent is a standard, widely used method for parallel and distributed optimization. See, e.g., a discussion of this method for the SVM models of interest [81]. We tune both the mini-batch size and step size for best performance using grid search.

- **Mb-SDCA.** Mini-batch SDCA aims to improve mini-batch SGD by employing coordinate ascent in the dual, which has encouraging theoretical and practical backings [85, 90]. For all experiments, we scale the updates for mini-batch stochastic dual coordinate ascent at each round by \( \frac{\beta}{b} \) for mini-batch size \( b \) and \( \beta \in [1, b] \), and tune both parameters with grid search.

- **CoCoA.** We generalize CoCoA [38, 53] to solve (6.4), and tune \( \theta \), the fixed approximation parameter, between (0, 1) via grid search. For both CoCoA, and MOCHA, we use coordinate ascent as a local solver for the dual subproblems (6.7).

- **MOCHA.** The only parameter necessary to tune for MOCHA is the level of approximation quality \( \theta^h \), which can be directly tuned via \( H \), the number of local iterations of the iterative method run locally. In Section 6.4, our theory relates this parameter to global convergence, and we discuss the practical effects of this parameter in Section 6.3.5.

**Estimated Time.** To estimate the time to run methods in the federated setting, we carefully count the floating-point operations (FLOPs) performed in each local iteration for each method, as well as the size and frequency of communication. We convert these counts to estimated time (in milliseconds), using known clock rate and bandwidth/latency numbers for mobile phones in 3G, LTE, and wireless networks [18, 36, 64, 87, 93]. In particular,
we use the following standard model for the cost of one round, $h$, of local computation / communication on a node $t$:

$$\text{Time}(h, t) := \frac{\text{FLOPs}(h, t)}{\text{Clock Rate}(t)} + \text{Comm}(h, t) \quad (6.30)$$

Note that the communication cost $\text{Comm}(h, t)$ includes both bandwidth and latency measures. Detailed models of this type have been used to closely match the performance of real-world systems [71].

**Statistical Heterogeneity.** To account for statistical heterogeneity, MOCHA and the mini-batch methods (Mb-SGD and Mb-SDCA) can adjust the number of local iterations or batch size, respectively, to account for difficult local problems or high data skew. However, because CoCoA uses a fixed accuracy parameter $\theta$ across both the tasks and rounds, changes in the subproblem difficulty and data skew can make the computation on some nodes much slower than on others. For CoCoA, we compute $\theta$ via the duality gap, and carefully tune this parameter between $(0, 1)$ for best performance. Despite this, the number of local iterations needed for $\theta$ varies significantly across nodes, and as the method runs, the iterations tend to increase as the subproblems become more difficult.

**Systems Heterogeneity.** Beyond statistical heterogeneity, there can be variability in the systems themselves that cause changes in performance. For example, low battery levels, poor network connections, or low memory may reduce the ability a solver has on a local node to compute updates. As discussed in Section [6.3.5], MOCHA assumes that the central node sets some global clock cycle, and the $t$-th worker determines the amount of feasible local computation given this clock cycle along with its systems constraints. This specified amount of local computation corresponds to some implicit value of $\theta_t^c$ based on the underlying systems and statistical challenges for the $t$-th node.

To model this setup in our simulations, it suffices to fix a global clock cycle and then randomly assign various amounts of local computation to each local node at each iteration. Specifically, in our simulations we charge all nodes for the cost of one local pass through the data, but some nodes are forced to perform less updates given their current systems constraints. In particular, at each round, we assign the number of updates for node $t$ between $[0.1n_t, n_t]$ for high variability environments, and between $[0.9n_t, n_t]$ for low variability environments. For the mini-batch methods, we vary the mini-batch size in a similar fashion. However, we do not follow this same process for CoCoA, as this would require making the $\theta$ parameter worse than what was optimally tuned given statistical heterogeneity. Hence, in these simulations we do not introduce any additional variability for CoCoA (and thus present overly optimistic results for CoCoA). In spite of this, we see that in both low and high variability settings, MOCHA outperforms all other methods and is robust to systems-related heterogeneity.
Fault Tolerance. Finally, we demonstrate that MOCHA can handle nodes periodically dropping out, which is also supported in our convergence results in Section 6.4. We perform this simulation using the notation defined in Assumption 3, i.e., that each node $t$ temporarily drops on iteration $h$ with probability $p^h_t$. In our simulations, we modify this probability directly and show that MOCHA is robust to fault tolerance in Figure 6.3. However, note that this robustness is not because of statistical redundancy: If we are to drop out a node entirely (as shown in the green dotted line), MOCHA will not converge to the correct solution. This provides insight into our Assumption 3 which says that the probability that a node drops at each round cannot be exactly equal to one.
Chapter 7

Conclusion

To enable large-scale machine learning, we have developed, analyzed, and evaluated a general-purpose framework for communication-efficient primal-dual optimization in the distributed environment. Our framework, CoCoA, takes a unique approach by using duality to derive subproblems for each machine to solve in parallel. These subproblems closely match the global problem of interest, which allows for state-of-the-art single-machine solvers to be easily re-used in the distributed setting. Further, by allowing the local solvers to find solutions of arbitrary approximation quality to the subproblems on each machine, our framework permits a highly flexible communication scheme. In particular, as the local solvers make updates directly to their local parameters, the need to communicate reduces and can be adapted to the system at hand, which helps to manage the communication bottleneck in the distributed setting.

We have analyzed the impact of the local solver approximation quality, and have derived global primal-dual convergence rates for our framework that are agnostic to the specifics of the local solvers. We have taken particular care in extending our framework to the case of non-strongly convex regularizers, where we introduced a bounded-support modification technique to provide robust convergence guarantees. We demonstrated the efficiency of our framework in an extensive experimental comparison with state-of-the-art distributed solvers. Our framework achieves up to a $50 \times$ speedup over other widely-used methods on real-world distributed datasets in the data center setting.

Finally, we have extended our general framework to the burgeoning federated setting, which presents a number of new systems and statistical challenges. The proposed modifications in MOCHA allow the method to handle practical issues such as non-IID data, stragglers, and fault tolerance. Our methodology is supported by a system-aware analysis that explores the effect of these issues on our convergence guarantees. We demonstrate the effect of the proposed modifications in MOCHA with simulations on real-world federated datasets.

In whole, the results in this thesis indicate that by developing methods and theory that carefully expose and consider systems parameters, we can create solutions for modern machine learning are well-aligned with the underlying systems, yielding significant empirical speedups as well as insightful theoretical guarantees.
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