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Abstract

Safe and Interactive Autonomy: Control, Learning, and Verification

by

Dorsa Sadigh

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Sanjit A. Seshia, Chair

Professor S. Shankar Sastry, Co-chair

The goal of my research is to enable safe and reliable integration of human-robot systems in our society by providing a unified framework for modeling and design of these systems. Today’s society is rapidly advancing towards autonomous systems that interact and collaborate with humans, e.g., semiautonomous vehicles interacting with drivers and pedestrians, medical robots used in collaboration with doctors, or service robots interacting with their users in smart homes. The safety-critical nature of these systems require us to provide provably correct guarantees about their performance. In this dissertation, we develop a formalism for the design of algorithms and mathematical models that enable correct-by-construction control and verification of human-robot systems.

We focus on two natural instances of this agenda. In the first part, we study interaction-aware control, where we use algorithmic HRI to be mindful of the effects of autonomous systems on humans’ actions, and further leverage these effects for better safety, efficiency, coordination, and estimation. We further use active learning techniques to update and better learn human models, and study the accuracy and robustness of these models. In the second part, we address the problem of providing correctness guarantees, while taking into account the uncertainty arising from the environment or human models. Through this effort, we introduce Probabilistic Signal Temporal Logic (PrSTL), an expressive specification language that allows representing Bayesian graphical models as part of its predicates. Further, we provide a solution for synthesizing controllers that satisfy temporal logic specifications in probabilistic and reactive settings, and discuss a diagnosis and repair algorithm for systematic transfer of control to the human in unrealizable settings. While the algorithms and techniques introduced can be applied to many human-robot systems, in this dissertation, we will mainly focus on the implications of my work for semiautonomous driving.
To Maman, Baba, Gelareh, Amir, Vivian, and Nima.
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Chapter 1

Introduction

Today our society is rapidly advancing towards autonomous systems that interact and collaborate with humans, e.g., semiautonomous vehicles interacting with drivers and pedestrians, medical robots used in collaboration with doctors, or service robots interacting with their users in smart homes. Humans play a central role in such autonomous systems. They are either part of the environment that interacts with autonomy, part of the control algorithm that provides the policy for the overall system, or have a supervisory role. For instance, in autonomous driving, the autonomous vehicle inevitably interacts with humans both inside and outside of the vehicle. The car needs to interact with the driver inside of the vehicle, who might at times take over and steer the vehicle in a shared autonomy setting. We see this in lane keeping systems, where the controller decides to bring a distracted driver back into the lane. We also see it in autonomous highway driving, when the vehicle asks the person to take over control as the highway ends. Similarly, autonomous cars will not drive in an isolated space. They will need to interact with everything else that lives in the environment. This includes the pedestrians or human-driven vehicles around them. For example, the human driver in the next lane of an autonomous car, might decide to slow down or speed up, when she sees an autonomous vehicle. Her actions are simply based on her model of the autonomous car’s driving and her interaction with the autonomous car. On the other hand, the actions of the autonomous car is based on its model and interaction with the human. The autonomous car might decide that the human is distracted, so its safest strategy is to not change lanes. The autonomous car might also decide to nudge in a bit into the next lane to initiate an interaction, which can potentially affect the human driver (if attentive) to slow down, making some room for the autonomous car to merge in the front. In all these settings, it is crucial to understand the interaction between the human and the rest of the system, which further requires representative models of the humans’ behavior. We refer to these systems as human-robot systems, or interchangeably as human-cyber-physical systems (h-CPS). These are cyber-physical systems (CPS) since they unite the physical processes with the cyber-world, and they are h-CPS as they have a human as part of their plant, control loop, or environment interacting with them.
CHAPTER 1. INTRODUCTION

As these autonomous systems enter the humans’ world, their continuing interaction results in many safety concerns. These systems don’t live in a vacuum, and their actions have direct consequence on the environment the humans live in. In addition, these actions highly depend on learned models of the environment or the humans they interact with. So robots can easily unhinge humans’ safety by relying on inaccurate models that are learned from data. The safety-critical nature of these human-robot systems demands providing provably correct guarantees about their actions, models, control, and performance. This brings us to a set of fundamental problems we would like to study for human-robot systems. How do we model humans? How do we model the interaction between the human and the robot? How do we leverage the growing amount of data in the design of human-CPS in a principled manner? What mathematical models are suitable for formal analysis and design of human-robot systems? How do we address safety in reactive, high-dimensional, probabilistic environments? How do we recover in the case of an unsafe event?

1.1 Thesis Approach

One of the key aspects for achieving safe controllers for human-robot systems is the design of the interaction between the human and autonomy. This is usually overlooked by assuming humans act as external disturbances just like moving obstacles. Humans are not simply a disturbance that needs to be avoided; they are intelligent agents with approximately rational strategies. To model and control any human-robot systems, we are required to develop verifiable models of humans, understand the interaction between them and the other agents, and leverage this interaction in construction of safe and efficient controllers. For the design of safe controllers, we further need to formally express the desirable properties the human-robot system should satisfy, and only then we can construct a strategy for the robot that would satisfy the formalism.

In order to address safety and interaction, we divide this dissertation into two parts: first focusing on interaction-aware control, and then discussing safe control.

Our approach in interaction-aware control is to model the interaction between the human and the robot as an underactuated dynamical system, where the actions of the robot can influence the actions of the human. We assume the human and the robot are reward maximizing agents. We further study the human’s reward function by:

(i) actively updating the reward function in online manner to address the deviation from different people’s behaviors;

(ii) actively synthesizing comparison queries to learn human’s preference reward functions, and

(iii) verifying the safety of the overall system by disturbance analysis of the learned reward function.
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This disturbance analysis is a step towards addressing the safety of the overall human-robot system while using learned models, which brings us to the discussion of safe control.

We take a formal methods approach to address the safety question, where we formalize the desired specifications as temporal logic properties. We then design controllers that would either satisfy the specification, or in the case that such controllers do not exist, they would systematically diagnose the failure, transfer control to the human (or some other supervisor), and even provide suggested repairs for the specifications. We study different types of specifications to address continuity and stochasticity present in human-robot systems.

Here, we bridge ideas from formal methods, control theory, and human-robot interaction to understand and design controllers that are interactive, can influence people, and can guarantee to satisfy high level properties such as safety.

1.2 Contributions

This thesis makes the following contributions.

The goal of my thesis is to develop a safe and interactive control framework for human-robot systems.

Planning for Robots to Coordinate with Other People:

We provide a formalism for interaction between a human and a robot as a partially observable two-player game. The human and the robot can both act to change the state of the world, and they have partial information because they don’t know each others’ reward functions. We model the human as an agent who is approximately optimizing her reward function learned through demonstrations [129, 3, 188, 107], and the robot as a rational agent optimizing its own reward function.

This formulation has two issues: intractability, especially in continuous state and action spaces, and failing to capture human behavior, because humans tend to not follow Nash equilibria in day to day tasks [76]. We introduce a simplification of this formulation to an underactuated system. We assume that the robot decides on a trajectory $u_R$, and the human computes a best response to $u_R$ (as opposed to trying to influence $u_R$ as would happen in a game).

In addition, we derive an approximate solution for our system based on Model Predictive Control and a quasi-newton optimization. At every step, the robot replans a trajectory $u_R$ by reasoning about the optimization that the human would do based on a candidate $u_R$. We use implicit differentiation to obtain a gradient of the human’s trajectory with respect to the robot’s. This enables the robot to compute a plan in close to real-time. We evaluate our algorithm through a user study in an autonomous driving
Figure 1.1: Thesis overview: We develop a framework for safe and interactive autonomy for human-robot systems. In interaction-aware control, we first model the interaction between humans and robots using computational models of human behaviors, we then actively update the human models by online information gathering. We also efficiently learn human’s preferences by actively synthesizing comparison queries, and then analyze the accuracy of our human models for the purposes of verification. In safe control, we take a reactive synthesis approach, where we find autonomous controllers that would satisfy temporal logic specifications, and systematically transfer control to the human if a safe controller does not exist. We further design a new formalism to express stochastic properties and find controllers that would satisfy such stochastic temporal logic specifications.
scenario, which suggests that robots are capable of affecting human’s actions and driving them to a desired state (Chapter 3) [159, 160].

**Active Information Gathering over Human’s Internal State:**

Our human-robot interaction model depends on accurate estimations of human reward function. This can be done by estimating the human reward offline from training data, but ultimately every driver is different, and even the same driver is sometimes more or less aggressive, more or less attentive, and so on. We thus explore estimating the human reward function online. This turns the problem into a partially observable Markov decision process (POMDP), with the human reward parameters as the hidden state. Prior work that incorporates some notion of human state into planning has thus far separated estimation and planning, always using the current estimate of the human state to determine what the robot should do [81, 58, 18]. Although efficient, these approximations sacrifice an important aspect of POMDPs: the ability to actively gather information.

We take advantage of the underactuated system to gather information about the human reward parameters. Rather than relying on passive observations, the robot actually accounts for the fact that humans will react to their actions: it uses this knowledge to select actions that will trigger human reactions which in turn will clarify the internal state. We apply our algorithm to estimating a human driver’s style during the interaction with an autonomous vehicle, and our results in simulation and a user study suggest that our algorithm is capable of leveraging robot’s actions for estimation that leads to significantly higher accuracy in identifying the correct human internal state (Chapter 4) [158, 160].

**Active Preference-Based Learning of Reward Functions:**

Reward functions play a central role in specifying how dynamical systems should act. For many systems, human’s have a difficult time providing demonstrations of what they want. We propose a preference-based approach to learning desired reward functions in a dynamical system. Instead of asking for demonstrations, or for the value of the reward function for a sample trajectory (e.g., “rate the safety of this driving maneuver from 1 to 10”), we ask people for their relative preference between two sample trajectories (e.g., “is $\xi_1$ more safe or less safe than $\xi_2$?”).

We provide an algorithm for actively synthesizing such comparison queries from scratch. Our algorithm uses continuous optimization in the query space to maximize the expected volume removed from the hypothesis space. The human’s response assigns weights to the hypothesis space in the form of a log-concave distribution, which provides an approximation of the objective. We provide a bound on the number of iterations required to converge. In addition, we show that our algorithm converges faster than non-active and non-synthesis techniques in learning the reward function in an autonomous driving
setting. We illustrate the performance of our algorithm in terms of accuracy of the reward function learned through an in-lab usability study (Chapter 5) [156].

**Falsification for Human-Robot Systems:**

Safe and interactive human-robot systems strongly depend on reliable models of human behavior. It is crucial to be able to formally analyze such human models (e.g. learned reward functions) to address the safety and robustness of the overall system. We provide a new approach for rigorous analysis of human-robot systems that are based on learned models of human behavior. We formalize this problem as a constrained optimization, where we examine the existence of a falsifying controller for the human that lies within a bounded region of the learned model and could possibly lead to unsafe outcomes. For instance, in a driving scenario, we find a sequence of possible human actions that potentially leads to a collision between the vehicles. We reduce this optimization to a more efficiently-solvable problem with linear constraints. In addition, we provide an efficient (almost linear time) optimization-driven approach to estimate the error bound between the true human reward function and the controller’s estimate. We evaluate our technique for an autonomous driving example, where we find such falsifying actions within the learned safety bound (Chapter 6) [155].

**Reactive Synthesis for Human-Robot Systems:**

We formalize the problem of safe control for human-robot systems as a reactive synthesis problem [139]. We consider a shared control setting, where either the human or the robot can operate the system, and we provide controllers that are guaranteed to satisfy a set of high level specifications. Our algorithm satisfies four criteria for the overall system: i) monitoring: the robot determines if any human intervention is required based on monitoring the environment. ii) minimal intervention: the robot asks for human intervention only if it is necessary. iii) prescient: the robot determines if a specification is going to be violated ahead of time to give enough takeover time to the human based on the human’s reaction time. iv) conditional correctness: the robot satisfies the high level specification until when the human needs to intervene.

We use a discrete state and action model of the robot to be able to guarantee satisfaction of high level Linear Temporal Logic (LTL) specifications. We leverage counterstrategy graphs in our algorithm to formalize the intervention problem. Based on the four desired criteria, our algorithm finds a s-t minimum cut of the counterstrategy graph to determine when the human needs to takeover. We only monitor the human’s reaction time as part of the human model; however, our algorithm is able to automatically find the environment assumptions that need to be monitored and systematically transfers control to the human if it can’t guarantee satisfaction of the high level specifications. We showcase our algorithm for a system motivated by driver-assistance systems (Chapter 7) [110].
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Reactive Synthesis from Signal Temporal Logic

Reactive synthesis from LTL is a powerful technique that enables us to provide correctness guarantees for autonomous systems. However, using LTL requires a discrete state and action dynamical system. Such discretization is not very realistic for many robotics and control applications as they are usually inherently continuous. So instead, we formalize the problem of reactive synthesis from Signal Temporal Logic (STL), a specification language that is defined over continuous time and real-valued signals. Synthesizing reactive controllers under STL allows us to provide correctness guarantees even when we are dealing with continuous state and action dynamical systems.

We provide a new algorithm using ideas from counterexample-guided inductive synthesis (CEGIS) [166]. We solve a series of counterexample-guided optimization problems that result in finding a controller that satisfies the given STL specifications in a receding horizon fashion. We demonstrate the effectiveness of our algorithm in a driving example with a simple adversarial model of other human-driven vehicles. Similar to [146], we rely on transforming STL specifications to mixed integer linear program (MILP) encodings. Our method is a fundamentally novel approach to reactive synthesis for hybrid systems, different from most current methods, which often rely on model transformations, e.g., abstraction and discretization (Chapter 8) [149].

Safe Control under Uncertainty

As powerful as STL specifications are, they do not have the capability of encoding stochastic properties that can arise in human-robot systems. The desired properties in many robotics applications are based on the output of estimation and learning algorithms. For instance, safe control of a flying quadrotor depends on how certain the estimation algorithm is about the location of the other agents in the environment including the human agents. This is based on the current sensor data and specific classification methods being used.

We formally define a specification language to address the safe control of robots under such uncertain environment or human models. Probabilistic Signal Temporal Logic (PrSTL) is our specification language that enables expressing probabilistic properties, which can embed Bayesian graphical models. This probabilistic logical specification language enables reasoning about safe control strategies by embedding various predictions and their associated uncertainty. Furthermore, we solve a receding horizon control problem to satisfy PrSTL specifications using mixed integer semidefinite programs. We showcase our algorithm for examples in autonomous driving and control of quadrotors in uncertain environments (Chapter 9) [154].
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Diagnosis and Repair for Synthesis from Signal Temporal Logic

When synthesizing safe controllers that satisfy high level specifications such as LTL, STL, or PrSTL, we usually transform the problem to a game (in the case of LTL), or an optimization (in the case of STL and PrSTL), and use existing techniques to solve for a safe control strategy. However, there could be situations where there does not exist a controller that satisfies all the given specifications. In this context, an unrealizable STL specification leads to an infeasible optimization problem. We leverage the ability of existing mixed integer linear programming (MILP) solvers to localize the cause of infeasibility to so-called Irreducibly Inconsistent Systems (IIS). We propose an algorithm that uses the IIS to localize the cause of unrealizability to the relevant parts of the STL specification. Additionally, we give a method for generating a minimal set of repairs to the STL specification such that, after applying those repairs, the resulting specification is realizable. The set of repairs is drawn from a suitably defined space that ensures that we rule out vacuous and other unreasonable adjustments to the specification. Our algorithms are sound and complete, i.e., they provide a correct diagnosis, and always terminate with a reasonable specification that is realizable using the chosen synthesis method, when such a repair exists in the space of possible repairs.

1.3 Overview

Interaction-Aware Control

Effects on Human Actions. Safe and interactive human-robot systems requires modeling the human, and taking into account the interaction that weaves the agents together. For instance, currently autonomous cars tend to be overly defensive and obliviously opaque. When needing to merge into another lane, they will patiently wait for another driver to pass first. When stopped at an intersection and waiting for the driver on the right to go, they will sit there unable to wave them by. They are very capable when it comes to obstacle avoidance, lane keeping, localization, active steering and braking [170, 108, 56, 55, 54, 44, 106]. But when it comes to other human drivers, they tend to rely on simplistic models: for example, assuming that other drivers will be bounded disturbances [71, 149], they will keep moving at the same velocity [175, 118, 154], or they will approximately follow one of a set of known trajectories [174, 77].

These models predict the trajectory of other drivers as if those drivers act in isolation. They reduce human-robot interaction to obstacle avoidance: the autonomous car’s task is to do its best to stay out of the other drivers’ way. It will not nudge into the lane to test if the other driver yields, nor creep into the intersection to assert its turn for crossing.

Our insight is that the actions of an autonomous car affect the actions of other drivers, and leveraging these effects in planning improves efficiency and coordination.
In this thesis, we develop an optimization-based method for planning an autonomous vehicle’s behavior in a manner that is cognizant of the effects it will have on human driver actions. This optimization leads to plans like the ones in Figure 1.2. For example, when a car nudges into my lane, I slow down to make room for it (Figure 1.2(a)). We formulate this problem as an incomplete information two-player game, where the two agents (human and robot) don’t have access to each other’s reward functions, and we approximate this game as an underactuated system [159, 160]: the robot’s actions change not only robot state, but also influence human actions and thus human state. We model other drivers as acting approximately optimally according to some reward function that depends on state, human actions, as well as robot actions. We explore learning this human reward function offline. Our algorithm enables autonomous cars to be more efficient, less defensive, and better at coordinating with people through motion (e.g., inching backwards at an intersection to signal the human driven vehicles to cross first, which normally needs to be hand-coded, but has now instead emerged out of the optimization as in Figure 1.2(b),(c)). Our user studies on a car simulator (Figure 1.2 (d)) suggest that the robot has the effects it anticipates on human drivers, which leads to efficient coordination [159, 160].

**Online Active Information Gathering over Human Internal State.** It is clear that not all humans behave the same way. For example, in the case of driving, some drivers are aggressive or timid, some are attentive or distracted, and an accurate estimate of this knowledge is crucial in autonomous car’s decision making. This estimate can be passively updated based on observations of driver actions. However, often we need to get lucky to observe informative behavior from drivers. For example, it is very difficult to tell a priori if a particular driver is going to let us merge into her lane without first trying to slowly nudge into that lane and observe her reactions. Thus, autonomous cars need a more intelligent approach to update this estimate.

Humans respond to robot actions; therefore, the robot has the opportunity to actively gather information about humans’ internal state, e.g., whether they are distracted.

We formalize this problem as a continuous state and action Partially Observable Markov
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Decision Process (POMDP), where the human’s internal state denotes the unobserved variable. We augment the robot’s reward function with an exploration term (i.e. entropy over the belief of the human’s internal state), which results in a strategy for the robot that actively takes actions to improve its estimate. Exploration actions emerge out of optimizing for information gain, such as the robot nudging into the other lane and responding safely (going back to its lane or completing the merge) if the human driver is distracted or attentive respectively (Figure 1.2(d)) [158, 160].

Active Preference Based Learning of Reward Functions. Most of our work in interaction-aware control depends on acquiring representative models of human behaviors such as their reward functions. Efficiently learning reward functions that encode humans’ preferences for how a dynamical system should act results in various challenges. It is quite difficult for people to demonstrate trajectories for robots with more than a few degrees of freedom or even to provide labels for precisely how much reward an action or trajectory should get, like a robot motion or a driving maneuver. Moreover, the learned reward function strongly depends on what environments and trajectories were experienced during the training phase. Our approach to efficiently learn human’s preference reward functions is by actively synthesizing comparison queries that human’s can respond to, and use ideas from volume-maximization and adaptive submodular optimization to actively synthesize such queries, which allow us to quickly converge to human’s reward function [156].

Measuring Human Variations. Since many human-robot systems are emerging into our every day lives, we are required to understand and measure their performance and safe interaction in this environment. For instance, our framework depends on the quality of the learned human models, e.g., we would like to analyze how good of a reward function we have learned. Under the assumption that humans are approximately rational, we can either use the principle of maximum entropy to learn such reward functions, as we do in [159, 158, 160], or apply our active preference-based learning technique to quickly converge to human’s preference reward functions [156].

These data-driven human models such as human reward functions are usually constructed based on large datasets that give access to a single model of rationality. However, humans vary in how they handle different situations, and we cannot fit a single model to all humans. In safety-critical scenarios, we need to be able to quantize and measure how humans can differ from the fitted model. As a step towards verified human modeling, we construct an efficient (almost linear, i.e., \( O(n \log n) \), where \( n \) is the number of queries) algorithm to quantize and learn a distribution over the variations from the fitted model by querying individual humans on actively generated scenarios.

Overall, this thesis takes a step towards robots that account for their effects on human actions in situations that are not entirely cooperative, and leverage these effects to coordinate with people. Natural coordination and interaction strategies are not hand-coded, but emerge out of planning in our model. Further, we study various models of our reward function through comparison based learning or falsification in our human-robot systems. The material in the first part of this thesis is based on joint work with Anca D.
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Dragan, S. Shankar Sastry, and Sanjit A. Seshia [159, 158, 160, 156, 155].

Safe Control

Reactive and Stochastic Controller Synthesis from Temporal Logics. The problem of correct-by-construction controller synthesis has been addressed in the area of formal methods. We formalize a set of desired high level specification, then the realizability problem is to find an autonomous strategy for the robot so no matter what the environment or the other agents, e.g., humans do, the strategy for the robot is guaranteed to satisfy the specification. Linear Temporal Logic (LTL) is a popular formalism for stating these specifications. However, there is a significant gap between the expressivity of specifications in LTL and the desired requirements in robotics applications including human-robot systems.

Most of these applications deal with inherently continuous systems, and the discrete nature of LTL is incapable of representing properties over continuous time and space trajectories. Signal Temporal Logic (STL) is a specification language that addresses some of these shortcomings by providing a language over real-valued and continuous-time signals. However, synthesizing reactive controllers that satisfy STL specifications is a challenging problem. Previous work by Raman et al. has studied synthesizing non-reactive controllers under STL specifications by translating the specifications to mixed-integer linear program (MILP) constraints [146]. As part of this thesis in collaboration with Vasumathi Raman, Alexandre Donze, Richard Murray, and Sanjit A. Seshia [149], we study the problem of reactive synthesis under STL specifications. We use a similar approach to encode the specifications as MILPs, and leverage a series of counterexample guided optimizations to find a controller that would satisfy the desired property under reactive specifications [149].

Even though STL addresses continuous time and real-valued specifications, it still lacks the ability to express the stochasticity arising from the environment or the human models. It would be unrealistic to assume, we deterministically know where every agent is located. Our sensors are noisy, hence our estimation algorithms at best can probabilistically locate every agent in the environment. To address these limitations, we introduce a new formalism, Probabilistic Signal Temporal Logic (PrSTL), which is an expressive language that closes this gap by including machine learning techniques, namely Bayesian classifiers as part of its predicates. This is joint work done at Microsoft Research, Redmond with Ashish Kapoor [154]. We further formalize a controller synthesis problem under satisfaction of PrSTL specifications, and solve a model predictive control problem, where the synthesized strategy would satisfy the desired PrSTL properties. We reduce this optimization to a mixed-integer second-order cone program (MISOCP) [154].

Explaining Failures: Accountable Human Intervention. Synthesizing safe controllers under stochastic or adversarial environments does not always result in feasible solutions. Sometimes the extremely safe strategy for the robot does not exist.
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For example, imagine making an unprotected left turn at an intersection. When the light turns green, one enters the intersection, and yield by waiting for the queue of oncoming vehicles to pass through as shown in Figure 8.1. Humans can comfortably make these left turns even in complex scenarios, e.g., when there is a large number of oncoming vehicles. They either decide to go straight and make a left turn at the next intersection (change the specification), or cut in front of the oncoming traffic after making eye-contact with some oncoming vehicle (violate the specification)\(^1\). However, there does not necessarily exist an autonomous controller that is capable of making an unprotected left turn while satisfying all the specifications.

\[\text{Our goal is to detect these infeasibilities, explain them, and systematically transfer control back to the human.}\]

Of course, other requirements regarding the human operator such as her reaction time or minimal intervention need to be considered for safe an reliable human intervention [110].

We address this problem both in the setting of reactive synthesis from LTL and STL. When the specification is written in LTL, together with Wenchao Li, Sanjit A. Seshia, and S. Shankar Sastry, we use an automata-based approach by extracting counterstrategy graphs. Counterstrategy graphs encode all the possible transitions that the reactive agent (environment or other human agents) can make in order to forcibly drive the robot to a failing state. We explain the failure reasons by computing a minimum-cut of this graph. When the specification is written in STL, together with Shromona Ghosh, Pierluigi Nuzzo, Vasumathi Raman, Alexandre Donze, Alberto Sangiovanni-Vincentelli, S. Shankar Sastry, and Sanjit A. Seshia, we use an optimization-based approach to diagnosis and repair the failure. We translate the problem to a mixed-integer linear program, and use slack variables to detect the specifications that cause the infeasibilities, and provide a minimal repair [65]. Our algorithm shows its accountability in failure scenarios by presenting the repaired formulas during systematic human intervention.

\(1\)Pittsburgh Left.
Overall this thesis takes a step towards the design of safe and interactive autonomous controllers for human-robot systems. It leverages computational models of human behaviors to design an interaction model between the human and robot in order to influence the human for better safety, efficiency, coordination, and estimation. We also take an effort in better designing humans’ reward functions through active preference based learning as well as finding a sequence of falsifying actions for the human within an error bound of the reward function. Under such uncertain human models, we address the safe control problem by defining relevant specifications and synthesizing a controller that would satisfy such specifications using either automata-based or optimization-based techniques. In addition, we diagnose and repair the specifications in case of infeasibilities, which enables a systematic transfer of control to the human.
Chapter 2

Preliminaries

In this chapter, we discuss some of the preliminaries required for the design of algorithms for safe and interactive autonomy. We start by discussing the formalism and the dynamical system that describes human-robot systems. Further, we explain the use of model predictive control in such systems. We then describe our choice of human models using ideas from learning from demonstrations. In addition, we discuss various specification languages such as temporal logics, as well as the details of the simulators and simulation models, we used in our experiments.

2.1 Formalism for Human-Robot Systems

We focus on a human-robot system consisting of an autonomous agent (robot) interacting in an environment with human agents, e.g. an autonomous vehicle interacting with human-driven vehicles on a shared road as shown in Figure 2.1. Here, the orange car (robot) is interacting with the white car (human). Our goal is for the autonomous agent to plan its actions in a manner that is cognizant of their effects and interactions with the human. We restrict ourselves to the two agent case, we have an autonomous agent $\mathcal{R}$ sharing an environment (such as a road in the driving case) with a human agent $\mathcal{H}$.

We model the problem as a fully observable dynamical system, but one in which the robot actions have consequences beyond their immediate effects on the robot itself: they will also affect human actions which in turn will affect state.

Figure 2.1: A human-robot system. Here $\mathcal{R}$ is the robot car, $\mathcal{H}$ is the human car, and $\mathcal{W}$ is another vehicle on the road that we treat as disturbance.
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This modeling choice addresses how the actions of the human and robot together can drive the dynamics of the system to desirable states. This would require modeling actual actions of humans in a computational setting rather than a high level behavioral model of cognition. The model of the human should explain how the actions of the human influence or gets influenced in this dynamical system.

A state \( x \in X \) in our system is continuous, and includes the state of the human and robot. The robot can apply continuous controls \( u_R \), which affect state immediately through a dynamics model \( f_R \):

\[
x' = f_R(x, u_R)
\]  
(2.1)

However, the next state the system reaches also depends on the control the human chooses, \( u_H \). This control affects the intermediate state through a dynamics model \( f_H \):

\[
x'' = f_H(x', u_H)
\]  
(2.2)

The overall dynamics of the system combines the two. We note that the ordering of the actions of human or robot does not matter, and we assume these control inputs are taken simultaneously:

\[
x^{t+1} = f_H(f_R(x^t, u^t_R), u^t_H)
\]  
(2.3)

We let \( f \) denote the dynamics of such discrete-time system:

\[
x^{t+1} = f(x^t, u^t_R, u^t_H)
\]  
(2.4)

Further, we assume the robot has a particular reward function at every time step. The robot’s reward function depends on the current state, the robot’s action, as well as the action that the human takes at that step in response, \( r_R(x^t, u^t_R, u^t_H) \). At every time step, the robot’s actions can be explained by maximizing this reward function. We assume, this reward function is a weighted combination of features that the robot cares about, e.g., in the driving example such features include collision avoidance, staying on the road, or distance to the final goal.

In Figure 2.1, imagine the orange car’s goal is to go to the left lane. So its actions would be based on optimizing a reward function that has a term regarding distance to the left lane, distance to the blue and white car for collision avoidance, the heading and speed of the orange car, and its distance to the lanes or road boundaries. Ideally, the orange car would optimize such function to take safe and interactive actions towards its goal. It is clear that such a reward function depends on the current state of the world \( x^t \), as well as the actions of the other vehicles on the road \( u^t_H \) and its own actions \( u^t_R \).

The key aspect of this formulation is that the robot will have a model for what \( u_H \) will be, and use that in planning to optimize its reward.

Model Predictive Control (MPC):

The robot will use Model Predictive Control (MPC) [124] (also known as Receding Horizon Control (RHC)) at every iteration. MPC is a popular framework for the design of
autonomous controllers since generating a closed-loop policy is intractable in a complex, nonlinear, and non-convex human-robot dynamical system. In addition, computing controllers for a finite horizon has the benefit of computational tractability as well as addressing the limited range of sensors.

It will compute a finite horizon sequence of actions to maximize its reward. We reduce the computation required by planning for a shorter horizon of $N$ time steps. We execute the control only for the first time step, and then re-plan for the next $N$ at the next time step [35].

Let $x = (x^1, \ldots, x^N)^\top$ denote a sequence of states over a finite horizon, $N$, and let $u_H = (u_H^1, \ldots, u_H^N)^\top$ and $u_R = (u_R^1, \ldots, u_R^N)^\top$ denote a finite sequence of continuous control inputs for the human and robot, respectively. We define $R_R$ as the robot’s reward over the finite MPC time horizon:

$$R_R(x^0, u_R, u_H) = \sum_{t=1}^{N} r_R(x^t, u^t_R, u^t_H),$$  \hspace{1cm} (2.5)

where $x^0$ denotes the present physical state at the current iteration, and each state thereafter is obtained from the previous state and the controls of the human and robot using the given dynamics model, $f$.

At each iteration, we desire to find the sequence $u_R$ which maximizes the reward of the robot, but this reward ostensibly depends on the actions of the human. The robot might attempt to influence the human’s actions, and the human, rationally optimizing for her own objective, might likewise attempt to influence the actions of the robot.

\[
u^*_R = \arg \max_{u_R} R_R(x^0, u_R, u^*_H(x^0, u_R)) \hspace{1cm} (2.6)
\]

Here, $u^*_H(x^0, u_R)$ is what the human would do over the next $N$ steps if the robot were to execute $u_R$.

The robot does not actually know $u^*_H$, but in the future sections we propose a model for the human behavior that the robot can use to make this problem tractable.

Similarly the robot’s actions and dynamics can be affected by other elements in the environment. These could be other existing agents, or simply disturbances present in the environment. For instance, in Figure 2.1, we can consider other vehicles on the road (e.g. blue car) that are not in close interaction with the robot as such disturbances. We can then extend our formulation, and consider a continuous-time system $\Sigma$ of the form:

$$\dot{x} = f_c(x, u^t_R, u^t_H, w)$$

where $w \in W$ is the external input provided by the environment that can possibly be adversarial. We will refer to $w$ as the environment input. Here, $f_c$ is the continuous dynamics of the system.

Given a sampling time $\Delta t > 0$, we assume that $\Sigma$ admits a discrete-time approximation $\Sigma_d$ of the form:

$$x^{t+1} = f(x^t, u^t_R, u^t_H, w^t)$$  \hspace{1cm} (2.7)
An infinite run
\[ \xi^w = (x^0, u^0_R, u^0_H, w^0) (x^1, u^1_R, u^1_H, w^1) (x^2, u^2_R, u^2_H, w^2) \ldots \]
of \( \Sigma_d \) is a sequence of state and actions starting from the initial state \( x^0 \) that follow the dynamical system \( f \). Given \( x^0 \in X \) and the finite sequence of actions \( u_R, u_H, \) and \( w = (w^1, \ldots, w^N)^\top \), the finite run \( \xi = (x_0, u_R, u_H, w) \) is a unique sequence generated following equation (2.7):
\[ \xi = (x^0, u_R, u_H, w) = (x^0, u^0_R, u^0_H, w^0) (x^1, u^1_R, u^1_H, w^1), \ldots, (x^N, u^N_R, u^N_H, w^N) \] (2.8)

In addition, we introduce a generic cost function \( J(\xi) \) similar to the generic reward function introduced in (2.5) for the robot \( R_R(\xi) \) that maps (infinite and finite) runs to \( \mathbb{R} \).

### 2.2 Inverse Reinforcement Learning

Modeling human behavior is a challenging task that has been addressed in various fields. Our goal is to use computational models of human behaviors to be able to inform the design of our control algorithms for human-robot systems. Apprenticeship learning is a possible technique for constructing such computational models of humans; the learner finds a reward function that explains observations from an expert providing demonstrations [129, 3]. Similar to the robot’s reward function, we model \( \mathcal{H} \) as an agent who noisily optimizes her own reward function [188, 107, 165, 98]. We parametrize the human reward function as a linear combination of a set of hand-coded features:
\[ r_H(x^t, u^t_R, u^t_H) = w \cdot \phi(x^t, u^t_R, u^t_H) \] (2.9)

Here, \( \phi(x^t, u^t_R, u^t_H) \) is a vector of such features, and \( w \) is a vector of the weights corresponding to each feature. The features describe different aspects of the environment or the robot that the human should care about. We apply the principle of maximum entropy [188, 187] to define a probability distribution over human demonstrations \( u_H \), with trajectories that have higher reward being more probable:
\[ P(u_H|x^0, w) = \frac{\exp(R_H(x^0, u_R, u_H))}{\int \exp(R_H(x^0, u_R, u_H)) du_H} \] (2.10)

We then do an optimization over the weights \( w \) in the reward function that make the human demonstrations the most likely:
\[ \max_w P(u_H|x^0, w) \] (2.11)
Figure 2.2: Features used in IRL for the human driven vehicle. In the heat map, the warmer colors correspond to higher reward. In (a), we show the features corresponding to staying within road boundaries; in (b), we show the features for staying within each lane, and in (c) we show non-spherical gaussian features corresponding to avoiding collisions.

We approximate the partition function in equation (2.10) following [107], by computing a second order Taylor approximation around the demonstration:

\[
R_H(x^0, u_R, \bar{u}_H) \simeq R_H(x^0, u_R, u_H) + (\bar{u}_H - u_H) \cdot \frac{\partial R_H}{\partial u_H} + (\bar{u}_H - u_H) \cdot \frac{\partial^2 R_H}{\partial u_H^2} (\bar{u}_H - u_H),
\]

(2.12)

which makes the integral in equation (2.10) a Gaussian integral, with a closed form solution [107].

**Features**

The heat map of features we have used for the autonomous driving example in this dissertation are shown in Figure 2.2. The warmer colors correspond to higher rewards. In Figure 2.2(a), we show the features corresponding to staying within the boundaries of the roads. In Figure 2.2(b), we have features corresponding to staying within each lane, and in Figure 2.2(c), we have features corresponding to collision avoidance, which are non-spherical Gaussians, and their major axis is along the vehicle’s heading.

More specifically for the autonomous driving example discussed in this dissertation, we choose 5 features. In general, we use Gaussian kernels for the features that encode distances. These features are based on:
• $\phi_1 \propto c_1 \cdot \exp(-c_2 \cdot d^2)$: distance to the boundaries of the road, where $d$ is the distance between the vehicle and the road boundaries and $c_1$ and $c_2$ are appropriate scaling factors as shown in Figure 2.2(a).

• $\phi_2$: distance to the middle of the lane, where the function is specified similar to $\phi_1$ as shown in Figure 2.2(b).

• $\phi_3 = (v - v_{\text{max}})^2$: higher speed for moving forward through, where $v$ is the velocity of the vehicle, and $v_{\text{max}}$ is the speed limit.

• $\phi_4 = \beta_H \cdot n$: heading; we would like the vehicle to have a heading along with the road using a feature, where $\beta_H$ is the heading of $H$, and $n$ is a normal vector along the road.

• $\phi_5$ corresponds to collision avoidance, and is a non-spherical Gaussian over the distance of $H$ and $R$, whose major axis is along the robot’s heading as shown in Figure 2.2(c).

Demonstrations

We collected demonstrations of a single human driver in an environment with multiple autonomous cars, which followed precomputed routes.

Despite the simplicity of our features and robot actions during the demonstrations, the learned human model is enough for the planner to produce behavior that is human-interpretable, and that can affect human action in the desired way as discussed in the future chapters.

2.3 Synthesis from Temporal Logic

In the Safe Control part of this dissertation, we focus on the idea of correct-by-construction control, which enables the design of controllers that are guaranteed to satisfy various specifications such as safety of the human-robot system. Our work is based on the reactive synthesis approach introduced in the area of formal methods. The idea of temporal logic synthesis is to automatically construct an implementation that is guaranteed to satisfy a behavioral description of the system expressed in temporal logic [142]. In this section, we give an overview on synthesizing reactive modules from a specification given in Temporal Logic. This problem originates from Church’s problem formulated in 1965 and can be viewed as a two-player game between the system and the environment.

Problem 1 (Alonzo Church’s Synthesis Problem). Given a requirement which a circuit is to satisfy, we may suppose the requirement expressed in some suitable logistic system which is an extension of restricted recursive arithmetic.

The synthesis problem is the to find recursion equivalences representing a circuit that satisfies the given requirement (or alternatively, to determine that there is no such circuit) [34].
Linear Temporal Logic

Specifications are detailed descriptions of the desired properties of a system (e.g. autonomous agent, robot) along with its environment. We use Linear Temporal Logic (LTL) [141] to formally define such desired specifications. A LTL formula is built of atomic propositions $\omega \in \Pi$ that are over states of the system that evaluate to True or False, propositional formulas $\phi$ that are composed of atomic propositions and Boolean operators such as $\land$ (and), $\neg$ (negation), and temporal operations on $\phi$. Some of the common temporal operators are defined as:

- $\mathbf{G} \phi$ $\phi$ is true all future moments.
- $\mathbf{F} \phi$ $\phi$ is true some future moments.
- $\mathbf{X} \phi$ $\phi$ is true the next moment.
- $\phi_1 \mathbf{U} \phi_2$ $\phi_1$ is true until $\phi_2$ becomes true.

Using LTL, we can define interesting liveness and safety properties. For example, $\mathbf{G}\mathbf{F} \phi$ defines a surveillance property specifying that $\phi$ needs to hold true infinitely often. On the other hand, $\mathbf{F}\mathbf{G} \phi$ represents a stability specification by requiring $\phi$ to stay true after a particular point in the future. Similarly $\mathbf{G}(\phi \rightarrow \mathbf{F} \psi)$ represents a response operator meaning that at all times if $\phi$ becomes true then at some point in the future $\psi$ must turn true as well.

The goal of reactive synthesis from LTL is to automatically construct a controller that is guaranteed to satisfy the given LTL specifications. The solution to this problem is computed by first constructing an automaton from the given specification, which then translates to a two-player game between the system components and the environment components. A deterministic Rabin automaton is a formalism that enables representing LTL specifications in the form of an automaton that can then be translated to the two-player game.

**Definition 1.** A deterministic Rabin automaton is a tuple $\mathcal{R} = \langle Q, \Sigma, \delta, q^0, F \rangle$ where $Q$ is the set of states; $\Sigma$ is the input alphabet; $\delta : Q \times \Sigma \rightarrow Q$ is the transition function; $q^0$ is the initial state and $F$ represents the acceptance condition: $F = \{(G_1, B_1), \ldots, (G_{n_F}, B_{n_F})\}$ where $G_i, B_i \subseteq Q$ for $i = 1, \ldots, n_F$.

A run of a Rabin automaton is an infinite sequence $r = q^0, q^1 \ldots$ where $q^0 \in Q^0$ and for all $i > 0$, $q^{i+1} \in \delta(q^i, \sigma)$, for some input $\sigma \in \Sigma$. For every run $r$ of the Rabin automaton, $\inf(r) \subseteq Q$ is the set of states that are visited infinitely often in the sequence $r = q^0, q^1 \ldots$. A run $r = q^0, q^1 \ldots$ is accepting if there exists $i \in \{1, \ldots, n_F\}$ such that:

$$\inf(r) \cap G_i \neq \emptyset \quad \text{and} \quad \inf(r) \cap B_i = \emptyset \quad (2.13)$$

For any LTL formula $\phi$ over $\Pi$, a deterministic Rabin automaton (DRA) can be constructed with input alphabet $\Sigma = 2^\Pi$ that accepts all and only words over $\Pi$ that satisfy $\phi$ [161]. We let $\mathcal{R}_\phi$ denote this DRA.
Intuitively, a run of the Rabin automaton is accepted if and only if it visits the accepting (good) states $G_i$ infinitely often, and visits the non-accepting (bad) states $B_i$ only finitely often. Acceptance of a run in DRA $\mathcal{R}_\phi$ is equivalent to satisfaction of the LTL formula $\phi$ by that particular run.

The solution to the reactive synthesis problem is then a winning strategy for the system that is extracted from this two-player game created by the DRA. Such a strategy would be winning for the system under any sequence of possible environment inputs.

There also exist situations, where a winning strategy does not exist for the environment, i.e., there exist an adversarial environment input sequence that can lead to the violation of the given LTL property. In such scenarios, we instead extract a winning strategy for the environment. Such a strategy is called a counterstrategy and provides a policy for the environment that summarizes all the possible adversarial moves the environment component can possibly take to drive the system to the violation of the specification.

**Signal Temporal Logic**

LTL provides a rich and expressive specification language that enables formally specifying high level properties of a reactive system. However, one major downside of using LTL is the need to discretize the state space, which is quite unrealistic for many robotics and control applications that are inherently continuous. Signal Temporal Logic (STL) is another specification language that can address some of these limitations. We consider STL formulas defined recursively according to the grammar

$$\phi ::= \pi^\mu | \neg \pi^\mu | \phi \land \psi | \phi \lor \psi | G_{[a,b]} \psi | \phi U_{[a,b]} \psi$$

where $\pi^\mu$ is an atomic predicate $\mathbb{R}^n \to \mathbb{B}$ whose truth value is determined by the sign of a function $\mu : \mathbb{R}^n \to \mathbb{R}$ and $\psi$ is an STL formula.

An interesting property of STL is its ability to express specifications for continuous-time, real-valued signals. However, in the rest of this dissertation, we focus only on discrete-time, real-valued signals, which is already sufficient to avoid space discretization. STL also has the advantage of naturally admitting a quantitative semantics which, in addition to the binary answer to the question of satisfaction, provides a real number indicating the quality of the satisfaction or violation. Such quantitative semantics have been defined for timed logics e.g. Metric Temporal Logic (MTL) [52] and STL [45] to assess the robustness of the systems to parameter or timing variations.

The validity of a formula $\phi$ with respect to the discrete-time signal $\xi$ at time $t$, noted
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(ξ, t) \models \varphi \text{ is defined inductively as follows:}

\[
(\xi, t) \models \pi^\mu \iff \mu(\xi^t) > 0
\]

\[
(\xi, t) \models -\pi^\mu \iff -((\xi, t) \models \pi^\mu)
\]

\[
(\xi, t) \models \varphi \land \psi \iff (\xi, t) \models \varphi \land (\xi, t) \models \psi
\]

\[
(\xi, t) \models \varphi \lor \psi \iff (\xi, t) \models \varphi \lor (\xi, t) \models \psi
\]

\[
(\xi, t) \models \mathbf{G}_{[a,b]} \varphi \iff \forall t' \in [t+a,t+b], (\xi, t') \models \varphi
\]

\[
(\xi, t) \models \mathbf{F}_{[a,b]} \varphi \iff \exists t' \in [t+a,t+b], (\xi, t') \models \varphi
\]

\[
(\xi, t) \models \varphi \mathbf{U}_{[a,b]} \psi \iff \exists t' \in [t+a,t+b] \text{ s.t. } (\xi, t') \models \psi
\]

\[
\land \forall t'' \in [t,t'], (\xi, t'') \models \varphi.
\]

Here, \(\xi^t\) is the value of sequence \(\xi\) at time \(t\). For instance if \(\xi\) is a sequence of state, action pairs as in equation (2.8), \(\xi^t = (x^t, u^t_R, u^t_H, w^t)\). A signal \(\xi\) satisfies \(\varphi\), denoted by \(\xi \models \varphi\), if \((\xi, t^0) \models \varphi\). Informally, \(\xi \models \mathbf{G}_{[a,b]} \varphi\) if \(\varphi\) holds at every time step between \(a\) and \(b\), and \(\xi \models \varphi \mathbf{U}_{[a,b]} \psi\) if \(\varphi\) holds at every time step before \(\psi\) holds, and \(\psi\) holds at some time step between \(a\) and \(b\). Additionally, we define \(\mathbf{F}_{[a,b]} \varphi = \mathbf{I} \cup_{[a,b]} \varphi\), so that \(\xi \models \mathbf{F}_{[a,b]} \varphi\) if \(\varphi\) holds at some time step between \(a\) and \(b\).

A STL formula \(\varphi\) is bounded-time if it contains no unbounded operators; the bound of \(\varphi\) is the maximum over the sums of all nested upper bounds on the temporal operators, and provides a conservative maximum trajectory length required to decide its satisfiability. For example, for \(\mathbf{G}_{[0,10]} \mathbf{F}_{[1,6]} \varphi\), a trajectory of length \(N \geq 10 + 6 = 16\) is sufficient to determine whether the formula is satisfiable. This bound can be computed in time linear in the length of the formula.

Robust Satisfaction of STL formulas

Quantitative or robust semantics define a real-valued function \(\rho^\varphi\) of signal \(\xi\) and \(t\) such that \((\xi, t) \models \varphi \equiv \rho^\varphi(\xi, t) > 0\). In this work, we utilize a quantitative semantic for space-robustness, which is defined as follows:

\[
\rho_\pi(\xi, t) = \mu(\xi^t)
\]

\[
\rho_{-\pi}(\xi, t) = -\mu(\xi^t)
\]

\[
\rho_{\varphi \lor \psi}(\xi, t) = \min(\rho_\varphi(\xi, t), \rho_\psi(\xi, t))
\]

\[
\rho_{\varphi \land \psi}(\xi, t) \equiv \max(\rho_\varphi(\xi, t), \rho_\psi(\xi, t))
\]

\[
\rho_{\mathbf{G}_{[a,b]} \varphi}(\xi, t) = \min_{t' \in [t+a,t+b]} \rho_\varphi(\xi, t')
\]

\[
\rho_{\mathbf{F}_{[a,b]} \varphi}(\xi, t) = \max_{t' \in [t+a,t+b]} \rho_\varphi(\xi, t')
\]

\[
\rho_{\varphi \mathbf{U}_{[a,b]} \psi}(\xi, t) = \max_{t'' \in [t+a,t+b]} \min(\rho_\psi(\xi, t''), \min_{t''' \in [t,t'']} \rho_\varphi(\xi, t'''))
\]

To simplify notation, we denote \(\rho_{-\pi}\) by \(\rho^\mu\) for the remainder of this work. The robustness of satisfaction for an arbitrary STL formula is computed recursively from the above semantics in a straightforward manner, by propagating the values of the functions associated with each operand using min and max operators corresponding
to the various STL operators. For example, for a signal \( x = x^0, x^1, x^2 \ldots \), the robust satisfaction of \( \pi^{\mu_1} \) where \( \mu_1(x) = x - 3 > 0 \) at time 0 is \( \rho^{\mu_1}(x,0) = x^0 - 3 \). The robust satisfaction of \( \mu_1 \land \mu_2 \) is the minimum of \( \rho^{\mu_1} \) and \( \rho^{\mu_2} \). Temporal operators are treated as conjunctions and disjunctions along the time axis: since we deal with discrete time, the robustness of satisfaction of \( \varphi = G_{[0,2]}[\mu_1] \) is \( \rho^{\varphi}(x,0) = \min_{t \in [0,2]} \rho^{\mu_1}(x,t) = \min\{x^0 - 3, x^1 - 3, \ldots , x^K - 3\} \) where \( 0 \leq K \leq 2 < K+1 \).

Note that for continuous time, the min and max operations would be replaced by inf and sup, respectively.

The robustness score \( \rho^{\varphi}(x,t) \) should be interpreted as how much model \( x \) satisfies \( \varphi \). Its absolute value can be viewed as the distance of \( x \) from the set of trajectories satisfying or violating \( \varphi \), in the space of projections with respect to the functions \( \mu \) that define the predicates of \( \varphi \). In addition, the robustness score over a trace or trajectory is analogous to having a reward function over that trajectory (equation (2.5)); both are a measure of quantitative satisfaction of the desired properties.

**Remark 1.** We have introduced and defined a Boolean and a quantitative semantics for STL over discrete-time signals, which can be seen as roughly equivalent to Bounded Linear Temporal Logic (BLTL). There are several advantages of using STL over BLTL. First, STL allows us to explicitly use real time in our specifications instead of integer indices, which we find more elegant. Second, our goal is to use the resulting controller for the control of the continuous system \( \Sigma \) so the specifications should be independent from the sampling time \( \Delta t \). Finally, note that the relationship between the continuous-time and discrete-time semantics of STL depending on discretization error and sampling time is beyond the scope of this work. The interested reader can refer to [51] for further discussion on this topic.

### 2.4 Simulations

In the following chapters, we mainly focus on examples in autonomous driving and flying quadrotors. Here, we describe the simulation framework for our experiments.

#### Driving Simulator

We use a simple point-mass model of the car’s dynamics. We define the physical state of the system \( x = [x \ y \ \psi \ v]^\top \), where \( x, y \) are the coordinates of the vehicle, \( \psi \) is the heading, and \( v \) is the speed. We let \( u = [u_1 \ u_2]^\top \) represent the control input, where \( u_1 \) is the steering input and \( u_2 \) is the acceleration. We denote the friction coefficient by \( \mu \). We can write the dynamics model:

\[
[x \ y \ \psi \ v] = [v \cdot \cos(\psi) \ v \cdot \sin(\psi) \ v \cdot u_1 \ u_2 - \mu \cdot v]
\]  

(2.14)

All the vehicle in our driving simulator follow the same dynamics model. The simulator provides a top-down view of the environment, and is connected to a steering
Figure 2.3: Driving Simulator. Top-down view driving simulator with steering wheel and braking pedal.

Figure 2.4: Flying Simulator. A quadrotor starting a trajectory from the origin. The gray surface represents the ceiling, and the pink surface is the quadrotors belief of the ceiling’s location is based on the current sensor data.

wheel and a braking pedal as shown in Figure 2.3. The implementation of the driving simulator is available at: https://github.com/dsadigh.

**Flying Simulator**

We follow the derivation of the dynamics model of a quadrotor in [79]. We consider a 12 dimensional system, where the state consists of the position and velocity of the quadrotor $x, y, z$ and $\dot{x}, \dot{y}, \dot{z}$, as well as the Euler angles $\phi, \theta, \psi$, i.e., roll, pitch, yaw, and the angular
velocities $p, q, r$. Let $x$ be:

$$x = [x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z} \ \phi \ \theta \ \psi \ \ p \ q \ r]^\top.$$  \hspace{1cm} (2.15)

The system has a 4 dimensional control input $u = [u_1 \ u_2 \ u_3 \ u_4]^\top$, where $u_1, u_2$ and $u_3$ are the control inputs about each axis for roll, pitch and yaw respectively. $u_4$ represents the thrust input to the quadrotor in the vertical direction ($z$-axis). The nonlinear dynamics of the system is:

$$f_1(x, y, z) = [\dot{x} \ \dot{y} \ \dot{z}]^\top$$
$$f_2(\dot{x}, \dot{y}, \dot{z}) = [0 \ 0 \ g]^\top - R_1(\dot{x}, \dot{y}, \dot{z})[0 \ 0 \ 0 \ u_4]^\top / m$$
$$f_3(\phi, \theta, \psi) = R_2(\dot{x}, \dot{y}, \dot{z})[\phi \ \theta \ \psi]^\top$$
$$f_4(p, q, r) = I^{-1}[u_1 \ u_2 \ u_3]^\top - R_3(p, q, r)I[p \ q \ r]^\top,$$

where $R_1$ and $R_2$ are rotation matrices, $R_3$ is a skew-symmetric matrix, and $I$ is the inertial matrix of the rigid body. Here, $g$ and $m$ denote gravity and mass of the quadrotor, and for all our studies the mass and inertia matrix used are based on small sized quadrotors. Thus, the dynamics equation is $f(x, u) = [f_1 \ f_2 \ f_3 \ f_4]^\top$. Figure 2.4 shows the simulation environment. The implementation is available at: https://github.com/dsadigh.
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Leveraging Effects on Human Actions

Traditionally, autonomous cars make predictions about other drivers’ future trajectories, and plan to stay out of their way. This tends to result in defensive and opaque behaviors. Our key insight is that an autonomous car’s actions will actually affect what other cars will do in response, whether these other cars are aware of it or not. Our thesis is that we can leverage these responses to plan more efficient and communicative behaviors. We model the interaction between an autonomous car and a human driver as a dynamical system, in which the robot’s actions have immediate consequences on the state of the car, but also on human actions. We model these consequences by approximating the human as an optimal planner, with a reward function that we acquire through Inverse Reinforcement Learning. When the robot plans with this reward function in this dynamical system, it comes up with actions that purposefully change human state: it merges in front of a human to get them to slow down or to reach its own goal faster; it blocks two lanes to get them to switch to a third lane; or it backs up slightly at an intersection to get them to proceed first. Such behaviors arise from the optimization, without relying on hand-coded signaling strategies and without ever explicitly modeling communication. Our user study results suggest that the robot is indeed capable of eliciting desired changes in human state by planning using this dynamical system.

3.1 Human-Robot Interaction as a Two-Player Game

Our goal is to design controllers that autonomously generate behavior for better interaction and coordination with the humans in the environment. We set up a formalism that goes beyond modeling robots as agents acting in the physical world among moving obstacles as we see in multi-agent systems. Interaction with people is quite different from multi-agent planning; humans are not just moving obstacles that need to be avoided. In reality, the robot’s actions have direct control over what the human is trying to do and how she performs it. Further, the human does not know what the robot is trying to do or even how the robot is going to do it.
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We can think of the formalism introduced in Chapter 2.1 as a two-player game setting to formulate the interaction between the robot and the human [46]. However, this formulation can lead to various issues such as computational complexity in planning and inaccurate human behavior models. We further propose approximations that help resolve the computational complexities. Specifically, we simplify the planning problem to planning in an underactuated system. The robot can directly control its own actions, but also has a model of how it can influence human’s actions through its own actions.

Much of robotics research focuses on how to enable a robot to achieve physical tasks, often times in the face of perception and movement error – of partially observable worlds and nondeterministic dynamics [143, 82, 137]. Part of what makes human-robot interaction difficult is that even if we assume the physical world to be fully observable and deterministic, we are still left with a complex problem, which is modeling and understanding the interaction between the human and the robot. Our proposed two-player game model would include a human agent who is approximately rational, i.e., she can take actions to maximize her own expected utility. In addition, the robot is a rational agent optimizing its reward function. We also assume the agents do not necessarily know each others’ reward functions, which leaves us with an incomplete information two-player game [14].

**Partially Observable Two-Player Game.** We model this incomplete information two-player game in a partially observable setting similar to Partially Observable Markov Decision Processes (POMDP): as discussed in Chapter 2, there are two “players”, the robot \( \mathcal{R} \) and the human \( \mathcal{H} \); at every step \( t \), they can apply control inputs \( u_t^R \in \mathcal{U}_R \) and \( u_t^H \in \mathcal{U}_H \); they each have a reward function, \( r_R \) and \( r_H \); and there is a state space \( \mathcal{S} \) with states \( s \) consisting of both the physical state \( x \), as well as reward parameters \( \theta_R \) and \( \theta_H \).

Here, we include the reward parameters in the state: \( \mathcal{R} \) does not observe \( \theta_H \), and \( \mathcal{H} \) does not observe \( \theta_R \), but both agents can technically evaluate each reward at any state, action pair \((s^t, u_t^R, u_t^H)\) just because \( s \) contains the needed reward parameter information: \( s = (x, \theta_R, \theta_H) \) – if an agent knew the state, it could evaluate the other agent’s reward [160, 46].

Further, we assume full observability over the physical state \( x \). Our system follows a deterministic dynamics which is reasonable for relatively short interactions.

Robots do not know exactly what humans want, humans do not know exactly what robots have been programmed to optimize for, and their rewards might have common terms but will not be identical. This happens when an autonomous car interacts with other drivers or with pedestrians, and it even happens in seemingly collaborative scenarios like rehabilitation, in which very long horizon rewards might be aligned but not short-term interaction ones.

**Limitations of the Game Formulation.** The incomplete-information two-player game formulation is a natural way to characterize interaction from the perspective of MDP-like models, but is limited in two fundamental ways: 1) its computational complexity is prohibitive even in discrete state and action spaces [27, 75] and no methods are known to handle continuous spaces, and 2) it is not a good model for how people actually work
– people do not solve games in everyday tasks when they are not playing chess [76]. Furthermore, solutions here are tuples of policies that are in a Nash equilibrium, and it is not clear what equilibrium to select.

3.2 Approximate Solution as an Underactuated System

To alleviate the limitations from above, we introduce an approximate close to real-time solution, with a model of human behavior that does not assume that people compute equilibria of the game.

Assumptions to Simplify the Game

Our approximation makes several simplifying assumptions that turn the game into an offline learning phase in which the robot learns the human’s reward function, followed by an online planning phase in which the robot is solving an underactuated control problem:

Separation of Estimation & Control

We separate the process of computing actions for the robot into two stages. First, the robot estimates the human reward function parameters \( \theta_H \) offline. Second, the robot exploits this estimate as a fixed approximation to the human’s true reward parameters during planning. In the offline phase, we estimate \( \theta_H \) from user data via Inverse Reinforcement Learning [129, 3, 188, 107]. This method relies heavily on the approximation of all humans to a constant set of reward parameters, but we will relax this separation of estimation and control in Chapter 4.

Model Predictive Control (MPC)

Solving the incomplete information two-player game requires planning to the end of the full-time horizon. We reduce the computation required by planning for a shorter horizon of \( N \) time steps. We execute the control only for the first time step, and then re-plan for the next \( N \) at the next time step [35]. We have described the details of MPC in Chapter 2.1.

Despite our reduction to a finite time horizon, the game formulation still demands computing equilibria to the problem. Our core assumption, which we discuss next, is that this is not required for most interactions: that a simpler model of what the human does suffices.

Simplification of the Human Model

To avoid computing these equilibria, we propose to model the human as responding rationally to some fixed extrapolation of the robot’s actions. At every time step, \( t \), \( H \) computes a simple estimate of \( R \)’s plan for the remaining horizon, \( \hat{u}^{t+1:N}_R \), based on the robot’s previous actions \( u^{0:t}_R \). Then the human computes its plan \( u^t_H \) as a best response [62] to this estimate. With this simplification, we reduce the general game to a Stackelberg competition: the human computes its best outcome while holding the robots plan fixed.
Let $R_H$ be the human reward over the time horizon:

$$R_H(x_0, u_R, u_H) = \sum_{t=1}^{N} r_H(x_t, u_{Rt}, u_{Ht}), \quad (3.1)$$

then we can compute the control inputs of the human from the remainder of the horizon by:

$$u_{Ht}(x_0, u_0; t, \tilde{u}_{Rt+1:tN}) = \arg\max_{u_{Ht+1:tN}} R_H(x_t, \tilde{u}_{Rt+1:tN}, u_{Ht+1:tN}). \quad (3.2)$$

This human model would certainly not work well in adversarial scenarios, but our hypothesis, supported by our results, is that it is useful enough in day-to-day tasks to enable robots to be more effective and more fluent interaction partners.

In our work, we propose to make the human’s estimate $\tilde{u}_R$ equal to the actual robot control sequence $u_R$. Our assumption that the time horizon is short enough that the human can effectively extrapolate the robot’s course of action motivates this decision. With this presumption, the human’s plan becomes a function of the initial state and robot’s true plan:

$$u^*_H(x_0, u_R) = \arg\max_{u_H} R_H(x_t, u_R, u_H). \quad (3.3)$$

This is now an underactuated system: the robot has direct control over (can actuate) $u_R$ and indirect control over (cannot actuate but does affect) $u_H$. However, the dynamics model in our setup is more sophisticated than in typical underactuated systems because it models the response of the humans to the robot’s actions. Evaluating the dynamics model requires solving for the optimal human response, $u^*_H$.

The system is also a special case of an MDP, with the state as in the two-player game, the actions being the actions of the robot, and the world dynamics being dictated by the human’s response and the resulting change on the world from both human and robot actions.

The robot can now plan in this system to determine which $u_R$ would lead to the best outcome for the itself:

$$u^*_R = \arg\max_{u_R} R_R \left( x_0, u_R, u^*_H(x_0, u_R) \right). \quad (3.4)$$

**Planning with Quasi-Newton Optimization**

Despite the reduction to a single agent complete information underactuated system, the dynamics remain too complex to solve in real-time. We lack an analytical form for $u^*_H(x_0, u_R)$ which forces us to solve equation (3.3) each time we evaluate the dynamics.

Assuming a known human reward function $r_H$ (which we can obtain through Inverse Reinforcement Learning (IRL), see Chapter 2.2), we can solve equation (3.4) locally, using gradient-based methods. Our main contribution is agnostic to the particular optimization
method, but we use L-BFGS [11], a quasi-Newton method that stores an approximate
inverse Hessian implicitly resulting in fast convergence.

To perform the local optimization, we need the gradient of equation (3.1) with respect
to $u_R$. This gradient using chain rule would be the following:

$$
\frac{\partial R_R}{\partial u_R} = \frac{\partial R_R}{\partial u_H} \frac{\partial u_H}{\partial u_R} + \frac{\partial R_R}{\partial u_R}
$$

(3.5)

We can compute both $\frac{\partial R_R}{\partial u_H}$ and $\frac{\partial R_R}{\partial u_R}$ symbolically through back-propagation because we have a representation of $R_R$ in terms of $u_H$ and $u_R$.

What remains, $\frac{\partial u^*_H}{\partial u_R}$, is difficult to compute because $u^*_H$ is technically the outcome of a global optimization. To compute $\frac{\partial u^*_H}{\partial u_R}$, we use the method of implicit differentiation. Since $R_H$ is a smooth function whose minimum can be attained, we conclude that for the unconstrained optimization in equation (3.3), the gradient of $R_H$ with respect to $u_H$ evaluates to 0 at its optimum $u^*_H$:

$$
\frac{\partial R_H}{\partial u_H} (x^0, u_R, u^*_H(x^0, u_R)) = 0
$$

(3.6)

Now, we differentiate the expression in equation (3.6) with respect to $u_R$:

$$
\frac{\partial^2 R_H}{\partial u_H^2} \frac{\partial u^*_H}{\partial u_R} + \frac{\partial^2 R_H}{\partial u_H \partial u_R} \frac{\partial u_R}{\partial u_R} = 0
$$

(3.7)

Finally, we solve for a symbolic expression of $\frac{\partial u^*_H}{\partial u_R}$:

$$
\frac{\partial u^*_H}{\partial u_R} = \left[ \frac{\partial^2 R_H}{\partial u_H^2} \right]^{-1} \left[ - \frac{\partial^2 R_H}{\partial u_H \partial u_R} \right]
$$

(3.8)

and insert it into equation (3.5), providing an expression for the gradient $\frac{\partial R_R}{\partial u_R}$.

**Offline Estimation of Human Reward Parameters**

Thus far, we have assumed access to $r_H(x^t, u^t_R, u^t_H)$. In our implementation, we learn this reward function from human data. We collect demonstrations of a driver in a simulation environment, and use Inverse Reinforcement Learning [129, 3, 188, 107, 165, 98] to recover a reward function that explains the demonstrations.

To handle continuous state and actions space, and cope with noisy demonstrations that are perhaps only locally optimal, we use continuous inverse optimal control with locally optimal examples (Chapter 2.2).

Despite the simplicity of our features and robot actions during the demonstrations, the learned human model proved sufficient for the planner to produce human-interpretable behavior (case studies in Section 3.3), and actions which affected human action in the desired way (user study in Section 3.4).
Figure 3.1: Driving scenarios. In (a), the car plans to merge in front of the human in order to make them slow down. In (b), the car plans to direct the human to another lane, and uses its heading to choose which lane the human will go to. In (c), the car plans to back up slightly in order to make the human proceed first at the intersection. None of these plans use any hand coded strategies. They emerge out of optimizing with a learned model of how humans react to robot actions. In the training data for this model, the learned was never exposed to situations where another car stopped at an orientation as in (b), or backed up as in (c). However, by capturing human behavior in the form of a reward, the model is able to generalize to these situations, enabling the planner to find creative ways of achieving the desired effects.

Implementation Details

In our implementation, we used the software package Theano [26, 19] to symbolically compute all Jacobians and Hessians. Theano optimizes the computation graph into efficient C code, which is crucial for real-time applications.

This implementation enables us to solve each step of the optimization in approximately 0.3 seconds for horizon length $N = 5$ on a 2.3 GHz Intel Core i7 processor with 16 GB RAM. Future work will focus on achieving better computation time and a longer planning horizon.

3.3 Case Studies with Offline Estimation

We noted earlier that the state of the art autonomous driving plans conservatively because of its simple assumptions regarding the environment and vehicles on the road. In our experiments, we demonstrate that an autonomous vehicle can purposefully affect human drivers, and can use this ability to gather information about the human’s driving style and goals.
In this section, we introduce 3 driving scenarios, and show the result of our planner assuming a simulated human driver, highlighting the behavior that emerges from different robot reward functions. In the next section, we test the planner with real users and measure the effects of the robot’s plan. Figure 3.1 illustrates our three scenarios, and contains images from the actual user study data.

Conditions for Analysis Across Scenarios

In all three scenarios, we start from an initial position of the vehicles on the road, as shown in Figure 3.1. In the control condition, we give the car a reward function similar to the learned \( R_H \), i.e., a linear combination of the features discussed in Chapter 2.2. Therefore, this reward function is to avoid collisions and have high velocity. We refer to this as \( R_{control} \). In the experimental condition, we augment this reward function with a term corresponding to a desired human action (e.g. low speed, lateral position, etc.). We refer to this as \( R_{control} + R_{affect} \). Section 3.3 contrast the two plans for each of our three scenarios, and then show what happens when instead of explicitly giving the robot a reward function designed to trigger certain effects on the human, we simply task the robot with reaching a destination as quickly as possible.

Scenario 1: Make Human Slow Down

In this highway driving setting, we demonstrate that an autonomous vehicle can plan to cause a human driver to slow down. The vehicles start at the initial conditions depicted on left in Figure 3.1 (a), in separate lanes. In the experimental condition, we augment the robot’s reward with the negative of the square of the human velocity, which encourages the robot to slow the human down.

Figure 3.1 (a) contrasts our two conditions. In the control condition, the human moves forward uninterrupted. In the experimental condition, however, the robot plans to move in front of the person, anticipating that this will cause the human to brake.

Scenario 2: Make Human Go Left/Right

In this scenario, we demonstrate that an autonomous vehicle can plan to affect the human’s lateral location, making the human switch lanes. The vehicles start at the initial conditions depicted on left in Figure 3.1 (b), in the same lane, with the robot ahead of the human. In the experimental condition, we augment the robot’s reward with the lateral position of the human, in two ways, to encourage the robot to make the human go either left (orange border image) or right (blue border image). The two reward additions are shown in Figure 3.2(a) and (b).

Figure 3.1 (b) contrasts our two conditions. In the control condition, the human moves forward, and might decide to change lanes. In the experimental condition, however, the robot
Figure 3.2: Heat map of the reward functions in scenarios 2 and 3. The warmer colors show higher reward values. In (a), (b), the reward function of the autonomous vehicle is plotted, which is a function of the human driven vehicle’s position. In order to affect the driver to go left, the reward is higher on the left side of the road in (a), and to affect the human to go right in (b), the rewards are higher on the right side of the road. In (c), the reward of the autonomous vehicle is plotted for scenario 3 with respect to the position of the human driven car. Higher rewards correspond to making the human cross the intersection.

plans to intentionally occupy two lanes (using either a positive or negative heading), anticipating this will make the human avoid collision by switching into the unoccupied lane.

**Scenario 3: Make Human Go First**

In this scenario, we demonstrate that an autonomous vehicle can plan to cause the human to proceed first at an intersection. The vehicles start at the initial conditions depicted on the left in Figure 3.1 (c), with both human and robot stopped at the 4-way intersection. In the experimental condition, we augment the robot’s reward with a feature based on the $y$ position of the human car $y_H$ relative to the middle of the intersection $y_0$. In particular, we used the hyperbolic tangent of the difference, $\tanh(y_H - y_0)$. The reward addition is shown in Figure 3.2 (c).

Figure 3.1 (c) contrasts our two conditions. In the control condition, the robot proceeds in front of the human. In the experimental condition, however, the robot plans to intentionally reverse slightly, anticipating that this will induce the human cross first. We might interpret such a trajectory as communicative behavior, but communication was never explicitly encouraged in the reward function. Instead, the goal of affecting human actions led to this behavior.

Reversing at an intersection is perhaps the most surprising result of the three scenarios, because it is not an action human drivers take. In spite of this novelty, our user study
Figure 3.3: A time lapse where the autonomous vehicle’s goal is to reach a final point in the left lane. In the top scenario, the autonomous vehicle has a simple model of the human driver that does not account for the influence of its actions on the human actions, so it acts more defensively, waiting for the human to pass first. In the bottom, the autonomous vehicle uses the learned model of the human driver, so it acts less defensively and reaches its goal faster.

suggests that human drivers respond in the expected way: they proceed through the intersection. Further, pedestrians sometimes exhibit behavior like the robot’s, stepping back from an intersection in order to let a car pass first.

Behaviors Also Emerge from Efficiency

Thus far, we have explicitly encoded a desired effect on human actions, and optimized it as a component of the robot’s reward. We have also found, however, that behaviors like those we have seen so far can emerge out of the need for efficiency.

Figure 3.3 (bottom) shows the generated plan for when the robot is given the goal to reach a point in the left lane as quickly as possible (reward shown in Figure 3.4). By modeling the effects its actions have on the human actions, the robot plans to merge in front of the person, expecting that they will slow down.

In contrast, the top of the figure shows the generated plan for when the robot uses a simple (constant velocity) model of the person. In this case, the robot assumes that merging in front of the person can lead to a collision, and defensively waits for the person to pass, merging behind them.

We hear about this behavior often in autonomous cars today: they are defensive. Enabling them to plan in a manner that is cognizant that they can affect other driver actions can make them more efficient at achieving their goals.
Figure 3.4: Heat map of reward function for reaching a final goal at the top left of the road. As shown in the figure, the goal position is darker showing more reward for reaching that point.

The Robot Behavior Adapts to the Situation

Throughout the case studies, we see examples of coordination behavior that emerges out of planning in our system: going in front of someone knowing they will brake, slowing and nudging into another lane to incentivize a lane change, or backing up to incentivize that the human proceeds first through an intersection. Such behaviors could possibly be hand-engineered for those particular situations rather than autonomously plan. However, we advocate that the need to plan comes from versatility: from the fact that the planner can adapt the exact strategy to each situation.

Figure 3.5 shows a spectrum of behaviors for the robot depending on where it starts relative to the human: from merging behind the person, to not merging, to merging in front.

3.4 User Study with Offline Estimation

The previous section showed the robot's plans when interacting with a simulated user that perfectly fits the robot's model of the human. Next, we present the results of a user study that evaluates whether the robot can successfully have the desired effects on real users.
Figure 3.5: The robot adapts its merging behavior depending on the relative position of the person: it does not always cut the person off; sometimes it merges behind the person, and if it starts too close (depending on how the reward function is set up) it will not merge at all.

**Experimental Design**

We use the same 3 scenarios as in the previous section.

**Manipulated Factors.** We manipulate a single factor: the *reward* that the robot is optimizing, as described in Section 3.3. This leads to two conditions: the *experimental* condition where the robot is encouraged to have a particular effect on human state though the reward $R_{\text{control}} + R_{\text{affect}}$, and the *control* condition where that aspect is left out of the reward function and the robot is optimizing only $R_{\text{control}}$ (three conditions for Scenario 2, where we have two experimental conditions, one for the left case and one for the right case).

**Dependent Measures.** For each scenario, we measure the value along the user trajectory of the feature added to the reward function for that scenario, $R_{\text{affect}}$. Specifically, we measure the human’s negative squared velocity in Scenario 1, the human’s x axis location relative to center in Scenario 2, and whether the human went first or not through the intersection in Scenario 3 (i.e. a filtering of the feature that normalizes for difference in...
CHAPTER 3. LEVERAGING EFFECTS ON HUMAN ACTIONS

Timing among users and measures the desired objective directly).

**Hypothesis.** We hypothesize that our method enables the robot to achieve the effects it desires not only in simulation, but also when interacting with real users:

*The reward function that the robot is optimizing has a significant effect on the measured reward during interaction. Specifically, $R_{affect}$ is higher, as planned, when the robot is optimizing for it.*

**Subject Allocation.** We recruited 10 participants (2 female, 8 male). All the participants owned drivers license with at least 2 years of driving experience. We ran our experiments using a 2D driving simulator, we have developed with the driver input provided through driving simulator steering wheel and pedals (see Chapter 2.4).

**Analysis**

**Scenario 1:** A repeated measures ANOVA showed the square speed to be significantly lower in the experimental condition than in the control condition ($F(1, 160) = 228.54, p < 0.0001$). This supports our hypothesis: the human moved slower when the robot planned to have this effect on the human.

We plot the speed and latitude profile of the human driven vehicle over time for all trajectories in Figure 3.6. Figure 3.6(a) shows the speed profile of the control condition trajectories in gray, and of the experimental condition trajectories in orange. Figure 3.6(b) shows the mean and standard error for each condition. In the control condition, human squared speed keeps increasing. In the experimental condition however, by merging in front of the human, the robot is triggering the human to brake and reduce speed, as planned. The purple trajectory represents a simulated user that perfectly matches the robot’s model, showing the ideal case for the robot. The real interaction moves significantly in the desired direction, but does not perfectly match the ideal model, since real users do not act exactly as the model would predict.

The figure also plots the $y$ position of the vehicles along time, showing that the human has not travelled as far forward in the experimental condition.

**Scenario 2:** A repeated measures ANOVA showed a significant effect for the reward factor ($F(2, 227) = 55.58, p < 0.0001$). A post-hoc analysis with Tukey HSD showed that both experimental conditions were significantly different from the control condition, with the user car going more to the left than in the control condition when $R_{affect}$ rewards left user positions ($p < 0.0001$), and more to the right in the other case ($p < 0.001$). This supports our hypothesis.

We plot all the trajectories collected from the users in Figure 3.7. Figure 3.7(a) shows the control condition trajectories in gray, while the experimental conditions trajectories are shown in orange (for left) and blue (for right). By occupying two lanes, the robot triggers an avoid behavior from the users in the third lane. Here again, purple curves show a simulated user, i.e. the ideal case for the robot.
Figure 3.6: Speed profile and latitude of the human driven vehicle for Scenario 1. The first column shows the speed of all trajectories with its mean and standard errors in the bottom graph. The second column shows the latitude of the vehicle over time; similarly, with the mean and standard errors. The gray trajectories correspond to the control condition, and the orange trajectories correspond to the experimental condition: the robot decides to merge in front of the users and succeeds at slowing them down. The purple plot corresponds to a simulated user that perfectly matches the model that the robot is using.
Figure 3.7: Trajectories of the human driven vehicle for Scenario 2. The first column (a) shows all the trajectories, and the second column (b) shows the mean and standard error. Orange (blue) indicates conditions where the reward encouraged the robot to affect the user to go left (right).

Scenario 3: An ordinal logistic regression with user as a random factor showed that significantly more users went first in the intersection in the experimental condition than in the baseline ($\chi^2(1, 129) = 106.41, p < .0001$). This supports our hypothesis.

Figure 3.8 plots the $y$ position of the human driven vehicle with respect to the $x$ position of the autonomous vehicle. For trajectories that have a higher $y$ position for the human vehicle than the $x$ position for the robot, the human car has crossed the intersection before the autonomous vehicle. The lines corresponding to these trajectories travel above the origin, which is shown with a blue square in this figure. The mean of the orange lines travel above the origin, which means that the autonomous vehicle has successfully affected the humans to cross first. The gray lines travel below the origin, i.e. the human crossed second.

Overall, our results suggest that the robot was able to affect the human state in the
3.5 Chapter Summary

In this chapter, we formalized the interaction between an autonomous (robot) vehicle and a human driver as a dynamical system, in which the actions of the robot affect those of the human and vice-versa. We introduced an approximate solution that enables the robot to optimize its own reward within this system. The resulting plans can purposefully modify human behavior, and can achieve the robot’s goal more efficiently. Our user study suggests that this is not only true in simulation, but also true when tested with real users.

Like any research, our work is limited in many ways. All this work happened in a simple driving simulator. To put this on the road, we will need more emphasis on safety, as well as a longer planning horizon. The former involves the use of formal methods and safe control as well as better models of users: not all drivers act the same. Using a probabilistic dynamics model as opposed to planning with the most probable human actions, as well as estimating driving style, will be important next steps that we discuss.
in the future chapters.

An even bigger limitation is that we currently focus on a single human driver. Looking to the interaction among multiple vehicles is not just a computational challenge, but also a modeling one— it is not immediately clear how to formulate the problem when multiple human-driven vehicles are interacting and reacting to each other. We address some of these limitations such as use of formal methods for safe control and estimating driving style in the future chapters.

Despite these limitations, we are encouraged to see autonomous cars generate human-interpretable behaviors though optimization, without relying on hand-coded heuristics. We also look forward to applications of these ideas beyond autonomous driving, to mobile robots, UAVs, and in general to human-robot interactive scenarios where robot actions can influence human actions.
Imagine driving on the highway. Another driver is in the lane next to you, and you need to switch lanes. Some drivers are aggressive and they will never brake to let you in. Others are more defensive and would gladly make space for you. You don’t know what kind of driver this is, so you decide to gently nudge in towards the other lane to test their reaction. At an intersection, you might nudge in to test if the other driver is distracted and they might just let you go through (Figure 6.1 bottom left). Our goal in this chapter is to extend the optimization based approach of Chapter 3 to give robots the capability to differentiate between human agents and plan accordingly.

In general, human behavior is affected by internal states that a robot would not have direct access to: intentions, goals, preferences, objectives, driving style, etc. Work in robotics and perception has focused thus far on estimating these internal states by providing algorithms with observations of humans acting, be it intent prediction [189, 111, 47, 16, 17, 131], driver style prediction [102], affective state prediction [99], or activity recognition [172].

Human state estimation has also been studied in the context of human-robot interaction tasks. Here, the robot’s reward function depends (directly or indirectly) on the human internal state, e.g., on whether the robot is able to adapt to the human’s plan or preferences. Work in assistive teleoperation or in human assistance has cast this problem as a Partially Observable Markov Decision Process, in which the robot does observe the physical state of the world but not the human internal state — that it has to estimate from human actions. Because POMDP solvers are not computationally efficient, the solutions proposed thus far use the current estimate of the internal state to plan (either using the most likely estimate, or the entire current belief), and adjust this estimate at every step [81, 58, 18]. Although efficient, these approximations sacrifice an important aspect of POMDPs: the ability to actively gather information.

*Our key insight is that robots can leverage their own actions to estimate the human*
Figure 4.1: We enable robots to generate actions that actively probe humans in order to find out their internal state. We apply this to autonomous driving. In this example, the robot car (yellow) decides to inch forward in order to test whether the human driver (white) is attentive. The robot expects drastically different reactions to this action (bottom right shows attentive driver reaction in light orange, and distracted driver reaction in dark orange). We conduct a user study in which we let drivers pay attention or distract them with cellphones in order to put this state estimation algorithm to the test.

Rather than relying on passive observations, robots can actually account for the fact that humans will react to their actions: they can use this knowledge to select actions that will trigger human reactions which in turn will clarify the internal state.

In this chapter, we make two contributions:

**An Algorithm for Active Information Gathering over Human Internal State.** We introduce an algorithm for planning robot actions that have high expected information gain. Our algorithm uses a reward-maximization model of how humans plan their actions in response to those of the robot's [159], and leverages the fact that different human internal states will lead to different human reactions to speed up estimation. Figure 6.1 shows an example of the anticipated difference in reaction between a distracted and an attentive driver.
Application to Driver Style Estimation. We apply our algorithm to estimating a human driver’s style during the interaction of an autonomous vehicle with a human-driven vehicle. Results in simulation as well as from a user study suggest that our algorithm’s ability to leverage robot actions for estimation leads to significantly higher accuracy in identifying the correct human internal state. The autonomous car plans actions like inching forward at an intersection (Figure 6.1), nudging into another car’s lane, or braking slightly in front of a human-driven car, all to estimate whether the human driver is attentive.

4.1 Extension to Online Estimation of the Human Model

In Chapter 3, we described the incomplete information two-player game model of the interaction between the human and robot, and in our approximate solution, we treated the human’s reward function as estimated once, offline. This has worked well in our user study on seeking specific coordination effects on the human, like slowing down or going first through the intersection. But in general, this is bound to run into problems, because not all people behave according to the same estimated $\theta_H$.

Different drivers have different driving styles. Some are very defensive, more so than our learned model. Others are much more aggressive, and for instance would not actually brake when the car merges in front of them. Even for the same driver, their style might change over time, for instance when they get distracted on their phone.

In this chapter, we relax our assumption of an offline estimation of the human’s reward parameters $\theta_H$. Instead, we explore estimating this online. We introduce an algorithm which maintains a belief over a space of candidate reward functions, and enable the robot to perform inference over this space throughout the interaction. We maintain tractability by clustering possible $\theta_H$s into a few options that the robot maintains a belief over.

A POMDP with Human Reward as the Hidden Variable

The human’s actions are influenced by their internal reward parameters $\theta_H$ that the robot does not directly observe. So far, we estimated $\theta_H$ offline and solved an underactuated system, a special case of an MDP. Now, we want to be able to adapt our estimate of $\theta_H$ online, during interaction. This turns the problem into a partially observable Markov decision process (POMDP) with $\theta_H$ as the hidden state. By putting $\theta_H$ in the state, we now have a known dynamics model like in the underactuated system before for the robot and the human state, and we assume $\theta_H$ to remain fixed regardless of the robot’s actions.

If we could solve the POMDP, the robot would estimate $\theta_H$ from the human’s actions, optimally trading off between exploiting its current belief over $\theta_H$ and actively taking information gathering actions intended to cause human reactions, which result in a better estimate of $\theta_H$. 
Because POMDPs cannot be solved tractably, several approximations have been proposed for similar problem formulations [81, 102, 58]. These approximations are passively estimating the human internal state, and exploiting the belief to plan robot actions.\footnote{One exception is Nikolaidis et al. [132], who propose to solve the full POMDP, albeit for discrete and not continuous state and action spaces.}

In this work, we take the opposite approach: we focus explicitly on active information gathering. Our formulation enables the robot to choose to actively probe the human, and thereby improve its estimate of $\theta_H$. We leverage this method in conjunction with exploitation methods, but the algorithm we present may also be used alone if human internal state (reward parameters) estimation is the robot’s primary objective.

**Simplification to Information Gathering**

We denote a belief in the value of the hidden variable, $\theta$, as a distribution $b(\theta)$, and update this distribution according to the likelihood of observing a particular human action, given the state of the world and the human internal state:

$$b^{t+1}(\theta) \propto b^t(\theta) \cdot P(u_H^t | x^t, u_R, \theta). \quad (4.1)$$

In order to update the belief $b$, we require an observation model. Similar to before, we assume that actions with lower reward are exponentially less likely, building on the principle of maximum entropy [188]:

$$P(u_H | x, u_R, \theta) \propto \exp \left( R_{-H}^\theta(x^0, u_R, u_H) \right). \quad (4.2)$$

To make explicit our emphasis on taking actions which effectively estimate $\theta$, we redefine the robot’s reward function to include an information gain term, i.e., the difference between entropies of the current and updated beliefs: $H(b^t) - H(b^{t+1})$. The entropy over the belief $H(b)$ evaluates to:

$$H(b) = -\frac{\sum_\theta b(\theta) \log(b(\theta))}{\sum_\theta b(\theta)}. \quad (4.3)$$

We now optimize our expected reward with respect to the hidden state $\theta$, and this optimization explicitly entails reasoning about the effects that the robot actions will have on the observations, i.e., the actions that the human will take in response, and how useful these observations will be in shattering ambiguity about $\theta$.

**Explore-Exploit Trade-Off**

In practice, we use information gathering in conjunction with exploitation. We do not solely optimize the information gain term $H(b^t) - H(b^{t+1})$, but optimize it in conjunction with the robot’s actual reward function assuming the current estimate of $\theta$: 
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\[
R_{\mathcal{R}}^{\text{augmented}}(x^t, u_{\mathcal{R}}, u_{\mathcal{H}}) = \lambda(H(b^t) - H(b^{t+1})) + R_{\mathcal{R}}(x^t, u_{\mathcal{R}}, u_{\mathcal{H}}, b^t)
\]  

(4.4)

At the very least, we do this as a measure of safety, e.g., we want an autonomous car to keep avoiding collisions even when it is actively probing a human driver to test their reactions. We choose \(\lambda\) experimentally, though existing techniques that can better adapt \(\lambda\) over time [173].

**Solution via Model Predictive Control**

To find the control inputs for the robot we locally solve:

\[
u_{\mathcal{R}}^* = \arg \max_{u_{\mathcal{R}}} \mathbb{E}_\theta \left[ R_{\mathcal{R}} \left( x^0, u_{\mathcal{R}}, u_{\mathcal{H}}^{\theta}(x^0, u_{\mathcal{R}}) \right) \right]
\]

(4.5)

over a finite horizon \(N\), where \(u_{\mathcal{H}}^{\theta}(x^0, u_{\mathcal{R}})\) corresponds to the actions the human would take from state \(x^0\) if the robot executed actions \(u_{\mathcal{R}}\). This objective generalizes equation (3.4) with an expectation over the current belief over \(\theta, b^0\).

We still assume that the human maximizes their own reward function, \(r_H^\theta(x^t, u_{\mathcal{R}}^t, u_{\mathcal{H}}^t)\); we add the superscript \(\theta\) to indicate the dependence on the hidden state. We can write the sum of human rewards over horizon \(N\) as:

\[
R_H^{\theta}(x^0, u_{\mathcal{R}}, u_{\mathcal{H}}) = \sum_{t=0}^{N-1} r_H^\theta(x^t, u_{\mathcal{R}}^t, u_{\mathcal{H}}^t)
\]

(4.6)

Computing this over the continuous space of possible reward parameters \(\theta\) is intractable even with discretization. Instead, we learn clusters of \(\theta\)s offline via IRL, and online use estimation to figure out which cluster best matches the human.

Despite optimizing the trade-off in equation (4.4), we do not claim that our method as-is can better solve the general POMDP formulation: only that it can be used to get better estimates of human internal state. Different tradeoffs \(\lambda\) will result in different performance. Our results below emphasize the utility of gathering information, but also touch on the implications for active information gathering on \(R_{\mathcal{R}}\).

**4.2 Case Studies with Online Estimation**

In this section, we show simulation results that use the method from this chapter to estimate human driver type in the interaction between an autonomous vehicle and a human-driven vehicle. We consider three different autonomous driving scenarios. In these scenarios, the human is either distracted or attentive during different driving experiments.
The scenarios are shown in Figure 6.3, where the yellow car is the autonomous vehicle, and the white car is the human driven vehicle. Our goal is to plan to actively estimate the human’s driving style in each one of these scenarios, by using the robot’s actions.

**Attentive vs. Distracted Human Driver Models**

Our technique requires reward functions $r_{\theta}^H$ that model the human behavior for a particular internal state $\theta$. We obtain a generic driver model via continuous inverse optimal control with locally optimal examples [107] from demonstrated trajectories in a driving simulator in an environment with multiple autonomous cars, which followed precomputed routes, similar to the previous chapter and as described in Chapter 2.2.

We then adjust the learned weights to model attentive vs. distractive drivers. Specifically, we modify the weights of the collision avoidance features, so the distracted human model has less weight for these features. Therefore, the distracted driver is more likely to collide with the other cars while the attentive driver has high weights for the collision avoidance feature. In future work, we plan to investigate ways of automatically clustering learned $\theta_H$s from data from different users, but we show promising results even with these simple options.

**Manipulated Factors**

We manipulate the reward function that the robot is optimizing. In the passive condition, the robot optimizes a simple reward function for collision avoidance based on the current belief estimate. It then updates this belief passively, by observing the outcomes of its actions at every time step. In the active condition, the robot trades off between this reward function and information gain in order to explore the human’s driving style.

We also manipulate the human internal reward parameters to be attentive or distracted. The human is simulated to follow the ideal model of reward maximization for our two rewards.

**Scenarios and Qualitative Results**

**Scenario 1: Nudging In to Explore on a Highway.** In this scenario, we show an autonomous vehicle actively exploring the human’s driving style in a highway driving setting. We contrast the two conditions in Figure 6.3(a). In the passive condition, the autonomous car drives on its own lane without interfering with the human throughout the experiment, and updates its belief based on passive observations gathered from the human car. However, in the active condition, the autonomous car actively probes the human by nudging into her lane in order to infer her driving style. An attentive human significantly slows down (timid driver) or speeds up (aggressive driver) to avoid the vehicle, while a distracted driver might not realize the autonomous actions and maintain their velocity, getting closer to the
Figure 4.2: Our three scenarios, along with a comparison of robot plans for passive estimation (gray) vs active information gathering (orange). In the active condition, the robot is purposefully nudging in or braking to test human driver attentiveness. The color of the autonomous car in the initial state is yellow, but changes to either gray or orange in cases of passive and active information gathering respectively.

**autonomous vehicle.** It is this difference in reactions that enables the robot to better estimate $\theta$.

**Scenario 2: Braking to Explore on a Highway.** In the second scenario, we show the driving style can be explored by the autonomous car probing the human driver behind it. The two vehicles start in the same lane as shown in Figure 6.3(b), where the autonomous car is in the front. In the passive condition, the autonomous car drives straight without exploring or enforcing any interactions with the human driven vehicle. In the active condition, the robot slows down to actively probe the human and find out her driving style. An attentive human would slow down and avoid collisions while a distracted human will have a harder time to keep safe distance between the two cars.

**Scenario 3: Nudging In to Explore at an Intersection.** In this scenario, we consider the two vehicles at an intersection, where the autonomous car actively tries to explore human’s driving style by nudging into the intersection. The initial conditions of the vehicles are shown in Figure 6.3(c). In the passive condition, the autonomous car stays at its position without probing the human, and only optimizes for collision avoidance. This provides limited observations from the human car resulting in a low confidence belief distribution. In the active condition, the autonomous car nudges into the intersection to probe the driving style of the human. An attentive human would slow down to stay safe at the intersection while a distracted human will not slow down.
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Quantitative Results

Throughout the remainder of this chapter, we use a common color scheme to plot results for our experimental conditions. We show this common scheme in Figure 4.3: darker colors (black and red) correspond to attentive humans, and lighter colors (gray and orange) correspond to distracted humans. Further, the shades of orange correspond to active information gathering, while the shades of gray indicate passive information gathering. We also use solid lines for real users, and dotted lines for scenarios with an ideal user model learned through inverse reinforcement learning.

Figure 4.4 plots, using dotted lines, the beliefs over time for the attentive (left) and distracted (right) conditions, comparing in each the passive (dotted black and gray respectively) with the active method (dotted dark orange and light orange respectively). In every situation, the active method achieves a more accurate belief (higher values for attentive on the left, when the true $\theta$ is attentive, and lower values on the right, when the true $\theta$ is distracted). In fact, passive estimation sometimes incorrectly classifies drivers as attentive when they are distracted and vice-versa.

The same figure also shows (in solid lines) results from our user study of what happens when the robot no longer interacts with an ideal model. We discuss these in the next section.

Figure 4.5 and Figure 5.6 plot the corresponding robot and human trajectories for each scenario. The important takeaway from these figures is that there tends to be a larger gap between attentive and distracted human trajectories in the active condition (orange shades) than in the passive condition (gray shades), especially in scenarios 2 and 3. It is this difference that helps the robot better estimate $\theta$: the robot in the active condition is purposefully choosing actions that will lead to large differences in human reactions, in order to more easily determine the human driving style.
Figure 4.4: The probability that the robot assigns to attentive as a function of time, for the attentive (left) and distracted (right). Each plot compares the active algorithm to passive estimation, showing that active information gathering leads to more accurate state estimation, in simulation and with real users.
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Figure 4.5: Robot trajectories for each scenario in the active information gathering condition. The robot acts differently when the human is attentive (dark orange) vs. when the human is distracted (light orange) due to the trade-off with safety.

Figure 4.6: The user trajectories for each scenario. The gap between attentive and distracted drivers' actions is clear in the active information gathering case (first row).
Figure 4.7: Effect of varying the initial condition (relative $y$ position) in the active merge scenario. The robot adapts to merge when feasible and avoid otherwise. The human is attentive in all cases.

**Robot Behavior Adapts to the Situation**

As Figure 4.5 suggests, active info gathering results in interesting coordination behavior. In Scenario 1, the robot decides to nudge into the person’s lane. But what follows next nicely reacts to the person’s driving style. The robot proceeds with the merge if the person is attentive, but actually *goes back to its lane* if the person is distracted. Even more interesting is what happens in Scenario 3 at the 4-way-stop. The robot inches forward into the intersection, and proceeds if the person is attentive, but actually *goes back* to allow the person through if they are distracted! These all emerge as the optima in our system.

The behavior also naturally changes as the initial state of the system changes. Figure 4.7 shows different behaviors arising from an attentive driver model but different initial position of the human driver. This shows that even for the same driver model, the robot intelligently adapts its coordination behavior to the situation, sometimes deciding to merge but sometimes not.

This is particularly important, because it might be easy to handcode these coordination strategies for a particular situation. *Much like in the offline estimation case, the robot not only comes up with these strategies, but actually adapts them depending on the situation – the driver*
Figure 4.8: Active info gathering improves the robot’s ability to efficiently achieve its goal in the case when the human is attentive: where a passive estimator never gets enough information to know that the person is paying attention, an active estimator nudges in, updates its belief, and proceeds with the merge. At the same time, active info gathering does not hurt too much when the person is distracted: the robot nudges in slightly (this does decrease its reward relative to the passive case, but not by much), updates its belief, and retreats to its lane.

Active Information Gathering Helps the Robot’s Actual Reward

So far, we have looked at how active information gathering improves estimation of the driver model. This is useful in itself in situations where human internal state estimation is the end-goal. But it is also useful for enabling the robot to better achieve its goal.

Intuitively, knowing the human driving style more accurately should improve the robot’s ability to collect reward. For instance, if the robot starts unsure of whether the human is paying attention or not, but collects enough evidence that she is, then the robot can safely merge in front of the person and be more efficient. Of course, this is not always
Figure 4.9: Active information gathering behavior when the robot’s goal is to merge into the left lane for different values of $\lambda$, together with the reward the robot obtains. $\lambda = 0$ results in low reward because the robot does not figure out that the person is attentive and does not merge. A small $\lambda$ hurts the reward because the information gathering costs but does not buy anything. For higher values, the robot gets enough information that it forces a merge in front of the human.

the case. If the person is distracted, then the information gathering actions could be a waste because the robot ends up not merging anyway.

Figure 4.8 shows what happens in the merging scenario: the robot gains more reward compared to passive estimation by doing information gathering with attentive drivers, because it figures out it is safe to merge in front of them; the robot looses some reward compared to passive estimation with distracted drivers, because it makes the effort to nudge in but has to retreat back to its lane anyway because it cannot merge.

Of course, all this depends on choosing $\lambda$, the tradeoff between exploitation and exploration (information gain). Figure 4.9 shows the effect of $\lambda$ has on the robot’s goal reward (not its information gain reward), which shows that not all $\lambda$s are useful. In other situations, we would also expect to see a large decrease in reward from too much weight on information gain.
Beyond Driving Style: Active Intent Inference

Driving style is not the only type of human internal state that our method enables robots to estimate. If the human has a goal, e.g. of merging into the next lane or not, or of exiting the highway or not, the robot could estimate this as well using the same technique.

Each possible goal corresponds to a feature. When estimating which goal the human has, the robot is deciding among $\theta$s which place weight on only one of the possible goal features, and 0 on the others. Figure 4.10 shows the behavior that emerges from estimating whether the human wants to merge into the robot’s lane. In the passive case, the human is side by side with the robot. Depending on the driving style, they might slow down slightly, accelerate slightly, or start nudging into the robot’s lane, but since the observation model is noisy the robot does not get quite enough confidence in the human’s intent early on. Depending on the robot’s reward, it might take a long time before the person can merge. In the active case, the robot decides to probe the person by slowing down and shifting away from the person in order to make room. It then becomes optimal for the person wanting to merge to start shifting towards the robot’s lane, giving the robot enough information now to update its belief. In our experiment, we see that this is enough for the person to be able to complete the merge faster, despite the robot not having any incentive to help the person in its reward.

4.3 User Study with Online Estimation

In the previous section, we explored planning for an autonomous vehicle that actively probes a human’s driving style, by braking or nudging in and expecting to cause reactions from the human driver that would be different depending on their style. We showed that active exploration does significantly better at distinguishing between attentive and distracted drivers using simulated (ideal) models of drivers. Here, we show the results of a user study that evaluates this active exploration for attentive and distracted human drivers.

Experimental Design

We use the same three scenarios discussed in the previous section.

Manipulated Factors. We manipulated the same two factors as in our simulation experiments: the reward function that the robot is optimizing (whether it is optimizing its reward through passive state estimation, or whether it is trading off with active information gathering), and the human internal state (whether the user is attentive or distracted). We asked our users to pay attention to the road and avoid collisions for the attentive case, and asked our users to play a game on a mobile phone during the distracted driving experiments.

Dependent Measure. We measured the probability that the robot assigned along the way to the human internal state.
Figure 4.10: Actively estimating the human’s intent (whether they want to merge in the right lane or not). The robot slows down and shifts slightly away from the person, which would make someone who wants to merge proceed. This could be useful for robots trying to optimize for the good of all drivers (rather than for their selfish reward function).
Hypothesis. The active condition will lead to more accurate human internal state estimation, regardless of the true human internal state.

Subject Allocation. We recruited 8 participants (2 female, 6 male) in the age range of 21-26 years old. All participants owned a valid driver license and had at least 2 years of driving experience. We ran the experiments using a 2D driving simulator with the steering input and acceleration input provided through a steering wheel and a pedals as shown in Figure 6.1 and described in Chapter 2.4. We used a within-subject experiment design with counterbalanced ordering of the four conditions.

Analysis

We ran a factorial repeated-measures ANOVA on the probability assigned to “attentive”, using reward (active vs passive) and human internal state (attentive vs distracted) as factors, and time and scenario as covariates. As a manipulation check, attentive drivers had significantly higher estimated probability of “attentive” associated than distracted drivers (.66 vs .34, $F = 3080.3$, $p < .0001$). More importantly, there was a significant interaction effect between the factors ($F = 1444.8$, $p < .000$). We ran a post-hoc analysis with Tukey HSD corrections for multiple comparisons, which showed all four conditions to be significantly different from each other, all contrasts with $p < .0001$. In particular, the active information gathering did end up with higher probability mass on “attentive” than the passive estimation for the attentive users, and lower probability mass for the distracted user. This supports our hypothesis that our method works, and active information gathering is better at identifying the correct state.

Figure 4.4 compares passive (grays and blacks) and active (light and dark oranges) across scenarios and for attentive (left) and distracted (right) users. It plots the probability of attentive over time, and the shaded regions correspond to standard error. From the first column, we can see that our algorithm in all cases detects human’s attentiveness with much higher probably than the passive information gathering technique shown in black. From the second column, we see that our algorithm places significantly lower probability on attentiveness, which is correct because those users were distracted users. These are in line with the statistical analysis, with active information gathering doing a better job estimating the true human internal state.

Figure 4.5 plots the robot trajectories for the active information gathering setting. Similar to Figure 4.4, the solid lines are the mean of robot trajectories and the shaded regions show the standard error. We plot a representative dimension of the robot trajectory (like position or speed) for attentive (dark orange) or distracted (light orange) cases. The active robot probed the user, but ended up taking different actions when the user was attentive vs. distracted in order to maintain safety. For example, in Scenario 1, the trajectories show the robot is nudging into the human’s lane, but the robot decides to move back to its own lane when the human drivers are distracted (light orange) in order to stay safe. In Scenario 2, the robot brakes in front of the human, but it brakes less when
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the human is distracted. Finally, in Scenario 3, the robot inches forward, but again it stops when if the human is distracted, and even backs up to make space for her.

Figure 5.6 plots the user trajectories for both active information gathering (first row) and passive information gathering (second row) conditions. We compare the reactions of distracted (light shades) and attentive (dark shades) users. There are large differences directly observable, with user reactions tending to indeed cluster according to their internal state. These differences are much smaller in the passive case (second row, where distracted is light gray and attentive is black). For example, in Scenario 1 and 2, the attentive users (dark orange) keep a larger distance to the car that nudges in front of them or brakes in front of them, while the distracted drivers (light orange) tend to keep a smaller distance. In Scenario 3, the attentive drivers tend to slow down and do not cross the intersection, when the robot actively inches forward. None of these behaviors can be detected clearly in the passive information gathering case (second row). This is the core advantage of active information gathering: the actions are purposefully selected by the robot such that users would behave drastically differently depending on their internal state, clarifying to the robot what this state actually is.

Overall, these results support our simulation findings, that our algorithm performs better at estimating the true human internal state by leveraging purposeful information gathering actions.

4.4 Chapter Summary

In this chapter, we took a step towards autonomously producing behavior for interaction and coordination between autonomous cars and human-driven vehicles. We introduced an online estimation algorithm in which the robot actively uses its actions to gather information about the human model so that it can better plan its own actions. Our analysis again shows coordination strategies arising out of planning in our formulation: the robot nudges into someone’s lane to check if the human is paying attention, and only completes the merge if they are; the robot inches forward at an intersection, again to check if the human is paying attention, and proceeds if they are, but backs up to let them through if they are not; the robot slows down slightly and shifts in its lane away from the human driver to check if they want to merge into its lane or not.

Importantly, these behaviors change with the human driver style and with the initial conditions – the robot takes different actions in different situations, emphasizing the need to start generating such coordination behavior autonomously rather than relying on hand coded strategies. Even more importantly, the behaviors seem to work when the robot is planning and interacting with real users.

Limitations. While performing our experiments, we found the robot’s nominal reward function (trading off between safety and reaching a goal) to be insufficient – in some cases it led to getting dangerously close to the human vehicle and even collisions, going off the road, oscillating in the lane due to minor asymmetries in the environment, etc.
Figure 4.11 shows an example of such behavior that comes from the 4-way-stop domain. For the most part, the car plans to back up to incentivize the human to go through first. But for some values of the human’s initial velocity, we observed bad behavior, likely due to convergence to local maxima: the car did not figure out to slow down or back up, and instead if proceeded forward – then it tried to avoid collisions with the person and went off the road, and in the wrong direction (i.e. in the person’s way).

Figure 4.11: Example of bad local optima occurring for certain initial velocities of the human in the 4way intersection scenario.

It seems like while a reward function might be a good enough model for the human, it might be difficult to devise such a universal function for the robot, and the use of hard constraints to ensure safe control would be welcome. We address some of these limitations by introducing temporal logic constraints in the Safe Control part of this dissertation.

Another limitation is that we currently focus on a single human driver. Looking to the interaction among multiple vehicles is not just a computational challenge, but also a modeling one. We also have not tested the users’ acceptance of information gathering actions. Although these actions are useful, people might not always react positively to being probed.
Conclusion. We are encouraged by the fact that robots can generate useful behavior for interaction autonomously, and plan to explore information-gathering actions on human state further, including beyond autonomous driving scenarios.
Chapter 5

Active Preference-Based Learning of Reward Functions

Reward functions play a central role in specifying how dynamical systems should act: how an end-user wants their assistive robot arm to move, or how they want their autonomous car to drive. For many systems, end-users have difficulty providing demonstrations of what they want. For instance, they cannot coordinate 7 degrees of freedom (DOFs) at a time [6], and they can only show the car how they drive, not how they want the car to drive [20]. In such cases, another option is for the system to regress a reward function from labeled state-action pairs, but assigning precise numeric reward values to observed robot actions is also difficult.

In this chapter, we propose a preference-based approach to learning desired reward functions in a dynamical system. Instead of asking for demonstrations, or for the value of the reward function for a sample trajectory (e.g., “rate the safety of this driving maneuver from 1 to 10”), we ask people for their relative preference between two sample trajectories (e.g., “is $\xi_1$ more safe or less safe than $\xi_2$?”).

Active preference-based learning has been successfully used in many domains [4, 90, 33, 32], but what makes applying it to learning reward functions difficult is the complexity of the queries, as well as the continuous nature of the underlying hypothesis space of possible reward functions. We focus on dynamical systems with continuous or hybrid discrete-continuous state. In this setting, queries consist of two candidate continuous state and action space trajectories that satisfy the system’s dynamics, in an environment or scenario that the learning algorithm also needs to decide on, consisting of an initial state and the trajectories of other agents in the scene. Consider again the example of autonomous driving. In this situation, a query would consist of two trajectories for the car from some starting state among other cars following their own trajectories.

Typically in preference-based learning, the queries are actively selected by searching some discrete or sampled set (e.g., [78, 80, 63, 180, 167, 7]). Our first hypothesis is that in our setting, the continuous and high-dimensional nature of the queries renders relying on a discrete set ineffective. Preference-based work for such spaces has thus far collected
data passively [181, 151]. Our second hypothesis is that active generation of queries leads to better reward functions faster.

We contribute an algorithm for actively synthesizing queries from scratch. We do continuous optimization in query space to maximize the expected volume removed from the hypothesis space. We use the human’s response to assign weights to the hypothesis space in the form of a log-concave distribution, which provides an approximation of the objective via a Metropolis algorithm that makes it differentiable w.r.t. the query parameters. We provide a bound on the number of iterations required to converge.

We compare our algorithm to non-active and non-synthesis approaches to test our hypotheses. We use an experimental setup motivated by autonomous driving, and show that our approach converges faster to a desired reward function. Finally, we illustrate the performance of our algorithm in terms of accuracy of the reward function learned through an in-lab usability study.

5.1 Preference-Based Learning Problem

Modeling Choices

Our goal is to model the behavior and preferences of a human \( H \) for how a dynamical system should act. Similar to the previous chapters (as discussed in Chapter 2), we model the overall system including \( H \), and all the other agents (robot \( R \)) as a fully-observable dynamical system.

We define a trajectory \( \xi \in \Xi \), where \( \xi = (x^0, u^0_R, u^0_H), \ldots, (x^N, u^N_R, u^N_H) \) is a finite horizon sequence of states and actions of all agents. Here, \( \Xi \) is a set of all feasible continuous trajectories. A feasible trajectory is one that satisfies the dynamics of \( H \) and \( R \). As in IRL (see Chapter 2.2), we parameterize the preference reward function as a linear combination of a set of features:

\[
    r_H(x^t, u^t_R, u^t_H) = w^\top \phi(x^t, u^t_R, u^t_H), \tag{5.1}
\]

with \( w \) being a vector of the weights for the feature function \( \phi(x^t, u^t_R, u^t_H) \) evaluated at every state and action pair. We assume a \( d \)-dimensional feature function, so \( \phi(x^t, u^t_R, u^t_H) \in \mathbb{R}^d \).

For simpler notation, we combine the \( N + 1 \) elements of \( \phi \) so \( \Phi = \sum_{t=0}^{N} \phi(x^t, u^t_R, u^t_H) \). Therefore, \( \Phi(\xi) \) evaluates over a trajectory \( \xi \). We finally reformulate the reward function as the following inner product:

\[
    R_H(\xi) = w \cdot \Phi(\xi). \tag{5.2}
\]

Our goal is to learn \( R_H \).
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Approach Overview

Inverse Reinforcement Learning (IRL) [188, 107, 159] enables us to learn $R_H$ through demonstrated trajectories. However, IRL requires the human to show demonstrations of the optimal sequence of actions. Providing demonstrations can be challenging for many human-robot tasks. Furthermore, generating interesting training data that actively explores $R_H$ through atypical, interesting environments (which is necessary in many cases for resolving ambiguities) works well [116, 41] but in practice can make (good) demonstrations infeasible: the algorithm cannot physically manufacture environments, and therefore relies on simulation, which makes demonstrations only possible through teleoperation.

For these reasons, we assume demonstrations are not available in this chapter. Instead, we propose to leverage preference-based learning, which queries $H$ to provide comparisons between two candidate trajectories. We propose a new approach for active learning of a reward function for human preferences through comparisons.

We split trajectories $\xi$ into two parts: a scenario and the trajectory of the agent $H$ whose reward function we are learning. We formalize a scenario to be the initial state of the environment as well as the sequence of actions for the other agent(s) $R$, $\tau = (x_0, u^0_R, \ldots, u^N_R)$. Given an environment specified by scenario $\tau \in \mathcal{T}$, the human agent will provide a finite sequence of actions $u_H = u^0_H, \ldots, u^N_H$ in response to scenario $\tau$. This response, along with the scenario $\tau$ defines a trajectory $\xi$ showing the evolution of the two systems together in the environment.

We iteratively synthesize queries where we ask the human to compare between two trajectories $\xi_A$ and $\xi_B$ defined over the same fixed scenario $\tau$ as shown in Figure 5.1 (a). Their answer provides us information about $w$. In what follows, we discuss how to update our probability distribution over $w$ given the answer to a query, and how to actively synthesize queries in order to efficiently converge to the right $w$.

5.2 Learning Reward Weights from Preferences of Synthesized Queries

In this section, we describe how we update a distribution over reward parameters (weights $w$ in equation (5.2)) based on the answer of one query. We first assume that we are at iteration $t$ of the algorithm and an already synthesized pair of trajectories $\xi_A$ and $\xi_B$ in a common scenario is given (we discuss in the next section how to generate such a query). We also assume $H$ has provided her preference for this specific pair of trajectories at iteration $t$. Let her answer be $I_t$ with $I_t = +1$ if she prefers the former, and $I_t = -1$ if she prefers the latter. This answer gives us information about $w$: she is more likely to say $+1$ if $\xi_A$ has higher reward than $\xi_B$, and vice-versa, but she might not be exact in determining $I_t$. We thus model the probability $p(I_t|w)$ as noisily capturing the preference
w.r.t. $R_H$:

\[
p(I_t|w) = \begin{cases} 
\frac{\exp(R_H(\xi_A))}{\exp(R_H(\xi_A))+\exp(R_H(\xi_B))} & I_t = +1 \\
\frac{\exp(R_H(\xi_B))}{\exp(R_H(\xi_A))+\exp(R_H(\xi_B))} & I_t = -1 
\end{cases}
\]

(5.3)

We start with a prior over the space of all $w$, i.e., $w$ is uniformly distributed on the unit ball. Note that the scale of $w$ does not change the preference $I_t$, so we can constrain $|w| \leq 1$ to lie in this unit ball. After receiving the input of the human $I_t$, we propose using a Bayesian update to find the new distribution of $w$:

\[
p(w|I_t) \propto p(w) \cdot p(I_t|w).
\]

(5.4)

Let

\[
\varphi = \Phi(\xi_A) - \Phi(\xi_B)
\]

(5.5)

Then our update function that multiplies the current distribution at every step is:

\[
f_{\varphi}(w) = p(I_t|w) = \frac{1}{1 + \exp(-I_t w^\top \varphi)}
\]

(5.6)

Updating the distribution of $w$ allows us to reduce the probability of the undesired parts of the space of $w$, and maintain the current probability of the preferred regions.

### 5.3 Synthesizing Queries through Active Volume Removal

The previous section showed how to update the distribution over $w$ after getting the response to a query. Here, we show how to synthesize the query in the first place: we want to find the next query such that it will help us remove as much volume (the integral of the unnormalized pdf over $w$) as possible from the space of possible rewards.

#### Formulating Query Selection as Constrained Optimization

We synthesize experiments by maximizing the volume removed under the feasibility constraints of $\varphi$:

\[
\max_{\varphi} \min\{E[1 - f_{\varphi}(w)], E[1 - f_{-\varphi}(w)]\}
\]

subject to $\varphi \in \mathcal{F}$

(5.7)

The constraint in this optimization requires $\varphi$ to be in the feasible set $\mathcal{F}$:

\[
\mathcal{F} = \{ \varphi : \varphi = \Phi(\xi_A) - \Phi(\xi_B), \xi_A, \xi_B \in \Xi, \\
\tau = (x^0, u^A_R) = (x^0, u^B_R) \}
\]

(5.8)
Figure 5.1: In (a) two candidate trajectories are provided for comparison to the human oracle. $\xi_A$ shows a smoother trajectory without any collisions. In (b) the unit ball is representing the space of $w$. We synthesize experiments that correspond to a separating hyperplane $\{w : w \cdot \varphi = 0\}$, and reweigh samples of $w$ on each side of the hyperplane in order to update the distribution of $w$. In (c) we show the two choices of log-concave update functions. Here, $f_\varphi(w) = p(l_t | w)$ is the Bayesian update, and $g_\varphi(w) = \min(1, \exp(l_t w^T \varphi))$ is our choice of simpler update function.

which is a set of the difference of features over feasible trajectories $\xi_{A'}, \xi_{B'} \in \Xi$ defined over the same scenario $\tau$.

In this optimization, we maximize the minimum of the split between the two spaces preferred by either choices of the human agent. Each term in the minimum is the volume removed depending on the input of the human $l_t$, i.e., the preference. The expectation is taken w.r.t. to distribution over $w$.

**Solution**

We first reformulate our problem as an unconstrained optimization, where we enforce the feasibility of trajectories by directly optimizing over the query components, $x^0, u_R, u^A_{H}, u^B_{H}$, as opposed to optimizing in the desired feature difference $\varphi$:

$$\max_{x^0, u_R, u^A_{H}, u^B_{H}} \min\{\mathbb{E}[1 - f_{\varphi}(w)], \mathbb{E}[1 - f_{-\varphi}(w)]\}$$ (5.9)

Here, $\varphi$ remains a function of $x^0, u_R, u^A_{H}, u^B_{H}$. We will solve this by local optimization using a Quasi-Newton method (L-BFGS [11]). To do so, we need a differentiable objective.

The distribution $p(w)$ can become very complex and there is no simple way to compute the volume removed by a Bayesian update, let alone differentiate through it. We therefore resort to sampling, and optimize an approximation of the objective obtained via samples, where weights are sampled in proportion to their probability. Assume we sample $w_1, \ldots, w_M$ independently from the distribution $p(w)$. Then we can approximate
\( p(w) \)

by the empirical distribution composed of point masses at \( w_i \)’s:

\[
p(w) \sim \frac{1}{M} \sum_{i=1}^{M} \delta(w_i).
\]

(5.10)

Then the volume removed by an update \( f_\phi(w) \) can be approximated by:

\[
\mathbb{E}[1 - f_\phi(w)] \simeq \frac{1}{M} \sum_{i=1}^{M} (1 - f_\phi(w_i)).
\]

(5.11)

Given such samples, the objective is now differentiable w.r.t. \( \phi \), which is differentiable w.r.t. the starting state and controls – the ingredients of the query which are the variables in equation (10.2). What remains is to get the actual samples. To do so, we take advantage of the fact that \( p(w) \) is a log-concave function, and the update function \( f_\phi(w) \) defined here is also log-concave in \( w \) as shown in Figure 5.1 (c); therefore, the posterior distribution of \( w \) stays log-concave. Note we do not need to renormalize the distribution \( p(w) \) after a Bayesian update, i.e. divide \( p(w) \) by its integral. Instead, we use Metropolis Markov Chain methods to sample from \( p(w) \) without normalization.

Log-concavity is useful because we can take advantage of efficient polynomial time algorithms for sampling from the current \( p(w) \) [117]. In practice, we use an adaptive Metropolis algorithm, where we initialize with a warm start by computing the mode of the distribution, and perform a Markov walk [74].

We could find the mode of \( f_\phi \) from (5.6), but it requires a convex optimization. We instead speed this up by choosing a similar log-concave function whose mode evaluates to zero always, and which reduces the probability of undesired \( w \) by a factor of \( \exp(I_tw^\top \phi) \):

\[
f_\phi(w) = \min(1, \exp(I_tw^\top \phi))
\]

(5.12)

Figure 5.1 (c) shows this simpler choice of update function in black with respect to \( p(I_t|w) \) in gray. The shape is similar, but enables us to start from zero, and a Markov walk will efficiently sample from the space of \( w \).

In Figure 5.1 (b), we show a simple diagram demonstrating our approach. Here, \( w \) first uniformly lies on a unit \( d \)-dimensional ball. For simplicity, here we show a 3D ball. The result of a query at every step is a state and trajectories that result in a feature difference vector \( \phi \), normal to the hyperplane \( \{w : w^\top \phi = 0\} \), whose direction represents the preference of the human, and its value lies in \( F \) defined in equation (5.8). We reduce the volume of \( w \) by reducing the probability distribution of the samples of \( w \) on the rejected side of the hyperplane through the update function \( f_\phi(w) \) that takes into account noise in the comparison.

\(^1\)Note that computing the actual volume removed can be converted to the task of integrating a log-concave function, for which efficient algorithms do exist. The purpose of using samples instead is to have an expression suitable for maximization of volume removed, i.e. an expression differentiable w.r.t. the query.
5.4 Algorithm and Performance Guarantees

Armed with a way of generating queries and a way of updating the reward distribution based on the human’s answer to each query, we now present our method for actively learning a reward function in Algorithm 1. The inputs to the algorithm are a set of features $\phi$, the desired horizon $N$, the dynamics of the system $f$, and the number of iterations $\text{iter}$. The goal is to converge to the true distribution of $w$, which is equivalent to finding the preference reward function $R_H(\xi) = w \cdot \Phi(\xi)$.

We first initialize this distribution to be uniform over a unit ball in line 3. Then, for $M$ iterations, the algorithm repeats these steps: volume estimation, synthesizing a feasible query, querying the human, and updating the distribution.

We sample the space of $w$ in line 5. Using these samples, and the dynamics of the system, SynthExps solves the optimization in equation (10.2): it synthesizes a feasible pair of trajectory that maximizes the expected volume removed from the distribution of $p(w)$. The answer to the query is received in line 7. We compute $f_\phi(w)$, and update the distribution in line 10.

Algorithm 1 Preference-Based Learning of Reward Functions

1: Input: Features $\phi$, horizon $N$, dynamics $f$, $\text{iter}$
2: Output: Distribution of $w$: $p(w)$
3: Initialize $p(w) \sim \text{Uniform}(B)$, for a unit ball $B$
4: While $t < \text{iter}$:
   5: $W \leftarrow M$ samples from AdaptiveMetropolis($p(w)$)
   6: $(x^0, u^A_R, u^A_H, u^B_H) \leftarrow \text{SynthExps}(W, f)$
   7: $I_t \leftarrow \text{QueryHuman}(x^0, u^A_R, u^A_H, u^B_H)$
   8: $\varphi = \Phi(x^0, u^A_R, u^A_H) - \Phi(x^0, u^A_R, u^B_H)$
   9: $f_\phi(w) = \min(1, I_t \exp(w^T \varphi))$
10: $p(w) \leftarrow p(w) \cdot f_\phi(w)$
11: $t \leftarrow t + 1$
12: End for

Regarding the convergence of Algorithm 1, one cannot generally make any strict claims for several reasons: We replace the distribution $p(w)$ by an empirical distribution, which could introduce errors. The maximization in line 6 is via non-convex optimization which does not necessarily find the optimum, and even if it was guaranteed that the global optimum is found, it could potentially make very little progress in terms of volume removal, since the set $\mathcal{F}$ can be arbitrary.

Putting aside the issues of sampling and global optimization, we can compare what Algorithm 1 does to the best one could do with the set $\mathcal{F}$. Algorithm 1 can be thought of as a greedy volume removal.

Theorem 1. Under the following assumptions:
• The update function is $f_\varphi$ as defined in equation (5.6),
• The human inputs are noisy similar to equation (5.3),
• The errors introduced by sampling and non-convex optimization are ignored.

Algorithm 1 removes at least $1 - \epsilon$ times as much volume as removed by the best adaptive strategy after $\ln(\frac{1}{\epsilon})$ times as many iterations.

Proof. Removed volume can be seen to be an adaptive submodular function, defined in terms of the choices $\varphi$ and the human input $I_t$, as defined in [69]. It is also adaptive monotone; thus, the results of [69] imply that greedy volume removal for $l$ steps in expectation removes at least $(1 - \exp(-l/k))\text{OPT}_k$ where $\text{OPT}_k$ is the best solution any adaptive strategy can achieve after $k$ steps. Setting $l = k\ln(\frac{1}{\epsilon})$ gives us the desired result.

One caveat is that in equation (5.6) the human input $I_t$ is treated as worst case, i.e., in the synthesis step, one maximizes the minimum removed volume (over the possible $I_t$). Namely maximizing the following quantity:

$$\min\{E_w[1 - \Pr[I_t = +1|w]], E_w[1 - \Pr[I_t = -1|w]]\}. \quad (5.13)$$

Normally the greedy strategy in adaptive submodular maximization should treat $I_t$ as probabilistic. In other words instead of the minimum one should typically maximize the following quantity:

$$\Pr[I_t = +1] \cdot E_w[1 - \Pr[I_t = +1|w]] + \Pr[I_t = -1] \cdot E_w[1 - \Pr[I_t = -1|w]]. \quad (5.14)$$

However, note $E_w[1 - \Pr[I_t = +1|w]]$ is simply $\Pr[I_t = -1]$ and similarly $E_w[1 - \Pr[I_t = +1|w]]$ is $\Pr[I_t = +1]$. Therefore, Algorithm 1 is maximizing $\min(\Pr[I_t = -1], \Pr[I_t = +1])$, whereas greedy submodular maximization should be maximizing $2\Pr[I_t = -1]\Pr[I_t = +1]$. It is easy to see that these two maximizations are equivalent, since the sum $\Pr[I_t = -1] + \Pr[I_t = +1] = 1$ is fixed. $\square$

5.5 Simulation Experiment

In this section, we evaluate our theory using a semiautonomous driving example. Our goal is to learn people’s preferred reward function for driving. In this context, our approach being preference-based is useful since it allows the users to only compare two candidate trajectories in various scenarios instead of requiring the user to demonstrate a full trajectory (of how they would like to drive, not how they actually drive). In addition, our approach being active enables choosing informative test cases that are otherwise difficult to encounter in driving scenarios. For example, we can address the preference of drivers in moral dilemma situations (deciding between two undesirable outcomes), which are very unlikely to arise in standard collected driving data. Finally, our approach
Figure 5.2: Distribution of $w_4$, the weight for the heading feature, relative to the other features. The top plots show the starting distribution, and the bottom plot shows the distribution at convergence. The orange dot and dotted line show the ground truth for the weights.

Figure 5.3: Distribution over all weights before/after convergence. The dotted lines show the ground truth of the weights.
synthesizes these test cases from scratch, which should help better exploit the continuous and high-dimensional space of queries. We put these advantages to the test in what follows.

**Experimental Setup**

We assume a human driven vehicle $H$ living in an environment with another vehicle $R$, and we synthesize trajectories containing two candidate sequence of actions for the human driven car, while for every comparison we fix the synthesized scenario (i.e., the initial state of the environment and the sequence of actions of $R$). Figure 5.1 (a) shows an example of this comparison. The white vehicle is $R$, and the orange vehicle corresponds to $H$. The white and orange lines show the path taken by the human and robot, respectively, in the two cases over a horizon of $N = 5$.

Assuming the vehicles follow the same dynamics model as in Chapter 2.4, we learn the reward function of the human’s preferences based on queries similar to Figure 5.1 (a). We define a set of features that allow representing this cost function. These are the same features introduced in Chapter 2.2, i.e., $\phi_1 \propto c_1 \cdot \exp(-c_2 \cdot d^2)$ corresponds to penalizing getting close to the boundaries of the road, where $d$ is the distance between the vehicle and these boundaries, and $c_1$ and $c_2$ are appropriate scaling factors. We use a similar feature $\phi_2$ for enforcing staying within a single lane by penalizing leaving the boundaries of the lane. We also encourage higher speed for moving forward through $\phi_3 = (v - v_{\text{max}})^2$, where $v$ is the velocity of the vehicle, and $v_{\text{max}}$ is the speed limit. Also, we would like the vehicle to have a heading along with the road using a feature $\phi_4 = \beta_H \cdot n$, where $\beta_H$ is the heading of $H$, and $n$ is a normal vector along the road. Our last feature $\phi_5$ corresponds to collision avoidance, and is a non-spherical Gaussian over the distance of $H$ and $R$, whose major axis is along the robot’s heading. Then, we aim to learn a distribution over the weights corresponding to these features $w = [w_1 \ w_2 \ w_3 \ w_4 \ w_5]$ so $R_H = w \cdot \Phi(\xi)$ best represents the preference reward function.

**Conditions**

We compare our algorithm with two baselines: non-active and non-synthesis.

First, we compare it to a *non-active* version. Instead of actively generating queries that will remove the most volume, we uniformly sample a scenario. We do not use totally random trajectories for the cars as this would be a weak baseline, instead we sample two candidate weight vectors $w^A$ and $w^B$ from the current distribution on $w$. We then maximize the reward functions $w^A \cdot \Phi(\xi_A)$ and $w^B \cdot \Phi(\xi_B)$ to solve for optimal $u^A_H$ and $u^B_H$. That creates our query, comparing two reward functions, but no longer optimized to efficiently learn $w$. The trajectories generated through this other approach are then used to query the human, and update the distribution of $p(w)$ similar to Algorithm 1. Second, we compare it against a *non-synthesis* (discrete) version. Instead of solving a continuous
optimization problem to generate a query, we do a discrete search over a sampled set of queries.

Metric

We evaluate our results using a hidden reward function \( R_{\text{true}} = w_{\text{true}} \cdot \Phi(\xi) \). We query an ideal user who knows \( R_{\text{true}} \) and uses it to compare pairs of trajectories, and show the \( w \) computed by our algorithm efficiently converges to \( w_{\text{true}} \).

At every step of the iteration, we compute the following measure of convergence:

\[
m = E[\frac{w \cdot w_{\text{true}}}{|w||w_{\text{true}}|}].
\] (5.15)

Here, \( m \) computes the average heading of the current distribution of \( w \) with respect to \( w_{\text{true}} \) – how similar the learned reward is. Since the prior distribution of \( w \) is symmetric (uniformly distributed on a unit ball), this expectation starts at 0, and moves closer to 1 at every step of the iteration.

Hypothesis

H1. The reward function learned through our algorithm is closer to the true reward compared to the non-active baseline.
H2. The reward function learned through our algorithm is closer to the true reward compared to the non-synthesis baseline.

Results

We run a paired \( t \)-test for each hypothesis. Supporting H1, we find that our algorithm significantly outperforms the non-active version \( (t(1999) = 122.379, p < .0001) \), suggesting that it is important to be doing active learning in these continuous and high-dimensional query spaces. Supporting H2, we find that our algorithm significantly outperforms the non-synthesis version \( (t(1999) = 35.39, p < .0001) \), suggesting the importance of synthesizing queries instead of relying on a discrete set. Note these results hold even with conservative Bonferroni corrections for multiple comparisons.

Figure 5.3 shows the distribution of \( w \) for our algorithm corresponding to the five features after 200 iterations, showing convergence to close to the true weights (in dotted lines). The mode of the distribution of \( w_1 \) has a negative weight enforcing staying within the roads, and \( w_2 \) has a positive weight enforcing staying within your own lane. \( w_3 \) also shows a slight preference for keeping speed, and \( w_4 \) shows a significant preference for keeping heading. \( w_5 \) also shows the distribution for the weight of collision avoidance.

Further, we show the initial and final two dimensional projection of the density of \( w_4 \), the weight of the heading feature, with respect to all the other \( w \)'s in Figure 5.2. This shift and convergence of the distribution is clear from the top plot to the bottom plot.
Figure 5.4: A comparison of our algorithm (red) with a non-active (black) and a non-synthesis (blue) version. Both deciding on queries actively and synthesizing them instead of relying on a predefined set improve performance by a statistically significant margin. On the right, we run an experiment to argue that these things are really important when synthesizing real queries for continuous high-dimensional and constrained systems: the lighter colors are for a version that only generates a query in feature difference space, without rendering it into actual (feasible) trajectories – the algorithm is allowed to make a fake query. There, being active and especially doing synthesis don’t matter (synthesis even hurts, likely because it is a local search and a discrete set of queries can better cover the space).

The orange dot in all plots, as well as the orange dotted line show the ground truth of $\hat{w}_{true}$. Figure 5.2 shows our algorithm clearly converges to close to the ground truth for all features.

We show the convergence of the distribution $p(w)$ in Figure 5.4. The dark red line shows the mean result of Algorithm 1. It outperforms, according to metric $m$, both the non-active condition (black), as well as the non-synthesis (discretized) condition (dark blue). The results are the average of 10 runs of the algorithms (since sampling is nondeterministic). The bar graph in the middle also shows the converged value of $m$ after 200 queries.

In a thought experiment, we also investigated to what extent we see these effects because we are generating real trajectories for dynamical systems. To test this, we used the three algorithms to produce abstract queries that a simulation could answer, consisting of only a feature difference $\varphi$ as opposed to two feasible real trajectories. The value of $m$ after 200 iterations for these versions of the algorithms are shown in the bar graph with lighter colors. Because these approaches are unencumbered by the need for feasibility
of the queries (or even producing actual concrete queries), they overall perform better than when the algorithms need to generate real queries. In this case, being active is still important, but the ability to perform synthesis is no longer useful compared to relying on a discrete set. Without needing to produce trajectories, a discrete set covers the much lower dimensional space of feature differences, and discrete search is not bottlenecked by local optima. This suggests that indeed, synthesis is important when we are dealing with learning reward functions for dynamical systems, requiring queries in a continuous, high-dimensional, and dynamically constrained space.

Overall, the results suggest that doing active query synthesis is important in reward learning applications of preference-based learning, with our results supporting both of our central hypotheses and demonstrating an improvement over prior methods which are either non-active or non-synthesis.

5.6 Usability Study

Our experiments so far supported the value of our contribution: active preference-based learning that synthesizes queries from scratch outperformed both non-active and non-synthesis learning. Next, we ran a usability study with human subjects. The purpose of this study is not to compare our algorithm once again with other methods. Instead, we wanted to test whether a person can interact with our algorithm to recover a reasonable reward function for dynamical systems with continuous state and action spaces.

Experimental Design

In the learning phase of the experiments, we jumpstart the weights $w$ with a reference starting distribution, and only update that based on the data collected for each user. We ask for 10 query inputs to personalize the distribution of $w$ for each user.

Unlike our simulation experiments, here we do not have access to the ground truth reward function. Still, we need to evaluate the learned reward function. We thus evaluate what the users think subjectively about the behavior produced on a 7 point Likert scale.

Manipulated Factors

In order to calibrate the scale, we need to compare the reward’s rating with some baseline. We choose to perturb the learned reward for this calibration. Thus, we only manipulate one factor: perturbation from the learned weights. We ask users to compare trajectories obtained by optimizing for reward with three different values for the weights: i) $w^* = \mathbb{E}[w]$ providing the mode of the learned distribution from Algorithm 1, ii) $w^2$ a large perturbation of $w^*$ which enables us to sanity check that the learned reward is better than a substantially different one, and iii) $w^1$ a slight perturbation of $w^*$, which is a harder baseline to beat and enables us to test that the learned reward is a local optimum.
Figure 5.5: Car trajectories (orange) in a scenario obtained by optimizing different weights. On the left, we see the trajectories optimized based on the learned weight $w^*$, and the middle and right plots correspond to optimizing with $w^1$ (slightly perturbed $w^*$), and $w^2$ (highly perturbed $w^*$). The perturbations result in safe lane changes as well, but slower trajectories in this particular scenario.

The weights thus vary in distance or alignment with the learned weight, from identical to very different. We simply add a zero mean Gaussian noise to perturb $w^*$. For $w^1$, we add a Gaussian with standard deviation of $0.1 \times |w^*|$, and similarly with a standard deviation of $|w^*|$ for $w^2$. Our choice of perturbation is also affected by the test scenarios. In practice, we sample from possible $w^1$ and $w^2$ until the distance between the human trajectories is significant enough to create interesting scenarios that differentiate the weights (some simple scenarios have the car drive almost the same regardless of the reward function).

The 3 weights lead to 3 conditions. Figure 5.5 shows one of the test environments where the robot (white car) decides to change lanes, and the human driver can take any of the three depicted orange trajectories. Here, the trajectories correspond to the optimal human actions based on $w^*$, $w^1$, and $w^2$ from left to right. The learned reward function results in a longer and faster trajectory where the human driver changes lane. The perturbations also result in a safe lane change; however, they result in much slower trajectories.

**Dependent Measures**

For 10 predefined scenarios (initial state and actions of the other car $\mathcal{R}$), we generate the 3 trajectories corresponding to each condition. We ask users to rate each trajectory on a 7 point Likert scale in terms of how closely it matches their preference.

**Hypothesis**

H3. Perturbation from the learned weights negatively impacts user rating: the learned weights outperform the perturbed weights, with the larger perturbation result in the smallest rating.


Subject Allocation

We recruited 10 participants (6 female, 4 male) in the age range of 26 – 65. All owned drivers license with at least 8 years of driving experience. We ran our experiments using a 2D driving simulator (see Chapter 2.4), where we asked preference queries similar to Figure 5.6.

Analysis

We ran an ANOVA with perturbation amount (measured via our metric \( m \) relative to the learned weights) as a factor and user rating as a dependent measure. Supporting H3, we found a significant negative effect of perturbation (positive effect of similarity \( m \)) on the user rating \((F = 278.2, p < .0001)\). This suggests the learned weights are useful in capturing desired driving behavior, and going away from them decreases performance. In Figure 5.7, we show the aggregate result of the 1 – 7 rating across all scenarios and users. As shown in this figure, the highest rating in orange corresponds to the learned reward weights \( w^* \), and our users preferred the slightly perturbed trajectories over the highly perturbed trajectories since the rating for \( w^1 \) is higher than \( w^2 \).

We found that, perhaps due to the fairly simple features we used, users tended to converge to similar weights, likely representing good driving in general. In Figure 5.6, we show the learned weight distribution for every feature is shown for all 10 users, and the resulting optimal trajectories for all our users. These have very high overlap, further suggesting that users converged to similar reward functions. In future work, we aim to look at a more expressive feature set that enables people to customize their
car to their individual desired driving style, as opposed to getting the car to just do the one reasonable behavior possible (which is what might have happened in this case). Nonetheless, the result is encouraging because it shows that people were able to get to a behavior that they and other users liked.

5.7 Chapter Summary

We introduce an algorithm that can efficiently learn reward functions representing human preferences. While prior work relies on a discrete predefined set of queries or on passively learning the reward, our algorithm actively synthesizes preference queries: it optimizes in the continuous space of scenario parameters and trajectory pairs to identify a comparison to present to the human that will maximize the amount of expected volume that the answer will remove in the space of possible reward functions. We leverage continuous optimization to synthesize feasible queries, and assign a log-concave distribution over reward parameters to formulate an optimization-friendly criterion. We provide convergence guarantees for our algorithm, and compare it to a non-active and non-synthesis based approaches. Our results show that both active learning and synthesis are important. A user study suggests that the algorithm helps real end-users attain useful reward functions.

Limitations and Future Work. Our work is limited in many ways: we use a local optimization method for query synthesis which converges to local optima, we use an approximately rational model of the human when in fact real people might act differently, we assume that the robot has access to the right features, and we only consider one other agent in the world rather than multiple. Furthermore, our study shows that people can arrive at useful reward functions, such alignment with the reward leads to higher
preference for the trajectory emerging from the learned weights, but it does not yet show that people can use this to personalize for their behavior – most users end up with very similar learned weights, and we believe this is because of the limitations of our features and our simulator. We plan to address these in the future.
Chapter 6

Falsification for Human-Robot Systems

In this chapter, we discuss a new approach for a rigorous analysis of human-robot systems that are based on learned models of human behavior. We focus on analyzing the robustness of a learning-based controller for human-robot systems where the human behavior deviates slightly from a learned model. As a motivating application, we consider autonomous controllers for vehicles that are based on the common and effective model predictive control (MPC) paradigm (see Chapter 2.1), in the receding horizon sense. In this setting, the autonomous controller computes its control actions for a horizon of $N$ time units, while optimizing its reward function (which typically encodes safety and other objectives). For this purpose, it uses a dynamical model of both the system under control and its environment. Additionally, the environment contains human agents who are modeled as rational agents seeking to take actions that maximize their reward function. However, the human’s true reward function is unknown to the autonomous controller. Therefore, the controller learns an approximation of the reward function from collected data, and uses this learned function in computing its actions. We refer to such a controller as an interaction-aware controller as described in the previous chapters (Chapter 3 and Chapter 4). Our goal is to find behaviors that exhibit “bugs”, i.e., where the controller fails to meet its objectives. We refer to this goal as falsification.

Falsification of such human-robot systems faces some unique challenges. First, since the human model is learned from incomplete data, under specific assumptions and biases of the learning algorithm, and the true reward function is unknown, the learned model will be inaccurate. In such a setting, how can one bound the error in the learned model? Second, given an error bound, how can one systematically verify whether the controller will always achieve the desired objectives in an environment where the human agent(s) deviate from the learned model within that error bound?

Our approach addresses both challenges using optimization-based algorithmic methods. For the first, we provide a systematic and efficient methodology for estimating a bound between the values of the human’s true reward function and the controller’s estimate. Our methodology generates experiments to use in human subject trials during the learning process. For the second challenge, we present a novel encoding of the falsifi-
cation problem from an optimization problem involving quantifiers over reward functions to a more straightforward quantifier-free optimization problem. Our contributions in this chapter are as follows:

- A formalization of the problem of falsifying controllers for human-robot systems with learned human models (Section 10.3);
- An encoding of the above problem into a more efficiently-solvable optimization problem (Section 10.3);
- An efficient (almost linear time) optimization-driven approach to estimating an error bound, $\delta$, between the true human reward function and the controller's estimate (Section 6.3), and
- An experimental evaluation of our approach for autonomous vehicles using our car simulator (Section 7.4).

### 6.1 Running Example

We focus on falsification for human-robot systems, where similar to previous chapters $\mathcal{R}$ interacts with human agent $\mathcal{H}$ in a shared environment. Our goal is to verify if any of the actions of the human within a bound of a learned human model can possibly cause a violation of the desired specification, such as a collision between the two vehicles. For instance, consider an autonomous car (white car) driving on a road shared with a human-driven vehicle (orange car) (Figure 6.1). The autonomous car would normally optimize for reaching its destination, which in this example is to safely change lanes. The white car would choose its actions based on considering its interaction with the human-driven vehicle, and using a learned model of the orange car. Here, the white car decides to start the lane change maneuver because it has learned a model of the human that suggests the orange car would also optimize for her own safety, and thus will follow trajectory $A$.

Similar to all learned models, this model of the human (orange car) is learned under a set of assumptions from a limited training dataset. So the truth is the actual human can possibly take actions that

![Figure 6.1: Based on a learned model of the human, the autonomous car (white) decides to change lane assuming the human-driven car (orange) follows trajectory $A$. In practice the orange car can possibly follow a perturbed model resulting in trajectory $B$.](image-url)
slightly differ from the robot’s learned human model. For example, the orange car might decide to choose a slightly perturbed trajectory such as trajectory B. As it is clear in Figure 6.1, such a perturbation can jeopardize satisfaction of the desired properties such as collision avoidance.

In this chapter, we show that these perturbations in models of learned human drivers exist, and we provide an efficient algorithm (almost linear) to learn a distribution for such possible perturbations using a query-based method. Further, we provide a method for finding the falsifying actions of the human agent (e.g., actions that result in trajectory B) within the perturbation bound.

### 6.2 Falsification in Interaction-Aware Control

Assuming a similar formalism as in Chapter 2.1, where the human-robot system follows the dynamics model:

\[
x^{t+1} = f(x^t, u_R^t, u_H^t)
\]

Let us remind you of the interaction-aware controller discussed in the previous chapters.

**Problem 2 (Interaction-Aware Planner).** Given a system as in equation (6.1), an initial state \(x^0 \in X\), a finite horizon \(N\), and a robot reward function \(R_R\), compute:

\[
u_R^* = \arg \max_{u_R} R_R(x^0, u_R, u_H^*(x^0, u_R))
\]

**Remark 2.** We emphasize that Problem 2 is only one method for computing the actions of the robot that we have introduced for concreteness. Our falsification approach in this chapter may be combined with any other technique for computing control actions over a finite horizon.

Our falsification problem is to find out whether there exists a sequence of human actions that can lead to unsafe scenarios. Let \(R_H\), i.e., the sum of the learned reward functions of \(H\) over horizon \(N\) represent our human model. Our ultimate goal is to verify that the robot is resilient to model inaccuracies of \(R_H\) within a specific bound. Such inaccuracies usually exist due to two main factors: i) particular assumptions on the learning algorithm, ii) insufficiency of collected training data.

We have assumed humans are optimizers of a particular type of reward function \(R_H\), and such reward functions can be learned through various learning techniques (e.g., IRL as in Chapter 2.2). However, the human can follow a different reward function, which we call the true reward function \(R_H^\dagger\). \(R_H^\dagger\) can possibly have a different structure from \(R_H\), i.e., it might not even be a linear combination of a set of hand-coded features described in Chapter 2.2, or we (the designers) might have missed specifying a particular feature as part of \(\phi\). So the learning methods can possibly never converge to the true reward function \(R_H^\dagger\). Further, we might decide to learn \(R_H\) from a collection of human...
demonstrations, but in practice, the robot interacts with a specific human agent whose true reward function is $R^+_H$, which can be different from $R_H$ due to variations amongst humans. So when it comes to interacting with different humans, the learned $R_H$ might not perform as expected.

We are motivated to verify if Problem 2 can be solved in scenarios where the true human reward function $R^+_H$, unknown to us, deviates a bit from the learned function $R_H$. We let $\delta$ be the bound between the distance of these two reward functions:

$$\forall (x^0, u_R, u_H), |R_H(x^0, u_R, u_H) - R^+_H(x^0, u_R, u_H)| < \delta.$$  \hspace{1cm} (6.3)

For brevity, we will slightly abuse notation and write this inequality as $|R_H - R^+_H| < \delta$.

**Problem 3** (Falsification of Interaction-Aware Controllers). For a parameter $\delta$ describing the bound between the human’s true and learned reward functions ($R^+_H$ and $R_H$), compute a falsifying input $\tilde{u}_H$:

$$\tilde{u}_H = \arg \min_{u_H} R_R(x^0, u^*_R, u_H)$$

subject to

$$\exists R^+_H : u_H = \arg \max_{u_H} R^+_H(x^0, u^*_R, \tilde{u}_H),$$

$$|R_H - R^+_H| < \delta.$$  \hspace{1cm} (6.4)

Here, $u^*_H$ is computed by solving the nested optimization in Problem 2, where $u^*_H(x^0, u_R)$ is the true optimizer of the learned reward function $R_H$.

Problem 3 looks for the worst case input provided by the human that violates the specification by minimizing the reward function of the robot $R_R$, while still remaining in the set of possible human models, i.e., this input can optimize an alternative reward function $R^+_H$ that lies within $\delta$ distance of the learned reward function $R_H$. We now show how we optimally solve for this falsifying input.

**Theorem 2.** The optimization in Problem 3 is equivalent to solving the following:

$$\tilde{u}_H = \arg \min_{u_H} R_R(x^0, u^*_R, u_H)$$

subject to

$$R_H(x^0, u^*_R, u_H) > R^*_H - 2\delta,$$  \hspace{1cm} (6.5)

where $R^*_H = R_H(x^0, u^*_R, u^*_H(x^0, u^*_R))$ is a constant evaluated at $u^*_R$ and $u^*_H(x^0, u^*_R)$. Here, $u^*_R$ is computed by solving Problem 2, which depends on the function representing the optimal actions of the human $u^*_H(x^0, u_R)$. Using this $u^*_R$, we then find $u^*_H(x^0, u^*_R) = \arg \max_{u_H} R_H(x^0, u^*_R, u_H)$.

**Proof.** To show the equivalence between equation (6.4) and (6.5), we need to consider the equivalence of the constraints.

First, we show the constraint $\exists R^+_H : u_H = \arg \max_{u_H} R^+_H(x^0, u^*_R, \tilde{u}_H)$ will imply the constraint in equation (6.5).
Since \( \exists R^*_H : u_H = \arg \max_{u_H} R^*_H (x^0, u^*_R, u^*_H) \), we conclude that \( R^*_H \) evaluated at the optimum \( u_H \) is greater than \( R^*_H \) evaluated at any other sequence of human actions such as \( u^*_H (x^0, u^*_R) \) (to simplify the notation, we simply let \( u^*_H = u^*_H (x^0, u^*_R) \)):

\[
R^*_H (x^0, u^*_R, u^*_H) \geq R^*_H (x^0, u^*_R, u^*_H). \tag{6.6}
\]

Also, because of the bound \( \delta \), we can infer the following:

\[
R_H (x^0, u^*_R, u_H) > R^*_H (x^0, u^*_R, u_H) - \delta, \tag{6.7}
\]

\[
R^*_H (x^0, u^*_R, u^*_H) > R_H (x^0, u^*_R, u^*_H) - \delta. \tag{6.8}
\]

Equations (6.6) and (6.7) together will result in:

\[
R_H (x^0, u^*_R, u_H) > R^*_H (x^0, u^*_R, u^*_H) - \delta. \tag{6.9}
\]

Finally, equations (6.8) and (6.9) provide:

\[
R_H (x^0, u^*_R, u_H) > R_H (x^0, u^*_R, u^*_H) - 2\delta, \tag{6.10}
\]

which is the same as the constraint in equation (6.5):

\[
R_H (x^0, u^*_R, u_H) > R^*_H - 2\delta. \tag{6.11}
\]

Now, to complete the proof, we need to show that this constraint will result in the constraint in equation (6.4), i.e., \( \exists R^*_H : u_H = \arg \max_{u_H} R^*_H (x^0, u^*_R, u_H) \). Our approach is to construct the following reward function \( R^*_H \) so that at the optimal \( u_H \) (i.e. \( u_H = \arg \max_{u_H} R^*_H (x^0, u^*_R, u_H) \)), we will have:

\[
R^*_H (x^0, u^*_R, u_H) = R_H (x^0, u^*_R, u_H) + \delta, \tag{6.12}
\]

and for any other human actions such as \( u'_H \neq u_H \), this function is equal to:

\[
R^*_H (x^0, u^*_R, u'_H) = R_H (x^0, u^*_R, u'_H) - \delta. \tag{6.13}
\]

Then, reordering the inequality in equation (6.4), and using equation (6.12) will result in:

\[
R_H (x^0, u^*_R, u_H) + \delta > R^*_H - \delta \implies R^*_H (x^0, u^*_R, u_H) > R^*_H - \delta \tag{6.14}
\]

Also, by optimality of \( R^*_H \) and equation (6.13), we know for any \( u'_H \neq u_H \):

\[
R^*_H (x^0, u^*_R, u'_H) = R_H (x^0, u^*_R, u'_H) - \delta \leq R^*_H - \delta \tag{6.15}
\]
Using the two results in equations (6.14) and (6.15), we conclude:

\[
R^R_H(x^0, u^*_R, u^*_H) \geq R^R_H(x^0, u^*_R, u^*_H) \implies u_H = \arg \max_{\bar{u}_H} R^R_H(x^0, u^*_R, \bar{u}_H). (6.16)
\]

So for the \( R^R_H \), we have constructed, the constraint in equation (6.4) holds. Since the two constraints in (6.4) and (6.5) are equivalent, Theorem 2 holds true.

Through Theorem 2 we have shown we can solve equation (6.5), a much simpler optimization problem, instead of solving Problem 3 to find the falsifying actions of \( H \) for a fixed given bound \( \delta \).

### 6.3 Learning the Error Bound \( \delta \)

In this section, we provide an efficient algorithm for computing a reasonable error bound \( \delta \), as defined in equation (6.3), which is used in solving Problem 3. We will first learn a distribution for the error:

\[
\Delta(\xi) = R_H(\xi) - R^R_H(\xi), (6.17)
\]

and then we upperbound \( \Delta(\xi) \) by a constant factor \( \delta \) using the distribution’s quantiles.

In the rest of this chapter, we use \( \Delta \) instead of \( \Delta(\xi) \) for brevity. So assuming that \( \Delta \sim \mathcal{D} \) is a random variable derived from a distribution \( \mathcal{D} \), our goal is to efficiently learn \( \mathcal{D} \). We propose using a query based method that efficiently (almost linear time in the number of queries, i.e., \( O(n \log n) \)) finds the maximum likelihood estimate for \( \mathcal{D} \).

Suppose, we query the human \( H \) whether she prefers trajectory \( \xi_A \) or \( \xi_B \). Then, if the user decides \( \xi_A \) is preferred over \( \xi_B \), we can conclude that the true reward function of trajectory \( \xi_A \) is higher than the true reward function of trajectory \( \xi_B \), i.e.,

\[
R^R_H(\xi_A) > R^R_H(\xi_B). (6.18)
\]

Note, since the trajectory is fully determined by \( (x^0, u_H, u_R) \), we alternatively can write \( R_H \) as a function of \( \xi \), and using the error bound results as in:

\[
R_H(\xi_A) + \Delta_A > R_H(\xi_B) + \Delta_B. (6.19)
\]

We also assume \( \Delta_A, \Delta_B \sim \mathcal{D} \) are independent random variables, and so is their difference: \( \chi = \Delta_A - \Delta_B \). We can rewrite this as:

\[
\chi = \Delta_A - \Delta_B > R_H(\xi_B) - R_H(\xi_A), (6.20)
\]

where \( R_H \) is the learned reward function. Here, we simply let \( R = R_H(\xi_B) - R_H(\xi_A) \).

Therefore, assuming humans are not noisy and always respond with a particular preference, every query from the human for two fixed set of trajectories \( \xi_A \) and \( \xi_B \) will results in either \( \chi > R \) or \( \chi < R \). Our goal in this section is to find the maximum likelihood distribution of \( \chi \sim \mathcal{D} \) by asking queries from the human for a number of times, and recovering the distribution of the true bound \( \Delta \sim \mathcal{D} \).
Remark 3. Here the human responses to the queries only provides an estimate of human’s true reward function. These comparisons allow us to learn human’s preferences, which can possibly be different from the true reward function she would optimize in practice. However, for the purpose of falsification in this chapter, the preference reward function is a reasonable estimate of $R^\dagger_H$.

**Learning the Error Distribution of $\chi \sim \bar{D}$**

Now, we propose our algorithm to find the distribution $\bar{D}$ based on any $M$ given comparison queries $\chi_i > R_i$ or $\chi_i < R_i$. Suppose that $\chi_1, \ldots, \chi_M$ are i.i.d. and drawn from some unknown distribution $\bar{D}$. Given $R_1, \ldots, R_M \in \mathbb{R}$, and the corresponding signs $s_1, \ldots, s_M \in \{-1, +1\}$, representing the observations: $s_i(\chi_i - R_i) > 0$, i.e., $\chi_i > R_i$ for $s_i = +1$, and $\chi_i < R_i$ for $s_i = -1$, the goal is to find the maximum likelihood estimate of the distribution $\bar{D}$.

Without loss of generality, we assume that $R_i$’s are sorted, i.e. $R_1 < R_2 < \cdots < R_M$. Now let us define:

$$p_i = P_{\chi \sim \bar{D}}[\chi < R_i].$$ (6.21)

Then, obviously since $R_i$’s are sorted, $p_i$’s would be sorted as well: $p_1 \leq p_2 \leq \cdots \leq p_M$. The likelihood of our observations can be expressed in terms of $p_i$’s and note that any increasing sequence of $p_i$’s that lie in $[0, 1]$ is valid. Our problem of estimating the distribution reduces to finding the increasing sequence of $p_1 \leq \cdots \leq p_M \in [0, 1]$ that maximizes the log-likelihood of our observations. We now propose our method that finds $p_i$’s by solving the following constrained optimization:

$$\max_{p_1, \ldots, p_M} \log(\prod_{i: s_i = +1} (1 - p_i) \prod_{i: s_i = -1} p_i)$$

subject to $0 \leq p_1 \leq p_2 \leq \cdots \leq p_M \leq 1$. (6.22)

Suppose $p^*_1 \leq \cdots \leq p^*_M$ are the optimizers of equation (6.22). We derive some necessary conditions that $p^*_1, \ldots, p^*_M$ need to satisfy, and conclude that these uniquely determine $p^*_i$.

We can partition $p^*_i$ into contiguous maximal subsets of equal values. For example, $p^*_a = p^*_{a+1} = \cdots = p^*_b$ represents such a maximal contiguous subset, i.e., $p^*_{a-1} < p^*_a$ and $p^*_b < p^*_{b+1}$. We let $q$ represent the common value of this contiguous subset.

**Lemma 1.** In the above context, the value of $q$ must be equal to:

$$q = \frac{n^{[a,b]}_-}{n^{[a,b]}_- + n^{[a,b]}_+},$$ (6.23)

where $n^{[a,b]}_+ = |\{i : s_i = +1 \land i \in [a, b]\}|$ and $n^{[a,b]}_- = |\{i : s_i = -1 \land i \in [a, b]\}|$. 
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Figure 6.2: Visualization tool representing 10 queries from the human. We move right for positive queries ($s_i = +1$), and move up for negative ones ($s_i = -1$) over $\mathbb{Z}^2$. The convex hull of this plot provides our maximum likelihood estimate of the error distribution.

Proof. If we perturb $q$ by a small amount in any direction, we would still be satisfying the constraint of monotonicity of $p_i$'s. Further, the derivative of the log-likelihood with respect to $q$ must be 0 at the optimal values $q = p^*_a$. This means that:

$$- \sum_{i : s_i = +1 \wedge i \in [a,b]} \frac{1}{1 - q} + \sum_{i : s_i = -1 \wedge i \in [a,b]} \frac{1}{q} = 0,$$

which results in $q = \frac{n^{[a,b]}_-}{n^{[a,b]}_+ + n^{[a,b]}_-}$.

We visualize the values $n^{[a,b]}_+$ and $n^{[a,b]}_-$ using the graph in Figure 6.2: consider a path drawn on $\mathbb{Z}^2$, and let the path start from the origin $v_0 = (0,0)$. For each $i$ in the sorted order of $\chi_i$, if $s_i = -1$, move up one unit, and if $s_i = +1$, move to the right one unit, and call the new point $v_i$. Note, at the beginning runs, we would move to the right more frequently, as the sorted data makes $s_i = +1$ results more likely. Figure 6.2 shows an example of such a run. Then, between every two points $v_{a-1}$ and $v_b$ on the plot the difference in the $y$-direction is $\Delta y = n^{[a,b]}_-$, and similarly the difference in the $x$-direction is $\Delta x = n^{[a,b]}_+$. Thus, the optimal value of the log-likelihood for each maximal contiguous subset, e.g., $[a,b]$ is $q = \frac{\Delta y}{\Delta x + \Delta y}$, where $(\Delta x, \Delta y) = v_b - v_{a-1}$. We can think of $\frac{\Delta y}{\Delta x + \Delta y}$ as a type of slope, which we call $L$-slope. Note, the $L$-slope is an increasing function of the real slope (i.e., $\frac{\Delta y}{\Delta x}$). While the real slope lies in $[0, \infty]$, the $L$-slope has a monotonic relation to the real slope and maps it to $\frac{\Delta y}{\Delta y + \Delta x} \in [0, 1]$. 
So far, we have shown that if we know the maximal contiguous partitions of \( p_i \)'s, the optimal values \( p_i^* \)'s are uniquely determined by the \( L \)-slopes. Thus, the main remaining question is how to find such maximal contiguous segments.

First, let's assume there are \( k \) maximal contiguous segments, and we represent them with \( a_1, \ldots, a_k \), where \( a_1 = v_0 \) and \( a_k = v_M \), and all the other \( a_j \)'s for \( j \in \{1, \ldots, k\} \) are equal to vertices \( v_i \) that partition the \( p_i \)'s into maximal contiguous pieces. We use \( l_j \) to denote the \( L \)-slope between each \( a_i \) and \( a_{i+1} \). Note that because of ordering of \( p_1 \leq p_2 \leq \cdots \leq p_M \), these \( L \)-slopes are also in an increasing order \( l_1 \leq l_2 \leq \cdots \leq l_{k-1} \). Therefore, these \( L \)-slopes create a convex graph, and as a result \( a_j \)'s lie in a convex position.

**Lemma 2.** In the above context, \( a_j \)'s are precisely the set of vertices of the convex hull of the constructed graph (e.g. Figure 6.2).

**Proof.** We prove this by contradiction. Assume that \( a_j \)'s are not the convex hull of the graph. For example in Figure 6.2, this could happen with \( a_1 = v_0, a_2 = v_5, a_3 = v_{10} \).

Because \( a_j \)'s are not the convex hull, there exists an index \( i \) and a point on the graph \( c \) such that \( c \) lies under the line segment between \( a_i \) and \( a_{i+1} \) (e.g., let \( c = v_2 \) in the segment connecting \( a_1 = v_0 \) to \( a_2 = v_5 \)).

Consider the probabilities corresponding to the line segment from \( a_i \) to \( a_{i+1} \). These would be \( p_r, p_{r+1}, \ldots, p_j \), if \( a_i = v_{r-1} \) and \( a_{i+1} = v_j \); note that we have already shown all of them must be equal to the \( L \)-slope between \( a_i \) and \( a_{i+1} \), i.e., \( p_r = \cdots = p_j = l_i \). We partition these probabilities into two contiguous segments \( p_r, \ldots, p_j \) and \( p_j+1, \ldots, p_s \), where \( j \) is the index for which \( c = v_j \).

We perturb the first segment, \( p_r, \ldots, p_j \) by a small amount \( \epsilon \) in the negative direction, and perturb the second segment, \( p_j+1, \ldots, p_s \) by \( \epsilon \) in the positive direction. Since we decrease the first segment and increase the second, this does not violate our ordering constraint \( p_1 \leq \cdots \leq p_M \). Then, by a similar argument as in the proof of Lemma 1, we can conclude that this small perturbation increases the log-likelihood; in other words, the derivative of the log-likelihood with respect to the first segment is negative and the derivative with respect to the second segment is positive. We conclude that when \( a_j \)'s form the optimal partition, no such point \( c \) can be found, and therefore the \( a_j \)'s form the convex hull of the graph.

**Theorem 3.** The optimization problem in equation (6.22) can be solved in \( O(M \log(M)) \) time.

**Proof.** Sorting the \( R_i \)'s takes \( O(M \log(M)) \) time. As we have shown in Lemma 2, the optimal partition is determined by the convex hull of the constructed graph. The graph can be constructed in linear time, and the convex hull can be computed in linear time as well. Finally, the values \( p_i \)'s are determined by the \( L \)-slopes, each of which can be computed in \( O(1) \) time. Thus the bottleneck is in the initial sort, and the whole computation takes \( O(M \log(M)) \) time.
This method enables us to efficiently recover an estimate of the CDF of distribution $\hat{D}$.

**Remark 4.** In practice, the CDF might be well-approximated by a Gaussian. Finding the parameters of the Gaussian can again be formulated as a similar optimization in equation (6.22), where the objective is still the log-likelihood of the observed data, but the variables are replaced by the parameters of the Gaussian.

**Recovering the Error Distribution of $\Delta \sim D$**

To recover the distribution of the error $\Delta \sim D$, we need to make a further assumption that the distribution $\hat{D}$ is symmetric. Assuming we successfully find the distribution of $\chi \sim \hat{D}$, we can use moment generating functions $M_\chi(t) = \mathbb{E}[e^{t\chi}]$ to recover $D$. Given

$$\chi = \Delta_A - \Delta_B,$$

where $\chi \sim \hat{D}$ and $\Delta_A, \Delta_B \sim D$:

$$M_\chi(t) = M_{\Delta_A - \Delta_B}(t) = M_{\Delta_A}(t) \cdot M_{-\Delta_B}(t) = M_{\Delta_A}(t) \cdot M_{\Delta_B}(-t).$$

(6.26)

Since $\Delta_A$ and $\Delta_B$ are drawn from the same distribution their moment generating function is the same. Further, $\Delta$ is drawn from a symmetric distribution, i.e., $M_{\Delta_A}(t) = M_{\Delta}(-t)$, so:

$$M_\chi(t) = M_{\Delta}(t)^2.$$  

(6.27)

Assuming we have computed $\chi \sim \hat{D}$, we now can use this relation to find the distribution of $\Delta \sim D$.

**Remark 5.** If we are only interested in solving equation (6.5), we do not need to extract $D$ from $\hat{D}$. We can simply replace the $2\delta$ bound by a number drawn from the quantiles of the distribution $\hat{D}$. The reason for this is that even if we replace the assumption $|R_H^\dagger - R_H| \leq \delta$ by the weaker assumption:

$$\forall \xi_A, \xi_B : |(R_H^\dagger(\xi_A) - R_H^\dagger(\xi_B)) - (R_H(\xi_A) - R_H(\xi_B))| \leq 2\delta,$$

(6.28)

Theorem 2 would still hold (with essentially the same proof). Note that the above quantity is simply: $|\chi| = |\Delta_A - \Delta_B|$, whose distribution is given by $\hat{D}$.

**Remark 6.** We select $2\delta$ from the quantiles of $\hat{D}$ in such a way that: $\Pr_{\chi \sim \hat{D}}(|\chi| > 2\delta) < \epsilon$, where $\epsilon \in [0, 1]$ is the tolerated error ($1 - \epsilon$ is the confidence level).

### 6.4 Case Studies

In this section, we demonstrate our falsification algorithm for two autonomous driving scenarios. We also efficiently learn an error distribution for human’s reward function based on the proposed query-based method. We solved the constrained optimizations
Figure 6.3: Falsification in driving scenarios. Each row represents a scenario, where the cars start from the initial positions shown on the left, then (a) shows the optimal actions of human based on $R_{\mathcal{H}}$. In (b) and (c), we illustrate the optimal actions of the vehicles if $\mathcal{H}$ follows a perturbed reward function. The perturbation in (b) is not enough for violation of the safety property; however, in (c) with enough perturbation the two vehicles collide.

using the package Ipopt [177]. Our falsification algorithm is solved in less than a second (0.25s on average) when run on a 2.3 GHz Intel Core i7 processor.

Both vehicles follow the same dynamics model introduced in Chapter 2.4. We illustrate the two case studies in Figure 6.3. The top row corresponds to the autonomous car (white car) changing lane (the running example), and the bottom row corresponds to the autonomous car crossing an intersection. For both cases, the reward function includes collision avoidance as a safety measure as part of its features (see Chapter 2.2).

**Scenario 1: Falsifying Collision Avoidance in a Lane Change.** In this scenario, the autonomous car (white car in Figure 6.3) optimizes for changing lanes, while avoiding collisions. Assuming that $\mathcal{H}$ fully follows the learned reward function $R_{\mathcal{H}}$, no collisions occur and the autonomous car safely changes lanes (Figure 6.3(a)). However, the orange car might not exactly follow $R_{\mathcal{H}}$, so for a perturbed $R_{\mathcal{H}}$ by $\delta = 0.025$, the two cars take a riskier maneuver (Figure 6.3(b)), and finally for a sufficiently large $\delta = 0.15$, we find a falsifying set of actions for the human (Figure 6.3(c)), which clearly ends in a collision. We also demonstrate $R_{\mathcal{R}}$ with respect to $\delta$ in Figure 6.4(a). Based on the value of the reward function, where $R_{\mathcal{R}} < 0$ corresponds to experiencing collisions. This criteria is similar to the robustness function introduced in Chapter 2.3, and we will discuss that in more details in the next part of this dissertation. The safety property of collision avoidance will be violated for any model of human $R_{\mathcal{H}}^+$ that lies in a range that is at least $\delta = 0.11$ away
**Scenario 2: Falsifying Collision Avoidance in an Intersection.** In this scenario, our goal is to find the falsifying actions for the human-driven car (orange car) when the autonomous car (white car) plans to cross an intersection as shown in Figure 6.3. Similar to the previous scenario, following $R_H$, results in a collision-free outcome (Figure 6.3(b)). However, with a slightly perturbed reward function of the human with $\delta = 0.015$, the orange car gets closer to the autonomous car, and for a slightly higher $\delta = 0.05$ the two cars collide as shown in Figure 6.3(c). Similar to the previous case, we have shown the reward function $R_R$ with respect to $\delta$ in Figure 6.4, which shows the violation threshold is $\delta = 0.025$. We hypothesize that the bumps in the reward function (Figure 6.4(b)) in this scenario are due to the system falling into local optima in solving the falsification problem.

**Learning Human’s Error.** Using our query-based method, we learn a distribution for $\Delta$, and find an appropriate bound $\delta$. As shown in Figure 6.5(a), we have done 100 queries from $\mathcal{H}$ asking the human to compare two provided trajectories. The blue line in Figure 6.5(a) represents the walk over $\mathbb{Z}^2$ based on the sorted queries, where each horizontal line represents a positive query ($s_i = +1$), and each vertical line represents a negative query ($s_i = -1$) (similar to Figure 6.2). The orange line is the convex hull of the graph, which facilitates estimation of the distribution of $\Delta$. In Figure 6.5(b), we have found the maximum likelihood estimate of the CDF of the distribution from the convex hull in Figure 6.5(a). Similarly, we can fit a Gaussian instead as shown in purple. Using the estimated CDF, we choose $\delta = 0.1$ for confidence level of $\epsilon = 0.74$ as discussed in Remark 6. Note, with this confidence level and bound $\delta = 0.1$, we would have violated the specification for the second case study (crossing an intersection), while still satisfying collision avoidance in the first scenario (lane change) based on the thresholds found in Figure 6.4.
Figure 6.5: Learning Human’s Error Distribution. In (a) we visualize the comparison queries from $H$, and find the convex hull of the graph allowing us to find the CDF of the error distribution as shown in orange in (b). Using different quantiles of the CDF, we set an appropriate bound for $\delta$.

6.5 Chapter Summary

As human-robot systems make their ways into our every day life, safety has become a core concern of the learning algorithms used by such systems. The correctness of controllers for human-robot systems rely on the accuracy of models of human behavior. In this chapter, we described a systematic methodology for analyzing the robustness of learning-based control of human-robot systems. We focus on the setting where human models are learned from data, with humans modeled as approximately rational agents optimizing their reward functions. We provide a novel optimization-driven approach to find small deviations in learned human behavior that lead to violation of desired (safety) objectives. Our approach is experimentally validated via simulation for the application of autonomous driving. For future work, we plan to expand the application of this methodology to a broader class of human behavior models and human-robot systems. We also note that our high-level approach might be more broadly applicable to algorithmically analyzing the behavior of other kinds of systems involving models learned from data.

Falsification and verification play an important role in safety of human-robot systems. However, falsification is not enough for the design of safe controllers for our human-robot systems. In the next part of this dissertation, we address the problem of synthesizing safe controllers from formal specifications by bringing ideas from the area of formal methods to address problems that arise in safe control of human-robot systems.
Part II

Safe Control
Chapter 7

Reactive Synthesis for Human-Robot Systems

The cost of incorrect operation in many human-robot systems can be very severe. Human factors are often the reason for failures or “near failures”, as noted by several studies (e.g., [50, 101]). One alternative to control human-robot systems is to synthesize a fully autonomous controller from a high-level mathematical specification. The specification typically captures both assumptions about the environment and correctness guarantees that the controller must provide, and can be specified in a formal language such as Linear Temporal Logic (LTL) as introduced in Chapter 2.3. While this correct-by-construction approach looks very attractive, the existence of a fully autonomous controller that can satisfy the specification is not always guaranteed. For example, in the absence of adequate assumptions constraining its behavior, the environment can be modeled as being overly adversarial, causing the synthesis algorithm to conclude that no controller exists. Additionally, the high-level specification might abstract away from inherent physical limitations of the system, such as insufficient range of sensors, which must be taken into account in any real implementation. Thus, while full manual control puts too high a burden on the human operator, some element of human control is desirable. However, at present, there is no systematic methodology to synthesize a combination of human and autonomous control from high-level specifications. In this chapter, we address this limitation of the state of the art. Specifically, we consider the following question: Can we devise a controller that is mostly automatic and requires only occasional human interaction for correct operation? We formalize this problem of synthesis for human-robot systems and establish formal criteria for solving it.

A particularly interesting domain is that of autonomous or semiautonomous vehicles. Such systems, already capable of automating tasks such as lane keeping, navigating in stop-and-go traffic, and parallel parking, are being integrated into high-end automobiles. However, these emerging technologies also give rise to concerns over the safety of an ultimately driverless car. Recognizing the safety issues and the potential benefits of vehicle automation, the National Highway Traffic Safety Administration (NHTSA) has published
a statement that provides descriptions and guidelines for the continual development of these technologies [127]. Particularly, the statement defines five levels of automation ranging from vehicles without any control systems automated (Level 0) to vehicles with full automation (Level 4). In this chapter, we focus on Level 3 which describes a mode of automation that requires only limited driver control:

“Level 3 - Limited Self-Driving Automation: Vehicles at this level of automation enable the driver to cede full control of all safety-critical functions under certain traffic or environmental conditions and in those conditions to rely heavily on the vehicle to monitor for changes in those conditions requiring transition back to driver control. The driver is expected to be available for occasional control, but with sufficiently comfortable transition time. The vehicle is designed to ensure safe operation during the automated driving mode.” [127]

Essentially, this mode of automation stipulates that the human driver can act as a fail-safe mechanism and requires the driver to take over control should something go wrong. The challenge, however, lies in identifying the complete set of conditions under which the human driver has to be notified ahead of time. Based on the NHTSA statement, we identify four important criteria required for a human-robot controller to achieve this level of automation.¹

- **Efficient Monitoring.** The controller should be able to determine if human intervention is needed based on monitoring past and current information about the system and its environment.
- **Minimally Intervening.** The controller should only invoke the human operator when it is necessary, and does so in a minimally intervening manner.
- **Prescient.** The controller can determine if a specification may be violated ahead of time, and issues an advisory to the human operator in such a way that she has sufficient time to respond.
- **Safe Autonomy.** The controller should operate correctly until the point when human intervention is deemed necessary.

We further elaborate and formally define these concepts later in Section 10.3. In general, a human-robot controller, as shown in Figure 7.1 is a controller consists of three components: an automatic controller, a human operator, and an advisory control mechanism that orchestrates the switching between the auto-controller and the human operator.² In this setting, the auto-controller and the human operator can be viewed as

¹The original terms used in [110] were slightly different.
²In this chapter, we do not consider explicit dynamics of the plant. Therefore it can also be considered as part of the environment.
two separate controllers, each capable of producing outputs based on inputs from the environment, while the advisory controller is responsible for determining precisely when the human operator should assume control while giving her enough time to respond.

Figure 7.1: Human-Robot Controller: Component Overview

In this chapter, we study the construction of such controller in the context of reactive synthesis from LTL specifications. Reactive synthesis is the process of automatically synthesizing a discrete system (e.g., a finite-state Mealy transducer) that reacts to environment changes in such a way that the given specification (e.g., a LTL formula) is satisfied as briefly discussed in Chapter 2.3. There has been growing interest recently in the control and robotics communities (e.g., [185, 97]) to apply this approach to automatically generate embedded control software. This chapter has been in close collaboration with Wenchao Li, whose insights on using counterstrategy graphs for debugging enabled us to design the main technical algorithms of this work. In summary, the main contributions of this chapter are:

- A formalization of control of human-robot systems and the problem of synthesizing such controllers from high-level specifications, including four key criteria these controllers must satisfy.

- An algorithm for synthesizing controllers for human-robot systems that satisfy the afore-mentioned criteria.

- An application of the proposed technique to examples motivated by driver-assistance systems for automobiles.
7.1 Running Example

![Figure 7.2: Controller Synthesis – Car A Following Car B](image)

Consider the example in Figure 7.2. Car A (orange vehicle) is the autonomous vehicle, car B (black vehicle) and C (white vehicle) are two other cars on the road. We assume that the road has been divided into discretized regions that encode all the legal transitions for the vehicles on the map, similar to the discretization setup used in receding horizon temporal logic planning [183]. The objective of car A is to follow car B. Note that car B and C are part of the environment and cannot be controlled. The notion of following can be stated as follows. We assume that car A is equipped with sensors that allows it to see two squares ahead of itself if its view is not obstructed, as indicated by the enclosed region by blue rectangle in Figure 7.2a. In this case, car B is blocking the view of car A, and thus car A can only see regions 3, 4, 5 and 6. Car A is said to be able to follow car B if it can always move to a position where it can see car B. Furthermore, we assume that car A and C can move at most 2 squares forward, but car B can move at most 1 square ahead, since otherwise car B can out-run or out-maneuver car A.

Given this objective, and additional safety rules such as cars not crashing into one another, our goal is to automatically synthesize a controller for car A such that:

- car A follows car B whenever possible;
- and in situations where the objective may not be achievable, switches control to the human driver while allowing sufficient time for the driver to respond and take control.
In general, it is not always possible to come up with a fully automatic controller that satisfies all requirements. Figure 7.2b illustrates such a scenario where car C blocks the view as well as the movement path of car A after two time steps. The arrow indicates the movements of the vehicles at time steps 1 and 2. Positions of a car X at time t is indicated by $X_t$. In this failure scenario, the autonomous vehicle needs to notify the human driver since it has lost track of car B.

Therefore, a human-robot control synthesis problem is tasked with producing an autonomous controller along with advisories for the human driver in situations where her attention is required. Our challenge, however, is to identify the conditions that we need to monitor and notify the driver when they may fail. In the next section, we discuss how human constraints such as response time can be simultaneously considered in the solution, and mechanisms for switching control between the auto-controller and the human driver.

### 7.2 Formal Model of Human-Robot Controller

Consider a Booleanized space over the input and output alphabet $\mathcal{X} = 2^X$ and $\mathcal{Y} = 2^Y$, where X and Y are two disjoint sets of variables representing inputs and outputs respectively, we model a discrete controller as a finite-state transducer. A finite-state (Mealy) transducer (FST) is a tuple $M = (Q, q^0, \mathcal{X}, \mathcal{Y}, \rho, \delta)$, where Q is the set of states, $q^0 \in Q$ is the initial state, $\rho : Q \times \mathcal{X} \rightarrow Q$ is the transition function, and $\delta : Q \times \mathcal{X} \rightarrow \mathcal{Y}$ is the output function. Given an input sequence $x = x^0, x^1, \ldots$, a run of $M$ is the infinite sequence $q = q^0, q^1, \ldots$ of states such that $q^{k+1} = \rho(q^k, x^k)$ for all $k \geq 0$. The run $q$ on $x$ produces the word $M(x) = \delta(q^0, x^0)\delta(q^1, x^1)\ldots$. The language of $M$ is then denoted by the set $L(M) = \{ (x, y)^\omega \mid M(x) = y \}$.

To characterize correctness of $M$, we assume that we can label if a state is unsafe or not, by using a function $F : Q \rightarrow \{ \text{true}, \text{false} \}$, i.e. a state $q$ is failure-prone if $F(q) = \text{true}$. We elaborate on $F$ later in Section 7.3.

#### Agents as Automata

We model two of the three agents in the human-robot controller shown in Figure ??, the automatic controller $Auto$ and the advisory controller $VC$, as finite-state transducers (FSTs). The human operator can be viewed as another FST $H$ that uses the same input and output interface as the auto-controller. The overall controller is then a composition of the models of $H$, $Auto$ and $VC$.

We use a binary variable $auto$ to denote the internal advisory signal that $VC$ sends to both $Auto$ and $H$. Hence, $\mathcal{X}^H = \mathcal{X}^{Auto} = \mathcal{X} \cup \{ auto \}$, and $\mathcal{Y}^{VC} = \{ auto \}$. When $auto = \text{false}$, it means the advisory controller is requiring the human operator to take over control, and the auto-controller can have control otherwise.

We assume that the human operator (e.g., driver behind the wheel) can take control at any time by transitioning from a “non-active” state to an “active” state, e.g., by hitting
a button on the dashboard or simply pressing down the gas pedal or the brake. When \( \mathcal{H} \) is in the “active” state, the human operator essentially acts as the automaton that produces outputs to the plant (e.g., a car) based on environment inputs. We use a binary variable \( \text{active} \) to denote if \( \mathcal{H} \) is in the “active” state. When \( \text{active} = \text{true} \), the output of \( \mathcal{H} \) overwrites the output of \( \text{Auto} \). The “overwrite” action happens when a sensor senses the human operator is in control, e.g., putting her hands on the wheel. Similarly, when \( \text{active} = \text{false} \), the output of the human-robot controller is the output of \( \text{Auto} \). Note that even though the human operator is modeled as a FST here, since we do not have direct control of the human operator, it can in fact be any arbitrary relation mapping \( \mathcal{X} \) to \( \mathcal{Y} \).

Criteria for Human-Robot Controllers

One key distinguishing factor of a human-robot controller from traditional controller is the involvement of a human operator. Hence, human factors such as response time cannot be disregarded. In addition, we would like to minimize the need to engage the human operator. Based on the NHTSA statement, we derive four criteria for any effective human-robot controller, as stated below.

- **Monitoring.** An advisory \( \text{auto} \) is issued to the human operator under specific conditions. These conditions in turn need to be determined unambiguously at runtime, potentially based on history information but not predictions. In a reactive setting, this means we can use trace information only up to the point when the environment provides a next input from the current state.

- **Minimally intervening.** Our mode of interaction requires only selective human intervention. An intervention occurs when \( \mathcal{H} \) transitions from the “non-active” state to the “active” state (we discuss mechanisms for suggesting a transition from “active” to “non-active” in Section 7.3, after prompted by the advisory signal \( \text{auto} \) being \( \text{false} \)). However, frequent transfer of control would mean constant attention is required from the human operator, thus nullifying the benefits of having the auto-controller. In order to reduce the overhead of human participation, we want to minimize a joint objective function \( C \) that combines two elements: (i) the probability that when \( \text{auto} \) is set to \( \text{false} \), the environment will eventually force \( \text{Auto} \) into a failure scenario, and (ii) the cost of having the human operator taking control. We formalize this objective function in Section 7.3.

- **Prescient.** It may be too late to seek the human operator’s attention when failure is imminent. We also need to allow extra time for the human to respond and study the situation. Thus, we require an advisory to be issued ahead of any failure scenario. In the discrete setting, we assume we are given a positive integer \( T \) representing human response time (which can be driver-specific), and require that \( \text{auto} \) is set to \( \text{false} \) at least \( T \) number of transitions ahead of a state (in \( \text{Auto} \)) that is \textit{unsafe}. 

• **Conditionally-Correct.** The auto-controller is responsible for correct operation as long as auto is set to true. Formally, if auto = true when Auto is at a state q, then $\mathcal{F}(q) = \text{false}$. Additionally, when auto is set to false, the auto-controller should still maintain correct operation in the next $T - 1$ time steps, during or after which we assume the human operator take over control. Formally, if auto changes from true to false when Auto is at a state q, let $R_T(q)$ be the set of states reachable from q within $T - 1$ transitions, then $\mathcal{F}(q') = \text{false}, \forall q' \in R_T(q)$.

**Problem 4 (Human-Robot Controller Synthesis Problem).** Given a model of the system and its specification expressed in a formal language, synthesize a human-robot controller that is, by construction, monitoring, minimally intervening, prescient, and conditionally correct.

In this chapter, we study the synthesis of a human-robot controller in the setting of synthesis of reactive systems from Linear Temporal Logic (LTL) specifications. We give background on this setting in Chapter 2.3, and propose an algorithm for solving the Human-Robot Controller Synthesis problem in Section 7.3.

### 7.3 Human-Robot Controller Synthesis

Given an unrealizable specification, a counterstrategy $S^{env}$ exists for env which describes moves by env such that it can force a violation of the system guarantees. The key insight of our approach for synthesizing a human-robot controller is that we can synthesize an advisory controller that monitors these moves and prompts the human operator with sufficient time ahead of any danger. These moves are essentially assumptions on the environment under which the system guarantees can be ensured. When these assumptions are not violated (the environment may behave in a benign way in reality), the auto-controller fulfills the objective of the controller. On the other hand, if any of the assumptions is violated, as flagged by the advisory controller, then the control is safely switched to the human operator in a way that she can have sufficient time to respond. The challenge, however, is to decide when an advisory should be sent to the human operator, in a way that it is also minimally intervening to the human operator. We use the following example to illustrate our algorithm.

**Example 1.** Consider $X = \{x\}$, $Y = \{y\}$ and the following LTL sub-formulas which together form $\psi = \psi^{env} \rightarrow \psi^{sys}$.

- $\psi_f^{env} = \mathbf{G} (\mathbf{F} \neg x)$
- $\psi_f^{sys} = \mathbf{G} (\neg x \rightarrow \neg y)$
- $\psi_f^{sys} = \mathbf{G} (\mathbf{F} y)$
Specification $\psi$ is not realizable. Figure 7.3a shows the computed counterstrategy graph $G_c$. The literal $\bar{x}$ ($\bar{y}$) denotes the negation of the propositional variable $x$ ($y$). The memory content is denoted by $\gamma_i$ with $\gamma_0$ being the initial memory content. The three states on the left are the initial states. The literals on the edges indicate that the environment first chooses $\bar{x}$ and then the system chooses $\bar{y}$. (the system is forced to pick $\bar{y}$ due to $\psi_{sys}^t$). Observe that, according the counterstrategy, the system will be forced to pick $\bar{y}$ perpetually. Hence, the other system guarantee $\psi_{sys}^f$ cannot be satisfied.

Weighted Counterstrategy Graph

Recall that a counterstrategy can be viewed as a discrete transition system or a directed graph $G_c$. We consider two types of imminent failures (violation of some system guarantee specification) described by $G_c$.

- **Safety violation.** For a node (state) $q_1^c \in Q_c$, if there does not exist a node $q_2^c$ such that $(q_1^c, q_2^c) \in \rho_c$, then we say $q_1^c$ is failure-imminent. In this scenario, after $env$ picks a next input according to the counterstrategy, $sys$ cannot find a next output such that all of the (safety) guarantees are satisfied (some $\psi_{sys}^i$ or $\psi_{sys}^t$ is violated).

- **Fairness violation.** If a node $q_c$ is part of a strongly connected component (SCC) in $Q_c$, then we say $q_c$ is failure-doomed. For example, the node $(\bar{x}, \bar{y}, \gamma_1)$ in Figure 7.3a is a failure-doomed node. Starting from $q_c$, $env$ can always pick inputs in such a way that the play is forced to get stuck in SCC. Clearly, all other states in SCC are also failure-doomed.

Now we make the connection of the labeling function $F$ for a controller $M$ to the counterstrategy graph $G_c$ which describes behaviors that $M$ should not exhibit. Consider
an auto-controller $M$ and a state $q$ (represented by the assignment $xy$) in $M$. $F(q) = \text{true}$ if and only if there exist some $q_c \in Q_c$ such that $\theta_c(q_c) = xy$ and $q_c$ is either failure-imminent or failure-doomed. In practice, it is not always the case that the environment will behave in the most adversarial way. For example, a car in front may yield if it is blocking our path. Hence, even though the specification is not realizable, it is still important to assess, at any given state, whether it will actually lead to a violation. For simplicity, we assume that the environment will adhere to the counterstrategy once it enters a failure-doomed state.

We can convert $G_c$ to its directed acyclic graph (DAG) embedding $\hat{G}_c = (\hat{Q}_c, \hat{Q}_0_c, \hat{\rho}_c)$ by contracting each SCC in $G_c$ to a single node. Figure 7.3b shows the condensed graph $\hat{G}_c$ of $G_c$ shown in Figure 7.3a. We use a surjective function $\hat{f} : Q_c \rightarrow \hat{Q}_c$ to describe the mapping of nodes from $G_c$ to $\hat{G}_c$. We say a node $\hat{q} \in \hat{Q}_c$ is failure-prone if a node $q_c \in Q_c$ is either failure-imminent or failure-doomed and $\hat{f}(q_c) = \hat{q}$.

Recall from Section 7.2 that the notion of minimally-intervening requires the minimization of a cost function $C$, which involves the probability that auto is set to false. Thus far, we have not associated any probabilities with transitions taken by the environment or the system. While our approach can be adapted to work with any assignment of probabilities, for ease of presentation, we make a particular choice in this chapter. Specifically, we assume that at each step, the environment picks a next-input uniformly at random from the set of possible legal actions (next-inputs) obtained from $\eta_{env}$ given the current state. In Example 1 and correspondingly Figure 7.3a, this means that it is equally likely for $env$ to choose $\bar{x}$ or $x$ from any of the states. We use $c(q)$ to denote the total number of legal actions that the environment can take from a state $q$.

In addition, we take into account of the cost of having the human operator perform the maneuver instead of the auto-controller. In general, this cost increases with longer human engagement. Based on these two notions, we define $\omega$, which assigns a weight to an edge $e \in \hat{Q}_c \times \hat{Q}_c$ in $\hat{G}_c$, recursively as follows. For an edge between $\hat{q}_i$ and $\hat{q}_j$,

$$
\omega(\hat{q}_i, \hat{q}_j) = \begin{cases} 
1 & \text{if } \hat{q}_j \text{ is failure-prone} \\
\frac{\text{pen}(\hat{q}_i) \times \text{len}(\hat{q}_i)}{c(\hat{q}_i)} & \text{Otherwise}
\end{cases}
$$

where $\text{pen} : \hat{Q}_c \rightarrow Q^+$ is a user-defined penalty parameter$^3$, and $\text{len} : \hat{Q}_c \rightarrow Z^+$ is the length (number of edges) of the shortest path from a node $\hat{q}_i$ to any failure-prone node in $\hat{G}_c$. Intuitively, a state far away from any failure-prone state is less likely to cause a failure since the environment would need to make multiple consecutive moves all in an adversarial way. However, if we transfer control at this state, the human operator will have to spend more time in control, which is not desirable for a human-robot system controller. Next, we describe how to use this edge-weighted DAG representation of a counterstrategy graph to derive a controller that satisfies the criteria established earlier.

$^3$ $\text{pen}(\hat{q}_i)$ should be chosen such that $\omega(\hat{q}_i, \hat{q}_j) < 1$. 
Counterstrategy-Guided Synthesis

Suppose we have a counterstrategy graph $G_c$ that summarizes all possible ways for the environment to force a violation of the system guarantees. Consider an outgoing edge from a non-failure-prone node $\hat{q}$ in $\hat{G}_c$ (condensed graph of $G_c$), this edge encodes a particular condition where the environment makes a next-move given some last move made by the environment and the system. If some of these next-moves by the environment are disallowed, such that none of the failure-prone nodes are reachable from any initial state, then we have effectively eliminated the counterstrategy. This means that if we assert the negation of the corresponding conditions as additional $\psi^\text{env}_i$ (environment transition assumptions), then we can obtain a realizable specification.

Formally, we mine assumptions of the form $\phi = \bigwedge_i (G(a_i \rightarrow \neg X b_i))$, where $a_i$ is a Boolean formula describing a set of assignments over variables in $X \cup Y$, and $b_i$ is a Boolean formula describing a set of assignments over variables in $X$.

Under the assumption $\phi$, if $(\phi \land \psi^\text{env}_i) \rightarrow \psi^\text{sys}$ is realizable, then we can automatically synthesize an auto-controller that satisfies $\psi$. In addition, the key observation here is that mining $\phi$ is equivalent to finding a set of edges in $\hat{G}_c$ such that, if these edges are removed from $G_c$, then none of the failure-prone nodes is reachable from any initial state. We denote such set of edges as $E^\phi$, where each edge $e \in E^\phi$ corresponds to a conjunct in $\phi$. For example, if we remove the three outgoing edges from the source nodes in Figure 7.3b, then the failure-prone node is not reachable. Removing these three edges correspond to adding the following environment assumption, which can be monitored at runtime.

$$G ((x \land y) \rightarrow \neg X \bar{x}) \land G ((\bar{x} \land \bar{y}) \rightarrow \neg X \bar{x}) \land G ((x \land \bar{y}) \rightarrow \neg X \bar{x})$$

Human factors play an important role in the design of a controller for human-robot systems. The criteria established for a controller in Section 7.2 also require it to be prescient and minimally intervening. Hence, we want to mine assumptions that reflect these criteria as well. The notion of prescient essentially requires that none of the failure-prone nodes is reachable from a non-failure-prone node with less than $T$ steps (edges). The weight function $\omega$ introduced earlier can be used to characterize the cost of a failing assumption resulting in the advisory controller prompting the human operator to take over control (by setting $\text{auto}$ to $\text{false}$). Formally, we seek $E^\phi$ such that the total cost of switching control $\sum_{e \in E^\phi} \omega(e)$ is minimized.

We can formulate this problem as a $s-t$ min-cut problem for directed acyclic graphs. Given $\hat{G}_c$, we first compute the subset of nodes $\hat{Q}^T_c \subseteq \hat{Q}_c$ that are backward reachable within $T-1$ steps from the set of failure-prone nodes (when $T = 1$, $\hat{Q}^T_c$ is the set of failure-prone node). We assume that $\hat{Q}^0_c \cap \hat{Q}^T_c = \emptyset$. Next, we remove the set of nodes $\hat{Q}^T_c$ from $\hat{G}_c$ and obtain a new graph $\hat{G}^T_c$. Since $\hat{G}^T_c$ is again a DAG, we have a set of source nodes and a set of terminal nodes. Thus, we can formulate a $s-t$ min-cut problem by adding a new source node that has an outgoing edge (with a sufficiently large weight) to each of the source nodes and a new terminal node that has an incoming edge (with a sufficiently large weight) from each of the terminal nodes. This $s-t$ min-cut problem
Algorithm 2 Counterstrategy-Guided Human-Robot Controller Synthesis

**Input:** GR(1) specification $\psi = \psi^{env} \rightarrow \psi^{sys}$.

**Input:** $T$: parameter for minimum human response time.

**Output:** $Auto$ and $VC$. Our controller is then a composition of $Auto$, $VC$ and $H$.

```plaintext
if $\psi$ is realizable then
    Synthesize transducer $M \models \psi$ (using standard LTL synthesis);
    Controller := $M$ (fully autonomous).
else
    Generate $G_c$ from $\psi$ (assume a single $G_c$; otherwise the algorithm is performed iteratively);
    Generate the DAG embedded $\hat{G}_c$ from $G_c$.
    Reduce $\hat{G}_c$ to $\hat{G}_c^T$;
    Assign weights to $\hat{G}_c$ using $\phi$; by removing $\hat{G}_c^T$ – nodes that are within $T - 1$ steps of any failure-prone node;
    Formulate a $s$-$t$ min-cut problem with $\hat{G}_c^T$;
    Solve the $s$-$t$ min-cut problem to obtain $E^\phi$;
    Add assumptions $\phi$ to $\psi$ to obtain the new specification $\psi_{new} := (\phi \land \psi^{env}) \rightarrow \psi^{sys}$;
    Synthesize $Auto$ so that $M \models \psi_{new}$;
    Synthesize $VC$ as a (stateless) monitor that outputs $auto = false$ if $\phi$ is violated.
end if
```

can be easily solved by standard techniques [40]. The overall approach is summarized in Algorithm 2.

**Theorem 4.** Given a LTL specification $\psi$ and a response time parameter $T$, Algorithm 2 is guaranteed to either produce a fully autonomous controller satisfying $\psi$, or a human-robot controller, modeled as a composition of an auto-controller $Auto$, a human operator and an advisory controller $VC$, that is monitoring, prescient with parameter $T$, minimally intervening\(^4\) with respect to the cost function $f_C = \sum_{e \in E^\phi} \omega(e)$, and conditionally correct\(^5\).

**Proof.** (Sketch) When $\psi$ is realizable, a fully autonomous controller is synthesized and unconditionally satisfies $\psi$. Now consider that case when $\psi$ is not realizable. The HuIL controller is monitoring as $\phi$ only comprises a set of environment transitions up to the next environment input.

It is prescient by construction. The auto flag advising the human operator to take over control is set to false precisely when $\phi$ is violated. When $\phi$ is violated, it corresponds to the environment making a next-move from the current state $q$ according to some edge $e = (\hat{q}_i, \hat{q}_j) \in E^\phi$. Consider any $q_c \in Q_c$ such that $\hat{f}(q_c) = \hat{q}_i$, $\theta_c(q^c) = q$. Since $\hat{q}_i \notin \hat{Q}_c^T$ by

\(^4\)We assume the counterstrategy we use to mine the assumptions is an optimal one – it forces a violation of the system guarantees as quickly as possible.

\(^5\)We assume that all failure-prone nodes are at least $T$ steps away from any initial node.
the construction of $\hat{G}_c^T$, $\hat{q}_i$ is at least $T$ transitions away from any failure-prone state in $\hat{G}_c$. This means $q_c$ must also be at least $T$ transitions away from any failure-imminent state or failure-doomed state in $Q_c$. Hence, by the definition of $F$ with respect to a failure-doomed or failure-doomed state in Section 7.3, $q$ is (and auto is set) at least $T$ transitions ahead of any state that is unsafe.

The controller is also conditionally correct. By the same reasoning as above, for any state $q' \in R_T(q)$, $F(q') = \text{false}$, i.e. $q'$ is safe.

Finally, since auto is set to false precisely when $\phi$ is violated, and $\phi$ in turn is constructed based on the set of edges $E^\phi$, which minimizes the cost function $f_C = \sum_{e \in E^\phi} \omega(e)$, the controller is minimally-intervening with respect to the cost function $f_C$.

### Switching from Human Operator to Auto-Controller

Once control has been transferred to the human operator, when should the human yield control to the autonomous controller again? One idea is for the controller to continually monitor the environment after the human operator has taken control, checking if a state is reached from which the auto-controller can ensure that it satisfies the specification (under assumption $\phi$), and then the advisory controller can signal a driver telling her that the auto-controller is ready to take back control. We note that alternative approaches may exist and we plan to investigate this further in future work.

### 7.4 Experimental Results

Our algorithm is implemented as an extension to the GR(1) synthesis tool RATSY [30]. We now discuss the car-following example (as shown in Section 7.1) here. The implementation can be found here: [http://verifun.eecs.berkeley.edu/tacas14/](http://verifun.eecs.berkeley.edu/tacas14/)

Recall the car-following example shown in Section 7.1. We describe some of the more interesting specifications below and their corresponding LTL formulas. $p_A, p_B, p_C$ are used to denote the positions of car $A, B$ and $C$ respectively.

- Any position can be occupied by at most one car at a time (no crashing):

  $$\mathbf{G} \left( p_A = x \rightarrow (p_B \neq x \land p_C \neq x) \right)$$

  where $x$ denotes a position on the discretized space. The cases for $B$ and $C$ are similar, but they are part of $\psi_{env}$.

- Car $A$ is required to follow car $B$:

  $$\mathbf{G} \left( (v_{AB} = \text{true} \land p_A = x) \rightarrow \mathbf{X} (v_{AB} = \text{true}) \right)$$

  where $v_{AB} = \text{true}$ if and only if car $A$ can see car $B$. 
• Two cars cannot cross each other if they are right next to each other. For example, when $p_C = 5$, $p_A = 6$ and $p'_C = 8$ (in the next cycle), $p'_A \neq 7$. In LTL, 

$$G \left( ((p_C = 5) \land (p_A = 6) \land (X p_C = 8)) \rightarrow (X (p_A \neq 7)) \right)$$

The other specifications can be found in the link at the beginning of this section.

Observe that car $C$ can in fact force a violation of the system guarantees in one step under two situations – when $p_C = 5$, $p_B = 8$ and $p_A = 4$, or $p_C = 5$, $p_B = 8$ and $p_A = 6$. Both are situations where car $C$ is blocking the view of car $A$, causing it to lose track of car $B$. The second failure scenario is illustrated in Figure 7.2b.

Applying our algorithm to this (unrealizable) specification with $T = 1$, we obtain the following assumption $\phi$.

$$\phi = G \left( ((p_A = 4) \land (p_B = 6) \land (p_C = 1)) \rightarrow \neg X ((p_B = 8) \land (p_C = 5)) \right) \land$$

$$G \left( ((p_A = 4) \land (p_B = 6) \land (p_C = 1)) \rightarrow \neg X ((p_B = 6) \land (p_C = 3)) \right) \land$$

$$G \left( ((p_A = 4) \land (p_B = 6) \land (p_C = 1)) \rightarrow \neg X ((p_B = 6) \land (p_C = 5)) \right)$$

In fact, $\phi$ corresponds to three possible evolutions of the environment from the initial state. In general, $\phi$ can be a conjunction of conditions at different time steps as $env$ and $sys$ progress. The advantage of our approach is that it can produce $\phi$ such that we can synthesize an auto-controller that is guaranteed to satisfy the specification if $\phi$ is not violated, together with an advisory controller that prompts the driver (at least) $T$ ($T = 1$ in this case) time steps ahead of a potential failure when $\phi$ is violated.

### 7.5 Chapter Summary

In this chapter, we’ve discussed the problem of reactive synthesis from temporal logic specifications [141, 138]. Similar to [97], we have synthesized a discrete controller from temporal logic specifications.

Wongpiromsarn et al. [183] consider a receding horizon framework to reduce the synthesis problem to a set of simpler problems for a short horizon. We further discuss a receding horizon variant of our problem in the future chapters. Livingston et al. [112, 113] exploit the notion of locality that allows “patching” a nominal solution. They update the local parts of the strategy as new data accumulates allowing incremental synthesis. The patching algorithm considers changes in the game graph, and identifies the affected nodes for each system goal and modifies the graph locally. In our approach, we do not start with a synthesized game graph, and we mine assumptions from counterstrategies. Also, we consider environment assumptions that are not only limited to the topological changes. The key innovation in this chapter is that our work is the first to consider synthesizing interventions that combine an autonomous controller with a human operator.
Our work is inspired by the recent works on assumption mining. Chatterjee et al. [37] construct a minimal environment assumption by removing edges from the game graph to ensure safety assumptions, then compute liveness assumptions to put additional fairness constraints on the remaining edges. Finding this minimal set is NP-Hard. Our approach is based on removing edges from the counter-strategy; therefore, the environment assumptions are easier to mine, and more practical as they can be mapped to monitoring real sensors. The flexibility of choosing which edge to remove gives us a measure of conservativeness in our control. Removing edges closer to the source node prevents any violations in the future moves and removing edges towards the sink node is less conservative. Li et al. [109] and later Alur et al. [8] use a counterstrategy-guided approach to mine environment assumptions for GR(1) specifications. We adapt this approach to the synthesis of controllers for human-robot systems.

Finally, human’s reaction time while driving is an important consideration in this chapter. This time is based on human’s reaction time while driving, which is driver-specific. The value of reaction time can range from 1 to 2.5 seconds for different tasks and drivers [169].

One limitation of the current approach is the use of an explicit counterstrategy graph (due to weight assignment). We plan to explore symbolic algorithms in the future. Further, we plan to synthesize a systematic intervention scheme that closely combines models of operators, and provides formal correctness guarantees about it.
Chapter 8

Reactive Synthesis from Signal Temporal Logic

In this chapter, our goal is to design controllers that satisfy desired temporal logic specifications despite a potentially adversarial environment or human models. These synthesized controllers are robust to uncertain environment or human actions.

As we have seen in the previous chapter, temporal logics is a valuable tool for controller synthesis. Approaches using temporal logic can be broadly categorized based on if they use a discrete abstraction of the system, and if the environment is assumed to be deterministic.

Using discrete abstraction enables the construction of a discrete supervisory controller, which can then construct a hybrid controller. These discrete abstraction techniques address both deterministic [94, 133] and adversarial environments [53, 186]. In contrast, techniques that avoid discrete abstraction include sampling-based methods [88], and mixed-integer linear programming encodings of temporal logic specifications [86, 89, 100, 182, 147].

In this chapter, we plan to close the gap between these two techniques by addressing controller synthesis under reactive environments through mixed-integer linear programming encodings. The ideas and results of this chapter was done in close collaboration with Vasumathi Raman, Alexandre Donze, Richard Murray, and Sanjit Seshia. Specifically, Vasumathi Raman’s ideas for the mixed integer encoding of signal temporal logic, and her previous work [146] has provided us with an insight that led to the algorithms and results of this chapter.

We adopt a counterexample-guided inductive synthesis [166] approach to synthesize a controller satisfying reactive specifications. Inductive synthesis refers to the automated generation of a system from input-output examples, using each new example to iteratively refine the hypothesis about the system until convergence. In Counterexample-Guided Inductive Synthesis (CEGIS), the examples are mostly counterexamples discovered while trying to verify correctness of the current guess. CEGIS thus relies primarily on a validation engine to validate candidates produced at intermediate iterations, which can
produce counterexamples for use in the next iteration. Automated synthesis of systems using CEGIS and the closely related Countereexample-Guided Abstraction Refinement (CEGAR) paradigm has been widely studied in various contexts [38, 8, 84].

The specification language adopted here is STL [119], which allows the specification of temporal properties of real-valued signals, and has been applied to the analysis of hybrid dynamical systems from various application domains such as analog and mixed signal circuits, systems biology or Cyber-Physical Systems (CPS) (see Chapter 2.3). We exploit the quantitative semantics of STL to compute the robustness of satisfaction in the validation engine for our CEGIS approach to reactive synthesis.

A key advantage of temporal logic over, e.g., domain-specific languages based on propositional logic, is that it enables the expression of properties of infinite traces. We would therefore like to synthesize controllers that can run indefinitely, and satisfy infinite-horizon properties. However, in this chapter we use a Receding Horizon Control approach introduced in Chapter 2.1. This not only reduces computational complexity, but also improves robustness with respect to exogenous disturbances and modeling uncertainties by allowing new information to be incorporated as it becomes available [126].

The connection between Receding Horizon Control (RHC) and control synthesis from STL specifications are discussed in previous work [147], where the authors specify desired properties of the system using a STL formula, and synthesize control strategies such that the system satisfies that specification, while using a receding horizon approach. Raman et al. present automatically-generated Mixed Integer Linear Program (MILP) encodings for STL specifications, extending the Bounded Model Checking (BMC) paradigm for finite discrete systems [28] to STL. These encodings can be used not only to generate open-loop control signals that satisfy finite and infinite horizon STL properties, but also to generate signals that maximize quantitative (robust) satisfaction. In this chapter, we show how the robustness-based encoding can be used to produce a validation engine that synthesizes counterexamples to guide a CEGIS approach to reactive synthesis.

Abbas et al. [1] exploit the quantitative semantics of Metric Temporal Logic (MTL) to design a framework for specification-guided testing of stochastic cyber-physical systems. Leveraging results from stochastic optimization, they frame the verification of properties on such systems as a global optimization problem of minimizing the expected robustness of satisfaction. While we work with nondeterministic systems rather than stochastic systems, our CEGIS approach leverages a similar idea when finding an adversarial environment input that minimizes the robustness of satisfaction.

Receding horizon control that satisfies temporal logic specifications in adversarial settings has been considered before in the context of Linear Temporal Logic (LTL) [186], where the authors propose a framework utilizing discrete abstractions to synthesize supervisory controllers for specifications in the GR(1) subset of LTL. In this work, feasibility of the global specification is determined via symbolic checks on a series of pre-defined smaller problems, and strategies extracted as needed. In contrast, we do not require an a priori defined finite set of sub-problems. Our approach also extends synthesis capabilities to a wider class of temporal logic specifications and environments than [68, 23], and
The key contribution of this chapter is a CEGIS approach to controller synthesis for cyber-physical systems subject to signal temporal logic (STL) specifications, operating in and interacting with potentially adversarial nondeterministic environments or human agents. Specific features of our approach include:

- We leverage the previously-proposed encoding of STL specifications as mixed integer-linear constraints [147], and solve a counterexample-guided series of optimization problems to yield a satisfying control sequence.
- Our framework can be used in a receding horizon fashion to fulfill properties over unbounded horizons.
- We present experimental results using a case study of controller synthesis for an autonomous driving scenario in the presence of adversarial agents; simulation results in this domain illustrate the effectiveness of our methodology.

8.1 MILP Encoding for Controller Synthesis

In order to synthesize a run that satisfies a STL formula $\varphi$, we add STL constraints to a MILP formulation of the control synthesis problem as in [147]. We first represent the system trajectory as a finite sequence of states satisfying the model dynamics in equation (2.7). Then, we encode the formula $\varphi$ with a set of MILP constraints; our encoding produces a MILP as long as the functions $\mu$ that define the predicates $\pi^\mu$ in $\varphi$ are linear or affine.

Constraints on system evolution

The system constraints encode valid finite (horizon-$N$) trajectories for a dynamical system—these constraints hold if and only if the trajectory $\bar{\zeta}(x^0, u^N, w^N)$ satisfies (2.7). A typical situation is when the discrete dynamics $f_d$ is linear. In that case, the constraints on system evolution are of the form

$$
x^1 &= Ax^0 + Bu^0 + Bw^0 \\
x^2 &= Ax^1 + Bu^1 + Bw^1 \\
\ldots \\
x^N &= Ax^{N-1} + Bu^{N-1} + Bw^{N-1}
$$
STL constraints

The robustness of satisfaction of the STL specification, as defined in Chapter 2.3, provides a natural objective for the MILP defined above, either in the absence of, or as a complement to domain-specific objectives on runs of the system.

As described in Chapter 2.3, the robustness of a STL specification $\varphi$ can be computed recursively on the structure of the formula. Moreover, since max and min operations can be expressed in a MILP formulation using additional binary variables, this does not add complexity to the encoding (although the additional variables make it more computationally expensive in practice). For a given formula $\varphi$, we introduce a variable $\rho^\varphi_k$, and an associated set of MILP constraints such that $\rho^\varphi_k > 0$ if and only if $\varphi$ holds at time $t_k$. Given $\varphi$, we recursively generate MILP constraints for every subformula of $\varphi$, such that $\rho^\varphi_0$ determines whether $\varphi$ holds in the initial state. For example, enforcing $\rho^\varphi_k = \rho^\varphi(x, t_k)$ gives us this property. The reader is referred to [147] for details of this encoding. The advantage of this robustness-based encoding is that it allows us to maximize or minimize the value of $\rho^\varphi_0$, obtaining a trajectory that maximizes or minimizes the robustness of satisfaction.

The union of the STL constraints and system constraints yields a MILP, enabling us to check feasibility and find a solution when possible using a MILP solver; for further details and examples see [147]. Given an objective function on runs of the system, we can also find an optimal trajectory that satisfies the STL specification. The robustness provides a natural objective for this MILP, either in the absence of, or as a complement to domain-specific objectives on runs of the system.

Mixed integer-linear programs are NP-hard, and hence impractical when the dimensions of the problem grow. We present the computational costs of the above encoding in terms of the number of variables and constraints in the resulting MILP. If $P$ is the set of predicates used in the formula and $|\varphi|$ is the length (i.e. the number of operators), then $O(N \cdot |P|) + O(N \cdot |\varphi|)$ continuous variables are introduced. In addition, $O(N)$ binary variables are introduced for every instance of a Boolean operator, i.e., $O(N \cdot |\varphi|)$ Boolean variables.

The dimensionality of the discrete-time dynamical system affects the size of the constructed MILP linearly via the constraints encoding system evolution (more precisely, through the size of the set of predicates $P$). However, given the efficiency of modern MILP solvers, there is no evidence that a linear increase in the problem size would in practice lead to more than a linear increase in computational time for a solution. Methods based on abstraction or discretization of the state space, on the other hand, are much more likely to have exponential complexity with respect to system dimensionality. We note, however, that our approach is more sensitive to the size of the specifications, and in particular to the nesting degree of temporal operators. We report on the scalability of our approach in Section 8.5.
8.2 STL Reactive Synthesis Problem

We address the problem of synthesizing control inputs for a system operating in the presence of potentially adversarial, \textit{a priori} uncertain external inputs or disturbances. The controllers we produce will provide guarantees for specifications of the form $\varphi \models \varphi_e \Rightarrow \varphi_s$, where $\varphi_e$ places assumptions on the external environment, and $\varphi_s$ specifies desired guarantees on the plant behavior. In this chapter, $\varphi_e$ refers exclusively to properties of signals $w \in W^\omega$, whereas $\varphi_s$ refers to properties of $x \in X^\omega$ and $u \in U^\omega$.

We now formally state the synthesis problem for reactive controllers subject to STL specifications of the form above, and its receding horizon formulation.

**Problem 5 (STL Reactive Synthesis).** Given a discrete dynamical system:

$$x^{t+1} = f(x^t, u^t, w^t),$$

initial state $x^0$, trajectory length $N$, STL formula $\varphi$ and cost function $J$, compute:

$$\arg\min_{u^N} \max_{w^N \in \{ w \in W^N | \varphi_e \}} J(\zeta(x^0, u^N, w^N))$$

s.t. $\forall w^N \in W^N$, $\zeta(x^0, u^N, w^N) \models \varphi$

**Problem 6 (Receding Horizon Reactive Synthesis).** Given a system of the form in equation (8.1), initial state $x^0$, STL formula $\varphi$ and cost function $J$, at each time step $k$, compute:

$$\arg\min_{u^{H,k}} \max_{w^{H,k} \in \{ w \in W^H | \varphi_e \}} J(\zeta(x^k, u^{H,k}, w^{H,k}))$$

s.t. $\forall w \in W^\omega$, $\zeta(x^0, u, w) \models \varphi$,

where $H$ is a finite horizon provided as a user input or selected in some other fashion, $u^{H,k}$ is the horizon-$H$ control input computed at each time step and $u = u^{H,0} u^{H,1} u^{H,2} ...$.

In Sections 8.3 and 8.4, we present both a finite-trajectory solution to Problem 5, and a solution to Problem 6 for a large class of STL formulas. A key component of our solution is to use the previously presented encoding of STL specifications as MILP constraints [147] in combination with MILP constraints representing the system dynamics to efficiently solve the resulting constrained optimization problem.

8.3 Counterexample-Guided Finite Horizon Synthesis

We propose a solution to Problem 5 using a counterexample guided inductive synthesis (CEGIS) procedure. We first consider bounded STL properties $\varphi$, bounded by $N \in \mathbb{N}$. 

Algorithm 3 CEGIS Algorithm for Problem 5

1: Input: $\xi, x_0, N, \varphi, J$
2: Let $w^0 = (w_1^0, w_2^0, \ldots, w_{N-1}^0)$, s.t. $w^N \models \varphi_e$
3: $W_{\text{cand}} = \{w^0\}$
4: while True do
5:   $u^0 \leftarrow \arg\min_{u \in U^N} \max_{w^0 \in W_{\text{cand}}} J(\xi(x^0, u, w^0))$
   \hspace{1cm} s.t. $\forall w^0 \in W_{\text{cand}}, \xi(x^0, u, w^0) \models \varphi_s$
6:   if $u^0 = \text{null}$ then
7:     Return INFEASIBLE
8:   end if
9:   $w^1 \leftarrow \arg\min_{w \in W^N} \rho^\varphi(\xi(x^0, u^0, w), 0)$
   \hspace{1cm} s.t. $w^1 \models \varphi_e$
10:   if $\rho^\varphi(\xi(x^0, u^0, w^1)) > 0$ then
11:     Return $u^0$
12:   else
13:     $W_{\text{cand}} \leftarrow W_{\text{cand}} \cup \{w^1\}$
14:   end if
15: end while

Once we have this scheme for synthesizing control for finite trajectories satisfying bounded specifications, we will use a receding horizon scheme for infinite trajectories.

We now describe the steps of Algorithm 3 in detail. In Step 2, we choose an initial instance $w^0$ of an environment that satisfies the specification $\varphi_e$. We do so using the open-loop synthesis algorithm for bounded-time STL described in [147]. Our initial set of candidate environment inputs is a singleton, $W_{\text{cand}} = \{w^0\}$ (Step 3). Then, in Step 5, we compute the optimal control input $u^0$ with respect to this environment, such that the system specification $\varphi_s$ is satisfied; this step also uses the solution in [147]. If the problem in Step 5 is infeasible, we know that there is a control input $w^0 \in W_{\text{cand}}$ against which no control input can satisfy $\varphi$, so we can stop and return (Step 7). Otherwise, in Step 9, we find an environment $w^1$ that satisfies $\varphi_e$, but also minimizes the robustness of satisfaction of $\varphi$ for the control input $u^0$. Essentially, this step tries to find an environment that falsifies the specification $\varphi$ when the control input $u^0$ is used. If the minimum robustness $\rho^\varphi(\xi(x^0, u^0, w^1))$ thus computed is positive, this implies $\forall w \in W^N \xi(x^0, u^0, w) \models \varphi$, so we can return the control input $u^0$ as our result in Step 11. Otherwise, we have generated a counterexample to $u^0$ being the desired control input, i.e. an environment $w^1$ that falsifies $\varphi$ when $u^0$ is used. We use this counterexample to guide our inductive synthesis in Step 13, by adding it to the set of environments to be considered in the next iteration.
We then resume execution of the while loop from Step 4.

**Theorem 5.** If Algorithm 3 returns $u^N \in U^N$, then $\forall w^N \in W^N, \xi(x^0, u^N, w^N) \models \varphi$. If Algorithm 3 returns INFEASIBLE, then Problem 5 is infeasible.

Note that Algorithm 3 does not fully solve Problem 5, because it does not always ensure cost-optimality of $u^N$ with respect to all disturbances $w^N \in W^N$ — the returned $u^N$ is optimal with respect to a specific set of disturbances $W_{\text{cand}} \subseteq W^N$.

Since $|W_{\text{cand}}|$ grows by 1 at every iteration of the while loop, the MILP in Step 5 grows linearly with the number of iterations, as we duplicate constraints for each new counterexample. If $W$ is finite, $W_{\text{cand}}$ will converge, and Algorithm 3 is sound and complete.

If $W$ is infinite, Algorithm 3 may never terminate. We can choose to execute a maximum number of iterations of the while loop before declaring the problem infeasible. However, there is actually more information available to us. In fact, we can solve the robust control problem (i.e. Problem 5) to within an arbitrary tolerance by sampling a finite number of independent and identically distributed (i.i.d.) $w^N$. Esfahani et al. show the feasibility and performance bound of this approach for a class of non-convex MILP problems [49]. They prove that for this specific class of programs, the quality of the solution after drawing $M$ i.i.d. samples can be lower-bounded. Here, we first show that we can have a similar bound by i.i.d. sampling, and then prove that Algorithm 3 performs strictly better than i.i.d. sampling. We first formulate Problem 5 as a feasibility problem by moving the objective to the set of constraints. This transformation facilitates defining a relaxed variant of Problem 5.

**Problem 7.** Given a system of the form in equation (8.1), initial state $x^0$, trajectory length $N$, STL formula $\varphi$, cost function $J$, and threshold $t$ compute:

$$\begin{align*}
\arg\min_{u^N} & \quad 0 \\
\text{s.t.} & \quad \forall w^N \in W^N, \quad \xi(x^0, u^N, w^N) \models \varphi, \\
& \quad \forall w^N \in \{ w \in W^N | w \models \varphi_e \}, \quad \forall w^N \in W^N, \quad J(\xi(x^0, u^N, w^N)) \leq t.
\end{align*}$$

Now, we define an $\epsilon$-relaxation of Problem 7, where each constraint is satisfied within an $\epsilon$ threshold.

**Problem 8** (Relaxed STL Reactive Synthesis). Given a system of the form in equation (8.1), initial state $x^0$, trajectory length $N$, STL formula $\varphi$, cost function $J$, and threshold $t$, compute:

$$\begin{align*}
\arg\min_{u^N} & \quad 0 \\
\text{subject to} & \quad \forall w^N \in W^N, \quad \xi(x^0, u^N, w^N) \models \epsilon \varphi, \\
& \quad \forall w^N \in \{ w \in W^N | w \models \varphi_e \}, \quad \forall w^N \in W^N, \quad J(\xi(x^0, u^N, w^N)) \leq t + \epsilon,
\end{align*}$$

(8.2)

where the relaxed constraint $\xi(x^0, u^N, w^N) \models \epsilon \varphi$ represents the $\epsilon$-satisfaction of the STL formula $\varphi$, which is equivalent to $\rho^0(\xi(x^0, u^N, w^N)) > -\epsilon$. 

We define a new robustness function that takes into account both the objective $J$ and the constraints $\varphi$:

$$\rho_{t,J}^{\varphi}(\xi(x^0, u^N, w^N)) = \min(\rho^{\varphi}(\xi(x^0, u^N, w^N)), t - J(\xi(x^0, u^N, w^N)).$$  \hspace{1cm} (8.3)

The solution to Problem 8 can be found by slightly modifying Algorithm 3, where satisfaction of formulas are replaced by $\epsilon$-satisfaction for the feasibility problem. We call this modified algorithm the Relaxed CEGIS Algorithm.

Algorithm 4 Relaxed CEGIS Algorithm for Problem 8

1: Input: $\xi, x_0, N, \varphi, J, t$
2: Let $w^0 = (w_1^0, w_2^0, ..., w_{N-1}^0)$, s.t. $w^N \models \varphi_e$
3: $W_{\text{cand}} = \{w^0\}$
4: while True do
5:     $u^0 \leftarrow \arg\min_{u \in U^N} \xi(x^0, u, w^0)$
6:     subject to $\forall w^0 \in W_{\text{cand}}, \xi(x^0, u, w^0) \models \varphi_s,$
7:     $\forall w^0 \in W_{\text{cand}}, J(\xi(x^0, u, w^0)) \leq t,$  \hspace{1cm} (8.4)
8:     if $u^0 == \text{null}$ then
9:         return INFEASIBLE
10:     end if
11:     $w^1 \leftarrow \arg\min_{w \in W^N} \rho_{t,J}^{\varphi}(\xi(x^0, u^0, w), 0)$
12:     subject to $w^1 \models \varphi_e$
13:     if $\rho_{t,J}^{\varphi}(\xi(x^0, u^0, w^1)) > -\epsilon$ then
14:         return $u^0$
15:     else
16:         $W_{\text{cand}} \leftarrow W_{\text{cand}} \cup \{w^1\}$
17:     end if
18: end while

Remark 7. The robustness function of an STL formula $\rho^{\varphi}$ is Lipschitz continuous, and its Lipschitz constant $L_{\varphi}$ can be computed from the Lipschitz constant of the atomic propositions of $\varphi$ by simply noting that minimum and maximum do not increase the Lipschitz constant. For example, let $\varphi = G_{[0,\infty)}(s(t) > 5) \land F_{[0,\infty)}(2s(t) > 20)$, then the Lipschitz constant $L_{\varphi}$ is the maximum of the Lipschitz constants of the atomic predicates, i.e., $L_{\varphi} = \max(1, 2) = 2$. 

Remark 8. Under the assumption that the objective function \( J \) is Lipschitz continuous, with Lipschitz constant \( L_J \), we define the Lipschitz constant of \( \rho_{t,j}^\varphi \) to be the maximum of \( L_\varphi \) and \( L_J \), i.e., \( L = \max(L_\varphi, L_J) \).

Lemma 3. After running the Relaxed CEGIS Algorithm for \( k \) time steps, the pairwise distance between \( w^i \) and \( w^j \in \{w^1, \ldots, w^K\} \) is at least \( \frac{\varepsilon}{L} \), where \( L \) is the Lipschitz constant of the robustness function \( \rho_{t,j}^\varphi \).

Proof. We use a proof by contradiction method for Lemma 3. Without loss of generality, we assume that \( i < j \). Let \( u^j \) be the control input selected at iteration \( j \), and \( w^i \) be the disturbance input selected at iteration \( i \). Then, we have \( \rho_{t,j}^\varphi(\xi(x^0, u^j, w^i)) > 0 \). Further, we assume the distance between \( w^i \) and \( w^j \) is less than \( \frac{\varepsilon}{L} \), i.e., \( |w^i - w^j| < \frac{\varepsilon}{L} \). Therefore, by Lipschitz continuity of \( \rho_{t,j}^\varphi \), we conclude:

\[
\rho_{t,j}^\varphi(\xi(x^0, u^j, w^i)) > \frac{-\varepsilon}{L} \times L = -\varepsilon 
\] (8.6)

This contradicts our assumption, since if \( \rho_{t,j}^\varphi(\xi(x^0, u^j, w^i)) > -\varepsilon \), Step 10 of the Relaxed CEGIS Algorithm 4 would have returned \( u^j \).

Theorem 6. If \( W_{\text{cand}} \) is an \( \frac{\varepsilon}{L} \) cover of \( W^N \), then solving Problem 7 (or equivalently Problem 5), where \( W^N \) is replaced by \( W_{\text{cand}} \) provides a solution to the Relaxed STL Reactive Synthesis problem (Problem 8).

Proof. Suppose solving Problem 7 with a finite number of \( w \in W_{\text{cand}} \) returns \( u^* \). Since \( W_{\text{cand}} \) is an \( \frac{\varepsilon}{L} \) cover of \( W^N \), for every \( w \in W^N \), there exists \( w' \in W_{\text{cand}} \) and \( |w - w'| < \frac{\varepsilon}{L} \). Since \( u^* \) is a solution of Problem 7, we have \( \rho_{t,j}^\varphi(\xi(x^0, u^*, w')) > 0 \). By Lipschitz continuity:

\[
|w - w'| < \frac{\varepsilon}{L} \to |\rho_{t,j}^\varphi(\xi(x^0, u^*, w)) - \rho_{t,j}^\varphi(\xi(x^0, u^*, w'))| < \varepsilon. 
\] (8.7)

Therefore, \( \rho_{t,j}^\varphi(\xi(x^0, u^*, w)) > -\varepsilon \) for any \( w \in W^N \), which provides a solution to the Relaxed STL Reactive Synthesis problem (Problem 8).

Theorem 7. Let \( W^N = [0, 1]^N \). Then, an \( \frac{\varepsilon}{L} \) cover of \( W^N \) is obtained with \( \Theta((\frac{L}{\varepsilon})N \log(\frac{L}{\varepsilon})) \) i.i.d. samples.

Proof. We first prove that we can lower bound the number of i.i.d. samples by \( \Omega((\frac{L}{\varepsilon})N \log(\frac{L}{\varepsilon})) \). We divide the cube \([0, 1]^N\) into \((\frac{L}{2\varepsilon})N\) subcubes of side length \( \frac{2\varepsilon}{L} \), where the center of each subcube is \( \frac{\varepsilon}{L} \) far from the side of the subcube. To cover the centers of the subcubes, we need to have selected at least one point from each subcube. Therefore, the problem reduces to the coupon collector’s problem [125], where the number of coupons is the number of subcubes, i.e., \( \Theta((\frac{L}{\varepsilon})N) \) (for a constant \( N \)). Then, the expected number of samples required to cover the centers of the subcubes is \( \Omega((\frac{L}{\varepsilon})N \log(\frac{L}{\varepsilon})) \) with i.i.d. sampling. So this implies that to find an \( \frac{\varepsilon}{L} \) cover of \( W^N \) we need \( \Omega((\frac{L}{\varepsilon})N \log(\frac{L}{\varepsilon})) \).
Now, we show that this bound is also an upper bound. We now choose the subcubes with side length \( \frac{\varepsilon}{\sqrt{N \cdot L}} \). The diameter of such a subcube is \( \frac{\varepsilon}{L} \). Therefore, if we pick one point from each subcube, these points form an \( \frac{\varepsilon}{L} \) cover. Then, using the coupon collector’s problem, we only need \( O((\frac{1}{\varepsilon})^N \log(\frac{1}{\varepsilon})) \) samples.

As we have shown both the upper and lower bounds, we only need \( \Theta((\frac{1}{\varepsilon})^N \log(\frac{1}{\varepsilon})) \) samples to cover the cube \([0, 1]^N\).

**Remark 9.** If \( W^N = [0, 1]^N \) and \( W_{\text{cand}} \) is selected by i.i.d. sampling, then \( O((\frac{1}{\varepsilon})^N \log(\frac{1}{\varepsilon})) \) samples are enough to ensure that the solution to Problem 5 with \( W^N \) replaced with \( W_{\text{cand}} \) is a solution of Problem 8.

**Theorem 8.** The Relaxed CEGIS Algorithm 4 requires at most \( O((\frac{1}{\varepsilon})^N) \) samples (under the assumption that \( W^N = [0, 1]^N \)) to terminate.

**Proof.** We can divide the cube \( W^N = [0, 1]^N \) to subcubes of side length \( \frac{\varepsilon}{\sqrt{N \cdot L}} \). By Lemma 3, we only select one \( w^i \in W_{\text{cand}} \) for each subcube during the CEGIS loop. Therefore, the number of samples is at most the number of subcubes, i.e., \( O((\frac{1}{\varepsilon})^N) \).

**Theorem 9.** Any solution returned by Algorithm 4 is a feasible solution for Problem 8. Further, if Problem 7 has a feasible solution, Algorithm 4 will never return infeasible.

**Proof.** Step 10 of Algorithm 4 enforces that \( \rho^0_{\ell_j}(\vec{c}(x^0, u^0, w^1)) > -\varepsilon \); therefore, any solution returned satisfies the feasibility of Problem 8. In addition, if Problem 7 is feasible, Step 5 of Algorithm 4 can never return infeasible.

**Remark 10.** If \( W^N \) is bounded, then Algorithm 4 terminates in a finite number of steps. This is because a bounded \( W^N \) can be covered by balls of diameter \( \frac{\varepsilon}{L} \), and \( W_{\text{cand}} \) cannot take more than one point in each of these balls.

**Remark 11.** One might be discouraged by the seemingly modest improvement of the Relaxed CEGIS Algorithm 4 over i.i.d. sampling. In fact, one might think that this improvement is offset by the more complicated and time-consuming way of choosing \( w \). However, we solve the optimization problem of choosing \( u \) by reducing the problem to a MILP whose size scales linearly in the size of \( W_{\text{cand}} \). Therefore, keeping this length of \( W_{\text{cand}} \) as small as possible is beneficial.

In practice, solving the problem in Step 5 becomes expensive as \( W_{\text{cand}} \) grows, in particular because the objective is now non-linear. While state-of-the-art MILP solvers e.g. Gurobi\(^1\) handle nonlinear objective functions efficiently, we can preserve the difficulty of the problem at each iteration by setting \( W_{\text{cand}} = \{ w^1 \} \) in Step 13 instead of growing the set of candidates. This breaks completeness even for finite sets \( W \), since we may oscillate between two disturbances, but preserves soundness with respect to the satisfaction of \( \varphi \), while allowing faster solutions at each iteration of the loop.

\(^1\)http://www.gurobi.com/
CHAPTER 8. REACTIVE SYNTHESIS FROM STL

In the case study described in Section 8.5, we find that a few number of iterations through the while loop suffices to either find a satisfying control input or render the problem infeasible.

8.4 Receding Horizon Controller Synthesis in an Adversarial Environment

In this section, we will describe a solution to Problem 6 by adding STL constraints to a receding horizon control framework. At each step $t$ of the computation, we will employ the CEGIS approach in Section 8.3 to find a finite trajectory of fixed horizon length $H$, such that the trajectory accumulated over time satisfies $\phi$.

Note that this problem is relatively simple for bounded-time STL formulas $\phi$, as described in [147]. Here the length of the horizon $H$ is chosen to be at least the bound of formula $\phi$. Then, at time step 0, we synthesize control $u^{H,0}$ using the formulation in Section 8.3, and execute only the first time step $u^{H,0}_0$, we then observe $w^{H,0}_0$ and $x_1$. Then at the next step, we solve for $u^{H,1}$, while constraining the values of $u^{H,1}_0 = u^{H,0}_0$, $w^{H,1}_0 = w^{H,0}_0$ in the MILP, and retaining the STL constraints on the trajectory up to time $H$. Keeping track of the history in this manner ensures that the formula is satisfied over the length-$H$ prefix of the trajectory, while solving for $u^{H,t}$ at every time step $t$.

Suppose that we have a specification $\psi = G\phi$, where $\phi$ is a bounded-time formula with bound $H$. In this case, we can stitch together trajectories of length $H$ using a receding horizon approach to produce an infinite computation that satisfies the STL formula. At each step of the receding horizon computation, we search for a finite trajectory of horizon length $2H$, keeping track of the past values and robustness constraints necessary to determine satisfaction of $\psi$ at every time step in the trajectory.

First we define a procedure:

$$\text{CEGIS}^*(\xi, x^0, N, \psi = G\phi, J, P^H, u_{old}^k)$$

(8.8)

that takes additional inputs $P = \{P^0, P^1, ..., P^{H-1}\}$ and $u_{old}^k = u_{old}^0 u_{old}^1 ... u_{old}^{k-1}$, and is identical to Algorithm 3, except that the optimization problem in Step 5 is solved with the added constraints:

$$\rho^\psi(\xi(x^0, u, w^0), i) > P_i \quad \forall i \in [0, H - 1]$$

$$u_i = u_{old}^k \quad \forall i < k$$

(8.9)

Algorithm 3 (CEGIS) solves reactive synthesis for bounded horizon formulas. We are designing Algorithm 5 to deal with unbounded formulas, by invoking bounded-horizon synthesis at each time step. To ensure soundness of this infinite-horizon synthesis algorithm, some history needs to be carried forth from one horizon to another to ensure consistency between the newly synthesized inputs and those produced in previous steps.
This is achieved by the two additional arguments of CEGIS* and the corresponding added constraints. The first constraint enforces satisfaction of $\varphi$ at all time steps $i \in [0, H - 1]$. The second constraint fixes the first $k$ values of the newly computed input to values computed in the previous time step.

Given CEGIS*, we define a receding horizon control procedure as in Algorithm 5. At each time step, we compute control inputs over a horizon of $2H$.

Algorithm 5 RHC Algorithm for Problem 6

1. **Input**: $\xi, x^0, \psi = G\varphi, J$
2. Let $M$ be a large positive constant.
3. Let $H$ be the bound of $\varphi$.
4. Set $P^0 = 0$ and $P^i = -M \ \forall 0 < i \leq H$.
5. Compute $u^0 = u^0_0 u^0_1 ... u^0_{2H-1}$ as:
   $$u^0 \leftarrow \text{CEGIS}^*(\xi, x^0, 2H, G_{[0,H]}\varphi, J, P^0, \emptyset)$$

6. **for** $k = 1; k < H; k = k + 1$ **do**
7. Set $u_{old}^k = u_0^k u_1^k ... u_{k-1}^k$.
8. Set $P^i = 0$ for $0 \leq i \leq k$, $P^i = -M \ \forall k < i \leq H$.
9. Compute $u^k = u_0^k u_1^k ... u_{2H-1}^k$ as:
   $$u^k \leftarrow \text{CEGIS}^*(\xi, x^k, 2H, G_{[0,H]}\varphi, J, P^H, u_{old}^k)$$

10. **end for**
11. **while** True **do**
12. Set $u_{old}^k = u_1^{k-1} u_2^{k-1} ... u_{H}^{k-1}$.
13. Set $P^i = 0$ for $0 \leq i \leq H$.
   $$u^k \leftarrow \text{CEGIS}^*(\xi, x^k, 2H, G_{[0,H]}\varphi, J, P^H, u_{old}^k)$$
14. $k = k + 1$
15. **end while**

Algorithm 5 has two phases, a transient phase (Lines 4-10) and a stationary phase (Lines 11-14). The transient phase applies until an initial control sequence of length $H$ has been computed, and the stationary phase follows. In the transient phase, the number of stored previous inputs ($u_{old}^k$) as well as the number of time steps at which formula $\varphi$ is enforced (i.e. time steps for which $P_i = 0$) grows by one at each iteration, until they both attain a maximum of $H$ at iteration $H$. Every following iteration uses a window of size $H$ for stored previous inputs, and sets all $P_i = 0$. The size-$H$ window of
Let $\mathbf{u}^*$ be the infinite sequence of control inputs generated by setting $u^*_k = u^*_H$, where $u^k = u^k_0 \ldots u^k_{2H-1}$ is the control input sequence of length $2H$ generated by Algorithm 5 at time $t_k$. Then $\forall w \in W^\omega$, $\zeta(x^0, \mathbf{u}^*, w) \models \psi$. 

Proof. Since $H$ is the bound of $\varphi$, the satisfaction of $\varphi$ at time $k$ is established by the control inputs $u^*_k \ldots u^*_H$. At time $k + H$,

\[
\mathbf{u}^{k+H}_{old} = u^*_0 \ldots u^*_H u^*_{k+1} \ldots u^*_{k+H-1} u^*_{k+H} = u^k_0 \ldots u^k_{H-1} u^k_{H+1} \ldots u^k_{2H-1} u^k_H u^k_{k+1} \ldots u^k_{k+H-1} = \ldots = u^k_H u^k_{k+1} u^k_{k+2} \ldots u^k_{k+H-1} = \mathbf{u}^{k+H}_{old},
\]

and so all the inputs required to determine satisfaction of $\varphi$ at time $k$ have been fixed. Moreover, if $u^{k+H}$ is successfully computed, then by the correctness of Algorithm 3, $\mathbf{u}^{k+H}_{old}$ has the property that $\forall w^H \in W^H$, $\zeta(x^k, \mathbf{u}^{k+H}_{old}, w^H) \models \varphi$. Since $u^k_H u^k_{H+1} \ldots u^k_{H+1} = u^{k+H}_{old}$, we see that $\forall w^H \in W^H$, $\zeta(x^k, u^*_k \ldots u^*_H, w^H) \models \varphi$.

It follows that $\forall w^\omega \in W^\omega$, $\zeta(x^0, \mathbf{u}^*, w) \models \varphi$. \hfill \qed

We have therefore shown how a control input can be synthesized for infinite sequences satisfying $\psi$, by repeatedly synthesizing control for sequences of length $2H$. A similar approach applies for formulas $\mathbf{F}\varphi$ and $\varphi \mathbf{U} \psi$, where $\varphi, \psi$ are bounded-time.

## 8.5 Autonomous Driving in Nondeterministic Environments

We now consider the problem of controlling an autonomous vehicle operating in the presence of other, potentially adversarial vehicles.

In this example, two moving vehicles approach an intersection, which they must cross. We let the red car in Figure 8.1 be the ego vehicle (the vehicle we control), and the black car be part of the environment. We define the state space using a simplified 6-dimensional model, with the position of the two vehicles $(x^{ego}, y^{ego}), (x^{adv}, y^{adv})$ and the velocity of the two $(v^{ego} = \dot{y}^{ego}, v^{adv} = \dot{x}^{adv})$ in $ms^{-1}$ as state variables, and the acceleration $(a^{ego} = \ddot{y}^{ego})$ of the ego vehicle as a single input. The disturbance is the acceleration of the
environment vehicle \( (a^{\text{adv}} = v^{\text{adv}}) \), which is allowed to take values in a bounded range. Thus:

\[
\begin{align*}
\mathbf{x}_k &= \begin{bmatrix} x_\text{ego}^k & y_\text{ego}^k & x_\text{adv}^k & y_\text{adv}^k & v_\text{ego}^k & v_\text{adv}^k \end{bmatrix}^T \\
\mathbf{u} &= a_\text{ego}^k \\
\mathbf{w} &= a_\text{adv}^k
\end{align*}
\]

(8.10) (8.11)

We assume each vehicle has the dynamics of a double integrator:

\[
\begin{align*}
\begin{bmatrix}
\dot{x}_\text{ego}^k \\
\dot{y}_\text{ego}^k \\
\dot{z}_\text{ego}^k
\end{bmatrix} &= \begin{bmatrix} 0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix} x_\text{ego}^k \\
y_\text{ego}^k \\
z_\text{ego}^k
\end{bmatrix} + \begin{bmatrix} 0 \\
0 \\
1
\end{bmatrix} \mathbf{u}
\end{align*}
\]

(8.12)

\[
\begin{align*}
\begin{bmatrix}
\dot{x}_\text{adv}^k \\
\dot{y}_\text{adv}^k \\
\dot{z}_\text{adv}^k
\end{bmatrix} &= \begin{bmatrix} 0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix} x_\text{adv}^k \\
y_\text{adv}^k \\
z_\text{adv}^k
\end{bmatrix} + \begin{bmatrix} 0 \\
0 \\
1
\end{bmatrix} \mathbf{w}
\end{align*}
\]

(8.13)

Our specification in this example is that there should be no collisions at the intersection between the two vehicles, and that the ego vehicle’s speed should be close to 1\(ms^{-1}\). Here the disturbance \( \mathbf{w} \) is the acceleration of the adversary, whose value is assumed to be close to a reference value, \( \mathbf{w}^{\text{ref}} \). We use the following STL formulas:

\[
\begin{align*}
\varphi_e &= \mathbf{G}(||\mathbf{w} - \mathbf{w}^{\text{ref}}|| < 0.1) \\
\varphi_s &= \mathbf{G}(||y_\text{ego}^k - x_\text{adv}^k|| < 2) \rightarrow \mathbf{G}_{[0,2]}(||v_\text{ego}^k|| < 0.1)
\end{align*}
\]
The formula $\varphi_s$ specifies that whenever $y^{ego}_k$ is close to $x^{adv}_k$, i.e. within the range of $2m$, the ego vehicle should come to a stop ($|v^{ego}_k| < 0.1$) for a short period of time (2s). Figure 8.1, shows that the two vehicles will be close only when they are in the vicinity of the intersection. We expect the ego vehicle to stop at the intersection in order to allow the adversary to cross. In addition, we optimize the following cost function, which encourages the ego vehicle’s speed to be close to $1ms^{-1}$.

$$J(\xi(x^k, u^H, w^H)) = \sum_{l=0}^{H-1} ||v^{ego}_{k+l} - 1|| (8.14)$$

Figure 8.2 illustrates the result of applying Algorithm 5 to synthesize control inputs for the ego vehicle. The first plot shows the position of the two vehicles, $x^{adv}_k$ and $y^{ego}_k$ (in m). The ego vehicle starts with a negative value on its y-axis $y^{ego}_0 < 0$, and the adversary starts with a positive x-value $x^{adv}_0 > 0$. Here the origin represents the middle of the intersection: at any time $k$ if $y^{ego}_k = x^{adv}_k = 0$, the two cars have collided. The synthesized control input should therefore avoid such a collision, and the two vehicles should not be at location 0 or its vicinity ($|y^{ego}_k - x^{adv}_k| < 2$) at the same time.

As seen in the first and second subplots in Figure 8.2, at time $t = 8s$, the ego vehicle stops at its current position in order to avoid collision with the adversary car. The vehicle proceeds after a short stop to let the adversary pass. The third subplot shows the velocity of the two vehicles, and the fourth plot represents the acceleration. Notice that the velocity of the ego vehicle stabilizes at $1ms^{-1}$ at most times as long as it avoids any collisions. The accelerations shown in the fourth plot include the control input synthesized using Algorithm 5, and the disturbance, i.e., the acceleration of the adversary.

### 8.6 Chapter Summary

The main contribution of this chapter is a CEGIS procedure for synthesis of reactive controllers for systems satisfying STL specifications. We further showed our CEGIS technique can be used in a receding horizon control framework, and we synthesized strategies for systems that must satisfy a set of desired STL specifications. Our approach uses an optimization framework with a given domain-specific cost function in the presence of adversarial environments. We have also presented experimental results for synthesizing controllers in a simplified driving scenario, where the controller satisfies the desired properties despite nondeterministic adversarial environments.
Figure 8.2: Plot of position, velocity and acceleration of the ego and adversary vehicles. The second plot from the top shows the distance (in m) of each vehicle from the intersection. While the adversary vehicle drives straight through the intersection at a constant speed, the ego vehicle stops at $t=8s$, when it is around 2.5m from the intersection, then resumes moving around $t=16s$, thus avoiding collision.
Chapter 9

Safe Control under Uncertainty

Achieving safe control under *uncertain* models for human-robot systems is challenging. For example, any safe control strategy for quadcopters need to incorporate predictive information about wind gusts and any associated uncertainty in such predictions. Similarly, in the case of autonomous driving, the controller needs a probabilistic predictive model about the other vehicles on the road to avoid collisions. Without a model of uncertainty that characterizes all possible outcomes, there is no hope in giving guarantees about the safety of the synthesized controller.

The field of machine learning (ML) has a rich set of tools that can characterize uncertainties. Specifically, Bayesian graphical models [85] have been popular in modeling uncertainties arising in scenarios common to robotics. For example, one of the common strategies is to build classifiers or predictors based on acquired sensor data. It is appealing to consider such predictors in achieving safe control of dynamical systems. However, it is almost impossible to guarantee a prediction system that works perfectly at all times. Consequently, we need to devise control methodologies aware of such limitations imposed by the ML systems. Specifically, we need to build a framework that is capable of achieving safe control by being aware of when the prediction system would work or fail.

In this chapter, we propose a framework for achieving safe control, when machine learning models are employed to make predictions based on sensed signals. The heart of our framework is the novel *Probabilistic Signal Temporal Logic* (PrSTL) that allows us to express safety constraints by considering the predictive models and their associated uncertainties. This logic allows specifications that embed Bayesian classification methods via *probabilistic predicates* that take random variables as parameters, thereby resulting in a powerful framework that can reason about safety under uncertainty. One of the main advantages of using Bayesian classification models is the fact that the predictions provided are full distributions associated with the quantity of interest as opposed to a point estimate. For example, a classical machine learning method might just provide a value for wind speed; however, under the Bayesian paradigm we would be recovering an entire probability distribution over all possible wind profiles. Finally, another distinguishing aspect of our framework is that these probabilistic predicates are adaptive: as the system
sees more and more data, the inferred distribution over the latent variables of interest can change leading to change in the predicates themselves.

Previous efforts for achieving safe control either operate under deterministic environments or model uncertainty only as part of the dynamics of the system [72]. These approaches lack clear connections to various sources of uncertainty present in the environment. Specifically, there is no clear understanding of how uncertainty arising due to sensing and classification could be incorporated while reasoning about safe controllers.

Over the years researchers have proposed different approaches for safe control of dynamical systems. Designing controllers under reachability analysis and safe learning are well-studied methods that allow specifying safety and reachability properties, while learning the optimal strategy online [122, 121, 67, 13, 5]. However, finding the reachable set is computationally expensive, which makes these approaches impractical for most interesting tasks. Controller synthesis under temporal specifications such as Linear Temporal Logic (LTL) allows expressing interesting properties of the system and environment, e.g., safety, liveness, response, stability, and has shown promising results [139, 97, 87, 184, 88, 140]. However, synthesis for LTL requires time and space discretization, which suffers from the curse of dimensionality. Also, while such approaches are effective at high level planning, they are unsuitable for lower level control of dynamical systems. Recently, synthesis for Signal Temporal Logic (STL), which allows real-valued, dense-time properties have been studied in receding horizon settings [148, 89, 65]. One downside of specifying properties in STL or LTL is that the properties of the system and environment have to be expressed deterministically. Full knowledge of the exact parameters and bounds of the specification is an unrealistic assumption for most robotics applications, where the system interacts with uncertain environments. Related to our work is the paradigm of Markov Logic Networks [150] that aim to induce probability distributions over possible worlds by considering weighted logical formulae. However, it is not clear how such networks can be used for controller synthesis. The proposed framework instead considers formulae parameterized by random variables, thereby inducing probability distribution over the set of possible formulae. Further, we show how such formalism can be embedded in a receding horizon MPC for controller synthesis. In robust control, uncertainty is modeled as part of the dynamics, and the optimal strategy is found for the worst case disturbance, which can be a conservative assumption [96, 178]. More recently, the uncertainty is modeled in a chance constrained framework showing promising results for urban autonomous driving [105, 176, 29, 36]. Considering uncertainties while satisfying temporal logic requirements has recently been explored for controller synthesis and verification [157, 168, 60, 61, 144, 83]. Leahy et al. maximize information gain in a distributed setting to reduce the uncertainty over belief of every state; however, the uncertainty is not considered as part of the specification [103]. To best of our knowledge, none of the previous studies consider scenarios, where the uncertainty and confidence in properties are originated from sensors, predictors and classifiers, and are formalized as part of the property.

In this chapter, we aim to alleviate these issues by defining a probabilistic logical
specification framework that has the capacity to reason about safe control strategies by embedding various predictions and their associated uncertainty. Specifically, our contributions in this chapter are:

- Framework for safe control under uncertainty.
- Formally define PrSTL, a logic for expressing probabilistic properties that can embed Bayesian graphical models.
- Solve a receding horizon control problem to satisfy PrSTL specifications using Mixed Integer SDPs.
- A toolbox implementing the framework and experiments in autonomous driving and control of quadrotors.

9.1 Bayesian Classification to Model Uncertainty:

Probability theory provides a natural way to represent uncertainty in the environment and recent advances in machine learning have relied on Bayesian methods to infer distributions over latent phenomenon of interest [64, 85]. We focus on Bayesian classifiers, which unlike other optimization based methods, provide entire distributions over the predictions. Such predictive distributions characterize the uncertainty present in the system and are crucial for achieving safe control. Formally, given a set of training points $X_L = \{x_1, \ldots, x_n\}$, with observations $t_L = \{t_1, \ldots, t_n\}$, where $t_i \in \{+1, -1\}$, we are interested in finding a hyperplane $w$ that separates the points belonging to the two classes according to $\text{sgn}(w^T x)$. Under the Bayesian paradigm, we look for the distribution:

$$
\begin{align*}
    p(w | X_L, t_L) &= p(w) : p(t_L | X_L, w) = \\
    p(w) \prod_i p(t_i | w, x_i) &= p(w) \prod_i \mathbb{I}[\text{sgn}(w^T x_i) = t_i].
\end{align*}
$$

The first line in the above equation stems from the Bayes rule, and the second line simply exploits the fact that given the classifier $w$ the labels for each of the points in the dataset are independent. The expression $\mathbb{I}[:]$ is an indicator function, which evaluates to 1, when the condition inside the brackets holds. Thus, equation (9.1) starts from a prior $p(w)$ over the classifiers and eventually by incorporating the training data points, infers a posterior distribution over the set of all the classifiers that respect the observed labels and the points. Given these statistical dependencies among the various variables, Bayesian inference techniques [120, 21, 12] aim to infer $p(w | X_L, t_L)$ as a Gaussian distribution $\mathcal{N}(w; \bar{w}, \Sigma)$. Linear classification of a test data point $w^T x$ results in a Gaussian distribution of the prediction with the mean $w^T x$ and the variance $x^T \Sigma x$. Similarly, for the case of Bayesian linear regression the same procedure can be followed, albeit with continuous target variables $t \in \mathbb{R}$. These Bayesian linear classifiers and regressors are a fairly rich class of
models, and have similar or better representation capabilities as kernel machines [179]. In this chapter, we specifically aim to incorporate such rich family of classification models for safe control.

9.2 Probabilistic Controller Synthesis Problem

We propose Probabilistic Signal Temporal Logic (PrSTL) that enables expression of uncertainty over the latent variables via probabilistic specifications. The key idea is to incorporate random variables in predicates, and then express temporal and Boolean operations on such predicates. The proposed logic provides an expressive framework for defining safety conditions under a wide variety of uncertainties, including ones that arise from application of machine learning classifiers.

The core ingredient in this chapter is the insight that when the uncertainty over the random variable is reasoned out in a Bayesian framework, we can use the inferred probability distributions to efficiently derive constraints from the PrSTL specifications. We provide a novel solution for synthesizing controllers for dynamical systems given different PrSTL properties. An interesting aspect of this framework is that the PrSTL formulae can evolve at every step. For example, a classifier associated with the dynamical system can continue to learn with time, thereby changing the inferred probability distributions on the latent random variables.

Probabilistic Signal Temporal Logic

PrSTL supports probabilistic temporal properties on real-valued, dense-time signals. Specifically, \((\zeta, t) \models \varphi\) denotes the signal \(\zeta\) satisfies the PrSTL formula \(\varphi\) at time \(t\). We introduce the notion of a probabilistic atomic predicate \(\lambda^\epsilon_{\alpha_t}\) of a PrSTL formula that is parameterized with a time-varying random variable \(\alpha_t\) drawn from a distribution \(p(\alpha_t)\):

\[
(\zeta, t) \models \lambda^\epsilon_{\alpha_t} \iff P(\lambda_{\alpha_t}(\zeta(t)) < 0) > 1 - \epsilon_t. \tag{9.2}
\]

Similar to STL (see Chapter 2.3), with a slight abuse of notation, we let \(\lambda^\epsilon_{\alpha_t}\) denote the probabilistic atomic predicate, and \(\lambda_{\alpha_t}\) be a function of the signal \(\zeta(t)\). Here, \(P(\cdot)\) represents the probability of the event, and \(1 - \epsilon_t\) defines the tolerance level in satisfaction of the probabilistic properties. The parameter \(\epsilon_t \in [0, 0.5]\) is a small time-varying positive number and represents the threshold on satisfaction probability of \(\lambda_{\alpha_t}(\zeta(t)) < 0\). Small values of \(\epsilon_t\) favors high tolerance satisfaction of formulas, which also facilitates solving the controller synthesis problem as discussed later in this section. A signal \(\zeta(t)\) satisfies the PrSTL predicate \(\lambda^\epsilon_{\alpha_t}\) with confidence \(1 - \epsilon_t\) if and only if:

\[
\int_{\alpha_t} \mathbb{I}[\lambda_{\alpha_t}(\zeta(t)) < 0] \, p(\alpha_t) \, d\alpha_t > 1 - \epsilon_t. \tag{9.3}
\]
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Here, \( I[\cdot] \) is an indicator function, and the equation marginalizes out the random variable \( \alpha_t \) with the probability density \( p(\alpha_t) \). The truth value of the PrSTL predicate \( \lambda_{\alpha_t}^{\epsilon_t} \) is equivalent to satisfaction of the probabilistic constraint in equation (9.2). Computing such integrals as in equation (9.3) for general distributions is computationally difficult; however, there are many parameterized distributions (e.g., Gaussian and other members of the exponential family) for which there exists either a closed form solution or efficient numerical procedures.

Note that \( \lambda_{\alpha_t}(\xi(t)) \) is a stochastic function of the signal \( \xi \) at time \( t \) and expresses a model of the uncertainty in environment based on the observed signals. As the system evolves and observes more data about the environment, the distribution over the random variable \( \alpha_t \) changes over time, thereby leading to an adaptive PrSTL predicate. The PrSTL formula consists of Boolean and temporal operations over their predicates. We recursively define the syntax of PrSTL as:

\[
\varphi ::= \lambda_{\alpha_t}^{\epsilon_t} \mid \neg \lambda_{\alpha_t}^{\epsilon_t} \mid \varphi \land \psi \mid \varphi \lor \psi \mid \varphi \land [a,b] \psi \mid \varphi \lor [a,b] \psi \mid [a,b] \psi.
\]

Here, \( \varphi \) is a PrSTL formula, which is built upon predicates \( \lambda_{\alpha_t}^{\epsilon_t} \) defined in equation (9.2), propositional formulae \( \varphi \) composed of the predicates and Boolean operators such as \( \land \) (and), \( \neg \) (negation), and temporal operators on \( \varphi \) such as \( G \) (globally), \( F \) (eventually) and \( U \) (until). Note, that in these operations the PrSTL predicates can have different probabilistic parameters, i.e., \( \alpha_t \) and \( \epsilon_t \). In addition, satisfaction of the PrSTL formulae for each of the Boolean and temporal operations based on the predicates is defined as:

\[
\begin{align*}
(\xi, t) &\models \lambda_{\alpha_t}^{\epsilon_t} \iff P(\lambda_{\alpha_t}(\xi(t)) < 0) > 1 - \epsilon_t \\
(\xi, t) &\models \neg \lambda_{\alpha_t}^{\epsilon_t} \iff P(-\lambda_{\alpha_t}(\xi(t)) < 0) > 1 - \epsilon_t \\
(\xi, t) &\models \varphi \land \psi \iff (\xi, t) \models \varphi \land (\xi, t) \models \psi \\
(\xi, t) &\models \varphi \lor \psi \iff (\xi, t) \models \varphi \lor (\xi, t) \models \psi \\
(\xi, t) &\models G_{[a,b]} \varphi \iff \forall t' \in [t + a, t + b], (\xi, t') \models \varphi \\
(\xi, t) &\models F_{[a,b]} \varphi \iff \exists t' \in [t + a, t + b], (\xi, t') \models \varphi \\
(\xi, t) &\models \varphi \ U_{[a,b]} \psi \iff \exists t' \in [t + a, t + b] \text{ s.t. } (\xi, t') \models \psi \land \forall t'' \in [t, t'], (\xi, t'') \models \varphi.
\end{align*}
\]

Remark 12. PrSTL does not follow the law of excluded middle, while it follows the law of noncontradiction. This means it will never be the case for a formula and its negation \( \neg \), as defined above, to both satisfy a specification at the same time. However, there exists situations, where they both can violate a specification.

Remark 13. The PrSTL framework reduces to STL, when the distribution \( p(\alpha_t) \) is a Dirac distribution. A Dirac or a point distribution over \( \alpha_t \) enforces \( \lambda_{\alpha_t}(\xi(t)) < 0 \) to be deterministic and equivalent to an STL predicate \( \mu \) defined in Chapter 2.3.
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Controller Synthesis for Probabilistic STL

We now formally define the controller synthesis problem in the MPC framework with PrSTL specifications.

Problem 9. Given a hybrid dynamical system as in equation (2.3), initial state \( x^0 \), PrSTL formula \( \varphi \), and cost function \( J(\xi^H) \) defined over a finite horizon trajectory \( \xi^H \), find:

\[
\arg\min_{u^H} J(\xi^H(x^0, u^H)) \quad \text{subject to} \quad \xi^H(x^0, u^H) \models \varphi.
\]  

(9.4)

Problem (9) formulates a framework for finding a control strategy \( u^H \) that optimizes a given cost function, and satisfies a PrSTL formula. Finding the best strategy for this optimization given only deterministic PrSTL formulae, where \( \alpha_t \) is drawn from a Dirac distribution is the same as solving a set of mixed integer linear constraints. We now show how the optimization is solved for the general case of PrSTL. Specifically, we provide full solution for Gaussian distributions, where the optimization reduces to mixed integer semi-definite programs.

Mixed Integer Constraints

We first discuss how every PrSTL formula generates a set of integer constraints. Given a PrSTL formula, we introduce two integer variables for every time step \( t \), \( p_\varphi^t \) and \( q_\varphi^t \in \{0, 1\} \), which correspond to the truth value of the PrSTL formula and its negation respectively. These variables enforce satisfaction of the formula \( \varphi \) as:

\[
(p_\varphi^t = 1) \rightarrow (\xi, t) \models \varphi \quad \text{and} \quad (q_\varphi^t = 1) \rightarrow (\xi, t) \models \lnot \varphi
\]  

(9.5)

The formula \( \varphi \) holds true if \( p_\varphi^t = 1 \), and its negation \( \lnot \varphi \) (defined in Section 9.2) holds true if \( q_\varphi^t = 1 \). Due to the definition of negation, and Remark 12, these implications are only one-way, i.e., there always exist a satisfiable solution when \( p_\varphi^t \) and \( q_\varphi^t \) are zero. Using both integer variables, we define the constraints required for logical and temporal operations of PrSTL on \( p_\varphi^t \) and \( q_\varphi^t \). It is important to note that \( p_\varphi^t \) and \( q_\varphi^t \) are not functions of the truth value of the formula \( \varphi \), so their values are not meant to be uniquely determined. Instead, the integer variables enforce the truth value of the formula \( \varphi \). We refer to them as truth value enforcers:

- **Negation** (\( \varphi = \lnot \psi \)) : \( p_\varphi^t \leq q_\psi^t \) and \( q_\varphi^t \leq p_\psi^t \)
- **Conjunction** (\( \varphi = \wedge_{i=1}^N \psi_i \)) : \( p_\varphi^t \leq p_\psi_i^t \) and \( q_\varphi^t \leq \sum_{i=1}^N q_\psi_i^t \)
- **Disjunction** (\( \varphi = \vee_{i=1}^N \psi_i \)) : \( \varphi = \lnot \wedge_{i=1}^N \lnot \psi_i \)
- **Globally** (\( \varphi = G_{[a,b]} \psi \)) : \( p_\varphi^t \leq p_\psi^{t'} \) \( \forall t' \in [t + a, \min(t + b, H - 1)] \), \( q_\varphi^t \leq \sum_{t'=t+a}^{t'+b} q_\psi^{t'} \) (Only for \( t < H - b \)).
• Eventually \((\varphi = F_{[a,b]} \psi) : \varphi = \neg G_{[a,b]} \neg \psi\).

• Unbounded Until \((\varphi = \psi_1 \bar{U}_{[0,\infty]} \psi_2) : \bigvee_{t=0}^{H-1} \left( (G_{[0,t]} \psi_1) \land (G_{[t,t]} \psi_2) \right) \lor G_{[0,H-1]} \psi_1\)

• Bounded Until \((\varphi = \psi_1 U_{[a,b]} \psi_2) : \varphi = G_{[0,a]} \psi_1 \land F_{[a,b]} \psi_2 \land G_{[a,a]} (\psi_1 \bar{U}_{[0,\infty]} \psi_2)\)

Here, we have shown how \(p^\varphi_t\) and \(q^\varphi_t\) are defined for every logical property such as negation, conjunction, and disjunction, and every temporal property such as globally, eventually, and until. We use \(\bar{U}\) to refer to unbounded until with infinite time interval, and \(U\) for bounded until.

While synthesizing controllers for PrSTL formulae in an MPC scheme, we sometimes are required to evaluate satisfaction of the formula outside of the horizon range. For instance, a property \(G_{[a,b]} \varphi\) might need to be evaluated beyond \(H\) for some \(t' \in [t + a, t + b]\). In such cases, our proposal is to act optimistically, i.e., we assume the formula holds true for the time steps outside the horizon of globally operator, and similarly assume the formula does not hold true for the negation of the globally operator. This optimism is evident in formulating the truth value enforcers of the globally operator, and based on that, it is specified for other temporal properties. With the recursive definition of PrSTL, and the above encoding, the truth value enforcers of every PrSTL formula is defined using a set of integer inequalities involving a composition of the truth value enforcers of the inner predicates.

**Satisfaction of PrSTL predicates**

We have defined the PrSTL predicate \(\lambda_{\alpha t}^{\varepsilon_t}\) for a general function, \(\lambda_{\alpha t}(\xi(t))\) of the signal \(\xi\) at time \(t\). This function allows a random variable \(\alpha_t \sim p(\alpha_t)\) to be drawn from any distribution at every time step. The general problem of controller synthesis satisfying the PrSTL predicates is computationally difficult since the evaluation of the predicates boils down to computing the integration in equation (9.3). Consequently, to solve the problem in equation (9.4), we need to enforce a structure on the predicates of \(\varphi\). In this section, we explore the linear-Gaussian structure of the predicates that appears in many real-world scenarios, and show how it translates to Mixed Integer SDPs. Formally, if \(\varphi = \lambda_{\alpha t}^{\varepsilon_t}\) is only a single predicate, the optimization in equation (9.4) will reduce to:

\[
\begin{align*}
\text{argmin}_{u^H} & \quad J(\xi^H(x^0, u^H)) \\
\text{subject to} & \quad (\xi_t, t) = \lambda_{\alpha_t}^{\varepsilon_t} \forall t \in \{0, \ldots, H-1\}.
\end{align*}
\]

(9.6)

This optimization translates to a chance constrained problem [25, 31, 175, 105, 29] at every time step of the horizon, based on the definition of PrSTL predicates in equation (9.2):

\[
\begin{align*}
\text{argmin}_{u^H} & \quad J(\xi^H(x^0, u^H)) \\
\text{subject to} & \quad P(\lambda_{\alpha_t}(\xi(t)) < 0) > 1 - \varepsilon_t \forall t \in \{0, \ldots, H-1\}.
\end{align*}
\]

(9.7)
An important challenge with such chance constrained optimization is there are no guarantees that equation (9.7) is convex. The convexity of the problem depends on the structure of the function $\lambda_{a_t}$ and the distribution $p(a_t)$. It turns out that the problem takes a simple convex form when $\lambda_{a_t}$ is linear-Gaussian, i.e., the random variable $a_t$ comes from a Gaussian distribution and the function itself is linear in $a_t$:

$$
\lambda_{a_t}(\xi(t)) = a_t^T \xi_x(t) = a_t^T x^t, \quad a_t \sim \mathcal{N}(\mu_t, \Sigma_t).
$$

(9.8)

It is easy to show that for this structure of $\lambda_{a_t}$, i.e., a weighted sum of the states with Gaussian weights $a_t$, the chance constrained optimization in equation (9.7) is convex [171, 91]. Specifically, the optimization problem can be transformed to a second-order cone program (SOCP). First, consider a normally distributed random variable $\nu \sim \mathcal{N}(0, 1)$, and its cumulative distribution function (CDF) $\Phi = \int_{-\infty}^{z} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$. Then, the chance constrained optimization reduces to SOCP:

$$
P(\lambda_{a_t}(\xi(t)) < 0) > 1 - \epsilon_t \Leftrightarrow P(a_t^T x^t < 0) > 1 - \epsilon_t \Leftrightarrow
$$

$$
P(\nu < \frac{-\mu_t^T x^t}{(x^t)^T \Sigma_t x^t}) > 1 - \epsilon_t \Leftrightarrow \int_{-\infty}^{(\mu_t^T x^t) / (x^t)^T \Sigma_t x^t} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt > 1 - \epsilon_t
$$

$$
\Leftrightarrow \Phi(\frac{\mu_t^T x^t}{(x^t)^T \Sigma_t x^t}) < \epsilon_t \Leftrightarrow \mu_t^T x^t - \Phi^{-1}(\epsilon_t)||\Sigma_t^{1/2} x^t||_2 < 0.
$$

In this formulation, $\mu_t^T x^t$ is the linear term, where $\mu_t$ is the mean of the random variable $a_t$ at every time step, and $||\Sigma_t^{1/2} x^t||_2$ is the $l_2$-norm representing a quadratic term, where $\Sigma_t$ is the variance of $a_t$. This quadratic term is scaled by $\Phi^{-1}(\epsilon_t)$, the inverse of the Normal CDF function, which is negative for small values of $\epsilon_t \leq 0.5$. Thus, every chance constraint can be reformulated as a SOCP, and as a result with a convex cost function $J(\xi^H)$, we can efficiently solve the following convex optimization for every predicate of PrSTL:

$$
\text{minimize} \quad J(\xi^H(x^0, u^H))
$$

subject to

$$
\mu_t^T x^t - \Phi^{-1}(\epsilon_t)||\Sigma_t^{1/2} x^t||_2 < 0
$$

$\forall t \in \{0, \ldots, H - 1\}$.

(9.9)

Assuming a linear-Gaussian form of the function, we generate the SOCP above, and translate it to a semi-definite program (SDP) by introducing auxiliary variables [31]. We use this SDP that solves the problem in equation (9.6) with a single constraint $\varphi = \lambda_{a_t}^\lambda$ as a building block, and use it multiple times to handle complex PrSTL formulae. Specifically, any PrSTL formula can be decomposed to its predicates by recursively introducing integer variables that correspond to the truth value enforcers of the formula at every step as discussed in Section 9.2.

We would like to point out that assuming linear-Gaussian form of $\lambda_{a_t}$ is not too restrictive. The linear-Gaussian form subsumes the case of Bayesian linear classifiers,
and consequently the framework can be applied to a wide variety of scenarios where a classification or regression function needs to estimate quantities of interest that are critical for safety. Furthermore, the framework is applicable to all random variables whose distributions exhibit unimodal behavior and aligned with the large law of numbers. For non-Gaussian random variables, there are many approximate inference procedures that effectively estimate the distributions as Gaussian.

**Convex Subset of PrSTL**

As discussed in Section 9.2, at the predicate level of \( \phi \), we create a chance constrained problem for predicates \( \lambda_{\alpha_t}^{\epsilon_t} \). These predicates of the PrSTL formulae can be reformulated as a semi-definite program, where the predicates are over intersections of cone of positive definite matrices with affine spaces. Semi-definite programs are special cases of convex optimization; consequently, solving Problem 9, only for PrSTL predicates is a convex optimization problem. Note that in Section 9.2 we introduced integer variables for temporal and Boolean operators of the PrSTL formula. Construction of such integer variables increases the complexity of Problem 9, and results in a mixed integer semi-definite program (MISDP). However, we are not always required to create integer variables. Therefore, we define **Convex PrSTL** as a subset of PrSTL formulae that can be solved without constructing integer variables.

**Definition 2.** Convex PrSTL is a subset of PrSTL such that it is recursively defined over the predicates by applying Boolean conjunctions, and the globally temporal operator. Satisfaction of a convex PrSTL formula is defined as:

\[
(\xi, t) \models \lambda_{\alpha_t}^{\epsilon_t} \iff P(\lambda_{\alpha_t}(\xi(t)) < 0) > 1 - \epsilon_t
\]

\[
(\xi, t) \models \varphi \land \psi \iff (\xi, t) \models \varphi \land (\xi, t) \models \psi
\]

\[
(\xi, t) \models G_{[a,b]} \varphi \iff \forall t' \in [t + a, t + b], (\xi, t') \models \varphi
\]

**Theorem 11.** Given a convex PrSTL formula \( \varphi \), a hybrid dynamical system as defined in equation (2.3), and an initial state \( x^0 \); the controller synthesis problem (Problem 9) is convex under a convex cost function \( J \).

**Proof.** We have shown that the predicates of \( \varphi \), i.e., \( \lambda_{\alpha_t}^{\epsilon_t} \), create a set of convex constraints. The Boolean conjunction of convex programs are also convex; therefore, \( \varphi \land \psi \) result in convex constraints. In addition, the \textit{globally} operator is defined as a set of finite conjunctions over its time interval: \( G_{[a,b]} \varphi = \bigwedge_{t=a}^b \varphi_t \). Thus, the \textit{globally} operator retains the convexity property of the constraints. Consequently, Problem 9, with a convex PrSTL constraint \( \varphi \) is a convex program.

Theorem 11 allows us to efficiently reduce the number of integer variables required for solving Problem 9. We only introduce integer variables when disjunctions, eventually, or until operators appear in the PrSTL constraints. Even when a formula is not completely
Algorithm 6 Controller Synthesis with PrSTL Formulae

1: Inputs: \( f, x^0, H, \tau, J, \varphi \)
2: Let \( \tau = [t_1, t_2] \) is the time interval of interest.
3: \( \text{past} \leftarrow \text{Initialize}(t_1) \)
4: for \( t = t_1: dt: t_2 \) do
5: \( f_{\text{lin}} = \text{linearize}(f, \xi(t)) \)
6: \( \alpha_t \leftarrow \text{Update Distributions}(\alpha_{t-dt}, \text{sense}(\xi_x(t))) \)
7: \( \varphi \leftarrow \varphi(\alpha_t, \epsilon_t) \)
8: \( C_{\text{PrSTL}} = \text{MISDP}(\varphi) \)
9: \( C = C_{\text{PrSTL}} \wedge f_{\text{lin}} \wedge [\xi(t) = \text{past}] \)
10: \( u^H = \text{optimize}(J(\xi^H), C) \)
11: \( x_{t+1} = f(x_t, u_t) \)
12: \( \text{past} \leftarrow [\text{past}, \xi(t)] \)
13: Drop the first element of past if \( \text{len(past)} > \frac{H}{dt} \)
14: end for

part of the Convex PrSTL, integer variables are introduced only for the non-convex segments.

We show our complete method of controlling dynamical systems in uncertain environments in Algorithm 6. At the first time step \( t_1 \), we run an open-loop control algorithm to populate \( \text{past} \) in line 2. We then run the closed-loop algorithm, finding the optimal strategy at every time step of the time interval \( \tau = [t_1, t_2] \). In the closed-loop algorithm, we linearize the dynamics at the current local state and time in line 4, and then update the distributions over the random variables in the PrSTL formula based on new sensor data in line 5. Then, we update the PrSTL formulae, based on the updated distributions. If there are any other dynamic parameters that change at every time step, they can also be updated in line 6. In line 7, we generate the mixed integer constraints in \( C_{\text{PrSTL}} \), and populate \( C \) with all the constraints including the PrSTL constraints, linearized dynamics, and enforcing to keep the past horizon’s trajectory. Note that we do not construct integer variables if the formula is Convex PrSTL. Then, we call the finite horizon optimization algorithm under the cost function \( J(\xi^H) \), and the constraints \( C \) in line 9, which provides a length \( H \) strategy \( u^H \). We advance the state with the first element of \( u^H \), and update the previous horizon’s history in \( \text{past} \). The size of this problem does not grow, and keeping the past horizon history is crucial in satisfaction of fairness properties, e.g., enforcing a signal to oscillate. We continue running this loop and synthesizing controllers for all times in interval \( \tau \). Algorithm 6 solves MISDP problems, which is NP-hard. However, the actual runtime depends on the size of the MISDP, which is linear in the number of predicates and operators in the PrSTL specification. For convex PrSTL, the complexity is the same as an SDP, which is cubic in the number of constraints [104].
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Figure 9.1: A quadrotor starting a trajectory from the origin. The gray surface represents the ceiling, and the pink surface is the quadrotors belief of the ceiling’s location is based on the current sensor data.

9.3 Experimental Results

We implemented our controller synthesis algorithm for PrSTL formulae as a Matlab toolbox available at: https://github.com/dsadigh/CrSPrSTL.
We uses Yalmip [115] and Gurobi [73] as the optimization engines. In all of our examples discussed below, the optimization at every step is completed in less than 2 seconds on a 2.3 GHz Intel Core i7 processor with 16 GB RAM.

Quadrotor Control

Controlling quadrotors in dynamic uncertain environments is a challenging task due to different sources of uncertainty, e.g., the position of the obstacles estimated based on classification methods, distributions over wind or battery profiles. We show how to characterize different models of uncertainty over time, and then find an optimal strategy using the framework.

Control in an Uncertain Environments

We first demonstrate obstacle avoidance for a quadrotor following the dynamics described in Chapter 2.4. Figure 9.1, shows the quadrotor at its initial position $(0, 0, 0)$, and its objective is to reach the coordinates $(1, 1, 0)$ smoothly. If we let $z = 0$ represent the ground level ($z < 0$ is above the ground level), the objective of the quadrotor is to take off and travel the distance, and then land on the ground at the destination coordinate through the following:

$$J(\xi^H) = \sum_{t=0}^{H-1} \|(x^t, y^t, z^t) - (1, 1, 0)\|_2^2 + c\|\phi^t, \theta^t, \psi^t\|_2^2.$$
Here, we penalize the $l_2$-norm of the Euler angles, which enforces a resulting smooth trajectory. Besides initializing the state and control input at zero, we bound the control inputs via the following deterministic PrSTL formulae (here only shown for roll, similar form follows for pitch and thrust):

$$\varphi_{\text{roll}} = G_{[0,\infty)}(||u_1|| \leq 0.3) \text{ Bound on Roll Input}$$

In Figure 9.1, the gray surface is a ceiling that the quadrotor should not collide with as it is taking off and landing at the final position. However, the quadrotor does not have a full knowledge of where the ceiling is exactly located. We define a sensing mechanism for the quadrotor, which consists of a meshgrid of points around the body of the quadrotor. As the system moves in the space, a Bayesian binary classifier is updated by providing a single label $-1$ (no obstacles present) or 1 (obstacle present) for each of the sensed points.

The Bayesian classifier is the same as the Gaussian Process based method described in Section 9.1 and has the linear-Gaussian form. Applying this classifier results in a Gaussian distribution for every point in the 3D-space. We define our classifier with confidence $1 - \epsilon_t = 0.95$, as the stochastic function $\lambda_{0.05}^{0.05}(\xi(t)) = \alpha^\top_t \begin{bmatrix} x^t & y^t & z^t \end{bmatrix}$. Here, $x^t$, $y^t$, $z^t$ are the coordinates of the sensing points, and $\alpha_t \sim \mathcal{N}(\mu_t, \Sigma_t)$ is the Gaussian weight inferred over time using the sensed data. We define a time-varying probabilistic constraint that needs to be held at every step as its value changes over time. Our constraint specifies that given a classifier based on the sensing points parameterized by $\alpha_t$, we would enforce the quadrotor to stay within a safe region (defined by the classifier) with probability $1 - \epsilon_t$ at all times. Thus the probabilistic formula is:

$$\varphi_{\text{classifier}} = G_{[0.1,\infty)} (P(\alpha^\top_t \begin{bmatrix} x^t & y^t & z^t \end{bmatrix} < 0) > 0.95)$$

We enforce this probabilistic predicate at $t \in [0.1,\infty)$, which verifies the property starting from a small time after the initial state, so the quadrotor has gathered some sensor data. In Figure 9.1, the pink surface represents the second order cone created based on $\varphi_{\text{classifier}}$, at every step characterized by:

$$\mu^\top_t \begin{bmatrix} x^t & y^t & z^t \end{bmatrix} - \Phi^{-1}(0.05)||\Sigma_t^{1/2} \begin{bmatrix} x^t & y^t & z^t \end{bmatrix} ||_2 < 0.$$
quadrotor safely reaches the final position. We solve the optimization using our toolbox, with $dt = 0.03$, and horizon of $H = 20$. These choices describe a common setting for solving MPC problems. We emphasize that some of the constraints are time-varying, and we need to update them at every step of the optimization. We similarly update the dynamics at every step, since we locally linearize the dynamics around the current position of the quadrotor.

**Control under Battery Constraints**

Next we demonstrate a scenario that addresses safety, when there is uncertainty around the battery level. The battery level is a stochastic variable due to uncertain environment and usage factors, such as radio communications, etc. Our goal is to derive a safe strategy that considers such stochasticity. We start by augmenting the logarithm of battery level $(b^t)$ to the state space of the system discussed above. Thus, the quadrotor is a 13 dimensional system, where the first 12 states follow the same order and system dynamics as before and $x'(13) = \log(b^t)$. In our model, the state of $\log(b^t)$ evolves with the negative thrust value: $\frac{d\log(b^t)}{dt} = -|u_4|$. We enforce the same constraints to bound the control as earlier, and the objective of the quadrotor is to start from the origin and reach the top diagonal corner of the space with coordinates $(1, 1, -0.9)$ smoothly.

We then consider adding a safety invariant that would limit high altitude flights if the battery level is low. The following formulae describe these constraints:

- $\phi := F_{[0,0.3]}(z^t \leq -0.1)$ encodes that eventually in the next 0.3 s, the quadrotor will fly above a threshold level of $-0.1$ m.

- $\psi := P(\log(b^t) + \mathcal{N}(0, t\sigma^2) \geq b_{\min}) \geq 1 - \epsilon_t$ represents the constraint that the quadrotor has to be confident that the logarithm of its battery state perturbed by a time-varying variance is above $b_{\min}$.

Now, we can combine the two formulae to specify the condition that the quadrotor needs to fly low if the battery state is low:

$$\phi_{\text{battery}} := G_{[0,\infty)}(\phi \rightarrow \psi). \quad (9.10)$$

The $\rightarrow$ in the formula $\phi_{\text{battery}}$ is the implication relation, and intuitively states that anytime the quadrotor flies above the threshold then it means that there is sufficient battery reserve.

We synthesize a controller for the specifications with $\epsilon_t = 0.2$. The trajectory of the quadrotor is shown in Figure 9.3. Figure 9.3a corresponds to $\sigma = 0$, i.e., the battery state changes deterministically, and Figure 9.3b, corresponds to $\sigma = 10$, when the quadrotor is more cautious about the state of the battery. Note the safe trajectory does not pass the $-0.1$ m height level whenever the confidence in the battery level is low.
Figure 9.2: The quadrotor in Fig. 9.1 taking the optimal trajectory to reach the goal, while avoiding collisions with the ceiling. The figures from the top correspond to $t = 0.18\,s$, $t = 0.63\,s$, and $t = 1.02\,s$. 
(a) Deterministic state: $\sigma = 0$.  
(b) Probabilistic state: $\sigma = 10$.

Figure 9.3: Quadrotor flying to reach a goal while being confident in its battery level. On the right, the quadrotor has low confidence in its battery state, so it avoids flying higher than $z = -0.1$ m.

**Autonomous Driving**

We now consider an autonomous driving scenario. We use the dynamics model introduced in Chapter 2.4.

Figure 9.4 shows a scenario for an autonomous vehicle making a right turn at a signalized intersection. Here the orange car is the ego vehicle that is autonomous, and the white car as the environment vehicle. Our goal is to find a strategy for the ego vehicle (orange), so it makes a safe right turn when the traffic light is red, while yielding to the oncoming traffic (white).

Note the ego vehicle only has a probabilistic model of the velocity of the environment car. You can think of this environment model as a simple driver model. We refer to the states of the environment vehicle as: $[x_{\text{env}}^\top \quad y_{\text{env}}^\top \quad \theta_{\text{env}}^\top \quad \phi_{\text{env}}^\top]^\top$. To synthesize a safe strategy, we need to ensure collision avoidance despite the uncertainty in the estimates of the states. We define collision avoidance as the following PrSTL property:

$$
\varphi_{\text{crash}} = G_{[t_0, \infty)} \left( P(x^t - (x_{t_0}^\text{env} + s_{t_0,x}(t-t_0)) \geq \delta) \geq 1 - \epsilon_t \ 
\lor \ P(x^t - (x_{t_0}^\text{env} + s_{t_0,x}(t-t_0)) \leq -\delta) \geq 1 - \epsilon_t \ 
\lor \ P(y^t - (y_{t_0}^\text{env} + s_{t_0,y}(t-t_0)) \geq \delta) \geq 1 - \epsilon_t \ 
\lor \ P(y^t - (y_{t_0}^\text{env} + s_{t_0,y}(t-t_0)) \leq -\delta) \geq 1 - \epsilon_t \right)
$$

Here, $\varphi_{\text{crash}}$ consists of a global operator at all times over the disjunction of four PrSTL predicates. The four probabilistic predicates encode all possible crash scenarios between the two vehicles. The minimum permissible distance between the vehicles is represented as $\delta$ that generates the four disjunctions on the predicates. The estimate of the distance between $x$ and $y$ coordinates of the two vehicles is encoded in each predicate as the difference between the coordinates of the ego vehicle, and the propagated coordinates of
Figure 9.4: Orange car making a right turn at a signalized intersection. On the right, the strategy computed performs a safer trajectory with a probabilistic model of the environment, where it first waits for the white car to pass. The blue lines show the trajectory followed by the ego vehicle, and the dotted green line is the future planned trajectory.

the environment vehicle based on the value of its velocity. We assume the magnitude of the velocity is distributed as a Gaussian distribution \( v_{\text{env}}^{\text{vel}} \sim N(\bar{v}_{\text{vel}}^{\text{env}}, \sigma^2) \). Then the vector of Gaussian random variables \( [s_{t_0,x}, s_{t_0,y}]^T = v_{t_0}^{\text{vel}} [\cos(\theta_{t_0}^{\text{vel}}), \sin(\theta_{t_0}^{\text{vel}})]^T \) consists of projections of the velocity \( v_{t_0}^{\text{vel}} \) on the \( x \) and \( y \) directions based on the current heading \( \theta_{t_0}^{\text{vel}} \). The predicates in \( \varphi_{\text{crash}} \) take the familiar linear Gaussian form representing the coordinates of the ego vehicle, and are parameterized by the random variable characterizing the velocity of the environment vehicle.

We use \( dt = 0.1 \) s as sampling time, \( H = 20 \) as the horizon, \( \sigma = 0.4 \), \( \delta = 0.4 \) and \( \epsilon_t = 0.2 \). We synthesize a strategy for the autonomous vehicle by solving Problem 9, and following the steps in Algorithm 6. The trajectory generated is shown by the solid blue line in Figure 9.4. The dotted green line is the future trajectory computed by the MPC scheme. In Figure 9.4a, the ego vehicle has a deterministic model of the environment vehicle as \( \sigma = 0 \); therefore, it turns right before letting the environment vehicle pass. However, as shown in Figure 9.4b, for \( \sigma = 0.4 \), and \( \epsilon_t = 0.2 \), the ego vehicle is not confident enough in avoiding collisions, so it acts in a conservative manner and waits for the environment car to pass first before turning right.
9.4 Chapter Summary

We presented a framework to achieve safe control under uncertainty. The key contributions include defining PrSTL, a logic for expressing probabilistic properties that can embed Bayesian graphical models. We also show how to synthesize receding horizon controllers under PrSTL specifications that express Bayesian linear classifiers. Further, the resulting logic adapts as more data is observed with the evolution of the system. We demonstrate the approach by synthesizing safe strategies for a quadrotor and an autonomous vehicle traveling in uncertain environments.

The approach extends easily to distributions other than Gaussians via Bayesian approximate inference techniques [120, 21] that can project distributions to the Gaussian densities. Future work includes extending controller synthesis for arbitrary distributions via sampling based approaches; we are also exploring using the proposed framework for complex robotic tasks that need to invoke higher level planning algorithms. We further plan to combine controller synthesis from PrSTL with sampling based task planners that can be guaranteed to be safe under probabilistic specifications.
Chapter 10

Diagnosis and Repair for Synthesis from Signal Temporal Logic

A major challenge to the adoption of synthesis from temporal logic in practice is the difficulty of writing formal specifications – writing temporal logic specifications is not easy and is error-prone, even for experts. Specifications that are poorly stated, incomplete, or inconsistent can produce synthesis problems that are unrealizable (no controller exists for the provided specification), intractable (synthesis is computationally too hard), or lead to solutions that fail to capture the designer’s intent. In this chapter, we present an algorithmic approach to reduce the specification burden for controller synthesis from temporal logic specifications, focusing on the case where the original specification is unrealizable.

Logical specifications can be provided in multiple ways. One approach is to provide monolithic specifications, combining within a single formula constraints on the environment with desired properties of the system under control. In many cases, a system specification can be conveniently provided as a contract, to distinguish the responsibilities of the system under control (guarantees) from the assumptions on the external, possibly adversarial environment [135, 136]. In such a scenario, an unrealizable specification can be made realizable by either “weakening” the guarantees or “tightening” the assumptions. In fact, when a specification is unrealizable, it could be either because the environment assumptions are too weak, or the requirements are too strong, or a combination of both. Finding the “problem” with the specification manually can be a tedious and time-consuming process, nullifying the benefits of automatic synthesis. Further, in the reactive setting, when the environment is adversarial, finding the right assumptions a priori can be difficult. Thus, given an unrealizable logical specification, there is a need for tools that localize the cause of unrealizability to (hopefully small) parts of the formula, and provide suggestions for repairing the formula in an “optimal” manner.

The problem of diagnosing and repairing formal requirements has received its share of attention in the formal methods community. Ferrère et al. perform diagnosis on faulty executions of systems with specifications expressed in Linear Temporal Logic (LTL) and
Metric Temporal Logic (MTL) [59]. They identify the cause of unsatisfiability of these properties in the form of prime implicants, which are conjunctions of literals, and map the failure of a specification to the failure of these prime implicants. Similar syntax-tree based definitions of unsatisfiable cores for LTL were presented by Schuppan [162]. In the context of synthesis from LTL specifications, Raman et al. [145] address the problem of categorizing the causes of unrealizability, and how to detect them in high-level robot control specifications. The use of counter-strategies to debug unrealizable cores in a set of specifications or derive new environment assumptions for synthesis has also been explored [109, 95, 9, 110]. Our approach, based on exploiting information already available from off-the-shelf optimization solvers, is similar to the one adopted by Nuzzo et al. [134] to extract unsatisfiable cores for Satisfiability Modulo Theories (SMT) solving.

In this chapter, we address the problem of diagnosing and repairing specifications formalized in Signal Temporal Logic (STL). Our work is conducted in the setting of automated synthesis from STL using optimization methods in a Model Predictive Control (MPC) framework similar to the previous chapters [147, 148]. In this approach to synthesis, both the system dynamics and the STL requirements encoded as mixed integer constraints on variables modeling the dynamics of the system and its environment. Controller synthesis is then formulated as an optimization problem to be solved subject to these constraints [147]. In the reactive setting, this approach proceeds by iteratively solving a combination of optimization problems using a Counterexample-Guided Inductive Synthesis (CEGIS) scheme (see Chapter 8) [148]. In this context, an unrealizable STL specification leads to an infeasible optimization problem. We leverage the ability of existing Mixed Integer Linear Programming (MILP) solvers to localize the cause of infeasibility to so-called Irreducibly Inconsistent Systems (IIS). Our algorithms use the IIS to localize the cause of unrealizability to the relevant parts of the STL specification. Additionally, we give a method for generating a minimal set of repairs to the STL specification such that, after applying those repairs, the resulting specification is realizable. The set of repairs is drawn from a suitably defined space that ensures that we rule out vacuous and other unreasonable adjustments to the specification. Specifically, in this chapter, we focus on the numerical parameters in a formula, since their specification is often the most tedious and error-prone part. Our algorithms are sound and complete, i.e., they provide a correct diagnosis, and always terminate with a reasonable specification that is realizable using the chosen synthesis method, when such a repair exists in the space of possible repairs. Recall that Chapter 7 discussed the design of an intervention framework to systematically transfer control to the human while synthesizing control strategies from LTL. In a similar manner, in this chapter our diagnosis and repair algorithms provide a way of detecting the source of unrealizability in the reactive synthesis problem from STL (discussed in Chapter 8). Likewise, this can then be used to design interventions in a shared control framework for a human-robot system.

The problem of infeasibility in constrained predictive control schemes has also been widely addressed in the literature, e.g., by adopting robust MPC approaches, soft constraints, and penalty functions [92, 163, 24]. Rather than tackling general infeasibility
issues in MPC, our focus is on providing tools to help debug the controller specification at design time. However, the deployment of robust or soft-constrained MPC approaches can also benefit from our techniques. Our use of MILP does not restrict our method to linear dynamical systems; indeed, we can handle constrained linear and piecewise affine systems, Mixed Logical Dynamical (MLD) systems [23], and certain differentially flat systems.

10.1 Mixed Integer Linear Program Formulation

We described the approach of using Model Predictive Control in Chapter 2.1. When \( f \), the dynamics of the system, as defined in (2.3), is nonlinear, we assume optimization is performed at each MPC step after locally linearizing the system dynamics. For example, at time \( t = k \), the linearized dynamics around the current state and time are used to compute an optimal strategy \( u^*_H \) over the time interval \([k, k + H - 1]\). Only the first component of \( u^*_H \) is, however, applied to the system, while a similar optimization problem is solved at time \( k + 1 \) to compute a new optimal control sequence along the interval \([k + 1, k + H]\) for the model linearized around \( t = k + 1 \). While the global optimality of MPC is not guaranteed, the technique is frequently used and performs well in practice.

In this chapter, we use STL to express temporal constraints on the environment and system runs for MPC. We then translate a STL specification into a set of mixed integer linear constraints, as further detailed below [147, 148]. Given a formula \( \varphi \) to be satisfied over a finite horizon \( H \), the associated optimization problem has the form:

\[
\begin{align*}
\text{minimize} & \quad J(\xi(x^0, u^H)) \\
\text{subject to} & \quad \xi(x^0, u^H) \models \varphi,
\end{align*}
\]

which extracts a control strategy \( u^H \) that minimizes the cost function \( J(\xi) \) over the finite-horizon trajectory \( \xi \), while satisfying the STL formula \( \varphi \) at time step 0. In a closed-loop setting, we compute a fresh \( u^H \) at every time step \( i \in \mathbb{N} \), replacing \( x^0 \) with \( x^i \) in (10.1) [147, 148].

While equation (10.1) applies to systems without uncontrolled inputs, a more general formulation can be provided to account for an uncontrolled disturbance input \( w^H \) that can act, in general, adversarially as discussed in Chapter 8. To provide this formulation, we assume that the specification is given in the form of a STL assume-guarantee (A/G) contract [135, 136] \( C = (V, \varphi_e, \varphi \equiv \varphi_e \rightarrow \varphi_s) \), where \( V \) is the set of variables, \( \varphi_e \) captures the assumptions (admitted behaviors) over the (uncontrolled) environment inputs \( w \), and \( \varphi_s \) describes the guarantees (promised behaviors) over all the system variables. A game-theoretic formulation of the controller synthesis problem can then be represented
as a \emph{minimax} optimization problem:

\[
\begin{align*}
\text{minimize} & \quad u^H & \text{maximize} & \quad w^H \in \mathcal{W}^e \\
\text{subject to} & \quad \forall w^H \in \mathcal{W}^e \\
& \xi(x^0, u^H, w^H) = \varphi, \tag{10.2}
\end{align*}
\]

where we aim to find a strategy \( u^H \) that minimizes the worst case cost \( J(\xi) \) over the finite horizon trajectory, under the assumption that the disturbance signal \( w^H \) acts adversarially. We use \( \mathcal{W}^e \) in (10.2) to denote the set of disturbances that satisfy the environment specification \( \varphi_e \), i.e., \( \mathcal{W}^e = \{ w \in \mathcal{W}^H | w = \varphi_e \} \).

To solve the control problems in (10.1) and (10.2) the STL formula \( \varphi \) can be translated into a set of mixed integer constraints, thus reducing the optimization problem to a Mixed Integer Program (MIP), as long as the system dynamics can also be translated into mixed integer constraints. Specifically, in this chapter similar to Chapter 8, we consider control problems that can be encoded as Mixed Integer Linear Programs (MILP).

The MILP constraints are constructed recursively on the structure of the STL specification as in [147, 148], and express the robust satisfaction value of the formula. A first set of variables and constraints capture the robust satisfaction of the atomic predicates of the formula. To generate the remaining constraints, we traverse the parse tree of \( \varphi \) from the leaves (associated with the atomic predicates) to the root node (corresponding to the robustness satisfaction value of the overall formula \( \rho^\varphi \)), adding variables and constraints that obey the quantitative semantics discussed in Chapter 2.3.

Recall from Chapter 2.3 that the robustness value of subformulae with temporal and Boolean operators is expressed as the \emph{min} or \emph{max} of the robustness values of the operands over time. We discuss here the encoding of the \emph{min} operator as an example. To encode \( p = \min(\rho^{\varphi_1}, \ldots, \rho^{\varphi_n}) \), we introduce Boolean variables \( z^{\varphi_i} \) for \( i \in \{1, \ldots, n\} \) and MILP constraints:

\[
\begin{align*}
p & \leq \rho^{\varphi_i}, \sum_{i=1}^{n} z^{\varphi_i} \geq 1 \\
\rho^{\varphi_i} - (1 - z^{\varphi_i}) M & \leq p \leq \rho^{\varphi_i} + (1 - z^{\varphi_i}) M \tag{10.3}
\end{align*}
\]

where \( M \) is a constant selected to be much larger than \( |\rho^{\varphi_i}| \) for all \( i \), and \( i \in \{1, \ldots, n\} \). The above constraints ensure that \( z^{\varphi_i} = 1 \) and \( p = \rho^{\varphi_i} \) only if \( \rho^{\varphi_i} \) is the minimum over all \( i \). For \emph{max}, we replace \( \leq \) by \( \geq \) in the first constraint of (10.3). Finally, we choose \( \rho^\varphi \) as the cost function of the resulting MILP, meaning that our controllers aim at maximizing the robustness of satisfaction of the specification. Note that the robustness function is analogous to the robot reward function \( R_R \) discussed in Part I; both encode a quantitative measure for satisfaction of the desired properties, and both are optimized to find the desirable controllers for the robot.

We solve the resulting MILP with an off-the-shelf solver. If the receding horizon scheme is feasible, then the controller synthesis problem is \emph{realizable}, i.e., the algorithm returns a controller that satisfies the specification and optimizes the objective. However, if the MILP is infeasible, the synthesis problem is \emph{unrealizable}. In this case, the failure to
synthesize a controller may well be attributed to just a portion of the STL specification. In the rest of the chapter, we discuss how infeasibility of the MILP constraints can be used to infer the “cause” of failure and, consequently, diagnose and repair the original STL specification.

10.2 Running Example

To illustrate our approach, we introduce a running example from the autonomous driving domain. We refer the readers to the example introduced in Chapter 8.5. As shown in Figure 10.1, we consider a scenario in which two moving vehicles approach an intersection. The red car, labeled the ego vehicle, is the vehicle under control, while the black car is part of the external environment and may behave, in general, adversarially. The state space and dynamics of this example is introduced in Chapter 8.5. We assume the ego vehicle is initialized at the coordinates $(0,-1)$ and the adversary vehicle is initialized at $(-1,0)$. We further assume all the units in this example follow the metric system. We would like to design a controller for the ego vehicle to satisfy a STL specification under some assumptions on the external environment, and provide diagnosis and feedback if the specification is infeasible. We discuss the following three scenarios.

Example 2 (Collision Avoidance). The specification is to avoid a collision between the ego and the adversary vehicle. We assume the adversary vehicle's acceleration is fixed at all times, i.e., $a_i^{adv} = 2$, while the initial velocities are $v_0^{adv} = 0$ and $v_0^{ego} = 0$. We encode our requirements
using the formula $\varphi := \varphi_1 \land \varphi_2$, where $\varphi_1$ and $\varphi_2$ are defined as follows:

$$\varphi_1 = G_{[0,\infty)}(\neg(-0.5 \leq y_{ego}^t \leq 0.5) \land (-0.5 \leq x_{adv}^t \leq 0.5)),$$

$$\varphi_2 = G_{[0,\infty)}(1.5 \leq a_{ego}^t \leq 2.5). \quad (10.4)$$

We prescribe bounds on the system acceleration, and state that both cars should never be confined together within a box of width 1 around the intersection (0, 0) to avoid a collision.

**Example 3 (Non-adversarial Race).** We discuss a race scenario, in which the ego vehicle must increase its velocity to exceed 0.5 whenever the adversary’s initial velocity exceeds 0.5. We then formalize our requirement as a contract $(\psi_e, \psi_e \rightarrow \psi_s)$, where $\psi_e$ are the assumptions made on the environment and $\psi_s$ are the guarantees of the system provided the environment satisfies the assumptions. Specifically:

$$\psi_e = (v_{0}^{adv} \geq 0.5),$$

$$\psi_s = G_{[0,\infty)}(-1 \leq a_{ego}^t \leq 1) \land G_{[0.2,\infty)}(v_{ego}^t \geq 0.5). \quad (10.5)$$

The initial velocities are $v_{0}^{adv} = 0.55$ and $v_{0}^{ego} = 0$, while the environment vehicle’s acceleration is $a_{adv}^t = 1$ at all times. We also require the acceleration to be bounded by 1.

**Example 4 (Adversarial Race).** We discuss another race scenario, in which the environment vehicle acceleration $a_{adv}^t$ is no longer fixed, but can vary up to a maximum value of 2. Initially, $v_{0}^{adv} = 0$ and $v_{0}^{ego} = 0$ hold. Under these assumptions, we would like to guarantee that the velocity of the ego vehicle exceeds 0.5 if the speed of the adversary vehicle exceeds 0.5, while maintaining an acceleration in the $[-1, 1]$ range. Altogether, we capture the requirements above via a contract $(\phi_w, \phi_w \rightarrow \phi_s)$, where:

$$\phi_w = G_{[0,\infty)}(0 \leq a_{adv}^t \leq 2),$$

$$\phi_s = G_{[0,\infty)}((v_{adv}^t > 0.5) \rightarrow (v_{ego}^t > 0.5)) \land (|a_{ego}^t| \leq 1). \quad (10.6)$$

### 10.3 Diagnosis and Repair Problem

In this section, we define the problems of specification diagnosis and repair in the context of controller synthesis from STL. We assume that the discrete-time system dynamics $f_d$, the initial state $x^0$, the STL specification $\varphi$, and a cost function $J$ are given. The controller synthesis problem, denoted $P = (f_d, x^0, \varphi, J)$, is to solve (10.1) (when $\varphi$ is a monolithic specification of the desired system behavior) or (10.2) (when $\varphi$ represents a contract between the system and the environment).

If synthesis fails, the diagnosis problem is, intuitively, to return an explanation in the form of a subset of the original problem constraints that are already infeasible when taken alone. The repair problem is to return a “minimal” set of changes to the specification
that would render the resulting controller synthesis problem feasible. To diagnose and repair a STL formula, we focus on its sets of atomic predicates and time intervals of the temporal operators. We then start by providing a definition of the support of its atomic predicates, i.e., the set of times at which the value of a predicate affects satisfiability of the formula, and define the set of allowed repairs.

**Definition 3 (Support).** The support of a predicate \( \mu \) in a STL formula \( \varphi \) is the set of times \( t \) such that \( \mu(\xi(t)) \) appears in \( \varphi \).

For example, given \( \varphi = G_{[6,10]}(x^t > 0.2) \), the support of predicate \( \mu = (x^t > 0.2) \) is the time interval \([6,10]\). We can compute the support of each predicate in \( \varphi \) by traversing the parse tree of the formula from the root node to the leaves, which are associated with the atomic predicates. The support of the root of the formula is \( \{0\} \) by definition. While parsing \( \varphi \), new nodes are created and associated with the Boolean and temporal operators in the formula. Let \( \kappa \) and \( \delta \) be the subsets of nodes associated with the Boolean and bounded temporal operators, respectively, where \( \delta = \delta_G \cup \delta_F \cup \delta_U \). The support of the predicates can then be computed by recursively applying the following rule for each node \( i \) in the parse tree:

\[
\sigma_i = \begin{cases} 
\sigma_r & \text{if } r \in \kappa \\
\sigma_r + I_r & \text{if } r \in \delta_G \cup \delta_F \\
[\sigma_{r_{lb}}, \sigma_{r_{ub}} + I_{r_{ub}}] & \text{if } r \in \delta_U,
\end{cases}
\]  

(10.7)

where \( r \) is the parent of \( i \), \( \sigma_r \) is the support of \( r \), and \( I_i \) is the interval associated with \( i \) when \( i \) corresponds to a temporal operator. We denote as \( I_1 + I_2 \) the Minkowski sum of the sets \( I_1 \) and \( I_2 \), and as \( I_{lb} \) and \( I_{ub} \), respectively, the lower and upper bounds of interval \( I \).

**Definition 4 (Allowed Repairs).** Let \( \Phi \) denote the set of all possible STL formulae. A repair action is a relation \( \gamma : \Phi \rightarrow \Phi \) consisting of the union of the following:

- A predicate repair returns the original formula after modifying one of its atomic predicates \( \mu \) to \( \mu^* \). We denote this sort of repair by \( \varphi[\mu \mapsto \mu^*] \in \gamma(\varphi) \);

- A time interval repair returns the original formula after replacing the interval of a temporal operator. This is denoted \( \varphi[\Delta_{[a,b]} \mapsto \Delta_{[a^*,b^*]}] \in \gamma(\varphi) \) where \( \Delta \in \{G,F,U\} \).

Repair actions can be composed to get a sequence of repairs \( \Gamma = \gamma_n(\gamma_{n-1}(\ldots(\gamma_1(\varphi))\ldots)) \). Given a STL formula \( \varphi \), we denote as \( \text{REPAIR}(\varphi) \) the set of all possible formulae obtained through compositions of allowed repair actions on \( \varphi \). Moreover, given a set of atomic predicates \( D \) and a set of time intervals \( T \), we use \( \text{REPAIR}_{T,D}(\varphi) \subseteq \text{REPAIR}(\varphi) \) to denote the set of repair actions that act only on predicates in \( D \) or time intervals in \( T \). We are now ready to provide the formulation of the problems addressed in the chapter, both in terms of diagnosis and repair of a monolithic specification \( \varphi \) (general diagnosis and repair) and an A/G contract \((\varphi_c, \varphi_e \rightarrow \varphi_s)\) (contract diagnosis and repair).
Problem 10 (General Diagnosis and Repair). Given a controller synthesis problem \( \mathcal{P} = (f_d, x^0, \varphi, J) \) such that (10.1) is infeasible, find:

- A set of atomic predicates \( D = \{\mu_1, \ldots, \mu_d\} \) or time intervals \( T = \{\tau_1, \ldots, \tau_d\} \) of the original formula \( \varphi \),
- \( \varphi' \in \text{REPAIR}_T,D(\varphi) \),

such that \( \mathcal{P}' = (f_d, x^0, \varphi', J) \) is feasible, and the following minimality conditions hold:

- (predicate minimality) if \( \varphi' \) is obtained by predicate repair\(^{1}\), \( s_i = \mu_i^* - \mu_i \) for \( i \in \{1, \ldots, d\} \), \( s_D = (s_1, \ldots, s_d) \), and \( \|\cdot\| \) is a norm on \( \mathbb{R}^d \), then
  \[
  \exists (D', s_D') \text{ s.t. } \|s_D'\| \leq \|s_D\| \tag{10.8}
  \]
  and \( \mathcal{P}'' = (f_d, x^0, \varphi'', J) \) is feasible, with \( \varphi'' \in \text{REPAIR}_{D'}(\varphi) \).

- (time interval minimality) if \( \varphi' \) is obtained by time interval repair, \( T^* = \{\tau_1^*, \ldots, \tau_l^*\} \) are the non-empty repaired intervals, and \( \|\tau\| \) is the length of interval \( \tau \):
  \[
  \exists T' = \{\tau_1', \ldots, \tau_l'\}, \text{ s.t. } \exists i \in \{1, \ldots, l\}, \|\tau_i^*\| \leq \|\tau_i'\| \tag{10.9}
  \]
  and \( \mathcal{P}'' = (f_d, x^0, \varphi'', J) \) is feasible, with \( \varphi'' \in \text{REPAIR}_{T'}(\varphi) \).

Problem 11 (Contract Diagnosis and Repair). Given a controller synthesis problem \( \mathcal{P} = (f_d, x^0, \varphi \equiv \varphi_e \rightarrow \varphi_s, J) \) such that (10.2) is infeasible, find:

- Sets of atomic predicates \( D_e = \{\mu_1^e, \ldots, \mu_d^e\} \), \( D_s = \{\mu_1^s, \ldots, \mu_d^s\} \) or sets of time intervals \( T_e = \{\tau_1^e, \ldots, \tau_l^e\} \), \( T_s = \{\tau_1^s, \ldots, \tau_l^s\} \), respectively, of the original formulas \( \varphi_e \) and \( \varphi_s \),
- \( \varphi'_e \in \text{REPAIR}_{T_e,D_e}(\varphi_e) \), \( \varphi'_s \in \text{REPAIR}_{T_s,D_s}(\varphi_s) \),

such that \( \mathcal{P}' = (f_d, x^0, \varphi', J) \) is feasible, \( D = D_e \cup D_s \), \( T = T_e \cup T_s \), and \( \varphi' \equiv \varphi'_e \rightarrow \varphi'_s \) satisfies the minimality conditions of Problem (10).

In the following sections, we discuss our solution to the above problems.

10.4 Monolithic Specifications

The scheme adopted to diagnose inconsistencies in the specification and provide constructive feedback to the designer is pictorially represented in Figure 10.2. In this section we find a solution for Problem 10, as summarized in Algorithm 7. Given a problem

\(^{1}\)For technical reasons, our minimality conditions are predicated on a single type of repair being applied to obtain \( \varphi' \).
\( \mathcal{P} \), defined as in Section 10.3, GenMILP reformulates (10.1) in terms of the following MILP:

\[
\begin{align*}
\text{minimize} & \quad J(\bar{z}) \\
\text{subject to} & \quad f_{i}^{\text{dyn}} \leq 0 \quad i \in \{1, \ldots, m_d\} \\
& \quad f_{k}^{\varphi} \leq 0 \quad k \in \{1, \ldots, m_s\},
\end{align*}
\]  

(10.10)

where \( f^{\text{dyn}} \) and \( f^{\varphi} \) are mixed integer linear constraint functions over the states, outputs, and inputs of the finite horizon trajectory \( \bar{z}^H \) associated, respectively, with the system dynamics and the STL specification \( \varphi \). We let \( (J, C) \) represent this MILP, where \( J \) is the objective, and \( C \) is the set of constraints. If problem (10.10) is infeasible, we iterate between diagnosis and repair phases until the repaired feasible specification \( \varphi' \) is obtained. We let \( D \) and \( I \) denote, respectively, the set of predicates returned by the diagnosis procedure, and the constraints corresponding to those predicates.

Optionally, we support an interactive repair mechanism, where the designer provides a set of options that prioritize which predicates to modify (UserInput procedure) and get converted into a set of weights \( \lambda \) (ModifyConstraints routine). The designer (human) can then leverage this weighted-cost variant of the problem to distinguish between "hard" constraints, i.e., constraints that should never be violated in the controller synthesis problem, and "soft" constraints, i.e., constraints whose violation or perturbation is admitted within a predefined margin. In the following, we detail the implementation of the Diagnosis and Repair routines.
Algorithm 7 Diagnosis Repair

1: **Input**: \( \mathcal{P} \)
2: **Output**: \( u^H, D, \text{repaired}, \varphi' \)
3: \((J, C) \leftarrow \text{GenMILP}(\mathcal{P}), \text{repaired} \leftarrow 0\)
4: \(u^H \leftarrow \text{Solve}(J, C)\)
5: **if** \( u^H = \emptyset \) **then**
6: \(D \leftarrow \emptyset, S \leftarrow \emptyset, I \leftarrow \emptyset, M \leftarrow (0, C)\)
7: **while** \( \text{repaired} = 0 \) **do**
8: \((D', S', I') \leftarrow \text{Diagnosis}(M, \mathcal{P})\)
9: \(D \leftarrow D \cup D', S \leftarrow S \cup S', I \leftarrow I \cup I'\)
10: \(\text{options} \leftarrow \text{UserInput}(D')\)
11: \(\lambda \leftarrow \text{ModifyConstraints}(I', \text{options})\)
12: \((\text{repaired}, M, \varphi') \leftarrow \text{Repair}(M, I', \lambda, S, \varphi)\)
13: **end while**
14: \(u^H \leftarrow \text{Solve}(J, M.C)\)
15: **end if**

Algorithm 8 Diagnosis

1: **Input**: \( M, \mathcal{P} \)
2: **Output**: \( D, S, I' \)
3: \( I_C \leftarrow \text{IIS}(M)\)
4: \((D, S) \leftarrow \text{ExtractPredicates}(I_C, \mathcal{P})\)
5: \(I' \leftarrow \text{ExtractConstraints}(M, D)\)

**Diagnosis**

Our diagnosis procedure is summarized in Algorithm 8. Diagnosis receives as inputs the controller synthesis problem \( \mathcal{P} \) and an associated MILP formulation \( M \). \( M \) can either be the feasibility problem corresponding to the original problem (10.10), or a relaxation of it. This feasibility problem has the same constraints as (10.10) (possibly relaxed) but constant cost. Formally, we provide the following definition of relaxed constraint and relaxed optimization problem.

**Definition 5** (Relaxed Problem). We say that a constraint \( f' \leq 0 \) is a relaxed version of \( f \leq 0 \) if \( f' = (f - s) \) for some slack variable \( s \in \mathbb{R}^+ \). In this case, we also say that \( f \leq 0 \) is relaxed to \( f' \leq 0 \). An optimization problem \( O' \) is a relaxation of another optimization problem \( O \) if it is obtained from \( O \) by relaxing at least one of its constraints.

When \( M \) is infeasible, we rely on the capability of state-of-the-art MILP solvers to provide an *Irreducibly Inconsistent System* (IIS) [73, 39] of constraints \( I_C \), defined as follows.
Definition 6 (Irreducibly Inconsistent System). Given a feasibility problem $\mathcal{M}$ with constraint set $C$, an Irreducibly Inconsistent System $I_C$ is a subset of constraints $I_C \subseteq C$ such that: (i) the optimization problem $(0, I_C)$ is infeasible; (ii) $\forall c \in I_C$, problem $(0, I_C \setminus \{c\})$ is feasible.

In other words, an IIS is an infeasible subset of constraints that becomes feasible if any single constraint is removed. For each constraint in $I_C$, ExtractPredicates traces back the STL predicate(s) originating it, which will be used to construct the set $D = \{\mu_1, \ldots, \mu_d\}$ of STL atomic predicates in Problem 10, and the corresponding set of support intervals $S = \{\sigma_1, \ldots, \sigma_d\}$ (adequately truncated to the current horizon $H$) as obtained from the STL syntax tree. $D$ will be used to produce a relaxed version of $\mathcal{M}$ as further detailed in Section 10.4. For this purpose, the procedure also returns the subset $I$ of all the constraints in $\mathcal{M}$ that are associated with the predicates in $D$.

Repair

The diagnosis procedure isolates a set of STL atomic predicates that jointly produce a reason of infeasibility for the synthesis problem. For repair, we are instead interested in how to modify the original formula to make the problem feasible. The repair procedure is summarized in Algorithm 9. We formulate relaxations of the feasibility problem $\mathcal{M}$ associated with problem (10.10) by using slack variables.

Let $f_i$, $i \in \{1, \ldots, m\}$ denote both of the categories of constraints $f_{\text{dyn}}$ and $f_{\phi}$ in the feasibility problem $\mathcal{M}$. We reformulate $\mathcal{M}$ into the following slack feasibility problem:

\[
\begin{align*}
\text{minimize} & \quad ||s|| \\
\text{subject to} & \quad f_i - s_i \leq 0 \quad i \in \{1, \ldots, |I|\} \\
& \quad f_i \leq 0 \quad i \in \{|I| + 1, \ldots, m\} \\
& \quad s_i \geq 0 \quad i \in \{1, \ldots, |I|\},
\end{align*}
\] (10.11)

where $s = s_1 \ldots s_{|I|}$ is a vector of slack variables corresponding to the subset of optimization constraints $I$, as obtained after the latest call of Diagnosis. Not all the constraints in the original optimization problem (10.10) can be modified. For instance, the designer will not be able to arbitrarily modify constraints that can directly affect the dynamics of the system, i.e., constraints encoded in $f_{\text{dyn}}$. Solving problem (10.11) is equivalent to looking for a set of slacks that make the original control problem feasible while minimizing a suitable norm $||\cdot||$ of the slack vector. In most of our application examples, we choose the $l_1$-norm, which tends to provide sparser solutions for $s$, i.e., nonzero slacks for a smaller number of constraints. However, other norms can also be used, including weighted norms based on the set of weights $\lambda$. If problem (10.11) is feasible, ExtractFeedback uses the solution $s^*$ to repair the original infeasible specification $\phi$. Otherwise, the infeasible problem is subjected to another round of diagnosis to retrieve further constraints to relax.

In what follows, we provide details on the implementation of ExtractFeedback.
Algorithm 9 Repair

1: **Input:** $M, I, \lambda, S, \varphi$
2: **Output:** repaired, $\varphi$
3: $M.J \leftarrow M.J + \lambda^\top s_I$
4: for $c$ in $I$ do
5:   if $\lambda(c) > 0$ then
6:     $M.C(c) \leftarrow M.C(c) + s_c$
7:   end if
8: end for
9: $(\text{repaired}, s^*) \leftarrow \text{Solve}(M.J, M.C)$
10: if $\text{repaired} = 1$ then
11:   $\varphi \leftarrow \text{ExtractFeedback}(s^*, S, \varphi)$
12: end if

Based on the encoding discussed in Section 2.1, the constraints in $M$ capture, in a recursive fashion, the robust satisfaction of the STL specification as a function of its subformulae, from $\varphi$ itself to the atomic predicates $\mu_i$. To guarantee satisfaction of a Boolean operation in $\varphi$ at time $t$, we must be able to perturb, in general, all the constraints associated with its operands, i.e., the children nodes of the corresponding Boolean operator in the parse tree of $\varphi$, at time $t$. Similarly, to guarantee satisfaction of a temporal construct at time $t$, we must be able to perturb the constraints associated with the operands of the corresponding operator at all times in their support.

By recursively applying this line of reasoning, we can then conclude that, to guarantee satisfaction of $\varphi$, it is sufficient to introduce slacks to all the constraints associated with all the diagnosed predicates in $D$ over their entire support. For each $\mu_i \in D, i \in \{1, \ldots, d\}$, let $\sigma_i = [\sigma_i^{lb}, \sigma_i^{ub}]$ be its support interval.

The set of slack variables $\{s_1, \ldots, s_d\}$ in (10.11) can then be seen as the set of variables $s_{\mu_i,t}$ used to relax the constraints corresponding to each diagnosed predicate $\mu_i \in D$ at time $t$, for all $t \in \{\max\{0, \sigma_i^{lb}\}, \ldots, \min\{H - 1, \sigma_i^{ub}\}\}$ and $i \in \{1, \ldots, d\}$.

If a minimum norm solution $s^*$ is found for (10.11), then the slack variables $s^*$ can be mapped to a set of predicate repairs $s_D$, as defined in Problem 10, as follows. The slack vector $s^*$ in Algorithm 9 consists of the set of slack variables $\{s^*_{\mu_i,t}\}$, where $s^*_{\mu_i,t}$ is the variable added to the optimization constraint associated with an atomic predicate $\mu_i \in D$ at time $t$, $i \in \{1, \ldots, d\}$. We set

$$\forall i \in \{1, \ldots, d\} \quad s_i = \mu_i^* - \mu_i = \max_{t \in \{\sigma_i^{lb}, \ldots, \sigma_i^{ub}\}} s^*_{\mu_i,t},$$

where $H$ is the time horizon for (10.10), $s_D = \{s_1, \ldots, s_d\}$, $\sigma_i^{lb} = \max\{0, \sigma_i^{lb}\}$, and $\sigma_i^{ub} = \min\{H - 1, \sigma_i^{ub}\}$.

To find a set of time-interval repairs, we proceed, instead, as follows:
1. The slack vector $\mathbf{s}^*$ in Algorithm 9 consists of the set of slack variables $\{s_{\mu,t}^*\}$, where $s_{\mu,t}^*$ is the variable added to the optimization constraint associated with an atomic predicate $\mu_i \in D$ at time $t$. For each $\mu_i \in D$, with support interval $\sigma_i$, we search for the largest time interval $\sigma'_i \subseteq \sigma_i$ such that the slack variables $s_{\mu,t}^*$ for $t \in \sigma'_i$ are 0. If $\mu_i \notin D$, then we set $\sigma'_i = \sigma_i$.

2. We convert every temporal operator in $\varphi$ into a combination of $G$ (timed or untimed) and untimed $U$ by using the following transformations:

$$F_{[a,b]} \varphi = \neg G_{[a,b]} \neg \varphi,$$

$$\psi_1 U_{[a,b]} \psi_2 = G_{[0,a]} (\psi_1 U \psi_2) \land F_{[a,b]} \psi_2,$$

where $U$ is the untimed (unbounded) until operator. Let $\hat{\varphi}$ be the new formula obtained from $\varphi$ after applying these transformations$^2$.

3. The nodes of the parse tree of $\hat{\varphi}$ can then be partitioned into three subsets, $\nu$, $\kappa$, and $\delta$, respectively associated with the atomic predicates, Boolean operators, and temporal operators ($G$, $U$) in $\hat{\varphi}$. We traverse this parse tree from the leaves (atomic predicates) to the root and recursively define for each node $i$ a new support interval $\sigma_i^*$ as follows:

$$\sigma_i^* = \begin{cases} 
\sigma'_i & \text{if } i \in \nu \\
\bigcap_{i \in \mathcal{C}(i)} \sigma_j^* & \text{if } i \in \kappa \cup \delta_U \\
\sigma^*_C(i) & \text{if } i \in \delta_G
\end{cases}$$

(10.13)

where $\mathcal{C}(i)$ denotes the set of children of node $i$, while $\delta_G$ and $\delta_U$ are, respectively, the subsets of nodes associated with the $G$ and $U$ operators. We observe that the set of children for a $G$ operator node is a singleton. Therefore, with some abuse of notation, we also use $\mathcal{C}(i)$ in (10.13) to denote a single node in the parse tree.

4. We define the interval repair $\hat{r}_j$ for each (timed) temporal operator node $j$ in the parse tree of $\hat{\varphi}$ as $\hat{r}_j = \sigma_j^*$. If $\hat{r}_j$ is empty for some $j$, no time-interval repair is possible. Otherwise, we map back the set of intervals $\{\hat{r}_j\}$ into a set of interval repairs $T^*$ for the original formula $\varphi$ according to the transformations in step 2 and return $T^*$.

We provide an example of predicate repair below, while time interval repair is exemplified in Section 10.5.

---

$^2$While the second transformation introduces a new interval $[0,a]$, its parameters are directly linked to the ones of the original interval $[a,b]$ (now inherited by the $F$ operator) and will be accordingly processed by the repair routine.
Example 5 (Collision Avoidance). We diagnose the specifications introduced in Example 2. To formulate the synthesis problem, we assume a horizon $H = 10$ and a discretization step $\Delta t = 0.2$. The system is found infeasible at the first MPC run, and Diagnosis detects the infeasibility of $\phi_1 \land \phi_2$ at time $t = 6$. Intuitively, given the allowed range of accelerations for the ego vehicle, both cars end up entering the forbidden box at the same time.

Table 10.1 chooses to repair $\phi_1$ by adding slacks to all of its predicates, such that $\phi'_1 = \neg (0.24 \leq y^{ego}_t \leq 0.5) \land (0.5 \leq x^{adv}_t \leq 0.43)$. Table 10.1 shows the optimal slack values at each $t$, while $s_{u1}$ and $s_{u2}$ are set to zero at all $t$.

We can then conclude that the specification replacing $\phi_1$ with $\phi'_1$

$$\phi'_1 = G_{[0,\infty)} \neg ((0.24 \leq y^{ego}_t \leq 0.5) \land (0.5 \leq x^{adv}_t \leq 0.43))$$

is feasible, i.e., the cars will not collide, but the original requirement was overly demanding.

Alternatively, the user can choose to run the repair procedure on $\phi_2$ and change its predicate as $(1.5 - s_l \leq a^{ego}_t \leq 2.5 + s_u)$. In this case, we decide to stick with the original requirement on collision avoidance, and tune, instead, the control “effort” to satisfy it. Under the assumption of constant acceleration (and bounds), the slacks will be the same at all $t$. We then obtain $[s_l, s_u] = [0.82, 0]$, which ultimately turns into $\phi'_2 = G_{[0,\infty)} (0.68 \leq a^{ego}_t \leq 2.5)$. The ego vehicle should then slow down to prevent entering the forbidden box at the same time as the other car. This latter solution is, however, suboptimal with respect to the $l_1$-norm selected in this example when both repairs are allowed.

Our algorithm offers the following guarantees, for which a proof is reported below.

**Theorem 12 (Soundness).** Given a controller synthesis problem $P = (f_d, x^0, \phi, J)$, such that (10.1) is infeasible at time $t$, let $\phi' \in \text{REPAIR}_{D,T}(\phi)$ be the repaired formula returned from Algorithm 7 without human intervention, for a given set of predicates $D$ or time interval $T$. Then, $P' = (f_d, x^0, \phi', J)$ is feasible at time $t$ and $(\phi', D, T)$ satisfy the minimality conditions in Problem 10.

**Proof (Theorem 12).** Suppose $M$ is the MILP encoding of $P$ as defined in (10.10), $\phi'$ is the repaired formula, and $D$ the set of diagnosed predicates, as returned by Algorithm 7. We start by discussing the case of predicate repair.

We let $M'$ be the MILP encoding of $P'$ and $D^* \subseteq D$ be the set of predicates that are fixed to provide $\phi'$, i.e., such that $s = (\mu^* - \mu) \neq 0$, with $\mu \in D$. Algorithm 7 modifies $M$ by introducing a slack variable $s_{\mu, t}$ into each constraint associated with an atomic

<table>
<thead>
<tr>
<th>time</th>
<th>0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{l1}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$s_{u1}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.07</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 10.1: Slack values over a single horizon, for $\Delta t = 0.2$ and $H = 10$. 

...
predicate \( \mu \) in \( D \) at time \( t \). Such a transformation leads to a feasible MILP \( M'' \) and an optimal slack set \( \{ s^*_{\mu,t} | \mu \in D, t \in \{0, \ldots, H - 1\} \} \).

We now observe that \( M' \) and \( M'' \) are both relaxations of \( M \). In fact, we can view \( M' \) as a version of \( M \) in which only the constraints associated with the atomic predicates in \( D^* \) are relaxed. Therefore, each constraint having a nonzero slack variable in \( M'' \) is also relaxed in \( M' \). Moreover, by (10.12), the relaxed constraints in \( M' \) are offset by the largest slack value over the horizon \( H \). Then, because \( M'' \) is feasible, \( M' \), and subsequently \( P' \), are feasible.

We now prove that \((\hat{\varphi}',D)\) satisfy the predicate minimality condition of Problem 10. Let \( \tilde{\varphi} \) be any formula obtained from \( \varphi \) after repairing a set of predicates \( \tilde{D} \) such that the resulting problem \( \tilde{P} \) is feasible. We recall that, by Definition 6, at least one predicate in \( D \) generates a conflicting constraint and must be repaired for \( M \) to become feasible. Then, \( \tilde{D} \cap D \neq \emptyset \) holds. Furthermore, since Algorithm 7 iterates by diagnosing and relaxing constraints until feasibility is achieved, \( D \) contains all the predicates that can be responsible for the infeasibility of \( \varphi \). In other words, Algorithm 7 finds all the IISs in the original optimization problem and allows relaxing any constraint in the union of the IISs. Therefore, repairing any predicate outside of \( D \) is redundant: a predicate repair set that only relaxes the constraints associated with predicates in \( \tilde{D} = \tilde{D} \cap D \), by the same amount as in \( \tilde{\varphi} \), and sets to zero the slack variables associated with predicates in \( D \setminus \tilde{D} \) is also effective and exhibits a smaller slack norm. Let \( s_{\tilde{D}} \) be such a repair set and \( \tilde{\varphi} \) the corresponding repaired formula. \( s_{\tilde{D}} \) and \( s_D \) can then be seen as two repair sets on the same predicate set. However, by the solution of Problem (10.11), we are guaranteed that \( s_D \) has minimum norm; then, \( ||s_D|| \leq ||s_{\tilde{D}}|| \) will hold for any such formulas \( \tilde{\varphi} \), and hence \( \varphi \).

We now consider the MILP formulation \( M' \) associated with \( P' \) and \( \varphi' \) in the case of time-interval repairs. For each atomic predicate \( \mu_i \in D \), for \( i \in \{1, \ldots, |D|\} \), \( M' \) includes only the associated constraints evaluated over time intervals \( \sigma_i' \) for which the slack variables \( \{ s_{\mu_i,t} \} \) are zero. Such a subset of constraints is trivially feasible. All the other constraints enforcing the satisfaction of Boolean and temporal combinations of the atomic predicates in \( \varphi' \) cannot cause infeasibility with these atomic predicate constraints, or the associated slack variables \( \{ s_{\mu_i,t} \} \) would be non-zero. So, \( M' \) is feasible.

To show that \((\varphi',T)\) satisfy the minimality condition in Problem 10, we observe that, by the transformations in step 2 of the time-interval repair procedure, \( \varphi \) is logically equivalent to a formula \( \hat{\varphi} \) which only contains untimed \( U \) and timed \( G \) operators. Moreover, \( \varphi \) and \( \hat{\varphi} \) have the same interval parameters. Therefore, if the proposed repair set is minimal for \( \hat{\varphi} \), this will also be the case for \( \varphi \).

We now observe that Algorithm 7 selects, for each atomic predicate \( \mu_i \in D \) the largest interval \( \sigma_i' \) such that the associated constraints are feasible, i.e., their slack variables are zero after norm minimization\(^3\). Because feasible intervals for Boolean combinations

\(^3\)Because we are not directly maximizing the sparsity of the slack vector, time-interval minimality is to be interpreted with respect to slack norm minimization. Directly maximizing the number of zero slacks is
of atomic predicates are obtained by intersecting these maximal intervals, and then propagated to the temporal operators, the length of the intervals of each \( G \) operator in \( \hat{\varphi} \), hence of the temporal operators in \( \varphi \), will also be maximal.

**Theorem 13 (Completeness).** Assume the controller synthesis problem \( P = (f_d, x^0, \varphi, J) \) results in (10.1) being infeasible at time \( t \). If there exist a set of predicates \( D \) or time-intervals \( T \) such that there exists \( \Phi \subseteq \text{REPAIR}_{D,T}(\varphi) \) for which \( \forall \varphi \in \Phi, P' = (f_d, x^0, \varphi, J) \) is feasible at time \( t \) and \( (\varphi, D, T) \) are minimal in the sense of Problem 10, then Algorithm 7 returns a repaired formula \( \varphi' \) in \( \Phi \).

**Proof (Theorem 13).** We first observe that Algorithm 7 always terminates with a feasible solution \( \varphi' \) since the set of MILP constraints to diagnose and repair is finite. We first consider the case of predicate repairs. Let \( D \) be the set of predicates modified to obtain \( \phi \in \Phi \) and \( D' \) the set of diagnosed predicates returned by Algorithm 7. Then, by Definition 6 and the iterative approach of Algorithm 7, we are guaranteed that \( D' \) includes all the predicates responsible for inconsistencies, as also argued in the proof of Theorem 12. Therefore, we conclude \( D \subseteq D' \). \( s_D \) and \( s_{D'} \) can then be seen as two repair sets on the same predicate set. However, by the solution of Problem (10.11), we are guaranteed that \( s_{D'} \) has minimum norm; then, \( \|s_D\| \leq \|s_{D'}\| \) will hold, hence \( \varphi' \in \Phi \).

We now consider the case of time-interval repair. If a formula \( \phi \in \Phi \) repairs a set of intervals \( T = \{\tau_1, \ldots, \tau_l\} \), then there exists a set of constraints associated with atomic predicates in \( \varphi \) which are consistent in \( M \), the MILP encoding associated with \( \phi \), and make the overall problem feasible. Then, the relaxed MILP encoding \( M' \) associated with \( \varphi \) after slack norm minimization will also include a set of predicate constraints admitting zero slacks over the same set of time intervals as in \( M \), as determined by \( T \). Since these constraints are enough to make the entire problem \( M \) feasible, this will also be the case for \( M' \). Therefore, our procedure for time-interval repair terminates and produces a set of non-empty intervals \( T' = \{\tau'_1, \ldots, \tau'_l\} \). Finally, because Algorithm 7 finds the longest intervals for which the slack variables associated with each atomic predicate are zero, we are also guaranteed that \( \|\tau'_i\| \geq \|\tau_i\| \) for all \( i \in \{1, \ldots, l\} \), as also argued in the proof of Theorem 12. We can then conclude that \( \varphi' \in \Phi \) holds.

In the worst case, Algorithm 7 solves a number of MILP problem instances equal to the number of atomic predicates in the STL formula. While the complexity of solving a MILP is NP-hard, the actual runtime depends on the size of the MILP, which is \( O(H \cdot |\varphi|) \), where \( H \) is the length of the horizon and \( |\varphi| \) is the number of predicates and operators in the STL specification. Also possible but computationally more intensive.
10.5 Contracts

In this section, we consider specifications provided in the form of a contract \((\varphi_e, \varphi_e \rightarrow \varphi_s)\), where \(\varphi_e\) is an \(\text{STL}\) formula expressing the assumptions, i.e., the set of behaviors assumed from the environment, while \(\varphi_s\) captures the guarantees, i.e., the behaviors promised by the system in the context of the environment. To repair contracts, we can capture tradeoffs between assumptions and guarantees in terms of minimization of a weighted norm of slacks. We describe below our results for both non-adversarial and adversarial environments.

Non-Adversarial Environment

For a contract, we make a distinction between controlled inputs \(u_t\) and uncontrolled (environment) inputs \(w_t\) of the dynamical system. In this section we assume that the environment signal \(w_H\) can be predicted over a finite horizon and set to a known value for which the controller must be synthesized. With \(\varphi \equiv \varphi_e \rightarrow \varphi_s\), equation (10.2) reduces to:

\[
\begin{align*}
\text{minimize} & \quad J(\xi(x^0, u^H, w^H)) \\
\text{subject to} & \quad \xi(x^0, u^H, w^H) \models \varphi.
\end{align*}
\]

(10.15)

Because of the similarity of Problem (10.15) and Problem (10.1), we can then diagnose and repair a contract using the methodology illustrated in Section 10.4. However, to reflect the different structure of the specification, i.e., its partition into assumption and guarantees, we adopt a weighted sum of the slack variables in Algorithm 7, allocating different weights to predicates in the assumption and guarantee formulae. We can then provide the same guarantees as in Theorems 12 and 13, where \(\varphi \equiv \varphi_e \rightarrow \varphi_s\) and the minimality conditions are stated with respect to the weighted norm.

Example 6 (Non-adversarial Race). We consider Example 3 with the same discretization step \(\Delta t = 0.2\) and horizon \(H = 10\) as in Example 2. The MPC scheme results infeasible at time 1. In fact, we observe that \(\varphi_e\) is true as \(v^\text{adv}_0 \geq 0.5\). Since \(v^\text{ego}_1 = 0.2\), the predicate \(\varphi_{s2} = G_{[0.2,\infty)}(v^\text{ego}_1 \geq 0.5)\) in \(\varphi_s\) is found to be failing. As in Section 10.4, we can modify the conflicting predicates in the specification by using slack variables as follows: \(v^\text{adv}_t + s_e(t) \geq 0.5\) (assumptions) and \(v^\text{ego}_t + s_s(t) \geq 0.5\) (guarantees). However, we also assign a set of weights to the assumption (\(\lambda_e\)) and guarantee (\(\lambda_s\)) predicates, our objective being \(\lambda_e|s_e| + \lambda_s|s_s|\). By setting \(\lambda_s > \lambda_e\), we encourage modifications in the assumption predicate, thus obtaining \(s_e = 0.06\) at time 0 and zero otherwise, and \(s_s = 0\) at all times. We can then set \(\psi'_e = (v^\text{adv}_0 \geq 0.56)\), which falsifies \(\psi'_e\) so that \(\psi'_e \rightarrow \psi_s\) is satisfied. Alternatively, by setting \(\lambda_s < \lambda_e\), we obtain the slack values in Table 10.2, which lead to the following predicate repair: \(\psi'_{s2} = G_{[0.2,\infty)}(v^\text{ego}_1 \geq 0.2)\).

We can also modify the time interval of the temporal operator associated with \(\psi_{s2}\) to repair the overall specification. To do so, Algorithm 7 uses the parse tree of \(\varphi_e \rightarrow \varphi_s\) in Figure 10.3. For any of the leaf node predicates \(\mu_i, i \in \{1, 2, 3\}\), we get a support \(\sigma_i = [0,9]\), which is only
Table 10.2: Slack variables used in Example 3 and 6.

<table>
<thead>
<tr>
<th>time</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_s$</td>
<td>0.31</td>
<td>0.11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 10.3: Parse tree of $\psi \equiv \psi_e \rightarrow \psi_s$ used in Example 3 and 6.

limited by the finite horizon $H$. Then, based on the slack values in Table 10.2, we can conclude $\sigma'_1 = \sigma'_2 = [0, 9]$ (the optimal slack values for these predicates are always zero), while $\sigma'_3 = [3, 9]$. For the given syntax tree, we also have $\sigma'^*_1 = \sigma'^*_4$, $\sigma'^*_2 = \sigma'^*_7$, and $\sigma'^*_3 = \sigma'^*_3$ for the temporal operator nodes that are parent nodes of $\mu_1$, $\mu_2$, and $\mu_3$, respectively. Since none of the above intervals is empty, a time interval repair is indeed possible by modifying the time interval of the parent node of $\mu_3$, thus achieving $\tau'^*_3 = \sigma'^*_3$. This leads to the following proposed sub-formula $\psi'_2 = G_{[0.6, \infty)}(\tau'^{ego}_1 \geq 0.5)$. In this example, repairing the specification over the first horizon is enough to guarantee controller realizability in the future. We can then keep the upper bound of the $G$ operator to infinity.

Adversarial Environment

When the environment can behave adversarially, the control synthesis problem assumes the structure in (10.2). Specifically, in this chapter, we allow $w_t$ to lie in an interval $[w_{\text{min}}, w_{\text{max}}]$ at all times; this corresponds to the STL formula $\varphi_w = G_{[0, \infty)}(w_{\text{min}} \leq w_t \leq w_{\text{max}})$. We decompose a specification $\varphi$ of the form $\varphi_w \land \varphi_e \rightarrow \varphi_s$, representing the contract, as $\varphi \equiv \varphi_w \rightarrow \psi$, where $\psi \equiv (\varphi_e \rightarrow \varphi_s)$. Our diagnosis and repair method is summarized in Algorithm 10.

We first check the satisfiability of the control synthesis problem by examining whether
Algorithm 10 Diagnose Repair Adversarial

1: **Input:** \( \mathcal{P} \)
2: **Output:** \( u^H, \mathcal{P}' \)
3: \((J,C) \leftarrow \text{GenMILP}(\mathcal{P})\)
4: \((u_0^H, w_0^H, \text{sat}) \leftarrow \text{CheckSAT}(J,C)\)
5: **if** sat **then**
6: \( W^*_\text{cand} \leftarrow \text{SolveCEGIS}(u_0^H, \mathcal{P})\)
7: \( W^*_\text{cand} \leftarrow W^*_\text{cand} \)
8: **while** \( W^*_\text{cand} \neq \emptyset \) **do**
9: \( \mathcal{P}_w \leftarrow \text{RepairAdversarial}(W^*_\text{cand}, \mathcal{P})\)
10: \( W^*_\text{cand} \leftarrow \text{SolveCEGIS}(u_0^H, \mathcal{P}_w)\)
11: **end while**
12: \( W^*_\text{cand} \leftarrow W^*_\text{cand}, \mathcal{P}_\psi \leftarrow \mathcal{P}\)
13: **while** \( W^*_\text{cand} \neq \emptyset \) **do**
14: \( \mathcal{P}_\psi \leftarrow \text{DiagnoseRepair}(\mathcal{P}_\psi)\)
15: \( W^*_\text{cand} \leftarrow \text{SolveCEGIS}(u_0^H, \mathcal{P}_\psi)\)
16: **end while**
17: \( \mathcal{P}' \leftarrow \text{FindMin}(\mathcal{P}_w, \mathcal{P}_\psi)\)
18: **end if**

there exists a pair of \( u^H \) and \( w^H \) for which problem (10.2) is feasible (CheckSAT routine):

\[
\begin{align*}
\text{minimize} & \quad J(\xi(x^0, u^H, w^H)) \\
\text{subject to} & \quad \xi(x^0, u^H, w^H) \models \phi \\
& \quad w^H \models \varphi_w \land \varphi_e.
\end{align*}
\] (10.16)

If problem (10.16) is unsatisfiable, we can use the techniques introduced in Section 10.4 and 10.5 to diagnose and repair the infeasibility. Therefore, in the following, we assume that (10.16) is satisfiable, hence there exist \( u_0^H \) and \( w_0^H \) that solve (10.16).

To check realizability, we use the following CEGIS loop (SolveCEGIS routine) [148]. By first fixing the control trajectory to \( u_0^H \), we find the worst case disturbance trajectory \( w_1^H \) that minimizes the robustness value of \( \phi \) by solving the following problem:

\[
\begin{align*}
\text{minimize} & \quad \rho^\phi(\xi(x^0, u^H, w^H), 0) \\
\text{subject to} & \quad \rho^\phi(\xi(x^0, u^H, w^H), 0) < \rho_{\text{min}}.
\end{align*}
\] (10.17)

with \( u^H = u_0^H \). The optimal \( w_1^H \) from (10.17) will falsify the specification if the resulting robustness value is below zero\(^4\). If this is the case, we look for a \( u_1^H \) which solves (10.15)

\(^4\)A tolerance \( \rho_{\text{min}} \) can be selected to accommodate approximation errors, i.e., \( \rho^\phi(\xi(x^0, u_0^H, w_1^H), 0) < \rho_{\text{min}} \).
with the additional restriction of \( w^H \in \mathcal{W}_{\text{cand}} = \{ w_1^H \} \). If this step is feasible, we once again attempt to find a worst-case disturbance sequence \( w_i^H \) that solves (10.17) with \( u_i^H = u_1^H \): this is the counterexample-guided inductive step. At each iteration \( i \) of this CEGIS loop, the set of candidate disturbance sequences \( \mathcal{W}_{\text{cand}} \) expands to include \( w_i^H \). If the loop terminates at iteration \( i \) with a successful \( u_i^H \) (one for which the worst case disturbance \( w_i^H \) in (10.17) has positive robustness), we conclude that the formula \( \varphi \) is realizable.

The CEGIS loop may not terminate if the set \( \mathcal{W}_{\text{cand}} \) is infinite. We, therefore, run it for a maximum number of iterations. If SolveCEGIS fails to find a controller sequence prior to the timeout, then (10.15) is infeasible for the current \( \mathcal{W}_{\text{cand}} \), i.e., there is no control input that can satisfy \( \varphi \) for all disturbances in \( \mathcal{W}_{\text{cand}} \). We conclude that the specification is not realizable (or, equivalently, the contract is inconsistent). While this infeasibility can be repaired by modifying \( \psi \) based on the techniques in Section 10.4 and Section 10.5, an alternative solution is to repair \( \varphi_w \) by minimally pruning the bounds on \( w_i \) (RepairAdversarial routine).

To do so, given a small tolerance \( \epsilon \in \mathbb{R}^+ \), we find

\[
\begin{align*}
  w^*_{u} &= \max_{w_i^H \in \mathcal{W}_{\text{cand}}} \max_{t \in \{0, \ldots, H-1\}} w_{i,t} \\
  w^*_{l} &= \min_{w_i^H \in \mathcal{W}_{\text{cand}}} \min_{t \in \{0, \ldots, H-1\}} w_{i,t}
\end{align*}
\tag{10.18}
\]

and define \( s_u = w_{\text{max}} - w^*_u \) and \( s_l = w^*_l - w_{\text{min}} \). We then use \( s_u \) and \( s_l \) to update the range for \( w_i \) in \( \varphi_w \) to a maximal interval \([w^*_{\text{min}}, w^*_{\text{max}}] \subseteq [w_{\text{min}}, w_{\text{max}}] \) and such that at least one \( w_i^H \in \mathcal{W}_{\text{cand}} \) is excluded. Specifically, if \( s_u \leq s_l \), we set \([w^*_{\text{min}}, w^*_{\text{max}}] = [w_{\text{min}}, w_u - \epsilon] \); otherwise we set \([w^*_{\text{min}}, w^*_{\text{max}}] = [w_l + \epsilon, w_{\text{max}}] \). The smaller the value of \( \epsilon \), the larger the resulting interval.

Finally, we use the updated formula \( \varphi'_w \) to run SolveCEGIS again until a realizable control sequence \( u^H \) is found. For improved efficiency, the linear search proposed above to find the updated bounds \( w^*_{\text{min}} \) and \( w^*_{\text{max}} \) can be replaced by a binary search. Moreover, in Algorithm 10, assuming a predicate repair procedure, FindMin provides the solution with minimum slack norm between the ones repairing \( \psi \) and \( \varphi_w \).

**Example 7 (Adversarial Race).** We consider the specification in Example 4. For the same horizon as in the previous examples, after solving the satisfiability problem, for the fixed \( u_i^H \), the CEGIS loop returns \( a_t^{\text{adv}} = 2 \) for all \( t \in \{0, \ldots, H-1\} \) as the single element in \( \mathcal{W}_{\text{cand}} \) for which no controller sequence can be found. We then choose to tighten the environment assumptions to make the controller realizable, by shrinking the bounds on \( a_t^{\text{adv}} \) by using Algorithm 10 with \( \epsilon = 0.01 \). After a few iterations, we finally obtain \( w^*_{\text{min}} = 0 \) and \( w^*_{\text{max}} = 1.24 \), and therefore \( \varphi'_w = G_{[0,\infty)}(0 \leq a_t^{\text{adv}} \leq 1.24) \).

To account for the error introduced by \( \epsilon \), given \( \varphi' \in \text{REPAIR}_{D,T}(\varphi) \), we say that \( \varphi', D, T \) are \( \epsilon \)-minimal if the magnitudes of the predicate repairs (predicate slacks) or time-interval repairs differ by at most \( \epsilon \) from a minimal repair in the sense of Problem
11. Assuming that SolveCEGIS terminates before reaching the maximum number of iterations\(^5\), the following theorems state the properties of Algorithm 10.

**Theorem 14** (Soundness). Given a controller synthesis problem \(\mathcal{P} = (f_d, x^0, \phi, J)\), such that (10.2) is infeasible at time \(t\), let \(\phi' \in \text{REPAIR}_{\mathcal{D}, \mathcal{T}}(\phi)\) be the repaired formula returned from Algorithm 10 for a given set of predicates \(\mathcal{D}\) or time interval \(\mathcal{T}\). Then, \(\mathcal{P}' = (f_d, x^0, \phi', J)\) is feasible at time \(t\) and \((\phi', \mathcal{D}, \mathcal{T})\) is \(\epsilon\)-minimal.

*Proof (Theorem 14).* We recall that \(\phi \equiv \phi_w \rightarrow \psi\). Moreover, Algorithm 10 provides the solution with minimum slack norm between the ones repairing \(\psi\) and \(\phi_w\) in the case of predicate repair. Then, when \(\psi = \phi_e \rightarrow \phi_s\) is modified using Algorithm 7, soundness is guaranteed by Theorem 12 and the termination of the CEGIS loop. On the other hand, assume Algorithm 10 modifies the atomic predicates in \(\phi_w\). Then, the RepairAdversarial routine and (10.18), together with the termination of the CEGIS loop, assure that \(\phi_w\) is also repaired in such a way that the controller is realizable, and \(\epsilon\)-optimal (i.e., the length of the bounding box around \(w_i\) differs from the maximal interval length by at most \(\epsilon\)), which concludes our proof.

**Theorem 15** (Completeness). Assume the controller synthesis problem \(\mathcal{P} = (f_d, x^0, \phi, J)\) results in (10.2) being infeasible at time \(t\). If there exist a set of predicates \(\mathcal{D}\) and time-intervals \(\mathcal{T}\) such that there exists \(\Phi \subseteq \text{REPAIR}_{\mathcal{D}, \mathcal{T}}(\phi)\) for which \(\forall \phi \in \Phi, \mathcal{P}' = (f_d, x^0, \phi, J)\) is feasible at time \(t\) and \((\phi, \mathcal{D}, \mathcal{T})\) is \(\epsilon\)-minimal, then Algorithm 10 returns a repaired formula \(\phi'\) in \(\Phi\).

*Proof (Theorem 15).* As discussed in the proof of Theorem 14, if Algorithm 10 modifies \(\psi = \phi_e \rightarrow \phi_s\) using Algorithm 7, completeness is guaranteed by Theorem 13 and the termination of the CEGIS loop. On the other hand, let us assume there exists a minimum norm repair for the atomic predicates of \(\phi_w\), which returns a maximal interval \([w_{\min}', w_{\max}'] \subseteq [w_{\min}, w_{\max}]\). Then, given the termination of the CEGIS loop, by repeatedly applying (10.18) and RepairAdversarial, we produce a predicate repair such that the corresponding interval \([w_{\min}'', w_{\max}'']\) makes the control synthesis realizable and is maximal within an error bounded by \(\epsilon\) (i.e., its length differs by at most \(\epsilon\) from the one of the maximal interval \([w_{\min}', w_{\max}']\)). Hence, \(\phi' \in \Phi\) holds.

### 10.6 Case Studies

We developed the toolbox DiARY (Diagnosis and Repair for sYnthesis\(^6\)) implementing our algorithms. DiARY uses YALMIP [114] to formulate the optimization problems and

---

\(^5\)Under failing assumptions, Algorithm 10 terminates with UNKNOWN.

\(^6\)https://github.com/shromonag/DiARY
Gurobi [73] to solve them. It interfaces to different synthesis tools, e.g., BluSTL\textsuperscript{7} and CrSPrSTL\textsuperscript{8}. Here, we summarize some of the results of DiaRY for diagnosis and repair.

## Autonomous Driving

We consider the problem of synthesizing a controller for an autonomous vehicle in a city driving scenario. We analyze the following two tasks: (i) changing lanes on a busy road; (ii) performing an unprotected left turn at a signalized intersection. We use the dynamics model introduced in Chapter 2.4. To determine the control strategy, we linearize the overall system dynamics around the initial state at each run of the MPC, which is completed in less than 2 s on a 2.3-GHz Intel Core i7 processor with 16-GB memory. We further impose the following constraints on the ego vehicle (i.e., the vehicle under control): (i) a minimum distance must be established between the ego vehicle and other cars on the road to avoid collisions; (ii) the ego vehicle must obey the traffic lights; (iii) the ego vehicle must stay within its road boundaries.

### Lane Change

We consider a lane change scenario on a busy road as shown in Figure 10.4a. The ego vehicle is in red. Car 1 is at the back of the left lane, Car 2 is in the front of the left lane, while Car 3 is on the right lane. The states of the vehicles are initialized as follows:

- \( x_0^{\text{Car 1}} = \begin{bmatrix} -0.2 & -1.5 & \frac{\pi}{2} & 0.5 \end{bmatrix}^\top \),
- \( x_0^{\text{Car 2}} = \begin{bmatrix} -0.2 & 1.5 & \frac{\pi}{2} & 0.5 \end{bmatrix}^\top \),
- \( x_0^{\text{Car 3}} = \begin{bmatrix} 0.2 & 1.5 & \frac{\pi}{2} & 0 \end{bmatrix}^\top \), and
- \( x_0^{\text{ego}} = \begin{bmatrix} 0.2 & -0.7 & \frac{\pi}{2} & 0 \end{bmatrix}^\top \).

The control inputs for ego and Car 3 are initialized at \([0 0]^\top\); the ones for Car 1 and Car 2 are set to \( u_0^{\text{Car 1}} = [0 1]^\top \) and \( u_0^{\text{Car 2}} = [0 -0.25]^\top \). The objective of ego is to safely change lane, while satisfying the following requirements:

\[
\begin{align*}
\varphi_{\text{str}} &= G_{[0,\infty)}(\|u_1\| \leq 2) & \text{Steering Bounds} \\
\varphi_{\text{acc}} &= G_{[0,\infty)}(\|u_2\| \leq 1) & \text{Acceleration Bounds} \\
\varphi_{\text{vel}} &= G_{[0,\infty)}(\|v\| \leq 1) & \text{Velocity Bounds}
\end{align*}
\] (10.19)

The solid blue line in Figure 10.4 is the trajectory of ego as obtained from our MPC scheme, while the dotted green line is the future trajectory pre-computed for a given horizon at a given time. MPC becomes infeasible at time \( t = 1.2 \text{ s} \) when the no-collision requirement is violated, and a possible collision is detected between the ego vehicle and Car 1 before the lane change is completed (Fig. 10.4a). Our solver takes 2 s, out of which 1.4 s are needed to generate all the IISs, consisting of 39 constraints. To make the system feasible, the proposed repair increases both the acceleration bounds and the velocity bounds on

\textsuperscript{7}https://github.com/BluSTL/BluSTL
\textsuperscript{8}https://github.com/dsadigh/CrSPrSTL
Figure 10.4: Changing lane is infeasible at $t = 1.2$ s in (a) and is repaired in (b).

the ego vehicle as follows:

\[
\begin{align*}
\phi_{\text{new}}^{\text{acc}} &= G_{[0,\infty)}(|u_2| \leq 3.5) \\
\phi_{\text{new}}^{\text{vel}} &= G_{[0,\infty)}(|v| \leq 1.54).
\end{align*}
\] (10.20)

When replacing the initial requirements $\phi_{\text{acc}}$ and $\phi_{\text{vel}}$ with the modified ones, the revised MPC scheme allows the vehicle to travel faster and safely complete a lane change maneuver, without risks of collision, as shown in Figure 10.4b.

Unprotected Left Turn

In the second scenario, we would like the ego vehicle to perform an unprotected left turn at a signalized intersection, where the ego vehicle has a green light and is supposed to yield to oncoming traffic, represented by the yellow cars crossing the intersection in Figure 10.5. The environment vehicles are initialized at the states $x_0^{\text{Car}1} = [-0.2 \ 0.7 \ -\pi/2 \ 0.5]^T$ and $x_0^{\text{Car}2} = [-0.2 \ 1.5 \ -\pi/2 \ 0.5]^T$, while the ego vehicle is initialized at $x_0^{\text{ego}} = [0.2 \ -0.7 \ -\pi/2 \ 0]^T$. The control input for each vehicle is initialized at $[0 \ 0]^T$. Moreover, we use the same bounds as in (10.19).

The MPC scheme becomes infeasible at $t = 2.1$ s. The solver takes 5 s, out of which 2.2 s are used to generate the IISs, including 56 constraints. As shown in Figure 10.5a, the ego vehicle yields in the middle of intersection for the oncoming traffic to pass. However, the traffic signal turns red in the meanwhile, and there is no feasible control input for the ego vehicle without breaking the traffic light rules. Since we do not allow modifications to the traffic light rules, the original specification is repaired again by increasing the bounds
Figure 10.5: Left turn becomes infeasible at time $t = 2.1 \, \text{s}$ in (a) and is repaired in (b).

on acceleration and velocity, thus obtaining:

$$
\begin{align*}
\phi_{\text{acc}}^{\text{new}} &= G_{[0, \infty)} (|u_2| \leq 11.903) \\
\phi_{\text{vel}}^{\text{new}} &= G_{[0, \infty)} (|v| \leq 2.42).
\end{align*}
$$

(10.21)

As shown by the trajectory in Figure 10.5b, under the assumptions and initial conditions of our scenario, higher allowed velocity and acceleration make the ego vehicle turn before the oncoming cars get close or cross the intersection.

**Quadrotor Control**

We assume a quadrotor dynamical model similar to the one discussed in Chapter 2.4.

Our goal is to synthesize a strategy for the quadrotor to travel from a starting position $[x^0, y^0, z^0] = [0, 0, -0.4]$ with zero roll, pitch, and yaw angles, i.e., $[\phi^0, \theta^0, \psi^0] = [0, 0, 0]$, to a destination $[x^d, y^d, z^d] = [1, 1, -0.1]$, still with zero roll, pitch, and yaw. All the other elements in the state vector and the control input are initialized at zero. We define the following constraints on the quadrotor:

$$
\begin{align*}
\phi_h &= G_{[0, \infty)} (-1.1 \leq z \leq 0) & \text{Height of Flight Bounds} \\
\phi_{\text{roll}} &= G_{[0, \infty)} (|u_1| \leq 0.3) & \text{Roll Bounds} \\
\phi_{\text{pitch}} &= G_{[0, \infty)} (|u_2| \leq 0.3) & \text{Pitch Bounds} \\
\phi_{\text{thr}} &= G_{[0, \infty)} (0 \leq u_4 \leq 6.5) & \text{Thrust Bounds}.
\end{align*}
$$

(10.22)

Our MPC scheme becomes infeasible at time $t = 0.675 \, \text{s}$ because $\phi_h$ and $\phi_{\text{roll}}$ are both violated. Given the bounds on the control inputs, the trajectory is not guaranteed to lie in
Figure 10.6: Diagnosis and repair of infeasibilities in quadrotor control. The top and bottom figures show, respectively, a 2D and 3D projection of the trajectory (blue line) of the quadrotor, represented as a green rectangle. The black square marks the initial position while the red square marks the goal. As shown in Fig. (a) and (c), the original specification becomes infeasible at time $t = 0.675$, which is marked by a green square along the trajectory, when the quadrotor hits the boundary represented by the dotted red line. After updating the specification, controller synthesis becomes feasible, as shown in Fig. (b) and (d), where the quadrotor reaches the final position, at the cost of passing through the red dotted line.
the desired region. This is visualized in Figure 10.6 (a) and (c), respectively showing a two-dimensional and three-dimensional projection of the quadrotor trajectory. The solid blue line shows the path computed by the MPC framework and taken by the quadrotor, aiming at traveling from the origin, marked by a black square, to the target, marked by a red square. Because of the bounds on the control inputs, the quadrotor touches the boundary of the allowed region (along the $z$ axis) at $t = 0.675$ s.

The solver takes less than 0.1 s to generate the IIS, including 32 constraints, out of which 11 constraints are associated with the predicates in $\varphi_h$ and $\varphi_{roll}$. Our algorithm adds a slack of 1.58 to the upper bound on $z$ in $\varphi_h$. We then modify $\varphi_h$ to:

$$\varphi_h^{\text{new}} = G_{[0,\infty)}(-1.1 \leq z \leq 1.58),$$

(10.23)

thus allowing the quadrotor to violate the upper bound on the vertical position during the maneuver. The new specification makes the problem realizable, and the resulting trajectory is shown in blue in Figure 10.6 (b) and (d). We can view the above slack as the estimated margin from the boundary needed for the quadrotor to complete the maneuver based on the linearized model of the dynamics. As apparent from Figure 10.6b, such a margin is much larger than the space actually used by the quadrotor to complete its maneuver. A better estimate can be achieved by using a finer time interval for linearizing the dynamics and executing the controller. While the solution above provides the minimum slack norm for the given linearization, it is still possible to notify DIARY that $\varphi_h$ must be regarded as a hard constraint, e.g., used to mark a rigid obstacle. In this case, DIARY tries to relax the bounds on the control inputs to achieve feasibility.

### 10.7 Chapter Summary

We presented a set of algorithms for diagnosis and repair of STL specifications in the setting of controller synthesis for hybrid systems using a model predictive control scheme. Given an unrealizable specification, our algorithms can detect possible reasons for infeasibility and suggest repairs to make it realizable. We showed the effectiveness of our approach on the synthesis of controllers for several applications. As future work, we plan to investigate techniques that better leverage the structure of the STL formulae and extend to a broader range of environment assumptions in the adversarial setting.
Chapter 11

Final Words

We envision a world where autonomous systems are interacting with us seamlessly. Robots are integrated into our society, and are cognizant of their interaction with each other, with the humans, and the environment they live in. They are also capable of reasoning about their actions, and they plan safe strategies that humans can trust and rely on.

This thesis has been a key step towards the goal of understanding and designing a framework for modeling the interaction between humans and other agents, which is crucial for correct-by-construction design and analysis of human-robot systems. In this chapter, we would like to conclude this dissertation by reflecting on our approach and discussing some of the limitations and future directions.

We have focused on two main control approaches in this work: interaction-aware control, and safe control.

Our work in interaction-aware control requires models of humans and the interaction between the human and autonomy as we have discussed in Chapter 3, Chapter 4, and Chapter 5. In Chapter 6, we have addressed the initial steps in increasing trust in human models by studying individual variations from learned human models. However, there are still many avenues to explore in designing better and more accurate models of humans in safety-critical human-robot systems such as approaches in behavioral economics to model human’s bounded rationality [66]. Similarly, we have used active methods in learning human’s reward functions for both information gathering and comparison-based learning (Chapter 4, Chapter 5). Such active learning techniques enable us to only extract informative data and quickly converge to the desired outcome. In the future, we plan to utilize such methods in automatic testing and validation of human-robot systems.

Our work in safe control, addresses correct-by-construction control from temporal logic specifications in reactive, continuous, and probabilistic settings (Chapter 7, Chapter 8, and Chapter 9). However, as more learning components are used in control and estimation of robotics systems, our formal techniques need to be modified to address safety guarantees in such settings. Chapter 9 is only a first step towards this direction, and
future work in control and verification needs to address the challenges in safe and verified
AI. We discuss some of these challenges in the next section. Further, in Chapter 10, we
studied the problem of diagnosing and repairing infeasible specifications. Similarly, as
more data-driven and learned components appear in our systems, we are required to
design algorithms that are capable of diagnosis and repair with such learned components,
which is in the direction of addressing various challenges in explainable and accountable
AI.

11.1 Challenges in Safe and Interactive AI

Systems that heavily use AI, henceforth referred to as *AI-based systems*, have had a
significant impact in society in domains that include healthcare, transportation, social
networking, e-commerce, education, etc. This growing societal-scale impact has brought
with it a set of risks and concerns including errors in AI software, cyber-attacks, and
safety of AI-based systems [153, 42, 10]. As we have seen in this dissertation, the AI-based
systems have had an incredible impact on the design and control of human-robot systems.
We address some of the challenges that need to be addressed in safe and interactive AI
for human-robot systems. Some of the material in this section appeared in [164], and we
refer the reader to that paper for further details.

Environment Modeling

In the traditional success stories for formal verification, such as verifying cache coherence
protocols or device drivers, the *interface* between the system and its environment is
well defined. Moreover, while the environment itself may not be known, it is usually
acceptable to model it as a non-deterministic process subject to constraints specified in a
suitable logic or automata-based formalism. Typically such an environment model is
“over-approximate”, meaning that it may include more environment behaviors than are
possible.

We see systems based on AI or machine learning (ML) as being quite different. Consider
an autonomous vehicle operating in rush-hour traffic in an urban environment. It may be impossible even to precisely define the interface between the system and environment (i.e., to identify the variables/features of the environment that must be modeled), let alone to model all possible behaviors of the environment. Even if the interface is known, non-deterministic or over-approximate modeling is likely to produce too many spurious bug reports, rendering the verification process useless in practice.

Similarly, for human-robot systems, human agents are a key part of the environment
and/or system. Researchers have attempted modeling humans as non-deterministic or
stochastic processes with the goal of verifying the correctness of the overall system [152,
157]. Given the variability and uncertainty in human behavior, a data-driven approach
based on machine learning is usually necessary. Such an approach, in turn, is sensitive to
the quality of data. For example, the technique of inverse reinforcement learning [128] can be used for learning the reward function of human agents [2, 188]. However, accuracy of the learned reward function depends on the expressivity of the hand-coded features by the designer and the amount and variety of the data collected. In order to achieve verified AI for such human-in-the-loop systems, we need to address the limitations of the current human modeling techniques and provide guarantees about their prediction accuracy and convergence. When learned models are used, one must represent any uncertainty in the learned parameters as a first-class entity in the model, and take that into account in verification and control. The challenge, then, is to come up with a method of environment modeling that allows one to provide provable guarantees on the system’s behavior even when there is considerable uncertainty about the environment.

**Formal Specification**

Formal verification critically relies on having a formal specification – a precise, mathematical statement of what the system is supposed to do. However, the challenge of coming up with a high-quality formal specification is well known, even in application domains in which formal verification has found considerable success (see, e.g., [22]).

This challenge is only exacerbated in AI-based systems. Consider a module in an autonomous vehicles that performs object recognition, distinguishing humans from other objects. What is the specification for such a module? How might it differ from the specifications used in traditional applications of formal methods? What should the specification language be, and what tools can one use to construct a specification?

Thus, we need to find an effective method to specify desired and undesired properties of systems that use AI- or ML-based components.

**Modeling Systems that Learn**

In most traditional applications of formal verification, the system is precisely known: it is a C program, or a circuit described in a hardware description language. The system modeling problem is primarily concerned with reducing the size of the system to a more tractable representation by abstracting away irrelevant details.

AI-based systems lead to a very different challenge for system modeling. A major challenge is the use of machine learning, where the system evolves as it encounters new data and new situations. Modeling a deep neural network that has been trained on millions of data points can be challenging enough even if one “freezes” the training process: new abstraction techniques will be necessary. Additionally, the verification procedure must account for future changes in the learner as new data arrives. New techniques must be devised to formally model components based on machine learning.
Generating Training Data

Formal methods has proven effective for the systematic generation of test data in various settings including simulation-based verification of circuits (e.g., [93]) and finding security exploits in commodity software (e.g., [15]). In these cases, even though the end result is not a proof of correctness of the system, the generated tests raise the level of assurance in the system’s correctness. Can the testing of AI-based systems leverage formal methods in a similar manner?

We have seen that various machine learning algorithms can fail under small adversarial perturbations [130, 57, 123, 70]. Learning algorithms promise to generalize from data, but such simple perturbations that fool the algorithms create concerns regarding their use in safety-critical applications such as autonomous driving. Such small perturbations might be even unrecognizable to humans, but drive the algorithm to misclassify the perturbed data. Recent efforts have started to combine ideas from formal methods and machine learning to address problems such as compositional falsification of machine learning components [48]. There are still many challenges left to devise techniques based on formal methods to systematically generate training and testing data for ML-based components.

Active Test Scenario Generation

Efficiently and actively generating test scenarios is also a key factor in verification of human-robot systems. For example, in the context of autonomous driving, today’s automated cars measure the reliability of autonomy by the number of miles driven. However, the quality of driven miles is more important than its quantity. Using the power of formal methods through model checking and counterexample-based techniques, one challenge is to automatically generate representative test scenarios for human-robot systems in order to detect the interesting corner cases that potentially result in accidents.

Scalability of Verification and Optimization Engines

A constant question asked of formal verification is whether it can scale up to handle industrial designs. Much progress has been made in this regard, especially in the area of hardware verification, where formal methods are a standard part of the design flow.

However, in systems that use AI or ML, the scalability challenge is even greater. In addition to the scale of systems as measured by traditional metrics (dimension of state space, number of components, etc.), the types of components can be much more complex. For instance, in (semi-)autonomous driving, autonomous vehicles and their controllers need to be modeled as hybrid systems combining both discrete and continuous dynamics. Moreover, agents in the environment (humans, other vehicles) may need to be modeled as probabilistic processes. Finally, the requirements may involve not only...
traditional Boolean specifications on safety and liveness, but also \textit{quantitative requirements} on system robustness and performance.

On a similar note, many of the performance measures or reward functions discussed in this dissertation are nonlinear and non-convex. Another challenge is to design scalable nonlinear optimization techniques that enable real-time computation for synthesizing safe and interaction-aware controllers.

\section*{Human’s Bounded Rationality}

Designing a framework for interaction between humans and autonomy requires illustrative learned human models. Under the assumption that humans are approximately rational, we have used the principle of maximum entropy to learn their reward functions \cite{159, 158, 160}. However, in many extreme events (e.g., car accidents), human actions cannot be explained as agents who optimize a rational reward function. Understanding and modeling such extreme cases is an essential component in providing guarantees about human-robot systems. We believe exploring ideas from behavioral economics can facilitate designing systems that are aware of humans’ bounded rationality \cite{66}. This potentially further enables inference of probability of loss in such events and provides a systematic design of insurance mechanisms for semiautonomous systems (e.g., autonomous vehicles driving on roads shared with humans).

\section*{Human Variations}

Data-driven human models such as human reward functions are usually constructed based on large datasets that give access to a single model of rationality. However, humans vary in how they handle different situations, and we cannot fit a single model to all humans. In safety-critical scenarios, we need to be able to quantize and measure how humans can differ from the fitted model. As a step towards verified human modeling, we have constructed an efficient (almost linear) algorithm to quantize and learn a distribution over the variations from the fitted model by querying individual humans on actively generated scenarios (see Chapter 6). However, more work is required in robustness analysis of human models in order to be able to use these results in control. Our work in Chapter 6 finds a sequence of falsifying actions for humans; however, one challenge is to utilize this falsifying sequence in an online manner to close the loop by synthesizing resilient controllers to human variations.

\section*{Shared Transportation Networks for Human-Robot Systems}

Going beyond single agent systems, another challenging problem is to address human-robot systems at the system level, and explore its fundamental limits. Imagine a transportation network with fleets of autonomous and human-driven vehicles. If there are
no human-driven vehicles, a central authority can plan routes for vehicles so as to minimize the total cost. Moreover, if there are no autonomous vehicles, vehicles follow an equilibrium, which might have a suboptimal total cost. The cost of an equilibrium can be worse than the optimum by a factor known as the price of anarchy. As systems move towards semiautonomy, it is important to study scenarios that fall in between the two extremes. Scenarios in which some vehicles (autonomous) can be routed by a central authority and the rest follow an equilibrium (that depends on the choices of the central authority). The study of these scenarios requires combining optimization techniques (for the central authority) with game theoretic ideas (for human-driven vehicles).

### 11.2 Closing Thoughts

Our work presented in this dissertation is only a step that attempts to bring ideas from robotics, control theory, and formal methods to address the problems in the design, control, learning, and verification of human-robot systems. As discussed in this chapter, there are still many existing challenges that need to be addressed for safe and interactive autonomy. We envision a strong collaboration between learning and control, human-robot interaction, and formal methods communities to take advantage of both data-driven and model-based techniques in an effort to seamlessly integrate safe and reliable human-robot systems in our society.
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