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Abstract 
 
6TiSCH is a technology being standardized at the IETF which brings determinism to 
low-power wireless communication. In a 6TiSCH network, all communication is 
orchestrated by a communication schedule. This paper explores the applicability of this 
new technology to control systems. In particular, we apply it to the inverted pendulum, a 
canonical control system in which a cart moves along a track to keep a pendulum – which 
naturally falls over – upright. This paper presents the first characterization and 
implementation of a closed-loop wireless feedback control network using completely 
standards-compliant IEEE802.15.4 TSCH technology. First, we implement a control loop 
in OpenWSN and experimentally evaluate the performance of the network by varying the 
radio duty cycle, number of hops, and introducing controlled external interference. We 
show that 100% reliability can be achieved while maintaining latencies well below the 
critical delay of the system. Second, we use the network on an inverted pendulum system 
and show that angular deviations from the upright position do not exceed 3 degrees, even 
in a multi-hop setup. Finally, we discuss the results in detail, and advocate for a co-design 
of the controller and the networking system. 
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Abstract—6TiSCH is a technology being standardized at the
IETF which brings determinism to low-power wireless communi-
cation. In a 6TiSCH network, all communication is orchestrated
by a communication schedule. This paper explores the applica-
bility of this new technology to control systems. In particular,
we apply it to the inverted pendulum, a canonical control system
in which a cart moves along a track to keep a pendulum –
which naturally falls over – upright. This paper presents the first
characterization and implementation of a closed-loop wireless
feedback control network using completely standards-compliant
IEEE802.15.4 TSCH technology. First, we implement a control
loop in OpenWSN and experimentally evaluate the performance
of the network by varying the radio duty cycle, number of hops,
and introducing controlled external interference. We show that
100% reliability can be achieved while maintaining latencies
well below the critical delay of the system. Second, we use the
network on an inverted pendulum system and show that angular
deviations from the upright position do not exceed 3 degrees,
even in a multi-hop setup. Finally, we discuss the results in detail,
and advocate for a co-design of the controller and the networking
system.

I. INTRODUCTION

Standards such as WirelessHART [1] and
IEEE802.15.4 TSCH [2] have introduced wire-like reliability
to low-power wireless multi-hop mesh networks. Commercial
products now exist which offer over 99.999% end-to-end
reliability and over a decade of lifetime on a pair of
AA batteries [3]. The result is that these standards have
been adopted massively by industrial applications; tens of
thousands of these networks1 operate today to monitor
refinery tank farms, monitor bearing temperature in sugar
processing plants, monitor water usage in pharmaceutical
production plants, etc.

These standards all rely on the principle of Time Synchro-
nized Channel Hopping – nodes in a network synchronize,
time is organized in timeslots, and a communication schedule
orchestrates all communication. Because TSCH uses time

1 One vendor alone – Emerson Process Management – announced over
27,800 networks deployed.

Fig. 1. Block diagram of the wirelessly controlled inverted pendulum system
with a 2-hop 6TiSCH network.

synchronization, radios are on only a fraction of the time
(<1% is typical), leading to extremely long battery lifetime.
Because TSCH uses channel hopping, the network is resilient
to external interference and multi-path fading, leading to
extremely high reliability. Both lifetime and reliability are
exploited fully in the industrial process monitoring applica-
tions listed above. The IETF 6TiSCH working group [4]2 was
created in 2013 to standardize a protocol stack which captures
the industrial performance of these networks, while allowing
them to seamlessly integrate into the Internet.

This paper is a very first step in the industrial process

2 IPv6 over the TSCH mode of IEEE 802.15.4e Working Group,
https://tools.ietf.org/wg/6tisch/charters



monitoring to industrial process control transition. With it,
we want to answer the question: Can 6TiSCH be used as a
networking technology for running a control loop? In this pa-
per, we use the canonical “inverted pendulum” control system,
in which a cart moves along a track to self-balance a stick
which otherwise falls over. Typically, an inverted pendulum is
sampled at 1 kHz, with essentially no delay or packet loss.
We replace the wires of the system with a multi-hop 6TiSCH
network (see Fig. 1), thereby necessarily introducing delay,
jitter, and limiting the system to sample at most 10-100Hz.
While previous work has been done demonstrating wireless
feedback control of the inverted pendulum (Section II-A),
this is the first time it has been demonstrated using entirely
standards-based IEEE802.15.4 TSCH and 6TiSCH technology.

The contributions of this paper are:
1) We create a 6TiSCH network using OpenWSN, capable

of satisfying the inverted pendulum latency require-
ments, and we experimentally characterize the radio
duty cycle, end-to-end reliability, and end-to-end latency
while changing the communication schedule, increasing
the number of hops, and adding external interference.

2) We show successful experimental stabilization of an
inverted pendulum using this 6TiSCH network, with a
maximum angle deviation with respect to the upright
position of less than 3 degrees, even in a multi-hop setup.

II. CONTROLLING AN INVERTED PENDULUM

Stabilizing and controlling an inverted pendulum is a classic
and well understood engineering problem. The top block of
Fig. 1 illustrates what an inverted pendulum system is. The
goal of the controller is to stabilize the pendulum in the upright
position by modulating the force on the cart to which the
pendulum is attached and free to rotate in the x-y plane. The
upright (inverted) position of the pendulum is an unstable
equilibrium point, and therefore a feedback control law is
required for stabilization. Many more complex systems can be
modeled as an inverted pendulum, including human balance
and rockets [5], [6].

A. Previous Work on Wireless Inverted Pendulum Control

Hernandez et al. have demonstrated stabilization of an in-
verted pendulum over IEEE802.15.4 using TelosB motes run-
ning TinyOS [7]; however, there were a number of issues pre-
venting the implementation from being standards-compliant.
Even more importantly, their implementation was created be-
fore the IEEE802.15.4e amendment was created, which stan-
dardized channel hopping. Ploplys et al. have demonstrated
stabilization of an inverted pendulum over IEEE802.11, a
technology which is unsuitable for low-power applications [8].
Hörjel has demonstrated stabilization of an inverted pendulum
over Bluetooth Classic, which is also a technology unsuitable
for any type of low-power application [9].

B. Inverted Pendulum Model

The linearized coupled equations of motion describing the
cart position x(t) and the pendulum angle θ(t) are given in (1),

with M the mass of the cart, m the mass of the pendulum, l the
distance between the pendulum’s pivot point on the cart and
the pendulum’s center of mass, and Fa(t) the force exerted on
the cart in response to the input voltage applied to the cart’s
motor. Fig. 7 shows the experimental setup we are using: a
single rigid pendulum setup by Quanser3. A more detailed
derivation of (1) as well as numerical details of the Quanser
system can be found in [10].

(M +m)ẍ+mlθ̈ = Fa

mlẍ+
4

3
ml2θ̈ −mglθ = 0

(1)

The two equations in (1) can be represented in state space
form using (2), where the state vector q(t) ∈ R4×1 contains
the system’s four states: the cart position x(t), the cart velocity
ẋ(t), the inverted pendulum angle θ(t), and the inverted pen-
dulum angular velocity θ̇(t). The matrix A ∈ R4×4 expresses
the relationship between the system states and the system state
derivatives. The scalar u(t) represents the input voltage to the
cart’s motor. The matrix B ∈ R4×1 expresses the relationship
between the input voltage to the cart’s motor and the system
state derivatives.

q̇ = Aq +Bu

A =


0 1 0 0
0 −6.8123 −1.4957 0
0 0 0 1
0 15.4731 25.6566 0

, B =


0

1.5226
0

−3.4583

 (2)

C. Full-State Feedback Control

Stability of the system in (2) is determined by the eigenval-
ues of A. The system is stable if all of the eigenvalues of A
are in the left half-plane, and the system is unstable otherwise.
A full state feedback control law is shown in (3).

u = −kq (3)

When the linear system in (2) is controlled using the full-
state feedback law in (3), the resulting system stability is de-
termined by the eigenvalues of (A−Bk), where k ∈ R1×4 is a
constant vector. The system is stable if all of the eigenvalues of
(A−Bk) are in the left half-plane, and the system is unstable
otherwise [6]. The entries of k are generally calculated using
the Linear Quadratic Regulator (LQR) algorithm, which is the
optimal solution of k [11].

D. Critical Delay

All wireless feedback control systems have some finite time
delay τ and sample time h. The time delay τ is defined as the
amount of time between when the system state is sampled and
when the controller receives the sample. The sample time h is
defined as the amount of time between two subsequent samples
of the system state. It is known that both large time delays and
large sample times can introduce oscillations into nominally
stable systems and potentially cause instability [6], [12]. In
general, stability of linear time-invariant (LTI) systems with

3 http://www.quanser.com/



constant time delay can be analyzed using delay differential
equation theory, or a rational approximation of the time-
delay transfer function [6]. Similarly, stability of LTI systems
with constant sampling time can be analyzed using sampling
theory [12]. Matlab can also be used to numerically investigate
these analytic techniques.

Previous work on the inverted pendulum system [5], [13],
[14] discusses a critical sensor to actuator delay τc, which
if sustained in the feedback loop too long causes instability.
The closed-form expression of τc given by Stépán and Kollár
is

√
(2l)/(3g), with l the distance between the pendulum’s

pivot point on the cart and the pendulum’s center of mass,
and g the acceleration due to gravity. This analytic value of
τc sits well with one’s intuition that a long stick is easier to
balance than a short stick.

While theoretical work has been done on networked control
systems with variable time delay and sample time, it is still
an area open for new research [15], [16].

The distance between the pendulum’s pivot point and center
of mass used in our experiments is l = 0.33 m, and there-
fore

√
(2l)/(3g) = 150 ms. As shown in Section IV, the

implemented 6TiSCH networks used in our experiments have
nominal time delay and sample time well below this value.

Qualitatively, if the time delay of the feedback network is
too large for too long, then the controller is unable to respond
faster than the internal dynamics of the inverted pendulum, and
the system becomes unstable. Likewise, if the sample time
of the feedback network is too large for too long, the cart
may move too much between samples, and the system may
become unstable. Understanding the dynamics and latency
requirements of a system is crucial for its dependability.

III. 6TISCH LOW-POWER WIRELESS NETWORK

Time Synchronized Channel Hopping (TSCH) [17] is at
the core of virtually all industrial low-power wireless stan-
dards, including WirelessHART [1], ISA100.11a [18] and
IEEE802.15.4-2015 TSCH [2].

In a TSCH network, time is divided into timeslots (each typ-
ically 10-15 ms long). Timeslots are grouped into a slotframe
(typically 10-1000 timeslots long), which continuously repeats
over time. Each timeslot is long enough for a node to transmit
a data packet to its neighbor, and for that neighbor to send
back an acknowledgment indicating successful reception. A
communication schedule orchestrates all communication in the
network. It indicates to each node what to do in each timeslot:
transmit, listen or sleep. For each slot in which the node
communicates, the schedule also indicates on which frequency.

IEEE802.15.4-2015 [2] is the latest standard which adopts
TSCH as one of its core medium access techniques. The IETF
6TiSCH working group [4] currently standardizes mechanisms
to build this schedule and match it to the application’s needs.
The “minimal” approach [19] is the simplest option: all nodes
have the same schedule, which consists of a number of active
timeslots, followed by a number of timeslots in which the

Fig. 2. The 6TiSCH “minimal” communication schedule, shown here with
an 11-slot slotframe and 9 active slots.

nodes’ radios stay off (see Fig. 2)4. All active timeslots are
equivalent, and marked as TX, RX. This results in the behavior:

• If a node doesn’t have data frames to transmit, it listens.
• If a node transmits data to a neighbor and does not receive

an acknowledgment, a back-off mechanism is used to
resolve collisions.

All link-layer frames (both unicast and broadcast) are trans-
mitted in these timeslots, which are all equivalent. The RPL
routing protocol is used to organize the network topology in
a multi-hop routing structure, as shown on the left of Fig. 2.
When D has a packet to send to A, the packet advances by
one hop at each active timeslot, except when link-layer re-
transmissions are needed.

This slotted structure offers basic link-layer connectivity, in
a slotted-Aloha fashion, while introducing channel hopping.
On top of this, 6TiSCH is standardizing mechanisms for
neighbor nodes to establish dedicated slots to one another in a
distributed fashion [20], [21]. And while it is clear that using
dedicated slots yields (far) better performance than shared
“minimal” slots, we stick with the latter in this paper. The
idea is that if the system performs well with this simple
configuration, it can only perform better when more advanced
mechanisms are used. We use OpenWSN [22] to create our
network, the reference open-source 6TiSCH implementation.

The OpenWSN project was started at the University of
California, Berkeley, and implements a fully standards-based
protocol stack, including IEEE802.15.4-2015 TSCH, 6TiSCH,
6LoWPAN, RPL and CoAP [23], [24]. It has been ported to
11 hardware platforms, ranging from low-end 16-bit microcon-
trollers to powerful ARM Cortex-M architectures. OpenWSN
provides an ecosystem of tools to interface low-power wireless
mesh networks with the Internet. The open-source nature
allows us to instrument the code to measure reliability, latency

4 Although all timeslots are scheduled on channel offset 0, this translates
to a different frequency at every timeslot – using a pseudo-random function
– resulting in channel hopping [4].



and jitter, while varying the communication schedule, the
number of hops and introducing external interference.

IV. CHARACTERIZING NETWORK PERFORMANCE

Before using a 6TiSCH network with the real inverted
pendulum system, we want to benchmark the network’s per-
formance and verify that its nominal end-to-end latency is
lower than the critical delay of the pendulum derived in
Section II-D. We characterize the network performance of
an OpenWSN 6TiSCH network as described in Section III,
using the “minimal” schedule depicted in Fig. 2 – outside of
the pendulum context. We are particularly interested in the
following performance criteria:

• (end-to-end) reliability: the portion of the packets sent by
the source node which reach their final destination.

• (end-to-end) latency: the amount of time between the
moment the source node injects a data packet into the
network, until the moment it reaches its final destination.

• jitter: the spread of the latency.
We use the schedule depicted in Fig. 2, with a slotframe of

11 timeslots. We vary the following network configurations,
and measure the impact of those changes on the performance
criteria listed above:

• schedule: we vary the number of active slots in the
slotframe, either 2, 5, 8 or 11.

• hop count: we increase the number of “hops” the packet
needs to travel to go from the source to the destination,
from 1 to 4.

• interference: we add up to 3 “jammer” nodes into the
system, each one programmed to introduce continuous
external interference on a particular frequency.

Experimental results are summarized in Table I. Details
about this table are given in the following sections.

A. Experimental Setup

Fig. 3 depicts the experimental setup. TelosB motes are
programmed with the OpenWSN firmware. They are co-
located, and the OpenWSN topology.c utility is used to
force a linear multi-hop topology by filtering link-layer frames
based on their source address. A computer is connected to both
the source and the destination nodes through a USB cable. For
every experiment, the computer sends 1000 packets through
the network, and for each packet measures whether it was
received, as well as the end-to-end latency.

B. About Reliability

When targeting industrial applications, a wireless network
must offer wire-like reliability. This is because a low-power
wireless system typically replaces a wired network. For the
team of engineers in charge of the industrial process, it
is inconceivable to start loosing packets “just” because the
system is now wireless.

Most industrial standards, for example HART7, have set
user availability expectations at 99.9% [25]. Table I shows
that the network meets this requirement in all cases.

Fig. 3. Experimental setup used to characterize network performance.

C. Network Performance Results

A total of 10 experiments are carried out, each involving
sending 1000 packets through the network. High-level statis-
tics about each experiment are presented in Table I. The “hops”
column indicates the number of wireless hops, i.e. the number
of nodes minus one. The “duty cycle” column indicates the
radio duty cycle of the nodes (the average portion of time the
radio is on), specifying in each case how many active slots
this corresponds to. We use the energy consumption model
from [26] to translate the number of active slots to radio
duty cycle. The reported duty cycle of these experiments is
calculated with respect to an average of one packet being sent
through the network per slotframe. The “blocked channels”
column lists the frequency channels the different jammer nodes
operate on. IEEE channel notation is used, i.e. channel 11
corresponds to 2.405 GHz. The “reliability” column indicates
the percentage of packets that have made it through the
system and details the number of transmitted and received
packets. The “latency” column lists the minimum, median
and maximum latency, computed on all the packets that were
successfully received.

The high-level latency statistics from Table I are comple-
mented by the histogram of the different latencies, shown as
“violin plots” in Figs. 4, 5, and 6. Bars on these plots show
the minimum, median and maximum latency values, i.e. the
same values as in Table I5.

We start with a favorable “baseline” setup in which all
11 slots in the slotframe are active, with only a single hop,
and no jammers present. The left-most violin plot in Figs. 4, 5,
and 6 are the same, and represent this baseline. To plot Fig. 4,
we re-program the motes so their schedule contains less active
slots. Having less active slots means there are more off slots,
which increases the latency as data is buffered longer. To plot
Fig. 5, we add nodes to obtain a linear network with different
numbers of hops. Latency increases linearly with hop count,

5 Occasional OpenWSN error codes resulted in timing and recording a very
small number of latency outliers.



hops duty cycle blocked channels reliability (numRx/numTx) latency (min/med/max)
Baseline

1 25% (11/11 slots) 100.0% (1000/1000) 33 ms / 50 ms / 106 ms
Impact of Schedule

1 18% (8/11 slots) [] 100.0% (1000/1000) 31 ms / 56 ms / 142 ms
1 12% (5/11 slots) [] 100.0% (1000/1000) 31 ms / 116 ms / 285 ms
1 6% (2/11 slots) [] 100.0% (1000/1000) 78 ms / 130 ms / 347 ms

Impact of Hop Count
2 27% (11/11 slots) [] 99.9% (999/1000) 50 ms / 65 ms / 317 ms
3 27% (11/11 slots) [] 100.0% (1000/1000) 65 ms / 82 ms / 261 ms
4 27% (11/11 slots) [] 99.9% (999/1000) 80 ms / 95 ms / 354 ms

Impact of Interference
1 25% (11/11 slots) [11] 99.9% (999/1000) 39 ms / 47 ms / 86 ms
1 25% (11/11 slots) [11,16] 99.9% (999/1000) 35 ms / 47 ms / 237 ms
1 25% (11/11 slots) [11,16,21] 100.0% (1000/1000) 33 ms / 47 ms / 207 ms

TABLE I
KEY PERFORMANCE STATISTICS FOR THE 6TISCH NETWORK.
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Fig. 4. Impact of the schedule (the number of active slots) on end-to-end
latency.

with each extra hop adding approximately 15 ms of latency
(the duration of one timeslot when using TelosB motes). To
plot Fig. 6, we place up to 3 jammer nodes in the direct vicinity
of the communicating nodes. A jammer node is a node (here
an OpenMote [27]) which runs the oos_jammer OpenWSN
project. Once loaded, the node continuously sends frames of
127 bytes in length on a single channel, 246 packets per sec-
ond, at +7 dBm. The frame contains random bytes. This causes
the jammer operating frequency to be almost continuously
“blocked”. Fig. 6 shows that the presence of jammers (even
blocking 3 out of 16 channels) has a very limited effect of
the end-to-end latency, confirming the effectiveness of channel
hopping to combat external interference.

It should be noted that external interference as well as the
occasional transmission of heartbeat and maintenance packets
between nodes as per standards-based requirements [19] may
momentarily increase end-to-end latency of the network.

These results show that a 6TiSCH network offers perfor-
mance in terms of reliability and latency better than what is
needed for the inverted pendulum system under consideration.
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Fig. 5. Impact of hop count on end-to-end latency.
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Fig. 6. Impact of external interference on end-to-end latency.



Fig. 7. A picture of the experimental setup including: (1) the inverted
pendulum, (2) the cart, (3) the computer running the Matlab-based controller,
and (4) the wireless motes.

It hence confirms the applicability of 6TiSCH for this system.

V. (WIRELESS) CONTROL OF AN INVERTED PENDULUM

In a 6TiSCH network, the time delay τ is a random variable
which follows distributions like those depicted in Figs. 4, 5,
and 6. Our wireless implementation matches the sample time
h to the expected value of the network’s time delay τ so that
a new packet can be sent across the network as soon as the
previous packet is received by the controller. The pros and
cons of schemes designed to reduce h such as pipelining and
dropping stale data are discussed in Section VI.

A. Experimental Setup

A block diagram of the full experimental system can be
seen in Fig. 1, and a picture of the actual setup in Fig. 7.
The Quanser system includes the inverted pendulum, the cart
(with two built-in rotary encoders that sample the cart position
x and the pendulum angle θ both at 1kHz), and a DAC and
electronic amplifier for powering the cart.

The following subsections report and compare the results
from three different setups: wired feedback control, 1-hop
wireless feedback control using 6TiSCH, and 2-hop wireless
feedback control using 6TiSCH. The real-time controller is
implemented in Matlab. Cart velocity ẋ and pendulum angular
velocity θ̇ are estimated by numerically differentiating x and
θ, respectively, and smoothing using a 50 ms moving average
filter. The k vector in the full-state feedback control law in (3)
was calculated using Matlab’s lqr function, with Q = I4 and
R = 0.1. The same k was used for all three experiments which
allows us to compare relative performance.

A plot of inverted pendulum angle vs. time can be seen in
Fig. 8. To compare the relative performance of the baseline
(wired) feedback control and the 6TiSCH wireless feedback
control, we collect experimental data of the inverted pendulum
angle away from the upright position (Table II) and histograms
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Fig. 8. Experimental data of inverted pendulum angle vs. time. Data for each
of the three different setups is sampled at 1 kHz using the pendulum’s built
in rotary encoder. The resolution of the pendulum’s rotary encoder is 0.09
degrees.

of the inverted pendulum angle (Fig. 9). The upright position
is defined as 0 degrees. Each experiment is 60 seconds long.

In the wireless setup, the TelosB motes in Fig. 1 run the
OpenWSN firmware using a slot schedule with 11/11 active
slots. The Matlab controller gathers the system’s four state
variables (see Section II-B), each of which are 8-byte double
precision values. Matlab then injects this 32-bytes of data into
the source mote’s serial port. The source mote forwards the
data to the destination mote through the 6TiSCH network.
Once the destination mote receives the 32-bytes of data, it
publishes it on its serial port, effectively injecting it (back) into
Matlab. Matlab reconstructs the state vector and calculates the
voltage to be applied to the cart’s motor using (3). The DAC
and electronic amplifier input this voltage into the cart’s motor.

B. Baseline: Wired Control

The wired feedback control does not use the 6TiSCH
network. The input voltage is calculated in Matlab without data
being sent over the wireless network. The inverted pendulum
system running the wired feedback control is stable, and of the
three setups has the least amount of deviation from 0 degrees,
as can be seen in Fig. 9.

C. Single-Hop Wireless Control

The 1-hop experiment consists of one source mote and one
destination mote. The source mote sends the 32 bytes directly
to the destination mote. The expected transmission latency
across the 1-hop 6TiSCH network is approximately 45 ms as
three time slots are needed in total: one for loading a packet
over serial into the source mote, one for transmitting the packet
from the source mote to the destination mote, and one for
the destination mote to publish the packet over its serial port.
A sampling block is used in the Matlab controller to match
the sample time with the total expected time delay across the
network. An extra 10 ms is added to the expected 6TiSCH



Feedback Type Mean (degrees) Std. Dev. (degrees) Min (degrees) Max (degrees)
wired 0.02 0.28 -0.88 0.88
wireless, 1-hop -0.03 0.54 -1.67 2.02
wireless, 2-hops 0.05 0.74 -2.46 2.11

TABLE II
INVERTED PENDULUM ANGLE STATISTICS FOR WIRED FEEDBACK, 1-HOP WIRELESS FEEDBACK, AND 2-HOP WIRELESS FEEDBACK.
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Fig. 9. Histograms of inverted pendulum angle from experimental data. Data
for each of the three different setups is sampled at 1 kHz for 60 seconds
using the pendulum’s built-in rotary encoder. The resolution of the pendulum’s
rotary encoder is 0.09 degrees.

network time delay in order to buffer against additional
unaccounted latency in the system, and therefore the sampling
block broadcasts a new packet every 55 ms. The total expected
time delay and sample time of the 1-hop network is therefore
55 ms.

The 1-hop wireless feedback control also proves to be
very stable, with performance similar to the wired setup.
The inverted pendulum angle ranged from -1.67 degrees to
2.02 degrees, only slightly more than the range of the wired
feedback control (Fig. 9). Similarly, the standard deviation of

the inverted pendulum angle using 1-hop wireless feedback
control is slightly larger than when using wired feedback
control (Table II).

D. Multi-Hop Wireless Control

The 2-hop experiment consists of one source mote, one relay
mote, and one destination mote. The source mote sends the
32 bytes to the relay mote, and the relay mote then sends the
32 bytes to the destination mote. The expected transmission
latency across the 2-hop 6TiSCH network is 60 ms because
four time slots are needed in total: one for loading a packet
over serial into the source mote, one for transmitting the
packet from the source mote to the relay mote, one for
transmitting the packet from the relay mote to the destination
mote, and one for the destination mote to publish the packet
over its serial port. A sampling block is used in the Matlab
controller to match the sample time with the total expected
time delay across the network. An extra 10 ms is added to the
expected 6TiSCH network time delay in order to buffer against
additional unaccounted latency in the system, and therefore the
sampling block broadcasts a new packet every 70 ms. The total
expected time delay and sample time of the 2-hop network is
therefore 70 ms.

The 2-hop wireless feedback control also proves to be
very stable, with performance similar to the wired and 1-
hop wireless setups. The inverted pendulum angle ranged
from -2.46 degrees to 2.11 degrees, only slightly more than
the range of the wired and 1-hop wireless feedback control
(Fig. 9). Similarly, the standard deviation of the inverted
pendulum angle using 2-hop wireless feedback control is
only slightly larger than when using wired or 1-hop wireless
feedback control (Table II).

VI. DISCUSSION

This paper demonstrates successful closed-loop feedback
control over a multi-hop 6TiSCH network, suggesting the ap-
plicability of 6TiSCH as a networking technology for running
wireless control loops. This section discusses these results,
their implications/pitfalls, and presents future work.

The implementation presented matches the sample time to
the expected time delay of the network, so that a new packet
enters the network as soon as the previous packet exits. A
pipelining scheme in a multi-hop topology can further decrease
the sample time by having multiple samples travel through the
network at once. That is, as soon as the source mote transmits a
packet to its parent mote, it indicates (through its serial port)
that it is ready to receive a new state. This would require
link-layer ACK/NACK (negative acknowledgment) to ensure
end-to-end reliability in the presence of lossy links. While this



scheme does not lower the time delay across the network, it
lowers the sample time.

This paper’s implementation is designed for ultra-high reli-
ability, i.e. a mote that does not successfully transmit a packet
re-transmits it. In some cases it might be better to intentionally
drop an unsuccessfully transmitted packet so that transmission
of a new (fresher) state sample can happen. The benefits of
transmitting all samples successfully (whether stale or not)
must be weighed against the benefit of having the controller
have quick access to the most recent state sample. The number
of packet retries can be tuned for the particular application and
goals of the feedback control network, to trade-off reliability
for freshness.

All three experimental setups were successfully able to
recover from an external disturbance created by aggressively
tapping the inverted pendulum during operation. While in this
paper we characterize the general performance of the inverted
pendulum system using wired and wireless feedback control,
the tail of any wireless latency distribution is in theory infinite;
system-level fail-safe mechanisms need to be investigated to
understand the implication this has.

We believe the performance of our system can be pushed
further by co-designing the controller and the network. That is,
designing a new class of controller which takes into account
the relatively low throughput of the 6TiSCH network, and the
latency/jitter associated with the communication. This would
extend previous work on controller design capable of accurate
state estimation and prediction [28], [29], [30], [31], and we
believe it would allow network delays above the critical delay
of the system.
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[6] K. J. Åström and R. M. Murray, Feedback Systems. Princeton University
Press, 2012.

[7] A. Hernández, J. Faria, J. Araújo, P. Park, H. Sandberg, and K. H.
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