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I dedicate this report to aspiring computer scientists and data scientists of generations past, present, and future. Acclaimed researcher Edsger W. Dijkstra (best known for his shortest-path graph traversal algorithm) once said, “Computer science is no more about computers than astronomy is about telescopes.” Explore data that can make a difference. Change the world, one line of code at a time!
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This report presents an educational computing environment for data science education at scale, highlighted in use at the University of California, Berkeley. With the rise of online learners in massively open computing courses (MOOCs), we detail a relevant technical case study of the decisions made in converting an introductory undergraduate data science course into a series of data science edX MOOCs. The focus of this study is on the student and instructor workflow, distributed system infrastructure, cost analysis, cloud resource allocation, and autograding integration in the scaling process. We implement an analytics pipeline for collecting data from Jupyter notebooks and propose a Deep Knowledge Tracing modification to model student progress on coding assignments.
Chapter 1

Introduction

Demand for courses teaching programming fundamentals has increased rapidly in classrooms online and around the world. With the popularity of these new courses comes a new set of challenges – how to enable educational computing environments at scale. This report focuses on the pedagogy, technical infrastructure, and analytics aspects of data science education at the University of California, Berkeley.

UC Berkeley’s flagship introductory data science course, Data 8 (also known as Foundations of Data Science), is designed to be accessible to students without a background in statistics and computing [1]. As of 2018, it serves a diverse set of ∼1000 students each semester from over 70 majors.

The Data 8 course design aims to avoid the system administration barrier of cryptic installation error messages that students often face when setting up their computing environment. We believe this to be one of the major barriers to a diverse computing classroom. In order to avoid the difficulty of managing local installations at scale, the Division of Data Sciences infrastructure team has developed a platform to enable a fully functional open source data science environment for students in the cloud. Students need nothing more than a web browser to have access to a world of computation at their fingertips. The resulting architecture outlined in this paper relies on Jupyter’s cell-based Python execution environments, JupyterHub and Kubernetes for management of thousands of student pods, and Jupyter notebook extensions that work with GitHub to enable instructor workflow [2, 3, 4].

The UC Berkeley Data Science education stack, as well as the relevance of the course material, has been crucial in making Data 8 the fastest growing class in UC Berkeley’s history. The skills covered in Data 8 appeal to the broad population of aspiring data scientists around the world. In order to address this demand, the course instructors have released the Data 8 materials publicly under a Creative Commons license, as well as developed a massively open online course (MOOC) version of Data 8 on EdX. This paper addresses the engineering challenges of enabling a data science course at the scale of a MOOC and highlights the first time JupyterHub has been scaled to 100,000 user capacity for education.

Throughout the next seven chapters, we make the following contributions:
1. Outline the architecture of the educational computing environments in Data 8 and Data 8X.

2. Explain the integration of Jupyter infrastructure and user workflow with the EdX platform.

3. Discuss the scaling of resources and capacity planning in the context of Data 8X.

4. Detail an autograding and evaluation scheme using OK, Gradescope, and other learning platforms.

5. Propose a deep knowledge tracing analytics model for prediction of student computing performance.

We begin with a discussion of Data 8 and Data 8X, UC Berkeley’s thousand student data science course and MOOC online counterpart.
Chapter 2

Background: Data 8 and Data 8X

2.1 Related Work

This report provides a relevant technical case study for instructors who are interested in scaling a computing course to a MOOC. Educational computing environments have a long history, arguably beginning with the family of LOGO programming languages from Wally Feuzeig and Danny Bobrow at BBN Labs and Seymour Papert at MIT [5].

Breslow et. al’s work on analytics for edX’s first MOOC (MIT 6.002x: Circuits and Electronics) and its implications for digital learning has led the way for a wide variety of educational literature analyzing MOOC learners [6]. Further studies discuss scaling programming education in terms of MOOC learner analytics [7] and MOOC team development strategy [8], but do not focus on the development of student computing environments used within the context of learning platforms.

This report focuses on an innovative use case in the space of computing education at scale for Jupyter (cell-based python execution environment) [2], Kubernetes (a container management system) [3], and Docker (containerization for distributed applications) [9]. We extend the scientific and research use cases of JupyterHub discussed by Fernandez et. al by highlighting the implementation of JupyterHub in the education context [10].

2.2 Data 8

In this chapter, we present UC Berkeley’s introductory data science course, Data 8. This course hosts over a thousand students a semester and introduces programming fundamentals, statistical inference, and prediction techniques.

The initiative began with a charge from the desk of the Chancellor and Provost to the Data Science Education “Rapid Action Team” of June 2014. The focus of the team was to “... [rethink] at a fundamental level what every educated person must know about quantitative reasoning: how to effectively understand, process and interpret information, to inform
decisions in their professional and personal lives and as citizens of the world in the 21st century.”

The result of this initiative is a data science course with a 50-50 gender ratio, students from all years and skill levels, and no prerequisite requirements. After a 100-student pilot semester in Spring 2015, demand for Data 8 enrollment has grown rapidly. The online textbook, assignments, and lecture materials can be found freely available to the public [1].

Students complete assignments using Jupyter notebooks, a cell-based Python execution environment, with problem descriptions and starter code [11]. Through a combination of technologies including Kubernetes, Docker, and JupyterHub, students are only required to have a web browser to access their Jupyter environment. The adoption of Jupyter allows programmers to display their code alongside their resulting tables and visualizations, especially useful in the pedagogical data science context. Using Python within Jupyter notebooks has rapidly gained popularity from the data science and research community, and is quickly becoming the industry standard platform for data science analysis [12].

**Data 8 Course Structure**

Data 8 has three hours of lecture a week with a two hour weekly lab section, 12 weekly homework assignments, and three larger projects. These are reflected in the course resource allocation in Figure 2.1. Weekly lab sections have a ratio of 27 students to one graduate student instructor and allow students to make personal connections with instructors in a large course.

With large enrollment numbers, UC Berkeley had to address how to make class sizes in the thousands feel small. The answer is reflected in Data 8’s support resource strategy in Figure 2.1. While the lecture halls seat hundreds, the teaching staff create a personal experience for students in the course with over 24 weekly office hours for one-on-one help, weekly small group tutoring sessions (5 students and 1 tutor), and tailored exam review lectures. Guerilla sections are optional small topical worksheet-based review sessions offered by tutors once major course topics are covered. Project “parties” allow students to work in the same room and ask staff members questions close to deadlines. With this wide array of support resources, students in a 1000-person computing course can connect with their individual staff members.

The scale of staffing for these support resources is only possible through the enthusiasm of former students in the class. An undergraduate who has performed very well in Data 8 and enjoys the course material can join the course staff as a lab assistant. Lab assistants assist graduate student instructors by answering student questions in a weekly lab section for 1 academic Pass/No Pass unit. After an interested undergraduate has maintained a role as a lab assistant for a few semesters, they can advance to a paid position as a course tutor. Tutors assist with grading written responses on assignments, holding office hours, and conducting small group tutoring sections. Experienced tutors can eventually advance to positions as (under)Graduate Student Instructors, holding a weekly lab section and helping
out with various pedagogical and logistical aspects of running the course. This hierarchical course staff structure is enabled by the careful leadership of Head GSIs and Professors.

**UC Berkeley’s Data Science Course Ecosystem**

Students who have taken Data 8 have the opportunity to advance their skills in data science follow-on courses Data 100 and Probability 140 [13, 14]. Data 100 offers a practical introduction to exploratory data analysis, machine learning, and scalable data processing. Probability 140 delves further into the randomness and sampling variability introduced in Data 8, and focuses on the theory of data science. Both Probability 140 and Data 100 prepare students for advanced upper division courses in data management (CS 186), machine learning (CS 189) and statistics (STAT 154). Beyond these classes, there are many relevant extensions at UC Berkeley in the form of 2 unit data science application seminars (known as data science connector courses), and throughout the departments of Statistics, Electrical Engineering and Computer Sciences, and Industrial Engineering and Operations Research.

Data 8’s course structure mirrors the structure of many of UC Berkeley’s undergraduate computer science course offerings. However, when expanding to the scale of tens of thousands of students in online educational offerings, this in-person staff support structure is not the right fit. The following section proceeds to discuss the state of technology MOOCs, as well as the benefits and concerns of teaching computing on an online medium at scale.

### 2.3 The Current State of Technology MOOCs

MOOCs are an effective medium of transmitting information to increasing numbers of learners online. According to a report analyzing the 2017 MOOC landscape, there are 81 million MOOC learners, covered primarily in the top 5 MOOC providers: Coursera (30 million users), edX (14 million users), XuetangX (9.3 million users), Udacity (8 million users), and FutureLearn (7.1 million users) [15]. The technology category of courses has the highest growth rate, with an increase by 2 percent to 19.9% of the MOOCs released in 2017 [15].
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These courses come with a set of challenges and requirements for instructors. In 2013, the Chronicle of Higher Education surveyed 103 professors who had taught MOOCs. The report states that a typical professor spends over 100 hours on their MOOC before it is launched, using most of the time to record online lecture videos. However, this range is widely variable as other instructors’ pre-class preparation consists of ”a few dozen hours.” Once the MOOC has been released and has active students, professors then spend 8 to 10 hours per week on the course, including participation in discussion forums [16].

The medians of MOOC class enrollment for the 103 professors are: 33,000 students enrollees; 2,600 passing; and 1 teaching assistant helping with the class. 74% of the classes used automated grading, and 34% used peer grading. 97% of the instructors used original videos, 75% used open educational resources and 27% used other resources [16]. These figures help estimate the instructor time and enrollment expectations for launching a MOOC.

MOOC enrollment retention and drop-out rates are two of the major challenges facing this medium. One example is the course Bioelectricity, launched in the Fall of 2012 from Duke University. 12,725 students enrolled in Bioelectricity, but only 7,761 ever watched a video, 3,658 attempted a quiz, 345 attempted the final exam, and 313 passed, earning a certificate [17, 18]. A list of other MOOC-specific challenges compiled by instructors in the crowdsourced MOOC Guide are reflected below [19].

1. Relying on user-generated content can create a chaotic learning environment
2. Digital literacy is necessary to make use of the online materials
3. The time and effort required from participants may exceed what students are willing to commit to a free online course
4. Once the course is released, content will be reshaped and reinterpreted by the massive student body, making the course trajectory difficult for instructors to control
5. Participants must self-regulate and set their own goals
6. Language and translation barriers

Specifically relevant in the context of computing MOOCs are challenges surrounding the digital literacy required to address course content, time and effort necessary for participants to successfully complete a lab assignment, and translation barriers in learning technical jargon. The design of the MOOC highlighted in this report aims to address these issues.

2.4 Data 8X

We proceed by introducing Data 8X, the MOOC version of Data 8 [20]. Data 8X is comprised of three 5-week Foundations of Data Science courses: Computational Thinking with Python, Inferential Thinking by Resampling, and Prediction and Machine Learning. Enrollment in
Data 8.1X, Computational Thinking with Python, has reached over 45,000 learners with over 6,500 active weekly users. Launched on April 2, 2018 and completed on May 14, 2018, Data 8.1X has finished its formative iteration. Data 8.2X and Data 8.3X will be launched on May 21, 2018 and July 9, 2018 respectively.

While finalizing the syllabus for Data 8X, course architects were limited by the EdX guideline of a three to six hour weekly commitment for online learners. After careful analysis of the material from Data 8, the Professors chose to remove the projects and weekly homework assignments, structuring the course around the weekly lab assignments instead. All three courses are freely available and open to the public, but require a fee for certification (as is traditional among EdX courses).
Chapter 3

User Workflow, System Architecture, and Integration with Learning Tools

3.1 User Experience

The mission of the Data 8 system architecture is to allow students to focus on learning data science instead of “how to install software” during the first few weeks of the course. We outline the typical user procedure in the section below.

Data 8 Student Workflow

Computing courses that use programming assignments, Jupyter, or other computing environments typically have the following workflow.

1. Student downloads a Jupyter notebook (.ipynb file) or set of code files (.py, .java, etc.)
2. Student completes the assignment by writing various sections of code
3. Student re-uploads the notebook or file through some online platform

In this scenario, students would have to download and install an environment (e.g. Python, a text editor, and various packages). This is a major issue for students and instructors, who have to support the issues students run into.

We provide a major simplification to this workflow: students click a link that redirects them to their hub and work directly on Jupyter in the browser. They do not lose any major functionality that could have accessed locally and can customize their Jupyter environment by importing any Python packages they need for their computation.
Data 8X Student Workflow

Data 8X’s user workflow works in a similar way – students log in to the course on EdX, then navigate to any relevant assignment. In that assignment, they will find a “launch” button, which will enact the following steps:

1. Authenticate the user using the Learning Tools Interoperability (LTI) standard, assigning them an arbitrary user number
2. Generate an nbinteract link to pull a copy of the IPython notebook file and related file dependencies from a public Git repository into the student’s hub
3. Open the correct notebook in the browser

The end result is that in a few seconds, the student is directly editing a Jupyter IPython notebook in their browser and has a live server.

3.2 System Architecture

Data 8 Infrastructure

The architecture for Data 8’s JupyterHub servers is outlined in Figure 3.1. The user prompts the system by clicking on a datahub link for a certain assignment. This link hits the proxy server, where students are asked to authenticate with OAuth, or confirmed as an existing user provided with a unique current ID. Once authentication is complete, Kubernetes creates a new Docker instance of Jupyter, and mounts that to the user’s specific disk. This then is sent back to the user, as they are free to access the Jupyter notebook environment. The culler in Figure 3.1 is responsible for deleting inactive nodes.

Data 8X Infrastructure

Data 8X expands on Data 8’s architecture by using Kubernetes to cluster multiple hubs, each of which has a structure similar to Data 8’s datahub. The user only interacts with the outer edge proxy of Figure 3.2, which routes the user’s HTTP request to the correct Kubernetes cluster. From there, the inner edge proxy layer routes the user’s request to correct JupyterHub.

3.3 Usage Analysis

We proceed by examining the usage data from DataHub, the JupyterHub used for Data 8, for the Spring 2018 Semester. The goal of this section is to help provide an accurate picture for educational hub usage on the scale of 1000 students.
Data 8’s Spring 2018 DataHub Usage

In Figure 3.3, we look at time series data from January 17, 2018 through April 12, 2018 each of the individual spikes representing a day’s usage. This graph was created through analysis.
of pod stops and starts by hashed user ID to calculate a current representation of datahub state (unique active pods) at each hourly timestamp. The weekly spikes are likely due to lab sections taking place on Wednesday afternoon, the majority of Thursday, and Friday morning. During these three days each week, most students in the class will be completing their lab assignments under the guidance of a lab instructor.

The distribution of number of pods started by each unique user over the three month period is reflected in Figure 3.4, as a kernel density plot fit over a histogram. This figure has an expected long right tail as few users stop and start over 150 pods, and many instead create new pods about twice or three times a week. Each time a new pod is created, it means that the student has logged out of the system for long enough that the culler has determined them to be inactive, or they have manually logged out.

Diving deeper into specific weeks of the semester, we examine the two-week period that Project 1 was released in Data 8 (February 12, 2018 through February 23, 2018). Project 1, *World Progress*, is an exploration of world population, fertility rates, and child mortality rates using data from Gapminder’s Systema Globalis [21]. Looking closely at Figure 3.5, we see times in which 900 users are simultaneously using datahub as the February 23 deadline looms closer.

Data 8 Project 2, *Crime and Punishment*, is a good example of a heavy datahub usage period in the course, as students are expected to finish the project alongside a homework
and lab assignment. In the middle of this period from the project’s release (March 16, 2018) to the deadline (April 6, 2018) is a week of Spring Break. We see usage drop during Spring Break, but increase again in the following week as the Project 2 deadline approaches in Figure 3.6.

A typical lab week (the second week of lab) is reflected in Figure 3.7, and usage for a typical lab day (regression lab in Week 8) is detailed further in Figure 3.8.
Figure 3.6: Data 8 Datahub Active Pods during Project 2 Weeks (Mar 16 - Apr 6)

Figure 3.7: Typical Lab Week: Data 8 Datahub Active Pods during Lab 2 (Jan 22 - Jan 26)

Data 8X’s First Few Weeks of Cluster Usage

We also present a summary of the active pod state data from the first two weeks of Data 8.1X, *Foundations of Data Science: Computational Thinking with Python*, in Figure 3.9. The alpha and beta clusters, when added together, show over 1000 simultaneous active users once the course was launched. As the first iteration of the MOOC was currently taking place at the time this report was written, analysis of usage data throughout the rest of the course and in the two follow on 5-week courses is left as future work. Based on costing estimates
detailed in Chapter 4, we can expect that the next few weeks of Data 8.1X see a similar increasing hub usage trend.

Figure 3.8: Typical Lab Day: Data 8 Datalhub Active Pods on Thursday, Feb 22

Figure 3.9: Data 8.1X Alpha and Beta Cluster Active Pods (Apr 2 - Apr 17)
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3.4 Instructor Workflow

Instructor workflow of uploading assignments to students is simplified through a notebook extension called *nbgitpuller*, formerly called *nbinteract* [22]. This extension duplicates the contents of a specific portion of a Github repository into a user’s Jupyter server [4]. The link’s URL reflects the jupyterhub URL (datahub.berkeley.edu), git repository link (data-8/materials-sp18) and specific folder path (materials/sp18/hw/hw01/hw01.ipynb) to duplicate, as seen in Figure 3.10. Figure 3.11 illustrates the general frame used to create interact links with the optional arguments of selecting a git branch (default branch argument is master) and application (app) view of notebook or folder. This enables instructors to simply upload their assignments in Jupyter notebooks, CSVs, and Python files using Github, and give students a URL to duplicate all of the files from the repository so they have the exact same environment.

![Interact link example for Data 8’s Homework 1 from nbgitpuller](http://datahub.berkeley.edu/hub/user-redirect/git-pull?repo=https://github.com/data-8/materials-sp18&subPath=materials/sp18/hw/hw01/hw01.ipynb)

Figure 3.10: Interact link example for Data 8’s Homework 1 from nbgitpuller

![Interact link frame from nbgitpuller](https://myjupyterhub.org/hub/user-redirect/git-pull?repo=<your-repo-url>&branch=<your-branch-name>&subPath=<subPath>&app=<notebook | lab>)

Figure 3.11: Interact link frame from nbgitpuller

3.5 Surrounding Suite of Learning Tools

Data 8 takes advantage of several other tools highlighted in this paper to maintain an effective class at over 1000 students. The Lab Assistant manager and Office Hours Queue are both built within OK, a learning tools, analytics, an autograding platform discussed further in Chapter 5.

Discussion forums

Data 8 uses the open source forum Piazza to enable discussion between students of the class and for students to ask questions to instructors. By letting students see the questions and answers of other students at the scale of 1000 students, Piazza reduces question repetition and allows students to gain valuable learning opportunities.
Data 8X utilizes EdX’s built-in discussion forum for the same purpose. The support costs mentioned in Chapter 4’s cost analysis involve the maintenance of the forum and the technical staff operations costs of modifying and uploading course material.

**OK: Lab Assistant Manager**

As mentioned in Chapter 2, Data 8 relies on two to three lab assistants in each lab section to help answer student questions. Since there are \(\sim 40\) lab sections each semester, managing the corresponding \(\sim 100\) lab assistants becomes a challenging task. The Lab Assistant manager was built and integrated within OK to keep track of lab assistant attendance and communication, as well as collect statistics and feedback. A lab assistant visits la.data8.org and authenticates with their OAuth Berkeley username and password to receive credit for helping out in lab (Figure 3.12). GSIs can monitor their lab assistants’ attendance directly through the same authentication scheme. This also makes it easier for course instructors to assign lab assistant grades at the end of the semester as all of the check-ins are centralized.

![Figure 3.12: Statistics and Layout of Lab Assistant Manager](image)

**OK: Office Hours Queue**

Another useful tool integrated within OK addresses managing large quantities of students at office hours (30 students) with limited staff members (4-5 staff members). Students authenticate with their OAuth Berkeley accounts to submit a ticket requesting a staff member’s help. This ticket, reflected in Figure 3.13 and 3.14 will ask students to select a specific assignment, question number, and office hour room location. A staff member who logs into the same portal will see the screen in Figure 3.14 and answer a ticket by locating the student and helping them with their problem.
Staff can also choose to answer multiple tickets for the same question at the same time by gathering the respective students and “helping” them all at once. This allows every student to receive the help they need without having the loudest students receive the most time. We can also better anticipate demand for project weeks and see which questions are the most difficult through the statistics accumulated through the office hours queue.

Figure 3.13: Queuing System to address students in office hours

Figure 3.14: Student Ticket Layout on Office Hours Queue
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Chapter 4

Resource Scaling

4.1 Capacity Planning

In scaling our computing architecture to a MOOC, the first question to consider is: “How many users are we expecting?” MOOCs in computing and data science traditionally have enrollment in the tens to hundreds of thousands [15]. With this in mind, we planned for between 20,000 to 50,000 concurrent users with a total of 100,000 to 200,000 enrolled users.

The current statistics reflect ∼45,000 students enrolled in the course with 8,000 active weekly users. In overestimating the user population, we have designed an architecture that is flexible enough to accommodate rapid growth while avoiding waste of resources in the short term.

4.2 Cost Estimates and Analysis

Our cost target from various funding sources allows Data 8X to budget $2 per enrolled student per week. At the time of doing this analysis, a week before the course was set to release, we had 12,000 pre-enrolled users and a $24,000 weekly budget. As of May 2018, we have 45,000 enrolled users. The cost analysis done in this chapter are vague estimates for hardware capacity planning purposes, not financial planning purposes. The latter would require being far more accurate than we describe here.

Maximum Cost

We start by evaluating a generous maximum cost estimate using the 12,000 enrolled students figure. Based on the scale of datasets used in Data 8, we estimate giving each user 1GB of RAM. Our objective is to minimize the number of nodes used. Due to a 100 pod (user) limit per node, we choose to use Google Cloud Platform’s n1-highmem-16 node type with 16 CPUs and 104GB RAM.
Table 4.1: Cost Analysis Comparison

<table>
<thead>
<tr>
<th>Utilization</th>
<th>Number of Simultaneous Users</th>
<th>Number of Machines</th>
<th>Cost Per Student</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.75%</td>
<td>1000</td>
<td>10</td>
<td>$0.11</td>
</tr>
<tr>
<td>25%</td>
<td>3000</td>
<td>30</td>
<td>$0.40</td>
</tr>
<tr>
<td>50%</td>
<td>6000</td>
<td>60</td>
<td>$0.83</td>
</tr>
<tr>
<td>100%</td>
<td>12000</td>
<td>120</td>
<td>$1.25</td>
</tr>
</tbody>
</table>

Therefore, we estimate 120 machines to support our 12,000 enrolled users. This totals $14,000 per week, with an estimated additional $1,000 per week of support costs. Our maximum cost figure is $1.25 per student per week.

**Expected Cost**

In the maximum cost estimate, we assumed that all users would be active at once. While we can prepare for that edge case, a more realistic generous estimate is that 25% of users will be active at any given time. Even though the number of learners who enroll in the courses tends to be in the range of thousands, only a very small portion of the enrolled learners complete the course. According to the visualizations and analysis conducted by Katy Jordan in 2015, the investigated MOOCs have a typical enrollment of 25,000, even though enrollment has reached a value up to 230,000. Jordan reports that the average completion rate for such MOOCs is approximately 15% [15]. A study from Coursera in 2012 suggests an even smaller completion rate of 7% to 9% [23].

To support 25% active users at once, we require about 30 nodes. This reduces our operating cost to about $4,000 per week. With the $1,000 in additional support cost, we have a new expected cost estimate of $0.40 cents per user per week. See the comparison between the maximum cost estimates and expected cost estimates in the table below. We can now confirm our estimate of 25% active users accurately reflects engagement in the current statistics of 45,000 enrolled students with 8,000 completing the weekly assignments.

**Fixed Costs: Minimum State**

After estimating a maximum and expected cost, we conduct an analysis of our minimum costs to determine the number of Kubernetes clusters we need. We choose to limit each hub to 1,000 total users and each cluster to 10,000 total users as a cautionary measure. Assuming a maximum of 40,000 users, we initially considered splitting the load across 4 clusters of 10 hubs each. However, with the realization that we can easily add hubs and clusters later on, we decided to split across 2 clusters of 10 hubs each for a 20,000 simultaneous user capacity.

We also calculate the number of Network File System (NFS) hosts required, recognizing that we can resize instances without too much downtime and add new instances if needed [24]. We choose to use two nodes of n1-highcpu-8 of 1 TB each, with the additional CPU capabilities due to the high file and network I/O for this task. Due to connection limits, we
Cost saving strategies, Autoscaling

The most effective way to save costs is to size the architecture correctly \cite{25}. Capacity planning and calculating the estimates in the section above go a long way towards not wasting resources. Another important cost saving strategy is utilizing the Kubernetes autoscaler. We set autoscaling limits close to 10% utilization for lower bounds and 100% utilization as an upper bound. As 100% utilization still falls well under budget, we did not prioritize autoscaling during this initial MOOC iteration. Implementing a more effective autoscaling procedure remains in future work.

Comparison of Estimates with Actual Cloud Scaling Costs

In the month of April 2018, there were \((6720 + 9176 + 6443 + 5543)/4 = 6970.5\) learners in Data 8X each week that played at least one video. Overall compute costs average to \$2.8K per week in April. This results in the estimate of \$0.40 per active video learner per week, which justifies our earlier calculations. The daily spending expenditure is reflected in Figure 4.1.
4.3 Performance testing

In testing the performance of scaling JupyterHub instances, we first identify the limits of a single hub, design a sharding procedure allocating users to multiple hubs, and expand on that strategy to shard users across multiple clusters. This evolution is reflected in Figure 4.2. We conclude this section by discussing the merits of sharding over load balancing strategies. At the time of developing this architecture, we tested all of our procedures with JupyterHub 0.8. Future work lies in upgrading to JupyterHub 0.9, which has massive performance improvements.

Identifying limits of a single hub

Our original explorations begin with identifying the limits of a single hub, as is used in the architecture of the in-person Data 8 course at UC Berkeley. The components of the simplest scalable JupyterHub instance consist of a proxy layer and a hub, as shown in the first section of Figure 4.2. The limits of this hub are hit at about 5,000 users, which is far below our target of 100,000 users. Additionally, the architecture of a single hub and a single NFS (network file system) disk causes us to have a system with a single point of failure. We want to expand upon that in our next design.

Sharding users across multiple hubs

Our next scaling strategy attempts to allocate users across multiple hubs instead of a single hub. The second section of Figure 4.2 highlights the components of multiple hubs and an
“inner edge” proxy layer. While this more effective than a single hub, we still cannot reach the scale that we need while effectively monitoring each hub.

**Sharding hubs across multiple clusters**

We move on to our current architecture, which involves using Kubernetes clusters to manage multiple instances of Jupyterhub. Kubernetes is an open-source container-orchestration system for automated deployment [3]. In this case, we use Kubernetes to manage containers created in Docker for each student running an instance of Jupyter. The components highlighted in the third portion of Figure 4.2 include the “outer edge” proxy, Kubernetes clusters containing hubs, and each cluster’s respective “inner edge” proxies. In this architecture, we shard user home directories across multiple NFS servers.

**Sharding vs Load Balancing**

In this chapter, we detail system architectures that use sharding approaches as opposed to load balancing. When employing a sharding strategy, a user is assigned to a hub the first time they log in. Every time that specific user logs in afterwards, they are assigned to the same hub. A load balancing strategy assigns a user to the least loaded hub every time they log in. It is clear that load balancing is a more effective strategy, and is left to be implemented in future work. Sharding was used for our initial architecture because it is easier to implement and avoids dealing with the problem of finding a live count of users, which requires expensive operations, and avoids crowding due to correlated starts. Since we are far under budget and are not concerned directly with cost saving, we chose to prioritize sharding – however, in other courses and in future iterations of Data 8X, load balancing is a priority.

**4.4 Maintenance and monitoring**

In designing a new architecture, we prioritize observability in our monitoring scheme.

1. We want observability at each layer of the architecture. It is important to see the status at each NFS server, as well as the errors at the inner and outer edge level.

2. We want to reduce the possibility of bottlenecks or single points of failure. This is why our architecture prioritizes multiple clusters of users, and requests statistics/errors/active connections separately at each edge.

3. We do not want the user’s interactions to deal with the inner architecture directly. The user only interacts with the outer edge layer of this architecture. Upon receiving a HTTP request, the outer edge proxy layer routes the user to the correct cluster and the inner edge routes the request to the correct hub.
Figure 4.3: Data 8X Grafana dashboard for Alpha and Beta clusters

Logging, Monitoring, and Metrics aggregation

Metrics are monitored using Prometheus and the real-time Grafana dashboard shown in Figure 4.3. Prometheus is an open-source monitoring system and time series database used to monitor system architectures at scale [26]. Grafana is a platform to visualize analytics for time series data [27]. We use Prometheus to extract metrics from each layer of the architecture and Grafana to display queries regarding memory usage, requests at HTTP layers, CPU usage, disk usage, users currently running, and RAM over time. The most important metric we watch for is the error rate of running pods as this reflects the status of our architecture as well as the user experience.
Chapter 5

Grading and Evaluation

Countless learning theory studies have demonstrated the efficacy of evaluation for student understanding [28, 29]. The design of Data 8 embodies constructivist philosophies in assignment design, a teaching approach in which assessment is a key factor [30]. When expanding from a manageable class size to the thousands of students in a MOOC, evaluation in terms of autograding capabilities become increasingly important. In this chapter, we discuss the autograding and evaluation schemes of Data 8 and Data 8X.

5.1 OK: Immediate feedback on tests

In Data 8, we use the OK autograding platform within python cells of Jupyter notebooks to evaluate student feedback immediately. OK autogrades programming assignments and facilitates submission, composition feedback, and analytics for a course [31]. OK was initially developed for use in CS 61A, UC Berkeley’s introductory computer science course. It has since expanded to include integration in Data 8 Jupyter notebooks and a variety of other courses using its open-source APIs.

For each question presented on a Jupyter Notebook assignment, the instructor writes a companion series of python autograder tests to assess accuracy. As there are infinite ways students can arrive at a correct answer in most programming problems, OK tests the content of the variables in the student’s environment instead of the exact code the student writes. Using the ok.score() command, the total score is provided to students as soon as they run the cell as shown in Figure 5.2. The novelty in this approach is that the instructor can create complex visible and hidden tests in the industry-standard Jupyter notebook environment. Some MOOCs use existing browser based editors like DataCamp or ProcessingX that do not allow students to modify their programming environment [32, 33], or a combination of peer review and multiple choice questions that limit the scope of an instructor’s creative freedom.

In the long term, a graphical user interface and user-friendly autograding output in the context of the notebook environment could help ease students into debugging failed tests. The merits of autograding interactivity within a Jupyter Notebook and the implementation
of an inline graphical autograder is left as future work.

OK’s autograding capabilities are part of a larger ecosystem including UI authentication, management of lab assistants, analytics for course assignments, an office hour management queue, and several others. We take full advantage of this ecosystem in Data 8 to improve the student experience. However, Data 8X’s online environment has a different set of needs that are not served by OK’s surrounding tools, so implementing OK in full adds unnecessary complexity.

**OK and Gradescope**

The data science concepts of hypothesis testing, confidence intervals, and inference tested throughout Data 8 necessitates written response questions as well as programming questions. Therefore, while the majority of questions are autograded using instructor-written hidden tests in OK, the written-response answers are scraped and uploaded to Gradescope for Data 8 tutors to evaluate. Gradescope streamlines the tedious parts of grading through AI-assisted answer grouping, parallelized rubric creation, and parallelized evaluation by question. Once the tutors have graded the assignment, the grades are persisted back to OK.

### 5.2 LTI Standard: posting grades to EdX

We reintroduce the Learning Tools Interoperability (LTI) standard, created by the IMS Global Learning Consortium to link content and resources to learning platforms. The LTI standard, mentioned briefly in Chapter 3, provides a secure solution to post grades back to the EdX platform without forcing users to re-authenticate or require active user interaction.
The alternative OAuth standard used for posting grades in Data 8 only saves a user’s identity for a short period of time. However, with the LTI standard, it is possible to post grades even a week after the student submits their code.

**Autograding in EdX**

Using the LTI standard for authentication enables users to have a one-click seamless integration of autograding in EdX. Integration was not possible directly with OK, so we use a script written by Operations Architect Yuvi Panda to circumvent this problem. Data 8X users are not asked to reauthenticate when they try to access a Jupyter assignment or when enabling autograding since they are already authenticated with LTI. However, with the OAuth standard used in Data 8, students are asked to authenticate for the first time after clicking a datahub link. Had OAuth been implemented for Data 8X, students would have to log in twice. Another advantage of using LTI in Data 8X context is that grades can be persisted directly through the notebook instead of being uploaded to OK servers and transferring to grading portals later on.
Chapter 6

Analytics and Prediction in Jupyter-based computing environments: Deep Knowledge Tracing

The motivation for this chapter is to provide an analytics extension in the context of Data 8’s iterative educational coding environment at scale. This portion of my thesis is a collaborative work within the UC Berkeley EECS department and Division of Data Sciences. I would like to thank Allen Guo, Samuel Lau, Madeline Wu, Wilton Wu, Professor Zachary Pardos, and Dean David E. Culler for their contributions to this chapter. The final version of this work is published as a short paper in Artificial Intelligence in Education (AIED) 2018’s Springer proceedings.

Knowledge Tracing, and its recent deep learning variants, have made substantial progress in modeling student knowledge acquisition through interactions with coursework. In this chapter, we present a modification to Deep Knowledge Tracing to model student progress on coding assignments in large-scale computer science courses. The model takes advantage of the computer science education context by encoding students’ iterative attempts on the same problem and allowing free-form code input. We implement a workflow for collecting data from Jupyter Notebooks and suggest future research possibilities for real-time intervention.

6.1 Knowledge Tracing Approaches

With students far outnumbering teachers in online learning platforms, there is increased demand for tools to maintain and improve learning. Since 1-on-1 instructor support is not feasible at this scale, educational technology seeks to use artificial intelligence to provide similar guidance and model students’ knowledge.

A popular approach called Knowledge Tracing models students’ knowledge as they cor-
rectly or incorrectly answer exercises. Accurate modeling allows students to spend more time working on questions that are suited for their level of understanding.

Recent work uses recurrent neural networks to more effectively encode representations in an approach called Deep Knowledge Tracing (DKT). DKT models use the accuracy of prior attempts to predict students’ future performance on questions, as well as automatically learn question clusterings [35].

As instructors for large scale computer science courses at UC Berkeley, we are particularly interested in modifying DKT for the computing education context. Traditional knowledge tracing techniques succeed in intelligent tutoring contexts, where students attempt each exercise once. In computing education, however, students often attempt a single exercise multiple times until it is solved. We modify DKT to take this into account and make the following contributions:

1. We modify the model to take vectorized free-form student code as input.
2. We map questions to multiple skills and train one model per skill.
3. We implement a workflow for collecting data from Jupyter Notebooks and OkPy autograding.
4. We suggest possible applications of this model for determining a point of intervention in real-time.

6.2 Related Work

Knowledge Tracing traditionally uses Hidden Markov Models to track student knowledge as they solve exercises [36]. Deep Knowledge Tracing (DKT), introduced by Piech et al. [37], is an approach to knowledge tracing that utilizes recurrent neural networks, specifically Long-Short Term Memory (LSTM) cells, to produce improvements in model capabilities over previous methods. Piech et al. [35] also use DKT to automatically cluster math exercises into skill groups.

Blikstein and Piech [38, 39] show that a student’s trajectory of attempts while solving programming exercises is predictive of their success. Wang et al. [40, 41] expand on this work by using DKT to model student trajectories as they solve programming exercises in the block-based programming language Scratch. We replicate the Wang et al. work in our setting, making a modification of input to the model in order to formulate the problem in terms of free-form code.

6.3 Data Context

We examine data from student code submissions from UC Berkeley’s introductory data science course, Data 8.
Students complete assignments using Jupyter notebooks, a cell-based Python execution environment, with problem descriptions and starter code [11]. Instructors manually create assignment skeletons and autograder tests for each assignment. Every time the autograder is run, students’ code and accompanying notebook metadata are backed up to the OkPy server [42]. This creates time series data recording a student’s progression through a given assignment. The Jupyter environment enables rapid, iterative learning—students can write, run, and check their programs’ correctness in near real-time.

The OkPy API allows us to retrieve one student backup for each autograder run, final submissions, and OkPy-specific assignment metadata. The raw submission data contains question numbers, student code responses, and accompanying autograder test results.

All student code is written in Python 3. Students use both NumPy and UC Berkeley’s in-house datascience package, a tabular data manipulation library that draws inspiration from the pandas library.

### 6.4 Model Methodology

We make a number of data modifications to make raw student code amenable for DKT techniques. We also modify the baseline DKT approach to model student knowledge using code submissions from failed attempts.

#### Data Featurization and Sanity Check

To featurize code submissions, we use the default tokenization scheme in scikit-learn [43], which splits on non-alphanumeric characters. For example, consider the following code submission:

```python
murder_rates.join('State', death_penalty, 'State')
.pivot('Death Penalty', 'Year', 'Murder Rate', np.average)
.select(0, 2, 1)
```

The first 10 extracted tokens are:

```python
['murder_rates', 'join', 'state', 'death_penalty',
'year', 'murder']
```

For each distinct word, we compute the term frequency-inverse document frequency (tf-idf) score across all submissions. Each code submission is represented as a vector of length \( K \), where \( K \) is the vocabulary size: the total number of distinct words across all code submissions.
Model Architecture

We train a LSTM network on sequences of student code submissions. Instead of a single network as in DKT, we train a separate neural network for each skill (as shown in Figure 6.1) using the vectorized code representation described in the previous section.

![Figure 6.1: Architecture of Our DKT-Inspired LSTM Network](image)

The inputs to the LSTM network are a vector containing the one-hot encoded anonymized student identifier, the one-hot encoded question number, the one-hot encoded attempt number, and the vectorized representation of the code. The output of the model at each time-step is a vector of predictions for the number of attempts remaining for each question of the same skill.

Each of these arrays have taken the students’ progression (question each student attempted at each attempt number) and one-hot-encoded the inputs to create these arrays. We deal with the problem of each student having a different number of attempts on a skill by padding our data to the max number of attempts a student has for a skill, but we can also truncate data to an arbitrary “pad number” as well (e.g. 100 attempts).

### 6.5 Expansions and Future Areas of Exploration

Our modifications to DKT motivate several lines of future research in intervention and hint generation. For each student, our model predicts the number of attempts remaining to complete the questions for each skill. This suggests a simple way to provide live feedback by
subject or question for instructors in a lab setting. For example, an instructor can identify a potentially useful time to intervene when a student’s total predicted number of attempts remaining is consistently higher than those of other students (i.e., falling in the top $k$-th percentile for some manually tuned $k$).

The learned representation of student knowledge suggests a method to automatically provide hints to students. By simulating modifications to student code and checking the predicted attempts remaining, we can use the trained networks to find the keywords that most quickly help the student complete the exercise. Implementation of this hint generation model in a MOOC (perhaps in future iterations of Data 8X) can help learners adjust to the lack of in-person support of tutors, lab assistants, or instructor office hours in an online setting.

6.6 Note on Results

We have run preliminary models on mock data and have found that DKT with free-form code reduces error significantly in comparison to baseline DKT. Future work will involve writing up the analysis and insights gained from student code attempts as well as the specifics of our trial results, pending IRB approval.
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Chapter 7

Future Work: where to next?

7.1 Future Work: Autograding

In Chapter 5’s autograding section, we explain how each day our Operations Architect runs a script to post final grades from each submission back to EdX. This approach is clearly untenable in the long run. The goal is that users should be able to run a button and get their final score immediately posted to EdX. EdX will only keep the maximum score it receives, and handing off the autograding computation to the user’s discretion allows us to balance the load more evenly.

7.2 Future Work: Sharing the Knowledge

A common cautionary note throughout designing large systems emphasizes that there should not be a single point of failure. We attempt to keep this in mind in our system design, but it is important to keep that in mind in terms of support structure as well. A lot of this information is currently silo-ed in the minds of our course developers. With enough training and documentation, we will be able to make sure there are multiple people who can come to the rescue in case something goes wrong.

7.3 Future Work: Deep Knowledge Tracing Models for Code Progression

In the predictive model proposed in Chapter 6, there is future work to be done in terms of classroom implementation, official trials, and analysis across semesters. As discussed at the end of the chapter, there is also potential for recognition of students’ conceptual misunderstandings and intervention through an instructor or generated hints to rectify the students’ trajectories.
Chapter 8

Conclusions

8.1 First Iteration of the MOOC

As the team moves forward to Data 8.2X and Data 8.3X, as well as future iterations of the MOOC, we have a lot to learn and analyze. The current takeaways reflect that the architecture was executed correctly, and everything is going according to plan. More importantly, the intuition that JupyterHub and the surrounding Berkeley Data Science Education Stack can scale in this situation was correct.

8.2 Data 8 around the world

Many universities around the world are implementing their own versions of Data 8. The novel curriculum and unique case-study focused approach to data science education has seen great success. This report will hopefully become a resource for instructors interested in starting their own versions of Data 8, or adapting computing courses of their own into MOOCs.

8.3 Useful Resources / Links

1. Zero To JupyterHub Guide – Contributed to by members of the UC Berkeley Jupyter team, this guide fully walks users through setting up their own JupyterHub instance.

2. Division of Data Sciences – The UC Berkeley Division of Data Sciences offers a wide variety of data-related courses, events, and research opportunities.

3. Datascience Package Documentation – The docs for the datascience package, developed in-house at UC Berkeley by John DeNero, David Culler, Alvin Wan, and Samuel Lau, are helpful in understanding the programming used in Data 8 and Data 8X.
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