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Abstract

Design and Automatic Generation of 60Gb/s Wireline Transceivers

by

Jaeduk Han

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Elad Alon, Chair

The continual expansion of Internet connectivity has raised data traffic substantially,
increasing demands on high-bandwidth wireline communication systems. In contrast to the
rapid increase in bandwidth that will be necessary, the allowable power consumption of high-
speed transceivers remains relatively constant. Specifically, assuming the same total power
budget as current designs, transceivers operating in the range of 50-60Gb/s must achieve
3-5pJ/bit efficiency to remain within the current total power window.

To address these trends and challenges, this thesis first reports a 60Gb/s receiver frontend
in a 65nm CMOS process. Current integration combined with a cascode gate-voltage bias
technique enables energy-efficient implementation of CTLE, FFE, and DFE circuits while
operating near the speed limits of the technology. The addition of interleaved, offset-canceled
deserializing samplers addresses the high gain requirement of adaptive error-samplers. The
prototype 65nm CMOS receiver operates at 60Gb/s, consuming 173mW from 1.2V and 1.0V
supplies.

To enhance the productivity and quality of the receive equalizer design by capturing
the parasitic loading and wiring capacitance promptly and precisely, an automated flow
that generates the equalizer schematic and layout from target specifications and technology
parameters is developed. Utilizing the Berkeley Analog Generator, the equalizer generation
flow is scripted, executed, and iterated automatically to produce an optimal design that
meets for a given configuration.

In addition to presenting the equalizer design, the thesis also introduces a new baud-rate
CDR scheme that leverages the current integration frontend and phase dithering. Correlation
of the adaptive error sampler output with the phase dithering sequence indicates the direction
of phase offset. The resulting baud-rate CDR saves power and complexity compared to an
oversampling CDR by not requiring additional clock phases/deserializers. The implemented
65nm CMOS transceiver operates at 60Gb/s with an eye-opening of 30% UI and consumes
288mW while equalizing 21dB of loss at 30GHz over a 0.7m Twinax cable.
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Chapter 1

Introduction

1.1 Background

High-speed links have been widely used for providing wide-bandwidth wire-line connectivity
between electronic components in various scales, ranging from on-chip to chip-to-chip and
system-to-system interconnects. Figure 1.1 shows 2 representative examples that use high-
speed links for wireline connectivity; computers and network switches. In both examples,
massive data transfers are involved in communications between subsystems, and conventional
general purpose digital I/Os would be very inefficient for the transfers in terms of both pin
utilization and power consumption. By replacing general purpose I/Os in those systems with
high-speed links optimized for multi-gigibit data transfer, their aggregate throughput can be
greatly enhanced while consuming reasonable power and pin counts.

Figure 1.1: Examples of high-speed links (a) For computer applications (b) For network
applications

Recently, the demand for high-speed links is increasing tremendously, as the rapid growth
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of Internet connectivity (as shown in Figure 1.2) has required systems to become more
distributed and data oriented. Figure 1.3 shows the recent technical trend from ISSCC[1][2],
on the per-lane bandwidth of high-speed link standards. The trend reveals that average per-
pin data-rates of the standards are doubled around every 4 years. In 2017, leading standards
(such as the Common Electrical I/O (CEI) from Optical Internet working Forum (OIF))
are already reaching 56Gb/s per-lane bandwidth. Following the increasing trend, it is quite
evident that more than 60+Gb/s per-lane bandwidth should be widely supported in a couple
of years.

Figure 1.2: Global data center traffic growth (source: Cisco)

In contrast to this rapid bandwidth increase, the power consumption budgeted for these
high-speed links remains relatively constant, as projected in the International Technology
Roadmap for Semiconductors (ITRS)[3]. This is mainly because the link power budget is
heavily constrained by severe thermal restrictions of the entire system, and increasing power
consumption to achieve a higher data-rate is usually not a viable approach. Therefore, the
energy efficiency of the high-speed links should be constantly improved as the data-rate
scales up. Specifically, at the 60Gb/s data-rate, the link is expected to achieve 3-5pJ/bit
energy efficiency, to keep the per-lane power consumption below 200-300mW/lane. While the
bandwidth and power constraints are very challenging by themselves, to make matters worse,
the scaling of the CMOS process is slowing down and the performance gain from scaling is
not as dramatic as in the past. As a result, data-rates of recent high-speed link designs
show an evident saturating trend below 40nm nodes (Figure 1.4[4]). Therefore, innovative
design techniques that push the limits of electrical signaling are essential in meeting those
bandwidth and energy efficiency goals in advanced CMOS processes.



CHAPTER 1. INTRODUCTION 3

Figure 1.3: High-speed link bandwidth trends

1.2 Prior work

Channel Architecture

As the data-rate reaches up to the 60Gb/s range, channel improvements for ensuring good
signal integrity becomes a critical issue. A typical example of electrical channels for back-
plane serial links is shown in Figure 1.5[5]. Since most wireline channels have a low-pass
characteristic in the frequency domain, pulse responses measured from those channels tend
to have larger dispersion at high data-rates (Figure 1.6). In addition to that, impedance
discontinuities in complex PCB structures, such as packages and connectors, generate highly
reflective transients in the pulse response. The resulting pulse responses, therefore, end up
having significant inter-symbol interference (ISI) that contributes to higher bit error rates. In
order to realize error-free transmissions at high data-rates, designers are constantly looking
for ways to improve the channel architecture.

The midplane architecture in Figure 1.7(b) is an example of improving the channel and
the signal integrity by reducing the physical distance between connected boards (and po-
tentially reducing signal trace lengths). Combined with the orthogonal connectors shown in
the same figure, this technique can provide universal connectivity between all cards without
intermediate plane traces.

In such cases, the attenuation will be dominated by remaining traces on daughter cards.
Further loss reductions can be achieved by replacing the traces with twinax cables, which
have lower loss profiles than conventional backplane traces. The twinax cables are mounted
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Figure 1.4: Data-rate vs. process node and year[4]

Figure 1.5: a typical high-speed backplane channel[5]

near transceiver chips to minimize residual backplane traces. Further improvements can be
made by mounting cables on the top side of IC packages [6], and repeater ICs can be attached
on the mounting points to completely isolate reflective structures from the channel, as shown
in Figure 1.8.
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Figure 1.6: Typical backplane channel characteristics (a) Frequency domain (b) Time domain

Figure 1.7: Evolution of backplane architectures (a) traditional backplane structure (b)
midplane with orthogonal connectors (c) cabled backplane

Signaling schemes

Complex modulation schemes, such as the PAM4 or duobinary [7], have been widely ex-
plored in recent transceiver designs [8][9][10] to relax the baud-rate requirements. While
PAM4 transceivers are capable of handling high-loss channels, most PAM4 designs require
error coding and/or complex digital equalization due to a lower SNR and a higher impact of
residual ISI and nonlinearity on eye opening, which typically leads to their power consump-
tions being higher than the aforementioned 3-5pJ/bit target.

On the other hand, conventional NRZ signaling still remains an attractive alternative.
Despite its higher baud-rate requirement, NRZ signaling is more tolerant to non-ideal effects,
such as residual ISI and nonlinearity. Therefore, NRZ often leads to reduced power by re-
laxing design constraints on the frontend signaling path. If the overall insertion loss remains
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Figure 1.8: Flex interconnect[6] with active connectors (drawing from Bryan Casper, Intel)

within a reasonable range (<25dB), which presumably can be achieved by improving the
channels themselves [6][11][12], the power consumption could become even smaller by relax-
ing the circuit complexity. Therefore, it is worth looking at NRZ signaling when exploring
the energy efficiency limits of high-speed links, as well as investigating design techniques for
implementing high baud-rate stages for NRZ signaling.

Figure 1.9: Comparisons of different signaling schemes (a) NRZ (b) PAM4 (c) duobinary
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Equalizers

Although improvements in channel architecture greatly reduce inter-symbol interference,
realistic channels still exhibit higher than a 20dB loss at a 60Gb/s data-rate, and they will
still require equalization for error-free operation. If the amount of channel loss remains
within a reasonable range (<25dB for NRZ and <15dB for PAM4), analog and mixed-signal
equalizers are clearly preferred over digital approaches to address the ISI. Various types of
analog and mixed-signal equalizers have been implemented, including continuous time linear
equalizers (CTLE), feed-forward equalizers (FFE), and decision feedback equalizers (DFE).

CTLE(Figure 2.3) is commonly located in front of other equalizers and configured to
cancel long-tail post-cursor ISI, because the CTLE parameters can readily span over 10-30
taps for long-tail cancellations, while DFEs require too many delay elements to have the
same coverage.

Figure 1.10: CTLE structure

On the other hand, DFE(Figure 1.11(a)) outperforms CTLE for cancelling major post-
cursor ISI near the main cursor for following reasons: first, DFE summer taps don’t have
the linearity constraints present in CTLE, which implies a better energy efficiency. Second,
DFE taps are more tolerant to noise, and the stage will have a higher output SNR than
CTLE for large cancellation settings (while CTLE with high boosting settings will enhance
the high frequency noise). Third, adapting DFE taps for irregular pulse responses is easier
than CTLE, which leads to better cancellation performance in major post-cursor ISI.

However, pre-cursor ISI taps cannot be cancelled by DFEs (since they rely on a causal
feedback loop), and typical CTLE transfer functions do not directly correct pre-cursor ISI. A
feed forward equalizer (FFE, Figure 1.11(b)) [13][14] is therefore often used to handle these
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Figure 1.11: (a) DFE structure (b) FFE structure

pre-cursor ISI taps. FFEs are often realized at the transmitter side due to implementation
simplicity. However, at the receive side, the underlying circuits are not required to drive
a 50Ω termination, opening up the opportunity to save power (via techniques like current-
integration) over implementing the equivalent function in the transmitter.

Consequently, using only one type of equalizer is not enough to cancel the whole ISI for
most channels. In order to get the maximum equalization performance, multiple equalizers
should be combined and set to address various types of ISI. In most cases, the most efficient
equalizer configuration will be similar to this: pre-cursors - FFE, large nearby post-cursors
- DFE, and long-tail post cursors - CTLE.

Substantial additional capabilities are needed beyond the basic equalization functions to
enable robust operation over a broader variety of channels. For example, offset cancellation
and tunable biasing circuitry are required to make the equalizer frontend tolerant to process
variations and systematic offsets. In order to enhance channel coverage, equalization coeffi-
cients should also be re-configurable, ideally set by internal adaptation engines. Zero-forcing
(ZF) and sign-sign least-mean-square (SSLMS) algorithms are widely used for implementing
the equalizer adaption functions.

Considering the equalizers are usually placed at the frontend of the signaling path (which
operates at the highest frequency in transceiver systems), one can easily find that improving
the energy efficiency of the equalizer will be extremely critical for achieving the efficiency
target (3-5pJ/bit at 60Gb/s). Various ways to implement the energy efficient equalizer stages
have been proposed, and in this thesis, the current integration technique will be analyzed
and evaluated.
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CDRs

In order to compensate the phase skew between the received signal and the receiver’s inter-
nal clock, a clock and data recovery (CDR) was included in the design. Dual-loop CDRs
[15][16][17] are currently the most popular choice because they have the advantage of allow-
ing separate loop bandwidth selection for clock generation and phase tracking. This loop
bandwidth separation feature is especially useful when there is a need to reject the VCO
noise (usually true if ring oscillators are used) by increasing the loop bandwidth of clock
generation. In that case, the phase tracking bandwidth could still be set very low to reject
any phase disturbances from residual ISI in incoming signals. Also, for multi-lane imple-
mentations (which are very common in practice), the clock generation loop can be shared
across the whole lane by having a central (and single) PLL, which could be advantageous if
the clock distribtution power is much smaller than the clock generation power.

Figure 1.12: Clock and data recovery

On the other hand, the single loop CDR uses only one loop bandwidth parameter for
clock generation and phase tracking, which also translates into having a dedicated oscillator
per lane. These aspects make the single loop approach less attractive in transceivers at
10-40Gb/s/lane, however, the single loop approach is indeed a better solution for ultra-high
data-rate applications for the following reasons. First, most of the 40+Gb/s links use an LC
oscillator and a resonant buffer to generate a low jitter differential clock and to distribute it
efficiently at a high frequency. Although dual-loop CDR’s can reject VCO noise by having a
higher bandwidth in the oscillator loop compared to the phase tracking (often implemented
with a phase interpolator) loop, a dual loop CDR is not necessary in this scenario because
LC oscillators for 40+Gb/s links already have relatively low-phase noise profiles. Second,
the power overhead of distributing 20-30GHz clocks over multiple lanes (assuming half-rate
clocking) would be substantial, while the physical dimensions of on-chip inductors for the
20-30GHz clock generation are compact, and hence, are easily fit into the area of a single
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lane. Therefore, even in multi-lane implementations, once the clock rate is high enough that
the physical area of the inductor is relatively small, a single loop CDR is an attractive option
for high-speed applications.

Figure 1.13: bang-bang phase detector

Turning now to the phase detection scheme, commonly adopted 2x oversampling CDRs
using bang-bang phase detectors (Figure 1.13) capture phase difference information by sam-
pling the edge signals and comparing them with neighboring data signals. This implies that
the CDR requires additional samplers and clock phases for this edge sampling. In partic-
ular, 4-phase clock generation and distribution (instead of differential clock generation and
distribution) and an additional edge sampler as well as deserializer, would be necessary for
a half-rate operation (Figure 1.15). These additional samplers and clock phases can be very
expensive at data-rates close to the limit of the process technology (40-60Gb/s). For this
reason, alternative approaches such as baud-rate CDRs have been investigated [18], [19],
[20], [21] to remove the need for edge sampling.

Transceiver integration

Several high-speed NRZ receivers [22][23][24] and transmitters [14] have been published re-
cently and include various levels of equalization. These designs primarily focus on critical
building blocks for equalization, implementing continuous-time linear equalization (CTLE),
decision feedback equalization (DFE), and receive feed-forward equalization (FFE) circuits,
demonstrating the ability to cancel inter-symbol interference (ISI) while operating close to
intrinsic speed limits of the underlying technologies. In order to make a complete high-speed
link system, those building blocks are integrated and connected by way of realizing full func-
tionality with autonomous control loops. Recently published NRZ transceivers operating up
to 56.5Gb/s with a 1-tap DFE and/or CTLE [25][26] in 28-40nm CMOS processes have been
demonstrated for <20dB loss channels with energy efficiencies ranging from 4.4-11.96pJ/bit.
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Figure 1.14: (a) dual loop CDR (b) single loop CDR

For PAM4 links, 2 transceivers were published in VLSIC2016[8] and ISSCC2017[10], both
operating at 56Gb/s. [8] adopted ADC+DSP architecture to handle high loss channels, while
[10] used the mixed-signal approach with 3-tap DFE. Both designs assume the use of error-
coding to handle the SNR penalty in the PAM4 signaling, and their energy efficiencies range
from 9.82-10.75pJ/bit.

1.3 Thesis Organization

With the motivation of researching high-speed, energy-efficient serial links, and the previous
introduction of equalization and CDR techniques, this thesis aims to examine the design
techniques to implement high-speed wireline transceivers that achieve 60Gb/s datarate with
excellent energy efficiencies and equalization/CDR capabilities. In Chapter 2, a receiver fron-
tend with current-integrating CTLE+FFE+DFE equalizers will be presented, with cascode
gate bias and clock delay techniques that enable complete 60Gb/s equalizer operation.

To demonstrate that all of these requirements can be fulfilled while meeting the overall
power budget target, design techniques used to realize a 65nm 60Gb/s receiver frontend
including CTLE, FFE, DFE, output slicers, and clock generation, as well as distribution
circuits [27][28], are presented. Despite a substantial expansion in equalization capabilities
(CTLE + FFE), the power consumption of the complete equalizer path remains essentially
identical to our earlier 46mW DFE-only design [22].

Chapter 2 therefore begins by introducing the two key techniques that enable this ad-
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Figure 1.15: (a) 2x oversampling CDR (b) baud rate CDR

vancement - specifically, current-integration combined with the dynamic-latch based DFE
architecture from [22] and cascode gate voltage bias as an efficient means of analog gain
control for the FFE. It also describes the components necessary to complete the receiver
frontend design: interleaved and offset-cancelled deserializing slicers to enable adaptive error
sampling as well as LC-based clock generation/buffering. All of these techniques combined
result in a receiver frontend supporting 60Gb/s while consuming 173mV from 1.2V and 1.0V
supplies.

The 60Gb/s frontend circuitry is highly sensitive to physical and parasitic effects, mak-
ing it difficult to optimize the design within reasonable time and effort. Multiple iterations
through the entire design steps (schematic, layout design, and verification) are often involved
in the high-speed link designs to capture parasitics precisely. Chapter 3 introduces the au-
tomated circuit generation flow that was applied to the 60Gb/s receive frontend equalizer to
address this issue. By utilizing the circuit generation framework, the automated design flow
captures layout dependent effects and produces the final design. Sizing and layout generation
procedures are scripted and the entire design is completed by running the scripts sequen-
tially, accompanied by multiple iterations to capture post-layout effects accurately, which
are very expensive in traditional hand-driven flows. Power reduction from the automated
flow (by taking more iteration steps) is analyzed and compared with a reference design.

Continuing in the direction of research presented in previous chapters and in order to
demonstrate that a complete transceiver can be realized while meeting the bandwidth and
power targets, chapters 4 and 5 present techniques to realize a 60Gb/s NRZ transceiver in a
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65nm process that includes transmit FEE, CTLE, receive FFE, DFE, output slicers, clock
generation distribution, adaptation, and robust baud-rate CDR [29]. Chapter 4 mainly
focuses on the CDR implementation, and begins by briefly reviewing the previous works
and challenges for implementing such baud-rate CDRs. The the chapter then describes the
proposed baud-rate CDR in detail - specifically addressing phase wandering, the CDR logic,
and a phase dithering technique.

Chapter 5 implements all missing blocks and integrates them to a single system. The
chapter begins by briefly introducing the transmitter circuitry and the per-path adaptation
and calibration loops necessary for finding optimal equalization coefficients. It also describes
the measurement results, showing that the transceiver supports 60Gb/s under a 21dB loss
channel while consuming 288mW, despite the 65nm process.

Finally, Chapter 6 summarizes the thesis with conclusions and future research directions.
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Chapter 2

60Gb/s Energy-Efficient Equalization

2.1 Current Integrating Equalizers

Current integrating equalizers were originally proposed in [30] for implementing a low power
DFE, and have been applied in a number of designs since then [30][31][32][33][34]. An exten-
sive analysis of the current integrating DFE/FFE [31] reveals that the current-integration
technique typically provides around 3x power saving compared to resistive loaded stages.

The reason why the current integration consumes smaller power is as follows. First of
all, the current consumption of resistive-loaded stages(Figure 2.1(a)) is given by

Id =
1

2
AVovCLωbw (2.1)

where A is the gain, Vov is the overdrive voltage, CL is the loading capacitance, and ωbw
is the bandwidth of the stage.

For high-speed links, ωbw is usually set by the settling error(esettle) constraint Nτ =
−2.3 log10 esettle, then the equation 2.1 becomes

Id =
1

2
AVovCL

Tb
Nτ

(2.2)

where the Tb is the bit period. On the other hand, for current integration(Figure 2.1(b)),
the current consumption becomes

Id =
1

2
AVovCLTb (2.3)

Even though 2.2 and 2.3 did not consider the self loading effect, they give a good estimate
for comparison. Note that there is a factor of Nτ difference between the resistive loaded and
current integration stages (3 for 5% settling error), which translates to a Nτ times smaller
power consumption.

From the analysis, the current integrating scheme is substantially more energy efficient
than conventional stages. Hence, we have applied the current integration scheme throughout
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Figure 2.1: (a) Continuous time summer (b) Current integrating summer (c) Step responses

the entire equalizer chain except the final 1-tap dynamic-latch based DFE, which generates
NRZ outputs for the DFE feedback.

The proposed receive equalizer architecture is shown in Figure 2.2. The source-degenerated
current integrating CTLE’s transfer function is tailored to mitigate long-tail ISI, and the cir-
cuit performs demultiplexing so that the following stages can operate at half-rate with wider
integration time windows. Since the frontend CTLE integrates over the entire bit period, as
described in [32], it can introduce 3.9dB of pattern-dependent high-frequency loss (typically
one pre- and/or one post-cursor tap), but these taps are readily handled by the power-efficient
current integrating FFE and DFE stages.

Figure 2.3 depicts the CTLE integrator structure. The input differential pair (M0, M1) is
capacitively degenerated for linear equalization, while switches (M2-M5) are inserted between
the input pair and output nodes to support the demultiplexing operation. Inspired by the
cascoded sampling technique proposed in [35], the M2-M5 switches are alternatively turned
on (by VCKC and /VCKC) to steer the differential input. For each sub-branch, after the
integration phase, PMOS precharge devices reset the output nodes to VDD. Within the
context of the overall multi-stage equalizer that contains multiple such current-integration
stages, this resetting (return-to-zero or RZ) behavior must be carefully managed since the
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Figure 2.2: Block diagram of the 60Gb/s equalizer with CTLE, 2-tap FFE, and 3-tap DFE

output signal of one stage would not naturally be available to the next stage during its
integration time.

Dynamic latches (L0-L3) are therefore inserted after the CTLE to convert the RZ wave-
forms to non-return-to-zero (NRZ) ones, extending the available signal window to be latched
properly by following stages. These latches also generate UI delayed signals for the 2-tap
FFE operation. The basic structure of FFE latches is inherited from DFE feedback latches in
[22], but with increased input transistor overdrive voltages to ensure that the latches retain
linear signal transfer characteristics.

It is worth noting that the resetting nature of current-integration stages leads to several
further design challenges within the overall equalizer, particularly within the timing-critical
final DFE stage. After examining the proposed approach for implementing FFE variable
gain control, these issues and our solutions to them will be described next.

2.2 Integrating FFE Implementation

After the CTLE and delay latches, two half-rate current integrating 2-tap FFE and 3-tap
DFE stages receive the UI spaced signals. These circuits were evolved in several respects
from the architecture proposed in [22]. First, the power hungry continuous time summers for
the 2nd and 3rd DFE taps were replaced with current-integration summers, and an FFE tap
was added to each integrator in order to support the FFE functionality without introducing
additional summers, as shown in Figure 2.4.
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Figure 2.3: (a) Current integrating CTLE (b) Its timing diagram

The transconductances of both the FFE and DFE integration branches must be pro-
grammable in order to realize variable equalizer coefficients needed to support varying chan-
nel characteristics. Fig. 5 shows three potential methods to realize variable transconductance
(i.e., tap weight). The conventional variable current bias control (Figure 2.5(a)) works well
for the DFE integration paths [22], and is applied to the 2nd and 3rd DFE tap branches
(gm2 and gm3 in Figure 2.4). However, this approach (bias current control) is unfortunately
infeasible for the FFE because of the negative impact of reducing tail current on the lin-
earity of the FFE stage’s differential input pair. Specifically, as the gain of this stage is
reduced (e.g. to compensate for channels with relative small pre-cursor ISI), the overdrive
of the input pair will drop. The FFE tap input pair will therefore clip when presented with
relatively large signals (which will almost certainly occur since the signal has not yet been
fully equalized at this point in the chain), leading to non-linear signal distortion that cannot
be directly compensated by the equalizers.

One potential method to realize variable gain while avoiding this linearity issue is to
modulate the device sizing as the bias current scales, as shown in Figure 2.5(b). Specifically,
multiple differential pair unit cells are configured in parallel and the number of cells turned
on determines the variable gain. This scalable differential pair approach preserves the op-
erating conditions of the input devices regardless of the gain setting, maintaining the linear
characteristic. Alternatively, the transconductance can also be controlled by modulating
the source degeneration resistance (Figure 2.5(c)). Unfortunately, both of these approaches
suffer in power efficiency due to dynamic range and minimum device size limitations [31].
To illustrate the issue by way of example, let’s assume that the tap requires 6 bits of gain
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Figure 2.4: FFE+DFE integrator

Figure 2.5: Various ways of implementing programmable gains

control range. This would require the input pair (or degeneration resistor) to be broken up
in to 64 unit cells; considering that each unit cell cannot be made smaller than a certain
minimum size, the total device width (and routing parasitics) associated with that many
units typically substantially exceeds the width that would have been needed just to meet the
required signal swing (gain)/bandwidth. For the variable width input pair this directly re-
sults in substantial power consumption overhead (since current and device width are directly
related), while for the variable source degeneration, the extra parasitics at the source node
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will force increased bias current in order to ensure that the resistive degeneration remains
effective at the frequencies of interests. As a variant of Figure 2.5(c), the degeneration resis-
tor array in Figure 2.5(c) may be replaced with one transistor with variable gate voltage bias
to modulate its on-resistance. However, it should be noted that the transistor on-resistance
(and the overall transfer function) becomes highly non-linear at low-gate bias, causing non-
linear distortions, which are not desirable for FFE operation as indicated in the previous
paragraph.

In order to simultaneously support a wide range of variable gain without suffering in
terms of signal linearity or a direct increase in power consumption as the dynamic range in
gain is increased, we propose a control scheme based on adjusting the gate bias of cascode
devices embedded within the FFE stage (Figure 2.6(a)).

Figure 2.6: Variable cascode gate-voltage bias: (a) schematics and (b) linearity comparison
with a variable tail current-control scheme. In (b), Vin1dB is the input voltage at which the
gain drop by 1 dB from its target value, while Vinmax is the maximum input-swing expected
to be fed into the FFE stage.

NMOS devices (M2, M3) are inserted between the input differential pair and output
nodes, and the gate voltage of the cascode devices (which is set by a 6-bit voltage DAC)
controls the gain of the cascoded differential pair. This cascode gate bias sets the drain
voltage and output impedance of the input differential pair devices, thus setting the overall
gain, but since the overdrive voltage of the input devices is largely preserved, the signal
linearity (in terms of diff. input voltage to diff. output current) remains largely unaffected
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by the gain setting. Figure 2.6(b) shows a linearity comparison between the variable current
source and the variable cascode gate voltage bias schemes, highlighting the ability of the
cascode control scheme to maintain linearity over the entire gain control range.

2.3 3-tap Hybrid DFE Design

As mentioned previously, since DFE taps don’t need to maintain linearity in terms of their
input to output signal characteristics (their inputs are sliced digital values in any case),
current-integration branches for the 2nd and 3rd DFE taps use variable current sources for
coefficient control. As also mentioned earlier, the FFE and DFE taps are summed in a
single stage to reduce the number of stages, and the main integration branch is a clocked
differential pair whose tail current is shut off during the reset phase to reduce static power
consumption (Figure 2.4).

Figure 2.7: Illustration of incomplete reset settling resulting in postcursor ISI.

One of the key implementation issues to be addressed regarding the current integrating
DFE is resetting the integrator. Among various resetting schemes in [31][32][33][34], we chose
precharging PMOS loads to minimize the number of devices connected to the output nodes.
Despite the strong gate drive of PMOS loads, in the 65nm process it was very challenging to
achieve precise reset settling within the 16ps of reset time available for the half-rate 60Gb/s
equalizer. Therefore, in this work we used relatively small reset switches that settle to only
85% of the final value (i.e., 2τ of settling) and relied on the DFE to compensate for the
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resulting circuit-induced ISI. Specifically, this incomplete reset translates in to 2nd and 3rd
tap ISI (Figure 2.7), which are readily handled by overdriving the current integrating DFE
coefficients. This greatly relaxes the reset bandwidth constraints and regulates the power
consumption by reducing the device sizes of the 30GHz reset network and their parasitic
capacitances.

To further quantify the efficacy of this incomplete reset approach, we will next analytically
examine the tradeoffs between reset device size and the required current of the current-
integration stage. In [14] the power consumption of a current integrating DFE (Pint) depicted
in Figure 2.8(a) at data-rate fS, gain A, and load capacitance CL was shown to be:

Id =
Inom · 2(1 + kreset)

1− A·fS
ωT,in

· γ(1 + ktap0 · vcV ∗
i
· β) · (1 + kreset)

(2.4)

Figure 2.8: (a) Simplified current integrating DFE circuit diagram. (b) Integrator current
consumption vs. target reset accuracy.

In the above equation, Inom = CL · V ∗i · A · fS is the current consumption of a class-A
amplifier without self-loading, ωT,in is the transit frequency of the input transistor (Min),
V ∗i is defined by 2ID,in/gm,in of the input transistor, vc is the input cursor amplitude, ktap0
is the ratio between the cancelled ISI and the cursor, which is originally denoted by k ·Ncoef

in [31], γ is the drain to gate capacitance ratio, β = ωT,tap/ωT,in is the ratio between the
transit frequency of the tap transistors and the input transistor, and kreset is the factor by
which the capacitance of the summing node needs to be increased to include reset capability.
Instead of deriving kreset in terms of digital fanout-of-4 delay, as in [31], the effects on the
incomplete reset are captured by an equivalent RC network composed of the PMOS reset
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device (Mp) and load capacitances at the output. We can then express the time constant of
the reset network as:

τreset = τp ·
1 + kreset
kreset

=
αr

fS ·Nτ,reset

(2.5)

where τp = CDp ·rop is the time constant of PMOS resetting devices without additional loads,
r is the fraction of each UI spent for resetting, and Nτ,reset is the number of time constants
of exponential RC settling for the desired accuracy. kreset is therefore given by:

kreset =
τp

αr
fS ·Nτ,reset

− τp
(2.6)

It is also important to note that the tap strength has to be increased by e−Nτ,reset to
cancel the translated ISI from finite resetting, which limits the gain from this reset bandwidth
relaxation technique. By combining 2.4 and 2.6, the normalized summer current requirement
with different target accuracies can be derived, as shown in Fig. 8(b). From the plot, 85%
settling accuracy is chosen for optimal power dissipation.

Another design issue regarding the PMOS precharging reset is that the output nodes
experience significant common-mode (CM) fluctuations during the integration and reset
phases. This causes several problems; first, during the integration phase, the substantial
drop in CM can reduce the output resistance of the input devices (M0, M1 in Figure 2.4) of
that stage, degrading gain and linearity [31]. In addition, especially for multi-stage equalizer
implementations, excessive CM fluctuations can impact the operation of the following stages.
These effects lead to the need for CM control schemes to reduce these fluctuations. In this
design, a resistor DAC (RRST ) along with a bypass capacitor is inserted between VDD and
the reset voltage node to create a virtual supply that regulates the reset voltage level, and
pull-up current sources [34] connected to the output nodes maintain the CM level during
integration. The combination of these two techniques regulates the output CM fluctuation
and ensures proper operation of the following stage.

As in the original architecture from [22], the stringent timing latency requirements in the
first post-cursor tap DFE feedback path justify the use of a dedicated summer for the 1st
tap DFE. After the FFE+DFE integration summer, a separate dynamic-latch-based stage
[22] provides the one-tap post cursor cancellation, as shown in Figure 2.9. Noting that the
integrator output is a signal that ramps-up from differential zero, it is desirable to fine-tune
the dynamic latch transparent window timing to best match the peak overall output of the
integrator. This can be achieved by delaying the clock of the dynamic latch relative to that
of the integrator.

Figure 2.10(a) shows simulated 1st tap DFE output waveforms with and without the latch
clock delay. In the figure, the DFE output swing increases by 40% when the clock is delayed
by 3ps. Since this delay is only 10% of the clock period, an RC passive network is chosen
as the most efficient means of generating this delay, which can be readily utilized without
suffering significant clock amplitude attenuation. One potential design issue involving the RC



CHAPTER 2. 60GB/S ENERGY-EFFICIENT EQUALIZATION 23

Figure 2.9: One-tap DFE structure and the associated clock-delay technique.

delay is the variability of the passive elements. Figure 2.10(b) shows the output amplitude
with various delay settings (varying the resistance value): up to 20% delay variations result
in only 5% variation in output amplitude.

Figure 2.10: (a) DFE behavior without clock delay (dashed) and with clock delay (solid).
(b) Clock delay versus DFE output-swing.
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2.4 Sampling Backend Design

A complete receiver frontend must support CMOS levels in order to be compatible with the
final digital backend processing/consumer of the data. In this particular architecture, the
final DFE stage already offers a relatively large output swing since at least 250mV swing
is required to force the DFE feedback tap currents to be fully steered [22]. Thus, further
slicing of the DFE output to resolve the received symbol (data) might be easily done with
a sampler stage with moderate gain (and likely without requiring offset cancellation). How-
ever, in addition to the data itself, the frontend must provide additional digitized signals; in
particular, adaptive equalization requires digital signals representing the signs of the differ-
ences between the signal amplitude and the estimated cursor amplitude (error) [36][31][37],
and the gain and bandwidth of the data/error sampling paths should be matched in order
to avoid incorrect equalizer settings for the actual signal path.

Figure 2.11: Data and error(adaptive) samplers

Since the adaptive loop will intentionally be adjusting the equalizer’s (and its own) set-
tings to minimize the error amplitude, the error-slicing path inherently has to sample very
small signals(Figure 2.11). Thus, significant additional gain is required to support the error
sampling operation no matter how wide of an output swing range is secured from the dy-
namic DFE latch stage. Therefore, clocked regenerative samplers [31][37][38][39] with offset
cancellation capability are essential to meet this high gain requirement.

For this design, a StrongArm latch(Figure 2.12) with offset calibration in the pre-amplifier
(preamp) stage [31] was selected due to its narrow aperture window and CMOS output levels.
Furthermore, instead of pushing individual StrongArm latches to operate at the extremely
high frequency, multiple latches are interleaved to achieve the overall 30GHz sampling rate.
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Figure 2.12: StrongArm latch for sampling operation.

Figure 2.13: (a) Sampler design constraints for conventional DFE (b) for our DFE

This interleaving technique is possible since these samplers are outside of the DFE loop
and hence do not have tight latency requirements (Figure 2.13). The relationship between
the minimum detectable signal level and the sampling frequency (Figure 2.14) reveals that
4x interleaving provides sufficient sensitivity without adding too many samplers. Individual
samplers are clocked by one of 7.5GHz quad phased CMOS level clocks, provided by clock
dividers and a phase interpolator.

As hinted at earlier offset cancellation is required within the deserializing samplers to
ensure sufficient sensitivity as well as to support an adaptive threshold for error-slicing. While
adding the offset cancelling branches to preamp output nodes works for the offset cancellation
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Figure 2.14: Sampling rate versus minimum sampler input-swing.

of individual samplers, it is not effective for the error-sampling purpose, which requires a
large-scale decision threshold shift that poses a linearity requirement and substantial sideload
to the preamp stage. In order to inject the cursor amplitude offset intentionally for the
error-sampling, AC coupling capacitors are inserted between the DFE output and preamp
input ports, and the DC operating points of the coupler outputs are controlled to set the
decision thresholds. Figure 2.15 visually illustrates the flow of improvements on the sampler
design and Figure 2.16 shows the resulting implementation of the sampling array with 4x
interleaving, offset calibration, and AC coupling for the error sampling.

Figure 2.15: Evolution of output sampler design.
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Figure 2.16: Interleaved deserializing slicers.

2.5 Measurement Results

The receiver frontend test-chip was designed and fabricated in a 65nm CMOS process (Fig-
ure 2.17). The receiver frontend occupies 0.16mm2 except the pad, ESD and t-coil area, and
the equalizer core circuit occupies 0.012mm2; both the specific device sizes and the layout of
all equalizer circuits (CTLE, FFE, and DFE) in Figure 2.2 were generated via the utilization
of the analog circuit generator framework described in [40][41].

Figure 2.17: Die photo
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The measurement setup used to characterize the test-chip is depicted in Fig. 16. The
fabricated receiver chip was directly soldered to a PCB made out of Nelco 4000-13 material
via flip-chip bumps to minimize parasitic loading from bonding and packaging structures.
Since there was no 60Gb/s signal source available for the measurement, we re-used the
pattern generator/channel-emulator circuit from the chip described in [22]. This band-
limited transmitter with built-in programmable ISI generation provides differential PRBS7
signals with emulated channel profiles.

Figure 2.18: Measurement setup and measured waveforms. (All clock sources are synchro-
nized).

As a first step in receiver frontend testing, the performance of the clock generator was
characterized to determine whether the oscillator supports the desired operating frequencies.
Fig. 17 shows the oscillation frequency with various band select settings. The LC oscillator
covers a 25-30GHz frequency range and the receiver frontend operation was verified at the
maximum frequency setting, which corresponds to 60Gb/s data-rate.

Following clock path characterization, a BER bathtub curve measurement was performed
to test the equalization capability of the receiver frontend data path. Figure 2.20(a) and
Figure 2.20(b) show the 60Gb/s pulse response and eye diagram measured at the input
of the receiver frontend evaluation board. The total amount of ISI in the pulse response
is calculated to be 1.54 times the cursor amplitude. With the oscillator injection locking
enabled, a 10GHz clock generator (Keysignt E8267D) synchronized with a 30GHz transmitter
clock source (Keysight E8257D) provides the injection clock with different phases for bathtub
characterization. A Keysight 86130A BERT measures the BER of the reconstructed PRBS7
pattern from 1/128x sub-samplers, clocked by an external source (Keysight E8267D). Under
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Figure 2.19: LC oscillator characterization curve.

Figure 2.20: (a) Eye diagram at the channel output. (b) Estimated pulse response.

these conditions, the receiver frontend recovers the transmitted PRBS7 pattern and operates
error free over 1e12 bits in the center region (Figure 2.21). The total power consumption
of the design under these evaluation conditions is 173mW, 138mW from 1.2V, and 35mW
from 1.0V supplies.

Table 2.1 compares the design with prior 56-80Gb/s equalizer designs. While incorpo-
rating the integrated the highest level of functionality/capability as compared to previous
works, it achieves excellent power consumption in a mature 65nm technology. Specifically,
despite the addition of CTLE and FFE, the equalizer core achieves nearly the same power
consumption (48mW) as the previous 3-tap DFE design (46mW) [22]. The receiver frontend
further supports 30GHz clock generation and distribution as well as the high-speed hard-
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Figure 2.21: Bathtub-curve after equalization.

Table 2.1: Receiver Frontend Performance Summary

Reference [22] [23] [24] This work
Process 65nm CMOS 20nm CMOS 130nm SiGe 65nm CMOS

Data-rate (Gb/s) 66 56 80 60

Equalizer 3-tap DFE
Ext. 2-tap FFE

CTLE
1-tap DFE

1-tap DFE
CTLE

2-tap FFE
3-tap DFE

VISI/VCURSOR or
Channel loss (dB)

1.65 23dB 12dB 1.54

Power (mW) 46 177* 4000 173
Equalizer 46 1772� 48

Deserializer N/A N/A 28
Clock generation N/A N/A N/A 52†

Clock distribution N/A N/A 45
Efficiency (pJ/bit) 0.7 3.16 50 2.88
∗Includes equalizer, 4:16 DES, clock distribution.
�Includes output buffer.
†LC oscillator + divider + PI.

ware necessary to support adaptive equalization and a baud-rate CDR, and despite being
implemented in a substantially more mature process technology (65nm vs. 20nm), does so
while dissipating slightly lower power and operating at slightly higher data rate than [23].
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2.6 Conclusions

This chapter reports a 60Gb/s receiver frontend in 65nm CMOS technology. The receiver
incorporates CTLE, FFE, and DFE equalizers, output slicing, and clocking blocks to demon-
strate the possibility of serial link receiver operation operating near the frequency limits of
65nm CMOS technology. The energy-efficient equalization functionality is achieved by a
current-integration technique combined by cascode gate voltage gain control for efficient
RX FFE, passive clock delay between the current integrating and dynamic latch stages,
and optimized reset device settling time/sizing. In addition to implementing the 60Gb/s
equalizer, we focused on developing all high frequency data and clock paths for the complete
receiver frontend operation, including interleaved deserializing slicers, an oscillator and clock
dividers. The design achieves 60Gb/s operation with >0.2UI timing margin at 1e-9 BER
(and error-free operation over 1e12 bits at the center of the eye) while consuming 173mW
from 1.2V and 1.0V supplies in 65nm CMOS.
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Chapter 3

Automatic Generation of 60Gb/s
Equalizers

3.1 Overview

The receive equalizer is aimed to operate at 60Gb/s, near the speed limit of the 65nm CMOS
technology. Therefore, it is expected that the equalizer performance is heavily affected by
self loading and wiring capacitances (Figure 3.1), and the equalizer sizing will often require
exhaustive parasitic extractions and post-layout simulations to be completed. Specifically,
the equalizer frontend (Figure 2.2) is composed of multiple 30GHz signaling stages and
feedback paths, and all transistors and wires involved with the high-speed paths need to be
carefully designed to meet timing/bandwidth requirements for 60Gb/s operation. Usually,
multiple iterations are involved with the design procedure.

Figure 3.1: Wiring parasitic in DFE

However, when sizing and layout are done manually, even for the most advanced designs,
going through multiple iterations for optimizing the sizing parameters requires substantial
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effort and design time. As a result, high-speed link designs often rely on the designer’s
intuition and heuristics, and tend to be over-designed with high power consumption.

In order to expedite the flow and produce a more optimal design on time, this work
adopts an automated design flow using the Berkeley Analog Generator (BAG). In [40] and
[41], BAG is introduced as a tool that captures the designer’s intent and methodologies,
codifies them, and generates output designs for target specifications. This method is often
called a generator-based design flow, since the designer will produce generators rather than
instances, and the framework will create output instances by running the generators over
multiple design specifications.

Compared to the traditional design methodology, the generator-based flow takes advan-
tage of software-based approaches, such as reusability and reconfigurability. On top of that,
since the generator code can run much faster than human-driven flows, designers can finish
their tasks within a much shorter time period. Especially, feeding layout/parasitic param-
eters back to the sizing scripts (to capture post-layout effects) can be done automatically
(which were previously done by human interactions between the circuit designers and the
physical layout (or mask) designers) and greatly reduces the design time, as well as enables
more iterations and verification to find optimal sizing parameters for the given specifications.

3.2 Berkeley Analog Generator (BAG)

The equalizer generator is built from the Berkeley Analog Generator (BAG), which consists
of classes and functions for creating a schematic, layout, and testbench of the analog design,
with extra helper functions that support the automation. Since the details of BAG are
described in [40] and [41], this section briefly describes how BAG is structured, and the rest
of the chapter focuses on explaining how to build the equalizer generator using BAG. The
basic structure of BAG is shown in Figure 3.2. Generally, BAG takes 3 sets of parameters
for the input-design specification, circuit topology, and device parameters.

• Design specification: items that describe the design to be generated in detail. Examples
are gain, bandwidth, input/output range.

• Circuit topology: topological structure of the design, provided as a schematic template
drawing.

• Device parameters: numerical parameters forming the characteristic and performance
of devices in a certain technology. Usually provided as a lookup table (LUT).

By using those three classes of input variables and Python language, designers can build
schematic, layout, and testbench generators, which produces generated schematics, layouts,
testbenches (and related results), respectively. Those generated outputs can fed back to the
generator code for further optimization or verification.
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Figure 3.2: BAG Structure

It should also be noted that it is the designer’s freedom to choose how to create such
generators, since the BAG provides a framework and the API functions, rather than a pre-
defined flow. Users can build their own generators for different preferences and applications
in different ways.

The most complicated part is codifying the layout generator that generates a DRC/LVS
clean layout. The initial version of the BAG utilizes PyCell technology[42] to implement the
layout generator, and the PyCell provides a very convenient way of describing the layout
with the design rules abstracted, especially for planar technologies.

3.3 Equalizer Generation

Basic Idea

While the details of the BAG framework is described in [40] and [41], this chapter focuses
on explaining how BAG is utilized for high-speed link designs, and additional features are
introduced on top of the basic framework. Especially, among various blocks in the high-speed
link systems, we focused on automating the equalizer design because equalizers are located
at the very beginning of the TX/RX high-speed signaling chain and operate at the highest
frequency. Therefore, their pararasitic loading should be captured to avoid overdesign, and
a significant portion of design efforts is spent on this task. Automating the process greatly
expedites the design time and increases the chances to achieve a higher quality of results
(QOR).

The automated flow is illustrated in Figure 3.3. As shown in the figure, the entire
generation procedure is composed of running generator scripts of individual building blocks
(with parameters derived in the initial step and previous generator scripts). The design
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scripts of each block can be divided into three parts: sizing, schematic generation, and
layout generation. In practice, block-level verification scripts are also run to check if each
generation step is done correctly.

Figure 3.3: Equalizer generation flow

Noting that most stages in Figure 2.2 are linear, the equalizer system can be modeled as
a consecutive chain of linear stages. As long as all the device and parasitic parameters are
captured precisely, an equation based-sizing methodology[40] should work nicely, and the
sizing scripts are written to find design values from a couple of simple equations.

One issue is that in many cases the device and parasitic parameters cannot be captured
easily, especially from simulated results with schematic models. This is simply because in
advanced processes, the geometry of devices heavily affects the performance of the transistor,
which cannot be captured easily in schematic design phases. For example, the gate-source ca-
pacitance Cgs cannot be estimated only with schematics; actual layout needs to be generated
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to extract its accurate gate capacitance. BAG handles this issue by storing the parameters
of the unit-sized, extracted devices in a look-up table (LUT), and querying the parameters
during the design phase [41]. Size for() function is implemented in [41] for this purpose, and
the function receives operating conditions (such as Vov, Vds, and Vds) of the transistors to
be designed, as well as the device parameters (such as gm, cgg, and cdd). Since the LUT
is consturcted from a post-extracted netlist of the unit transistor, the flow readily captures
the device and parasitic parameters precisely.

By combining the parameters from the LUT with the design equations derived by the
designers, the sizing parameters can be found. An example of the sizing process of the
dynamic-latch (for FFE and DFE) is explained for reference, and the schematic is shown in
Figure 3.4. Since it is a simple linear stage with a dominant pole in transparent phases, the
design equation of the latch circuit is given by

Idynlatch =
AωVovCL

2(1− γAω
fT

)
(3.1)

where A is the gain, ωisthebandwidth,Vov is the overdrive voltage, CL is the loading
capacitance, γ is given by the ratio of the gate capacitance and the drain capacitance of the
input pair, and fT is the transit frequency of the input pair.

Figure 3.4: Dynamic-latch schematic

The key point is that the device parameters (such as Vov, γ, and fT ) for the given
operating conditions are found by fetching parameters from the preconstructed LUT [41].

Once Idynlatch is chosen, the sizes (widths) of the transistors can be found by

W =
Idynlatch
Idunit

Wunit (3.2)
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Where Idunit is the drain current of the unit device that was used for building the LUT
and Wunit is the width of the unit device. Since all those steps can be described in a formal
way, its sizing script can be easily implemented.

The resulting pseudo code of the sizing script is as follows.

def size_dynlatch(vin, vout, vckn, vckp, vdd,

A, wbw, vov_in, CL):

nin_db=nmos.size_for(vd=vout, vg=vin, vb=0, vov=Vov_in)

ncs_db=nmos.size_for(vd=nin_db.vs, vg=vckn, vs=0, vb=0)

pld_db=pmos.size_for(vd=vout, vg=vckp, vs=vdd, vb=0)

ibias=A*vov_in*CL/(2*(1-nin_db.gamma*A/nin_db.ft))

win=wunit*ibias/nin_db.id

wcs=wunit*ibias/ncs_db.id

wld=wunit*ibias/(-pld_db.id)

After finding out the sizes of all the devices, the sizing parameters are passed through
the schematic and layout generation scripts. For the schematic generation, the generator
calls update lib instance(), as described in [40], to produce a sized schematic by combining
the schematic template with the sizing parameters. For the layout, PyCell technology can
be utilized for generating a DRC clean-by-construction layout. An example pseudo code is
shown below.

def generate_layout_dynlatch(l, win, wckn, wckp, nfin, nfckn, nfckp):

min0=place_nmos(l=l, w=win, nf=nfin, xy=[0, 0])

min1=place_nmos(l=l, w=win, nf=nfin, reference=min0, from=Right)

mckn0=place_nmos(l=l, w=wckn, nf=nfckn, reference=[min0, min1], from=Bottom)

mckp0=place_pmos(l=l, w=wckp, nf=nfckp, reference=min0, from=Top)

mckp1=place_pmos(l=l, w=wckp, nf=nfckp, reference=min1, from=Top)

generate_rail(VDD, VSS)

connect(min0.drain, mckp0.drain) #out_m

connect(min1.drain, mckp1.drain) #out_p

connect(min0.source, mckn0.drain) #tail

connect(min1.source, mckn0.drain) #tail

connect(mckn0.drain, VSS)

connect(mckp0.drain, VDD)

connect(mckp0.drain, VDD)

The actual implementation of place nmos, place pmos, generate rail, and connect func-
tions can be done by running the primitive PyCell API (assuming that the iPDK and PyCell
setups are supported) [42].
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Parameter Searching and Interpolation

From the sizing flow, which was explained in the previous subsection, one can easily find that
the performance and usability of the flow heavily depends on the device parameter being
searched. While the size for() function provides the core functionality for this, additional
features have to be implemented for a further improvements. For example, the size for() can
receive potential differences between the transistor terminals (such as vgs, vds, vbs), but in
many cases, those voltage differences are implicit or related to each other, and as a result, it
is hard to figure out the arguments for running the size for() function. In the dynamic-latch
example (Figure 3.4), the tail voltage of the latch (which is the source voltage of the input
devices) is unknown, whereas the gate and drain voltages can be found from the specification
(Figure 3.5). This is because it is more natural to have the overdrive voltage of the input
devices for the dynamic-latch design (which sets the maximum input voltage swing), as
the source voltage will be indirectly determined by the overdrive voltage. Therefore, there
should be an intermediate step that find out the potential differences (vgs, vds, vbs) from
the absolute potentials (vg, vd, vov) given by the specifications.

Figure 3.5: Tail structure of the dynamic-latch

In this work, a function called finddevparam() is implemented to serve for the intermedi-
ate layer. As shown in Figure 3.6, the finddevparam() receives the operating conditions and
searching method for the device, and invokes the actual size for() function with a parameter
sweep to find the device parameters with the implicit conditions given.

More specifically, for the input devices of the dynamic-latch, the input and output com-
mon modes (vicm and vocm) are given as the gate and drain voltage of the devices along with
its overdrive voltage viov, while its source voltage is set to be an unknown with a sweep range.
Then, the finddevparam() sweeps the source voltage and queries the size for() function with
vov = viov, vds = vocm − v′s, vbs = −v′s, while the v′s is swept from 0 to VDD. After that,
the finddevparam() picks a point that gives vg = vicm and that corresponds to the operating
point of the input devices.
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Figure 3.6: Device parameter searching method with implicit input parameters

The following pseudo code describes the finddevparam() function that supports this pa-
rameter searching feature.

def finddevparam(vg=None, vd=None, vs=None, vb=None, vov=None):

params={’vg’:vg, ’vd’:vd, ’vs’:vs, ’vb’:vb, ’vov’:vov):

if vs==None: #vs sweep

for vs in range(0, VDD, 0.001): #1mV sweep

vds=vd-vs; vbs=vb-vs; vov=vov

_dev_sweep=size_for(vds=vds, vbs=vbs, vov=vov)

if _dev.vgs+vs ~= vg: #found the matched point

_dev=_dev_sweep

elif vg==None:

vds=vd-vs; vbs=vb-vs; vov=vov

_dev=size_for(vds=vds, vbs=vbs, vov=vov)

elif vd==None:

vgs=vg-vs; vbs=vb-vs; vov=vov

_dev=size_for(vgs=vgs, vbs=vbs, vov=vov)

elif vb==None:

vgs=vg-vs; vds=vd-vs; vov=vov

_dev=size_for(vgs=vgs, vds=vds, vov=vov)
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elif vov==None:

vgs=vg-vs; vds=vd-vs; vbs=vb-vs;

_dev=size_for(vgs=vgs, vbs=vbs, vds=vds)

dev=_dev*W/Wunit #since size_for returns parameters for unit devices, the

parameters should be scaled up by W/Wunit

return dev

Another issue regarding the parameter extraction is the finite resolution of the LUT. If
the resolution of the LUT is not high enough, the size for function fails to return output
parameters or the output parameters are not accurate enough. In order to resolve this,
parameters are interpolated from the 2 closet values in the sweep set, using the interp()
function in numpy.

Circuit Sizing Flow

Figure 3.7: Iterative sizing flow

Once the device parameters are found, the device can be sized for target drain currents.
For example, if the drain currents of the current device (used for finddevparam()) is id and
the target current (found by a design equation) is id,target, the size of transistor is given by

Wnew =
Id,target
Id

Wold (3.3)

where Wold is the width of the transistor used for finddevparam(). The finddevsize() is
implemented for this purpose. Those two functions compose the basis of the sizing scripts,
and most of the sizing process can be done by calling the finddevparam() and finddevsize(),
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repeatedly. Figure 3.7 is the formalized way for sizing an individual building block of the
equalizer. In this way, sizing all the building blocks can be implemented in an unified way.

Simulation-based Sizing

While the equation-based scripts can achieve a higher accuracy by using the techniques in-
troduced (extracting parameters from LUT, searching, and interpolation), there are some
cases when the equation-based approach doesn’t provide the best results, especially when
there are nonlinear/nonideal effects that heavily affect the circuit behavior and increase
the complexity of the design equations. In that case, an alternative sizing approach using
simulations can be considered, as BAG also provides functions to launch simulations with
testbenches automatically. The simulation-based sizing approach used for this work is illus-
trated in Figure 3.8. As shown in the figure, the sizing can be adjusted until the simulation
results meet the target specifications, as shown in Figure 3.9.

Figure 3.8: Simulation-based sizing

Figure 3.9: Number of iterations vs. simulated settling errors
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3.4 Generator Results and Conclusions

By running the design scripts for the individual building blocks of the equalizer, the equalizer
is generated, with sizings optimized for the given specifications. The generated layout of the
DFE half circuit is shown in Figure 3.10.

Figure 3.10: Generated DFE layout

As explained earlier, the layout is implemented using the PyCell API [42]. The benefit of
optimization is analyzed by comparing the power consumption of the generated design with
the previous 66Gb/s DFE [22], with the results summarized in Figure 3.11.

As shown in the figure, the power consumption of the DFE is reduced from 46mW to
32mW, which allows additional power budgets for the CTLE and the FFE implementation.
While part of the power reduction comes from using the current integrating summation,
the automation also contributes to the improvements by optimizing the sizing parameters
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Figure 3.11: DFE power consumption comparison between the (a) reference design and (b)
generated design

more than the previous manual design. On top of the power reduction, the generator greatly
expedites the design flow (<1hr running time), which makes the design very flexible to any
changes in specification and technology. This feature is very advantageous especially for
producing designs in advanced technology, since a significant amount of effort is spent on
handling parameter changes and parasitic effects for advanced CMOS processes.
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Chapter 4

60Gb/s Baud Rate CDR

4.1 Clock Generation and Distribution

Clocking circuits need to be implemented on top of the signaling and equalization path for
full transceiver operation (Figure 4.1). In high-speed serial links, 3 kinds of clocking circuits
are used; clock generation, distribution, and CDR. For clock generation, an LC oscillator is
utilized to generate a differential pair of 30 GHz clocks, and an auxiliary differential pair for
3x injection-locking for bathtub curve measurement.

Figure 4.1: Clock generation and distribution circuits

The differential 30 GHz clocks need to be buffered before driving the clock ports of the
equalizer frontend, which can consume substantial power at these high frequencies [23]. A
resonant clock buffer (Figure 4.2(a)) is therefore utilized to provide clock signals to the equal-
izer frontend through an AC-coupled clock-distribution network with proper bias settings, as
proposed in [22]. The clock buffer is a differential stage with a differential on-chip balun that
resonates with its capacitive load from the rest of the network. A tunable capacitor array is
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inserted to control the resonance frequency, as in the oscillator circuitry. Although these LC
oscillator and clock buffer require inductors (baluns), the area occupied by these inductors
is mitigated by the high operating frequency. Specifically, in this design, the inductor for LC
oscillator and clock buffer occupies only 56 um × 56 um and 53 um × 53 um, respectively.

Figure 4.2: (a) Resonant clock buffer with clock distribution network. (b) 30 GHz clock
divider

Subrate clocks have to be generated as well for the interleaved sampler and back-end func-
tions, such as deserialization, adaptation, and CDR. The same dynamic-latch design used in
the DFE feedback paths is reused to implement the 30 GHz clock divider (Figure 4.2(b)).
Due to placement considerations and improved distribution of the capacitive-loading be-
tween the oscillator and the output buffer, the divider’s input clock is driven directly by the
oscillator rather than by the clock buffer. Following the 30 GHz divider, a phase interpolator
is inserted to enable optimal placement of the deserializing clock phases.

4.2 Baud-rate CDR Design Considerations

The most commonly adopted baud-rate CDR design is based on the Mueller-Muller CDR
(or MMCDR) [43]. While the MMCDR scheme will find a locking point that represents
equal levels of precursor and first tap post cursor ISI, it is not guaranteed that this condition
corresponds to an optimum point, or even to a unique point. This issue is denoted as
phase wandering. In other words, an MMCDR relies on specific characteristics in the pulse
response, and these conditions cannot be guaranteed over variations in channel environment
or process. Consider for example the extreme case where the input pulse is a perfect square
wave; the first postcursor tap will be equal in level to the first precursor tap over the entire
width of the pulse (i.e., the entire UI), and hence the phase selected by the MMCDR is
effectively free to wander anywhere (i.e., the design would not operate robustly). To avoid
these kinds of issues, we set out to realize a baud-rate CDR with a unique locking point,
and we describe our proposed approach in the following section.
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Figure 4.3: MMCDR phase detection scheme

4.3 Proposed Baud-rate CDR and

Integration-and-reset Frontend

This design proposes to augment traditional baud-rate CDRs by utilizing an integration-
and-reset frontend to create a unique locking point for the CDR. If the received signal is
filtered by an integration-and-reset frontend, the frontend output will be maximized when
the integration window perfectly overlaps with the incoming pulse, which translates to a
single locking point, even when the input pulses have wide flat regions.

To demonstrate how the integrate-and-reset front-end helps to address the issue of non-
unique locking, let’s consider the expected value of the output of the front-end y(t) given a
perfectly square input pulse (ranging from 0 to some amplitude):

E[y(t)] =


(Va/T ) · [(t− T0) + T ] if T0 − T < t < T0

(Va/T ) · [(T + T0)− t] if T0 < t < T + T0

0 otherwise

(4.1)

where Va is the amplitude, T is the bit period, and T0 represents the phase of the incoming
pulse relative to the receiver. This equation (4.1) implies that the average output of the
integration-and-reset stage has a triangular output waveform, which gives only one single
peak at t = T0. It also indicates that the integrator output offers the maximum sampling
margin at phase T0, since this is the point where the sampler will see the peak output voltage.

Figure 4.4 visually depicts the integration and reset operation. Noting that the integra-
tion happens from t to t+T and the sampling is done at t+T, there is no need for additional
clock phases with T/2 spacing (i.e., the receiver is operating at baud-rate). Furthermore, in
our receiver design, we already have the integration-and-reset stage in the frontend CTLE
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[27][28] (which is denoted as intg0 in Figure 2.2); therefore, no additional hardware is required
for this operation.

Figure 4.4: Integration and reset frontend behavior

The discussion above points to the idea that once we have applied the front-end integra-
tion and reset, we should implement the CDR so that it converges to the peak point of the
(post integration) waveform. In order to lock to the phase at which the integrator reaches
its peak expected output value, a signal that is highly correlated to the output amplitude is
necessary as an indicator. Fortunately, the data level (dLev) tracking loop that is typically
used for equalizer adaptation [37] can serve for this purpose as well.

The most straightforward way to implement the baud rate CDR using the ideas outlined
above would be to adjust the receiver’s phase setting (possibly in both directions), measure
the cursor amplitude from the dLev output, and then move the phase in the direction
that achieved a higher dLev value. However, since the CDR loop would then need to wait
until the dLev loop converges and produces a correct value, this approach would limit the
phase tracking bandwidth to be substantially slower than the dLev tracking bandwidth.
Unfortunately, the dLev loop bandwidth is usually set to be very low in order to reject
residual ISI.

Instead, the approach taken in this design decouples the CDR tracking bandwidth from
the data level tracking bandwidth by directly using the output of error (adaptive) samplers
(which from the standpoint of the dLev loop, represents the change in the data level) rather
than the output of dLev tracking loop. Specifically, in order to find the setting with the
maximum (post-integrator) data level, the integration and sampling phase is dithered by a
controlled amount, and then the error sampler output is correlated with the digital dither
signal (Figure 4.5(a)).

This approach achieves the desired result because the sign of the error sampler’s output
will be opposite to that of the dithering sequence if the integration phase is late, and the signs
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Figure 4.5: (a) Phase dithering and error sampling for phase detector implementation (b)
truth table of proposed phase detector

will be aligned if the integration phase is early. In other words, the phase detector’s output
is found by XOR’ing the error sampler output with the dithering sequence (Figure 4.5(b)).
Additional data filtering is applied on top of the XOR operation, since the dLev tracking
loop is configured to be activated by +1 symbols (and filtering out -1 symbols) in order to
reduce the number of error samplers [37]. However, it should be noted that this data filtering
does not degrade the pattern coverage of the proposed CDR scheme, since it is guaranteed
that there is at least one +1 symbol whenever there is an NRZ data transition.

In order to elucidate how design decisions (such as dithering amplitude) should be made
for this type of CDR, as well as what its limitations/tradeoffs are, we will next derive a small
signal model for the baud-rate phase detector as a function of the input jitter (as well as the
dither amplitude). First, the CDR should lock to the phase where the average of the phase
detector output is zero, which can be expressed as the following condition:

P (E) = P (L) (4.2)

where P(E) and P(L) are the probabilities of having Early and Late outputs from the phase
detector, respectively. In the locked condition, the dLev loop will converge to the value that
meets the following equation:

P (e) = P (−e) (4.3)

where P(+e) and P(-e) are the probabilities of having positive error (+e in Figure 4.5(a))
and negative error (e in Figure 4.5(a)) outputs from the error sampler, respectively. In the
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presence of the phase dither for the CDR 1, the probabilities in (4.2) and (4.3) are given by:

P (E) = P (E| −∆) · P (−∆) + P (E|∆) · P (∆) (4.4)

P (L) = P (L| −∆) · P (−∆) + P (L|∆) · P (∆) (4.5)

P (+e) = P (+e| −∆) · P (−∆) + P (+e|∆) · P (∆) (4.6)

= P (L| −∆) · P (−∆) + P (E|∆) · P (∆) (4.7)

P (−e) = P (−e| −∆) · P (−∆) + P (−e|∆) · P (∆) (4.8)

= P (E| −∆) · P (−∆) + P (L|∆) · P (∆) (4.9)

where P (E|∆) and P (L|∆) are the conditional probabilities of having Early and Late outputs
from the phase detector when the integration phase is dithered by ∆, respectively. Since
P (E|∆) = 1− P (L|∆), P (E| −∆) = 1− P (L| −∆), and P (∆) = P (−∆) = 0.5 (assuming
that the dither is balanced), combining (4.4)-(4.8) gives the following locking condition:

P (E| −∆) = P (L| −∆) = P (E|∆) = P (L|∆) = 0.5 (4.10)

This condition is illustrated in Figure 4.6(a), with the converged dLev (i.e., dLev0) indi-
cated by the thick dashed line. If the jitter follows a Gaussian distribution with standard
deviation σj (and its probability density function is p(t), as in Figure 4.6(a)), then as shown
in the figure, the phase τ0 at which the integrator output Y(t) is equal to dLev0 (i.e., Y(τ0)
= dLev0) can be found by:

Q(
−τ0 + ∆

σj
)−Q(

τ0 + ∆

σj
) = Q(

−τ0 −∆

σj
)−Q(

τ0 −∆

σj
) = 0.5 (4.11)

Figure 4.7(a) shows the relationship between ∆/σj and τ0/σj. Note that as ∆ increases, τ0
converges to ∆ (and dLev0 approaches to Y (∆)).

Let us next examine the case where the input data’s phase has been temporarily shifted
by τ ; this will change the integrator’s output waveform, but due to its (intentionally) low
tracking bandwidth, dLev will remain stationary at dlev0 (Figure 4.6(b)). In this case the
probabilities become:

P (E|τ) = P (E| −∆, τ) · P (−∆) + P (E|∆, τ) · P (∆) (4.12)

=
1

2
[1−Q(

−τ0 − τ + ∆

σj
) +Q(

τ0 − τ + ∆

σj
) +Q(

−τ0 − τ −∆

σj
)−Q(

τ0 − τ −∆

σj
)] (4.13)

1 Note that in order to simplify the analysis, we do not explicitly include here the effects of random voltage
variations (which would introduce dependence on the exact shape of the integrator output). However, the
measured jitter tolerance results presented later match fairly closely (within 20%) with the predictions from
the simplified analysis.
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Figure 4.6: Phase detector statistics under dither (∆), random jitter (σj), and input phase
(τ), (a) in the locking condition (b) when there is a phase shift by τ

P (L|τ) = P (L| −∆, τ) · P (−∆) + P (L|∆, τ) · P (∆) (4.14)

=
1

2
[Q(
−τ0 − τ + ∆

σj
)−Q(

τ0 − τ + ∆

σj
) + 1−Q(

−τ0 − τ −∆

σj
) +Q(

τ0 − τ −∆

σj
)] (4.15)

The expected value of the phase detector output is thus:

PDout = TD · FD · [P (E|τ)− P (L|τ)] (4.16)

= TD · FD · [Q(
τ0 − τ + ∆

σj
)−Q(

−τ0 − τ + ∆

σj
) +Q(

−τ0 − τ −∆

σj
)−Q(

τ0 − τ −∆

σj
)]

(4.17)
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Figure 4.7: (a) Relationship between ∆/σj and τ0/σj in (9) (b) phase detector gain from
(14)

where TD is the transition density (0.5 for PRBS), and FD is the data filtering density
(0.5 for +1 filtering). The small signal PD gain is therefore given by finding the derivative
of (4.16) at =0, which for Gaussian input jitter evaluates to:

PDgain = TD · FD ·
√

2

π
(e
− (∆+τ0)2

2σ2
j − e

− (∆−τ0)2

2σ2
j ) (4.18)

If the dithering amplitude ∆ increases, τ0 approaches ∆ (as indicated in Figure 4.7(a)),
and (4.16) and (4.18) can be approximated as:

PDout = TD · FD · [P (E|τ)− P (L|τ)] (4.19)

= TD · FD · [Q(
−τ + 2∆

σj
) +Q(

−τ − 2∆

σj
)− 2Q(

−τ
σj

)] (4.20)

PDgain = TD · FD ·
√

2

π
(e
− 2∆2

σ2
j − 1) (4.21)

(4.16)-(4.21) reveal the dependence of the CDR’s loop gain (and hence tracking band-
width) upon the dithering amplitude ∆. Specifically, from (4.18), a higher ∆ gives a larger
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phase detector gain (also as shown in Figure 4.7(b)), and from (4.16), the phase detector
output diminishes to zero as the instantaneous phase shift becomes much larger (by 3X)
than the dithering amplitude ∆ (because all Q values in (4.16) converge to one). However,
increasing ∆ gives a narrower horizontal eye margin due the (intentional) pseudo-randomized
dithering operation. In this work, 2% dithering amplitude is selected to have a negligible
impact on the horizontal eye opening, while still supporting MHz range2 tracking capability.

4.4 Control Loop Implementation

Figure 4.8: (a) Intrinsic path delay difference between the received signal modulated by
the dither sequence (1) and the dither sequence itself (2) (b) Proposed CDR architecture to
compensate the path mismatch by using 2 separate dither generation and a phase interpolator

Figure 4.8(a) shows the signaling and clocking hardware associated with the dithering
and phase detector operation. Note that there is a latency difference between the two inputs
to the phase detector; the dithering sequence (1) and the signal modulated by the dithering
sequence (2).

Separate dither generators that produce the same sequence but with a time offset are
used to compensate for the latency difference. Specifically, one dither generator is input
directly to the phase detector, while the other modulates the actual phase used in the high-
speed data-path. Altering the seeds of these two dither generators (which are just PRBS
sequences) enables alignment with step sizes of 8-UI, and shown in the figure, an additional

2 For practical values of dither amplitude ∆, the achievable absolute bandwidth of this type of CDR will
be lower than e.g. a 2x over-sampled design. However, since most 50+Gb/s standards continue to require
CDR tracking bandwidth only in the MHz range which is easily achievable at these sample rates and
with reasonable values of ∆ sacrificing the maximum achievable CDR bandwidth for energy-efficiency is
typically a favorable trade-off.
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phase interpolator enables finer 1-UI steps within this 8-UI window. If there is x UI of timing
mismatch between these two path, the effective gain of the phase detector will be scaled by a
factor of x/8 (since the dither generators are triggered by the 8-UI period/7.5GHz clock); the
1-UI step phase interpolator therefore limits the reduction in phase detector gain to 12.5%.

As shown in Figure 4.8(b), the CDR loop is then closed by applying additional filtering
and feeding the signal back to control the clock generator. The resulting CDR and clocking
path hardware are shown in Figure 4.9.

Figure 4.9: CDR implementation

The dithering operation is done by modulating the load capacitance of the clock driver,
and the dithering capacitor is chosen based on simulated results with s-parameter models
of the inductor and clock distribution network that are extracted from an electromagnetic
simulator [44] to check if the dithering capacitance meet the dithering level specification
(which is also set by the system level requirements such as the jitter tracking bandwidth and
horizontal eye opening).

In this work, the dithering capacitor is constructed as a differential capacitive DAC
(CDAC) array with 7.5fF unit capacitor cells for programmability. The capacitance modu-
lation circuit supports up to 2% dithering amplitude, as shown in the simulated characteristic
(Figure 4.10).
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Figure 4.10: Dither strength code vs. simulated dithering amplitude

While the integral path of the CDR is implemented in the digital domain (which operates
on deserialized data) with an accumulator, in order to minimize its latency, the proportional
path is implemented in the 7.5GHz (UI/8) domain with analog summation.
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Chapter 5

60Gb/s Transceiver Integration

5.1 Transmitter Design

Since transmitters are generally terminated to match the channel impedance and hence drive
relatively low impedance, removing a substantial amount of ISI is generally more expensive
than doing so at the RX. However, since the delay elements within a TX FFE can simply
consist of digital latches (as opposed to analog latches in a mixed-signal RX FFE), expanding
the number of ISI taps covered by the TX is generally less costly than doing so at the RX.
The transceiver balances these competing considerations by designing the TX FFE to include
3 taps (as opposed to the RX FFE’s 2 taps), while having the TX cancel only a small fraction
of the pre-cursor ISI.

Figure 5.1: Transmitter architecture
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The transmitter’s block level architecture in Figure 5.1 shows the three phases of seri-
alization used in this design to achieve a serialization ratio of 128:1. A 64:4 CMOS shift
register-based serializer and a 4:1 mux-based serializer [13] make up the first two phases of
serialization in each (odd and even) path. Shift register based serializers were selected for
the lower-frequency portion for their simplicity, and because of the lower frequency, the ab-
solute power penalty of this choice (as compared to a multiplexer based design) is relatively
minimal. Following the 4:1 mux-based serializer, current mode logic (CML) muxes combined
with CML latches and drivers (Figure 5.2) make up the final 2:1 serialization and 3 taps of
equalization necessary for achieving the desired equalization at the data-rate.

Figure 5.2: Transmitter frontend circuits (a) CML MUX (b) CML latch (c) 3-tap FFE

In order to provide 30GHz and sub-rate clocks for the transmitter operation, an injection-
locked LC oscillator followed by a different resonant buffer and divider circuits is used; these
have a similar structure to the clock generation and distribution circuits in the receive side,
originally presented in [28], with minor differences in device sizing and bias currents due to
different loading and swing requirements. The 10GHz injection locking nodes are always
turned on and driven by a differential 10GHz reference clock for phase locking. The divider
chain consists of a dynamic-latch based 30GHz divider, a phase interpolator, and a 15GHz
CML divider and following CMOS divider stages.
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5.2 Backend Adaptation and Offset Calibration

Figure 5.3: RX datapath architecture with adaptation, offset calibration, and data level
tracking loops

In order to support various channel characteristics, the sign-sign-least-mean-square (SS-
LMS) algorithm [37][45] is used for adapting DFE coefficients and the zero-forcing (ZF)
algorithm [46] is used for FFE coefficients. As in any adaptation engine, the equalizer
coefficients should solely be determined by the channel response, and there should only be
one optimal value for each tap. However, since our design incorporates a retiming latch only
in the odd path, loading and bandwidth mismatches are present between the even and odd
paths; note that the prior summer stages (gm0 in Figure 5.3) would have to be substantially
overdesigned in order to suppress these mismatches.

Instead of incurring a power penalty by overdesigning the summers, dedicated loops for
each path (as shown in Figure 5.3) are used to handle these mismatches along with any other
mismatches due to bias DAC variations, parasitic capacitors, and clock skew. As a result, the
even and odd path will each have their own separate adaptation loops and therefore converge
to different equalizer coefficients. In total, 26 adaptation and offset calibration loops (8 for
FFE+DFE, 2 for data level tracking (dLev), and 16 for the samplers’ offset calibration) are
implemented on chip, as shown in Figure 5.3. While this introduces additional hardware,
it should be noted that these loops are in the lower frequency domain, and their power
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consumption is trivial compared to the power overhead necessary to handle these factors by
upsizing and/or adding additional high frequency stages to the signaling path. The final
transceiver block diagram is shown in Figure 5.4.

Figure 5.4: Transceiver Architecture

5.3 Measurement Results

The transceiver test-chip was designed and fabricated in a 65nm CMOS process (Figure 5.5).
The entire transceiver occupies 2.48mm2 (TX: 0.45mm2, RX: 2.03mm2).

Figure 5.6 shows measurement setup for the test chip and channel environment. In order
to maintain signal integrity and minimized unwanted reflections and/or additional losses
from parasitic elements, a 0.7m differential 32AWG twinax cable is directly soldered on the
testing board made out of Megtron6-5670 material. The chip is also directly attached to the
board via flip-chip bumps to minimize parasitic loading.

Figure 5.7 shows the measured S21 of the channel in the configuration shown in Fig-
ure 5.6(a). The insertion loss at 30GHz is 21dB, without significant reflections from complex
package and connector structures [6]. Figure 5.8 shows the associated pulse response and
eye diagram, measured by Keysight 86118A sampling heads (Figure 5.6(b)).

The transmitter is configured to generate a 60Gb/s 27−1 PRBS pattern, and a Keysight
E8267D is used to generate a 10GHz reference clock to injection lock the transmitter’s
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Figure 5.5: Die photo

30GHz LC oscillator. Significant ISI from channel loss and a completely closed eye diagram
are observed, corroborating the measured ratio between ISI and cursor of 2.9.

Following channel characterization, on-chip eye diagrams and a BER bathtub curve were
measured to test the adaptive equalizer (Figure 5.6(c) and Figure 5.9). Notably, the design
achieves > 0.3UI opening at 1e-12 BER for both the odd and even paths. After the CDR is
turned on, the RX clock is locked to the TX clock, and their divided-by-64 clocks are plotted
in Figure 5.10.

Figure 5.11 shows the measured output of the dLev tracking loop and phase detector
output while sweeping the receiver’s clock phase. The CDR loop is designed to converge to
the zero-crossing point of Figure 5.12(b), where the converged dLev output (and the cursor
amplitude) is close to its maximum value.

Figure 5.13 shows the measured jitter tolerance curve. As expected from the bathtub
curve, the jitter tolerance curve confirms 0.3UI of margin at high frequency, and 3MHz
of tracking bandwidth. The transceiver power breakdown is shown in Table 5.1, and Ta-
ble 5.2 shows a performance summary and comparisons between various state-of-the-art
transceivers. Particularly considering the 65nm process technology, the RX efficiency high-
lights the benefits of the energy efficient adaptive signaling path and the proposed baud-rate
CDR.

5.4 Conclusions

Chapter 4 and chapter 5 described design techniques enabling the realization of an efficient
(less than 5pJ/bit) and complete 60Gb/s NRZ transceiver in 65nm CMOS technology. The
transceiver incorporates CTLE, FFE, and DFE, output slicing, clocking, equalizer adap-
tation, and a baud rate CDR, allowing the design to operate with a 21dB loss channel.
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Table 5.1: Tranceiver power breakdown

Item Power (mW)

TX

TxFFE, 2:1SER 63
128:2SER, Pattern Generator 20
OSC, CKDRV, DIV4 51
DIV16 18
TX Total 152

RX

CTLE, RXFFE, DFE 46
2:128DES, CDR, Adaptation, Error Count 17
OSC, CKDRV, DIV4 55
DIV16 18
RX Total 136

Transceiver Total 288

Table 5.2: Transceiver Performance Summary

Reference
[2]

Frans 2016
[3]

Peng 2017
[13]

Lee 2015
[14]

Shibasaki 2016
This work

Modulation PAM4 PAM4 PAM4 NRZ NRZ NRZ
Process 16nm 40nm 40nm 40nm 28nm 65nm

Data-rate
(Gb/s)

56 56 54.1-56.8 55.5-56.5 56 60

Channel loss
(dB)

25
-

24
-

N/A N/A
18.4
-

21
2.9*

Equalizer
3-tap TXFFE

CTLE
DSP

3-tap TXFFE
CTLE

3-tap DFE
CTLE CTLE

2-tap TXFFE
CTLE

1-tap DFE

3-tap TXFFE
2-tap RXFFE

CTLE
3-tap DFE

SERDES ratio 1:32 1:64
1:16(TX)
1:2(RX)

1:8 1:32 1:128

Adaptation Y N N N Y Y (per-path)

Eye opening N/A 25% @ 1e-9 N/A N/A 28% @ 1e-9
35% @ 1e-9
30% @ 1e-12

TX Power
(mW)

140 200 290 450 104.7 152

RX Power
(mW)

370 382 420 220 141.7 136

Tot. Power
(mW)

550� 602† 710 670 246.4‡ 288

TX Efficiency
(pJ/bit)

2.5 3.57 5.17 8 1.87 2.53

RX Efficiency
(pJ/bit)

6.61 6.82 7.5 3.93 2.53 2.26

Total Efficiency
(pJ/bit)

9.82 10.75 12.67 11.96 4.4 4.8

*VISI/VCURSOR is measured from a probing setup with additional <2dB loss @30GHz
� DSP power not included, 40mW clocking power,
† 20mW clocking power
‡ Clocking power is amortized over 2 lanes
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Figure 5.6: Measurement setup for (a) channel frequency response (b) pulse response (c)
equalizer and CDR characterizations

An energy efficient and robust baud-rate CDR is realized by making use of an integrating
frontend and phase dithering circuits. The design achieves 60Gb/s operation with > 0.3UI
opening at 1e-12 BER (and error-free operation over 1e13 bits at the center of the eye), while
consuming 288mW and occupying 2.48mm2.
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Figure 5.7: Measured channel frequency response

Figure 5.8: Transmitter and channel characterizations (a) eye diagram and (b) pulse response
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Figure 5.9: Equalizer measurements (a) on-chip eye diagram (b) bathtub curve
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Figure 5.10: Converged equalizer coefficients (referred to the final DFE output)

Figure 5.11: Measured divided clock outputs
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Figure 5.12: (a) Measured dLev values (b) subsampled phase detector output

Figure 5.13: Measured jitter tolerance
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Chapter 6

Conclusions

6.1 Thesis Summary

As the rapid growth of internet connectivity requires systems to be more distributed and
data oriented, the demand for high-bandwidth wireline communication systems continues to
increase. Industrial standards have responded to this trend by increasing the data-rate of chip
I/Os, doubling per-pin data-rate around every 4 years. Following this trend, 60Gb/s chip-
to-chip transceiver systems will soon (within 2-3 years) need to be widely supported. While
the bandwidth continues to increase rapidly, the budgeted power consumption for these
high-speed transceivers remains relatively constant, which implies that improving energy
efficiency is a must.

Various types of equalizers have been used to cancel ISI from band-limited channels,
however, their high-operating frequency requires the equalizer designs to be highly optimized.
By using the current integration technique, the proposed receive equalizer design can be
made with an improved overall energy efficiency compared to previous designs. The current
integration technique is combined with cascode sampling, clocked integration, and variable
cascode bias, to meet the dedicated requirements for the CTLE, DFE, and FFE, respectively.
The implemented receiver frontend operates error free over > 1e12 bits at 60Gb/s, occupying
0.16mm2, and consuming 173mW.

Since the equalizer frontend is operating close the speed limit of 65nm CMOS technology,
the design tends to be highly sensitive to parasitic and wiring capacitance. Traditionally this
requires multiple, manual iterations between design steps, increasing the design time signif-
icantly. This work improves the productivity and captures the parameters more precisely
for better sizing, by utilizing an analog circuit generation framework (BAG). By scripting
the sizing and layout generation processes using BAG, A design that meets requirements
for 60Gb/s operations with smaller power consumption than the previous work was easily
generated.

An energy-efficient clock and data recovery (CDR) scheme helps the transceivers to
achieve the target power consumption by reducing clocking power overheads. In this work,
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the frontend current integration stage for CTLE is combined with the integration phase
dithering to implement a robust baud-rate CDR. The correlation of the adaptive error sam-
pler output and the phase dithering sequence indicates the direction of a phase offset, and
the resulting baud-rate CDR saves power and complexity compared to an oversampling CDR
by not requiring additional clock phases nor deserializers.

Finally, challenges for the full transceiver completion are addressed, by implementing a
60Gb/s FFE transmitter and automated adaptation and calibration loops. The per-path
adaption and per-sampler offset calibration loops readily address the BER degradation due
to variability and non-ideal factors. The fabricated 65nm CMOS transceiver operates at
60Gb/s with an eye-opening of 30% UI and consumes 288mW while equalizing 21dB of loss
at 30GHz over a 0.7m Twinax cable.
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