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Abstract

Approximation and Hardness: Beyond P and NP
by
Pasin Manurangsi
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Luca Trevisan, Co-chair

Professor Prasad Raghavendra, Co-chair

The theory of NP-hardness of approximation has led to numerous tight characterizations of
approximability of hard combinatorial optimization problems. Nonetheless, there are many funda-
mental problems which are out of reach for these techniques, such as problems that can be solved
(or approximated) in quasi-polynomial time, parameterized problems and problems in P.

This dissertation continues the line of work that develops techniques to show inapproximability
results for these problems. In the process, we provide hardness of approximation results for the
following problems.

e Problems Between P and NP: Dense Constraint Satisfaction Problems (CSPs), Densest
k-Subgraph with Perfect Completeness, VC Dimension, and Littlestone’s Dimension.

e Parameterized Problems: k-Dominating Set, k-Clique, k-Biclique, Densest k-Subgraph,
Parameterized 2-CSPs, Directed Steiner Network, k-Even Set, and k-Shortest Vector.

e Problems in P: Closest Pair, and Maximum Inner Product.

Some of our results, such as those for Densest k-Subgraph, Directed Steiner Network and Parame-
terized 2-CSP, also present the best known inapproximability factors for the problems, even in the
(believed) NP-hard regime. Furthermore, our results for k-Dominating Set and k-Even Set resolve
two long-standing open questions in the field of parameterized complexity.
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Chapter 1

Introduction and Overview

The most basic question regarding any computational problem is whether it admits an efficient
algorithm. On this front, the theory of NP-completeness [Coo71};, Kar72; Leo73|], arguably one of
the most important concepts in computer science, allows us to collectively explain why thousands
of computational problems arising in wide variety of fields in science and engineering are likely to
be computationally intractable. However, while powerful, the notion of “efficiency” of algorithms
used in NP-completeness—whether their running times are polynomial in the input size—still
falls short of providing satisfactory explanation to the complexity of a number of fundamental
problems. For one, it fails to explain why some problems admit quasi-polynomial time algorithms,
but yet do not seem to be solvable in polynomial time. Furthermore, while algorithms with running
times O(n) and O(n?) are both classified as efficient in this notion, the former would finish in
seconds whereas the latter could take years on an input of size say 1GB, a scenario that has become
increasingly common in the age of big data. Such blind spots have led to a relatively new area
of fine-grained complexity theory, which seeks to understand the computational complexity of
problems beyond whether they can be solved in polynomial time.

The aim of this thesis is to advance our understanding of optimization problems through the
lens of fine-grained complexity and approximation algorithms; these are algorithms that are al-
lowed to output estimated solutions rather than exact ones. Previous works have demonstrated that
such a relaxation can lead to a drastic change in computational complexity: some NP-hard prob-
lems admit polynomial time algorithms with good approximation guarantees, and some O(n?)-
time problem can be approximated well in O(n) time. However, this is not the case for every
problem, as some problems remain intractable even when approximate solutions are allowed. That
is, for certain approximation ratios, some NP-hard problems still do not admit polynomial time
algorithms, and some O(n?)-time problems still do not admit O(n)-time algorithms. The theory
of probabilistic checkable proofs (PCP)-which has by now been developed into the field of hard-
ness of approximation—provides justifications for the first type of inapproximability: indeed, many
NP-hard problems remain NP-hard even when approximation is allowed. On the other hand, until
the past few years, the second (fined-grained) phenomenon remained largely unexplained. This
dissertation continues this latter body of work, and is divided into three parts, based on the com-
plexity of the problems tackled: (I) problems between P and NP, (II) parameterized problems, and
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(IIT) problems in P. Below we provide overviews of each section. To keep the discussion at a high
level, we will be mostly informal; all notations and results will be formalized later on in this thesis.

1.1 Part I: Problems Between P and NP

First, as mentioned earlier, we consider problems which admits quasi-polynomial time (approxi-
mation) algorithms. These problems are unlikely to be NP-hard, as otherwise all problems in NP
would be solvable in quasi-polynomial time, a scenario considered unlikely by most complexity
theorists. So how, then, can we justify the nature of these problems that lie “between P and NP”*?

Similar to how polynomial-time reductions lie at the heart of the theory of NP-completeness,
subexponential-time reductions play a central role in establishing computational barriers for prob-
lems between P and NP. Suppose, for instance, that we would like to show that a problem .o
cannot be solved in N°°¢N) time, where N is the size of the input. One way to do this is to
reduce an instance of 3SAT with n variables to an instance of <7 of size N = 290V Now, if
we had an N°°eN)_time algorithm for .7, then this algorithm would have solved 3SAT in time
(20Wn)ye(vn) — 90(n); the latter is believed to be unlikely, a belief formalized under the name
Exponential Time Hypothesis (ETHﬂ [IPO1; IPZO01]. In other words, assuming ETH, we have
provided a matching running time lower bound for problem 7.

Such a reduction was arguably first pioneered in the context of hardness of approximation by
Aaronson, Impagliazzo and Moshkovitz [AIM14]; they dub the reduction “birthday repetition”, a
name that will become clear shortly. Their reduction has since inspired hardness between P and NP
for many problems, including Densest k-Subgraph with perfect completeness [Bra+17; Manl7a],
Nash Equilibrium and related problems [BKW15; Rub17b; BPR16; Rubl16; Bha+16b; DES16],
Community Detection [Rubl7a] and VC Dimension [MR17b]. Indeed, the first part of our thesis
can be viewed as a study of the power of (variants of) birthday repetition.

1.1.1 Birthday Repetition Theorem and Dense CSPs

We start in the first chapter by considering the original birthday repetition construction from [AIM14].
The reduction is most intuitive when described in terms of (one-round) two-prover games. A two
prover game G consists of

o Finite sets of questions X, Y and corresponding answer sets Y x, 2y
e A distribution Q over pairs of questions X x Y.
e A verification function P : X x Y x Yy x Xy — {0,1}.

The game is played as follows: the verifier picks a random pair of questions (x, y) according to the
distribution Q, and sends x to the first prover and y to the second prover. The provers then respond
back with answers 0, € Xx and 0, € Yy; the verifier accepts if the predicate P(x,y,0,,0,)

!'See Hypothesis for a more formal statement of ETH.
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evaluates to one and rejects otherwise. The goal of the provers is to select a strategy that achieves
the highest possible acceptance probability; this probability is referred to as the value of the game.
Two-prover games and, more specifically, a special class of two-prover games known as the
projection games are the starting points for reductions in a large body of hardness of approxima-
tion results. In fact, the PCP Theorem [Aro+98; AS98| is equivalent to the NP-hardness of the
following problem: given a game, distinguish whether its value is one, or is at most 0.99.
Interestingly, the two-prover games generated by the PCP Theorem is usually “sparse”, in the
sense that the support of Q is very small| compared to |X| - [Y'|. It turns out that this is not a
coincidence: the “dense” case is much easier to approximate. Specifically, when Q is the uniform
distribution on X x Y (for which the game is said to be a free game), the problem of distinguishing

whether a given free game is satisfiable or whether its value is at most (1 — ¢) can be solved in
NOC™™) time [AIMI14F]

In this light, Aaronson et al.’s birthday repetition can be viewed as a reduction from any two-
prover game to a free game that, when initialize with appropriate parameters, yields the (almost)
matching N Q(log ) running time lower bound for approximating the value of free games. For

parameters k, ¢ € N, the (k x £)-birthday repetition G¥*¢ of a two-prover game G consists of

e The set of questions in G*** are (ij) and (’Z) respectively, i.e., each question is a subset

S C X of size k and subset T' C Y of size /.

e The distribution over questions is the uniform product distribution over (if ) X (i)

e The verifier accepts if, for every pair of (z,y) € S x T such that (z,y) form a valid pair of
questions in G, i.e., (z,y) € supp(Q), the answers to = and y are accepted in G.

Notice that, for small value of k, ¢, say k = ¢ = 1, the game G¥** is “almost trivial” because, for
most of the pairs S, T', there will be no z € S,y € T such that (x, y) forms a valid pair of questions
in the original game G. This means that, on such (S, T'), the verifier for G*** always accepts.

However, the situation becomes interesting as soon as k, ¢ = ) <\/N ) In this regime, the
expected number of valid (z,y) for a random pair S, T is £2(1). This is also a good point to note
that this resembles the situation of the “birthday paradox”: if there are v/D people whose birthdays
are independently identically uniformly sampled from {1,..., D}, then the expected number of
pairs of people sharing the same birthday is ©(1). This indeed leads Aaronson et al. [AIM14] to
give the construction the name “birthday repetition”.

Under a mild non-degeneracy condition on G, the above expectation statement can be turned
into a probabilistic guarantee that, for most S, T', there exists at least one valid (z,y) € S x T. In
other words, the verifier checks at least one constraint from the original game G. Intuitively, this
should mean that finding a good strategy for the new game G**¢ is “not easier” than that of the
original game §. The main contribution of [AIM14] is to confirm this intuition, by showing that

the value of G¥** is no more than the value of G plus O(y/k¢/N).

2In fact, | supp(Q)| can be assumed to be linear in | X | + |Y| [Tre01; Din07].
3Here, we use N to denote the size of the instance, i.e., N = | X[[Y]|Zx[[Zy|.
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In doing so, they immediately arrives at the NV S(log V) running time lower bound for approxi-

mating the value of free games: starting with a hardness of approximation result for approximating

the value of a two-prover game G of size N, we can consider the birthday repetition game G**¢

with k = ¢ = ©(v/N). The latter is of size roughly N = ( \/Nﬁ) — 20(VNlogN) 1f e can approxi-
—0 log ﬁ,v

mate the value of G*** well in time N (log log N ) , then we can approximate the value of the original

game G in time 20(N) which would violate ETH.

As readers might have already noticed, the above paragraph glosses over a subtle but important
fact: we have to start with G whose value is hard to approximate, meaning that we have to evoke
the PCP Theorem to begin with. Hence, we have to also taken in the account the “size blow-up”
in the PCP. Fortunately, there are known PCP constructions with small blow-ups [BS08; Din(07;
MR10]. Specifically, Dinur’s PCP [Din0O7]] can produce a two-prover game (or alternatively an

instance of Gap—3SAT‘ﬂ) of size N = n polylog(n) when starting with a 3SAT formula of size n.
log Jv)

As aresult, the described approach still gives hardness of N
free games.

While Aaronson et al.’s work [[AIM14]] appeared to have resolved the complexity of birthday
repetition, there were in fact a few open questions remained. The main one, which was highlighted
in [AIM14], is whether birthday repetition can decrease the value of a game (i.e. amplify the
hardness gap). In particular, since the verifier in G*** checks ©(k{/N) pairs of questions from G
in expectation, it was suggested in [AIM14] that the value of G*** should decrease exponentially
in ©(k¢/N). The main contribution of our first chapter is to confirm this conjecture. In doing
so, we give an almost matching running time versus approximation ratio tradeoff curve for the
problem of approximating the value of free games. Roughly speaking, we show that, to achieve an

for approximating the value of

approximation ratio of N i one needs N time, which is tight. On a more technical level, our
proof relies in the following fact from extremal graph theory: any dense graph must contain many
copies of (small) complete bipartite subgraphs (bicliques). With this in mind, we carefully bound
the number of bicliques in the “acceptance graph” for G¥**. This technique turns out to be useful
in the next chapter as well.

We also provide several additional results. For instance, we show a similar lower bound in
terms of strong SDP relaxations (i.e. the Lasserre hierarchy) and we give an approximation algo-
rithm with similar running time to that of [AIM14] that works for a more general case of dense
constraint satisfaction problems (CSPs) and even when the instance might not be satisfiable.

1.1.2 Densest k-Subgraph (with Perfect Completeness)

In the second chapter, we consider the DENSEST k-SUBGRAPH (DkS) with perfect completeness
problem, which can be viewed as an approximate version of the classic k-CLIQUE problem. In
D£S with perfect completeness, we are given a graph G with a promise that it contains a k-clique.
The goal is to find a subgraph of size £ that is as dense as possible. This problem again admits

“In the Gap-3SAT problem, we are given a 3CNF formula and the goal is to distinguish between the case that it is
satisfiable and the case where every assignment violates at least 1% of clauses.
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logn
O(*#*) time algorithm that

a quasi-polynomial time approximation scheme. That is, there is an n
can find a k-vertex subgraph of densityf| (1 — ¢) [FS97;Bar15].

There is a straightforward, albeit incorrect, reduction from free games to DiS with perfect
completeness: given a free game with question sets X, Y and answer sets Y x, >y, create a graph
whose vertex set is (X x Xx)U(Y x Xy ), and two vertices (z,0,) € X xXx and (y,0,) € Y X Zy
are connected iff the verifier accepts (o, 0,,) when the pair of questions (z, y) is drawn. The pairs
of vertices whose questions are from the same set are always linked. Such a graph is sometimes
referred to as the labelled extended graph of the game. It is obvious that, if the game is satisfiable,
then there is an (| X| + |Y'|)-clique in the graph. Unfortunately, it is possible that the graph has a
dense subgraph, even when the value is very small; this reduction hence fails.

Remarkably, however, Braverman et al. [Bra+17]] show that, if instead of starting from an ar-
bitrary free game we start from a birthday repetition game G**¢ with k,¢ = Q(v/N), then the
reduction in fact works, in the sense that any (1 — ¢)-dense subgraph of size (| X| + |Y'|) (for a
small constant ¢ > 0) translates back to a strategy of G with high value. Similar to before, their
result immediately implies that (1 — €)-approximation of DS with perfect completeness requires

@(logn) time assuming ETH, which nearly matches the aforementioned algorithms.

In light of our result in the previous section, it is natural to ask whether we can achieve “gap
amplification” effect here as well. That is, can we prove hardness for DES with perfect complete-
ness with large factors? Unfortunately, there is a counterexample showing that this construction
can achieve a factor of at most two (see the appendix of [Man17a]]). The main contribution of this
chapter is to overcome this barrier and achieve inapproximability ratios that are almost polynomial.
Specifically, we show that, assuming ETH, no polynomial-time algorithm can approximates D£S
with perfect completeness to within n'/(°81°8™)° factor of the optimum. We also provide a finer
trade-off between the approximation ratio and running time, although this is not yet tight.

Due to the mentioned counterexample, we need to modify the reduction to make our proof
work. Roughly speaking, instead of starting with two prover games, we have to start with boolean
CSPs and, instead of picking sets of “questions”, we pick sets of variables instead. As alluded
to above, the key step of our proof is to bound the number of (small) bicliques in the constructed
graph, which is more challenging in this case than in the previous chapter because here we are
considering the labelled extended graph as opposed to the acceptance graph before.

Interestingly, while our proof is tailored for the special case of DAS with perfect completeness,
it does give the best known hardness for DS, in which no promise of k-clique existence is given.
For the general DS problem, Bhaskara et al.’s state-of-the-art algorithm for the problem achieves
only O(n'/4*¢) approximation ratio and it is believed that the problem is hard to approximate
to within a large (possibly even polynomial) factor. Despite this, previous attempts at proving
hardness of approximation, including those under average case assumptions, fail to even come
close to a polynomial ratio; the best ratios ruled out under any worst case assumption and any
average case assumption were only any constant [RS10] and 90(log?/ n) [Alo+11]] respectively.
Thus, our results also present the best inapproximability factor so far for D.S.

n

>The density of an n-vertex graph for n > 2 is the number of its edges divided by (g) , which is a number between
zero and one (inclusive).
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1.1.3 VC Dimension and Littlestone’s Dimension

The last chapter of the first part studies the complexity of (approximating) two fundamental quan-
tities in learning theory: VC Dimension and Littlestone’s Dimension. These dimensions capture
the number of samples needed in the PAC learning model and the mistake bounds in the online
learning model respectively. We consider the model in which a concept class is given explicitly in
the input (as a binary matrix whose (z, C')-th entry is 1 iff element = belongs to concept ('), and
we would like to compute the dimensions. It is not hard to see that both quantities can be com-
puted exactly in time N8 N) where N denote the size of the input (i.e. matrix). Assuming the
randomized Exponential Time Hypothesis, we prove nearly matching lower bounds on the running
time, that hold even for approximation algorithms for small constant factors.

It should be noted that, while the constructions in this chapter are inspired by the aforemen-
tioned birthday repetition, there are additional challenges, and the proof techniques also diverge
quite significantly from the previous ones. However, this might not be completely coincidental:
while birthday repetition has found applications for very different problems, these problems all
share essentially the same quasi-polynomial time algorithm. The bottleneck in those problems is
a bilinear optimization problem max, , v Av, which we want to approximate to within a (small)
constant additive factor. To do this, it suffices to find an O(logn)-sparse sample v of the optimal
v*; the algorithm enumerates over all sparse 0’s [LMMO3;|Aro+12; Barl5; Che+15bf]. Indeed, the
algorithms for both free games and DAS with perfect completeness are of this form.

In contrast, the problems we consider here have completely different quasi-polynomial time
algorithms: for VC Dimension, it suffices to simply enumerate over all log|C|-tuples of ele-
ments (where C denotes the concept class and log |C| is the trivial upper bound on the VC di-
mension) [LMRI91]. Littlestone’s Dimension can be computed in quasi-polynomial time via a
recursive “divide and conquer” algorithm (See Section [5.4.4). We hope that our hardness in this
section serves as a supporting evidence that the birthday repetition framework might find more
applications for a wider range of problems in the future.

1.2 Part II: Parameterized Problems

The second part of this dissertation shifts the focus to the so-called parameterized complexity (or
multivariate complexity), an area which emerged in the late eighties and early nineties to pro-
vide yet another approach to tackle NP-hard problems. To illustrate, let us consider three classic
NP-hard problems from [Kar72[]: VERTEX COVER, CLIQUE and DOMINATING SET (DOMSET).
While all are NP-hard, their complexity seems to differ if we are looking to find a solution of small
size k. In particular, whereas no N o(k)_time algorithm is known for either CLIQUE or DOMSET,
this is possible in time 2F - N°() for VERTEX COVER; such an algorithm can be much faster
than the trivial N°*)-time algorithm. Motivated by this, a parameterized problem with parameter
k is said to be fixed-parameter tractable (FPT) if it can be solved in f(k) - N1 time for some
(computable) function f. This serves as the notion of “efficient algorithms” for parameterized com-
plexity, in the same way that polynomial-time algorithms do in the theory of NP-completeness.
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Since its inception, parameterized complexity has provided a fruitful platform for both algo-
rithmic and intractability results. Turning back to k-CLIQUE and k-DOMSET once again, the lack
of FPT algorithms for them can be explained: they are complete for the classes W[1] and W[2]
respectively [DF95a; [DF95b]. Hence, assuming these classes do not collapse to FPT, the two
problems are intractable in this parameterized notion. In fact, under ETH, a stronger lower bound
is known: not even f(k) - N°*)-time algorithm exists for k-CLIQUE and k-DOMSET [Che+04;
Che+06]. In other words, the trivial N©*)-time algorithm is essentially the best possible (up to the
constant in the exponent).

Approximation has been suggested as a way to overcome these parameterized complexity bar-
riers. However, even when considering approximation algorithms, no “non-trivial” result is known.
On the other hand, despite the strong lower bounds established for exact algorithms, few inapprox-
imability results were known for parameterized problems, until the past few years.

To understand the barrier in proving hardness of approximation for parameterized problems, let
us first describe the standard strategy in proving tight running time lower bounds (e.g. from [[Che+04;
Che+06]). These reductions can be thought of as taking an instance of 3SAT with n variables and
produces an instance of k-CLIQUE or k-DOMSET of size N = 2°0"/*)_If we can solve either of
these problems in f(k) - N°(*) time, then we can also solve 3SAT in 2°(™) time, violating ETH.

Suppose we try to take a similar path to prove hardness of approximation. The most natural
approach would be to first apply the PCP theorem so that we have hardness of the gap version of
3S AT problem; using the best known PCP [Din07], this Gap-3S AT consists of n’ = n - polylog(n)
variables. Then, we can apply the reductions mentioned above to transform the Gap-3S AT instance
to a k-CLIQUE or k-DOMSET instance. This gives an instance of size N = 20("'/k) — gn-polylog(n)/k_
However, N is already super exponential and does not give any lower bound at all!

With this obstacle in mind, there seems to be two paths going forward: first, we can try to
produce the gap in hardness of approximation via something different than the PCP Theorem. The
first chapter of this second part takes this route and in the process obtain strong inapproximability
results for k.-DOMSET, which resolves a long-standing open question in parameterized complexity.

Second, we can just make a stronger assumption, that Gap-3S AT itself takes exponential time!
This assumption, now known under the name Gap-ETH, composes quite nicely with existing re-
ductions. Indeed, now that there is no polylog(n) size blow-up from the PCP Theorem, applying
the current known reductions to Gap-ETH already implies that k-CLIQUE is hard to approximate to
within a constant factor [Bon+15]. The main challenge here is thus the issue of gap amplification,
e.g., how can we prove hardness of large factor for k-CLIQUE (or other problems). This is a main
focus of this line of works, which appears in Chapters[7} [8] [0|and[I0]in this dissertation.

1.2.1 Inapproximability of £-Dominating Set (via Distributed PCP)

Our results for k.-DOMSET (and also k-CLIQUE in the next chapter) can be best stated via the
notion of total FPT inapproximability. To motivate this notion, recall that the greedy algorithm for
k-DOMSET achieves an approximation ratio of (Inn + 1) [Joh74;/Chv79; |[Lov75;[Sri95} S1a96]. In
the setting of parameterized complexity, this can be quite bad: since we think of £ as much smaller
than n, then overhead factor of O(Inn) can even be unbounded in terms of k. The question, which



CHAPTER 1. INTRODUCTION AND OVERVIEW 8

has been asked multiple times in literature (see e.g. [DEMO06; CGGO06; Dow+08; CH10; |[DF13]),
is whether we can get an g(k)-approximation algorithm for £-DOMSET in FPT time for some
function g (i.e. even with say g(k) = 22).

The main contribution of this chapter is a negative answer to this question: we show that it
is W[1]-hard to approximate k-DOMSET to within g(k) factor for any function ¢g. Furthermore,
we strengthen the running time lower bounds under ETH and Strong ETH (SETH) to f(k) - nf}*)
and f(k) - n*~¢ respectively; once again, these apply for any g(k)-approximation algorithm for
k-DOMSET. In other words, there is little one can save in the running time compared to the
trivial algorithm, even when approximation is allowed. Previously, the best known hardness of
approximation of £-DOMSET due to Chen and Lin [CL16| rules out only any constant factor and
O(logl/ % k) factor under W[1]-hardness and ETH respectively.

As touched upon briefly in our above discussion, our proof uses a different way to produce
gap rather than the traditional approach of the PCP Theorem. In particular, we generalize the Dis-
tributed PCP framework of Abboud, Rubinstein and Williams [ARW 17a] for proving hardness of
approximation in P, to the context of parameterized complexity. Roughly speaking, our generalized
view is that, if we start with a hypothesis that can be written in a certain form (see Section ,
then, to prove hardness of approximation for a variant of the label cover problem called MAXCoOv,
it suffices to give an “efficient” protocol for a certain multi-party communication problem. The
hardness of approximation for k-DOMSET is then established by reducing from the label cover
problem; such reductions were known in literature [[Fei98;|Cha+17] (see Section[2.T1).

Stating the above connection/framework (even informally) requires a few additional notations
and hence it will be left out from the introduction; for interested readers, Section provides a
brief overview of the framework without too much notational overhead.

1.2.2 Inapproximability from Gap-ETH I: k-Clique

Next, we consider the k-CLIQUE problem. For maximization problems such as k-CLIQUE, the
notion of total inapproximability becomes slightly different. Specifically, it is now obvious to get
a k-approximation for £-CLIQUE, by just outputting one vertex! As a result, such a maximization
problem is said to be totally inapproximable if there is no o(k)-approximation in FPT time. In this
chapter, we show that this is the case for £-CLIQUE. However, we need the stronger Gap-ETH
assumption for this result, as opposed to just W[1] # FPT or ETH in the previous chapter.

On a more technical level, the proof once again proceeds by first showing hardness of MAX-
Cov, with a stronger requirement that the constraints have a “projection property”. Unfortunately,
such a property does not hold for instances created in the previous chapter. However, we can con-
struct a desirable instance relatively simply from Gap-ETH. The hardness for k-CLIQUE follows
immediately via a classic reduction from the NP-hardness of approximation literature [Fe1+91].

Apart from k-CLIQUE, we also consider the problem of Maximum Induced Subgraph with
Hereditary Property (e.g. Maximum Induced Planar Subgraph). For this problem, Khot and Ra-
man [KROO] prove a dichotomy that, for a specific property, the problem is either FPT or W[1]-
hard. Here we extend this to show that, for the “hard” properties, the problem is even totally
inapproximable, assuming Gap-ETH. An interesting aspect of our reduction (from k-CLIQUE) is
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that it is noticeably simpler than that of Khot and Raman; this demonstrates that having a gap in
the starting problem can help simplify the reduction. Such a theme will come up again later in the
thesis.

1.2.3 Inapproximability from Gap-ETH II: £-Biclique and Densest
k-Subgraph

While the previous two chapters rely on hardness of (variants of) label cover as starting points for
hardness of approximation, we take a different route in this chapter; our starting point will instead
be the reduction from Chapter 4] (i.e. Section[I.1.2]above). As we mentioned above, the soudness
in Chapter [] proceeds by arguing that the constructed graph contains few small bicliques. Hence,
if we subsample the graph by keeping each vertex independently at random with an appropriate
probability, then, in the soundness case, the small bicliques should all disappear. It turns out that
such an probability is still large enough that, in the completeness case, we are left with a large
clique. In other words, this implies that the “CLIQUE-VS-BICLIQUE” problem is “totally FPT
inapproximable”. This problem can then be easily reduce to k-BICLIQUE, by “bipartizing” the
graph.

It is not hard to observe that the total inapproximability of k-BICLIQUE implies some hardness
of approximation for DENEST k-SUBGRAPH, where £ is the parameter. In particular, a classic
result of K&vari, S6s and Turdn [KST54] says that any k-vertex graph which is ¢-biclique-free has
density at most £~ (/Y. Now, the total inapproximability of k-BICLIQUE implies that we cannot
distinguish in FPT time a graph containing k-biclique and one which is say (loglog k)-biclique-
free. Then, in the former case we have a k-vertex subgraph that has density more than a half,
while in the latter any k-vertex subgraph has density at most k—X(1/108loe %)  This gives hardness
of approximating DENSEST k-SUBGRAPH to within a factor of k°(1/1oglgk) Of course, log log k
can be replaced with any function that goes to infinity as £ — oo, meaning that this approach can
gives an inapproximability for DENSEST k-SUBGRAPH to within a factor of k),

It should be noted however that this does not give “total FPT inapproximability” for DENEST
k-SUBGRAPH, unlike our earlier results so far. Indeed, unfortunately, we do not manage to achieve
total FPT inapproximability for any of the problems from this point onwards, although for some
problems we still get pretty strong inapproximability results.

1.2.4 Inapproximability from Gap-ETH III: Parameterized 2-CSPs with
Strong Soundness (via Agreement Testing Theorem)

In an attempt to prove an even stronger hardness for DENSEST k-SUBGRAPH and related problems,
we consider a harder problem (i.e. easier to prove hardness) called PARAMETERIZED 2-CSPs. In
this context, it is easiest to described the problem in terms of the colorful version of DENEST k-
SUBGRAPH. Namely, in PARAMETERIZED 2-CSP, we are given a graph GG and a partition of its
vertices V(G) = V3 U --- UV, the goal is to find k vertices each from a different partition that
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maximizes the number of edges they induced. Here £ is once again the parameter. Note that this
problem is exactly the same as DkS except that the vertices have to come from different partitions.

We show that the PARAMETERIZED 2-CSP problem is hard to approximate to within a factor
of k') assuming Gap-ETH. Interestingly, our result also gives the best known hardness of ap-
proximation in terms of k, even for the non-parameterized version. In this regime, it is strongly
believe that the problem is NP-hard to approximate to within &(") factor, but no such result is
known; in fact, proving such an NP-hardness result seems quite challenging as it would resolve a
well-known conjecture in the theory of PCP called the Sliding Scale Conjecture [Bel+93|]. Please
refer to Chapter [9] for discussions regarding the conjecture.

On a technical level, the main component in our proof is a “combinatorial agreement testing
theorem”, which can also be viewed as a derandomized direct product test. In particular, the
question is of the following form: given boolean functions fi, ..., f; on domains Sy, ..., Sy C [n]
and suppose that ¢ fraction of the pairs agree on their intersections, can we recover a global function
g : [n] — {0, 1} that “roughly” agrees with a “large” (= Jk) fraction of the given functions? Here
S1,...,Sy are of size {2;(n) and are “random looking” subsets. We show that such a statement
holds, even when § is as small as 1/k'~°() (Theorem , which is roughly optimal since nothing
non-trivial can be said when 0 < 1/k. To the best of our knowledge, no prior derandomized direct
product tests work for such a low agreement (when measure in terms of k).

Our agreement testing theorem almost immediately yields the aforementioned hardness for 2-
CSPs, by taking S, . . ., S to be the subsets of the variables of the starting Gap-3S AT formula, let
the i-th partition contains every function f : S; — {0, 1}, and let the constraints (i.e. edges) check
whether the two functions agree and that they do not violate any clauses. In the completeness case,
it is clear that we can pick k functions that are the restrictions of the global satisfying assignment;
this yields a k-clique. On the other hand, in the soundness case, our agreement testing theorem
implies that, if 6 > 1/k'~°() fraction of pairs of the k selected functions agree, we can recover
g : [n] — {0, 1} that agree with many of the f;’s. When setting parameters appropriately, a simple
counting argument implies that g must satisfy almost all clauses, which is a contradiction.

There are two consequences of our hardness of approximation of PARAMETERIZED 2-CSPs:

e First, due to a known reduction [DK99; CEM18], our result implies hardness of approxima-
tion for the DIRECTED STEINER NETWORK (DSN) problem with factor k'/4=°() where k
denotes the number of demand pairs (and k is the parameter). This is the first £*(!) hardness
for the problem (even in the non-parameterized regime).

e Secondly, we show, by rephrasing our 2-CSP instance in terms of label cover with a projec-
tion property and using the known reduction from label cover the set cover [Fe198], that the
k-UNIQUE SET COVER is hard to approximate to within a factor of £'/2=°(1) This hardness
will be useful in the next chapter.

Unfortunately, we still do not know how to translate the techniques developed for PARAM-
ETERIZED 2-CSPs back to DES, and even proving k%°!-factor inapproximability for the latter
remains open.
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1.2.5 Inapproximability from Gap-ETH IV: k-Even Set and k-Shortest
Vector

In the next chapter, we consider the £-EVEN SET and k-SHORTEST VECTOR problems. The k-
EVEN SET problem is a parameterized variant of the MINIMUM DISTANCE PROBLEM of linear
codes over 5, which can be stated as follows: given a generator matrix A and an integer k,
determine whether the code generated by A has distance at most &, or in other words, whether
there is a nonzero vector x such that Ax has at most k£ nonzero coordinates.

In the £-SHORTEST VECTOR problem, we are given a lattice whose basis vectors are integral
and an integer k, and the goal is to determine whether the norm of the shortest vector (in the £,
norm for some fixed p) is at most k.

The question of whether £-EVEN SET and k-SHORTEST VECTOR are fixed-parameter tractable
has been repeatedly raised in literature; in fact, they were two of the few remaining open questions
from the seminal book of Downey and Fellow [DF99]. We stress here that the parameterized com-
plexity of these two problems were open even for exact algorithms. In this chapter, we negatively
answer this question by showing that, assuming Gap-ETH, there are no FPT algorithms for the two
problems. Our lower bound holds even against approximation algorithms; the inapproximability
ratios we can rule out for k-EVEN SET is any constant factor, whereas for k-SHORTEST VECTOR
we only rule out some constant factor.

Similar to the NP-hardness of approximation proofs for both problems [DMSO03; |KhoO35]], our
first step is to show that their non-homogenous counterpart, the k-NEAREST CODEWORD and k-
NEAREST VECTOR problems, are hard to approximate to within large factor. This is established
via a known reduction of Arora et al. [Aro+97|] from k-UNIQUE SET COVER, for which we show
inapproximability in the previous chapter.

The second step of the proof is to reduce from hardness of approximating k-NEAREST CODE-
WORD and k£-NEAREST VECTOR to k-EVEN SET and £-SHORTEST VECTOR respectively. In the
case of k-SHORTEST VECTOR, the same proof as Khot’s NP-hardness proof [[KhoOS5] works in
the parameterized settings as well. As for k-EVEN SET, the NP-hardness of approximation re-
duction of Dumer, Micciancio and Sudan [DMSO03]] does not immediately work. While our final
reduction is still heavily inspired by their reduction, we need to define a new set of properties of
error-correcting codes, which are used as a gadget in the reduction. (See Section[[0.3.1}) We then
show that a known family of codes (in particular, the BCH code) satisfies these properties.

Once again, we stress that it is crucial to have hardness of approximation of k-NEAREST
CODEWORD and k-NEAREST VECTOR for the reductions to work. This brings us back to the
point brought up earlier in Section that starting with hardness of approximation can help
make the reductions easier. Indeed, even if one does not care about approximation algorithms at
all, obtaining hardness of approximation might still be useful in facilitating subsequent reductions,
as is demonstrated here in the case of k-EVEN SET and k-SHORTEST VECTOR.
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1.3 Part III: Problems in P

1.3.1 Closest Pair and Maximum Inner Product

Finally, we consider problems within P. We mentioned above that the Distributed PCP framework
was developed by Abboud et al. [ARW17a] to prove hardness of approximation of problems in P.
To be more specific, the canonical problems that they prove inapproximability results for are the
BICHROMATIC MAXIMUM INNER PRODUCT (BMIP) and the BICHROMATIC CLOSEST PAIR
(BCP) problems [ARW17a; Rub18]|, which serve as the sources of other hardness results shown in
their paper(s). In both problems, we are given two sets A, B C {0, 1}% of n points in d dimensions.
The goal of BCP (resp. BMIP) is to find a pair of points a € A, b € B that minimizes (resp.
maximizes) their distance ||a — b||, (resp. inner product (a, b)). Here we think of d as n°"). Both
problems can be trivially solved in O(n“o(l)) time. The results of [ARW17a; Rubl8]|| states that,
in O(n*¢) time, BCP and BMIP cannot even be approximated to within (1 + ¢) and 2'°8' /(")
factors respectively where 6 > 0 is a positive constant depending on . Their results and our results
discussed below hold under the Strong Exponential Time Hypothesis (SETH); see Hypothesis [2|

As some readers might have already noticed, the “bichromatic” in the problems’ names come
from the fact that there are two sets in the input, i.e., one for each “color”, and we are only allowed
to pick one point from each color. These are different than the (originally studied) “monochro-
matic” versions of the problems, where the input is just a single set and we can pick any two
(distinct) points from the set. Interestingly, despite the aforementioned strong inapproximability
results for BCP and BMIP, it was not even known whether (monochromatic) CLOSEST PAIR
(CP) and MAXIMUM INNER PRODUCT (IP) can be solved exactly in subquadratic time. This was
indeed highlighted as an open question in several recent works [ARW17b; Wil18a; | DKL18].

In this penultimate chapter, we partially answer this question by showing that for every p €
R-; U {0}, under SETH, for every ¢ > 0, the following holds:

Q.(1

e No O(n?¢)-time algorithm can solve CP in d = (logn)() dimensions in the ¢, metric.

e There exists § = d(¢) > 0 such that no O(n'*>~¢)-time algorithm can approximate CP to a
factor of (1 + 0) in d = O,(logn) dimensions in the ¢,-metric.

e No O(n2¢)-time algorithm can approximate MIP to within a factor of 2°8'""(" (for d =
n°1) dimensions).

In particular, our first result is shown by establishing the computational equivalence of the
BICHROMATIC CLOSEST PAIR problem and the (monochromatic) CLOSEST PAIR problem (up to
n? factor in the running time) for d = (logn )" dimensions.

At the heart of all our proofs is the construction of a dense bipartite graph with low contact
dimension, i.e., we construct a balanced bipartite graph on n vertices with n2~¢ edges whose ver-
tices can be realized as points in a (log n)%(")-dimensional Euclidean space such that every pair
of vertices which have an edge in the graph are at distance exactly 1 and every other pair of ver-
tices are at distance greater than 1. This graph construction is inspired by the construction of
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locally dense codes introduced by Dumer, Miccancio and Sudan in [DMSO03]], which was also the
inspiration/template for our hardness of k-EVEN SET in the previous chapter!

1.4 Discussion and Future Directions

Although we provide several open problems in each of the chapters, these are usually problems
closely related to the study in that particular chapter. In the last chapter of this thesis (Chapter[12)),
we provide a more high level view of the limitations of current techniques and discuss what we
feel are interesting directions to explore in the future.

1.5 Bibliographic Notes

Chapter[3]is based on a work co-authored with Prasad Raghavendra which was published at ICALP
2017 [MR17a)]. However, the version in this thesis contains a significant improvement: the main
birthday repetition theorem (Theorem has better parameter dependencies and the proof is
completely different from that in [MR17a]. The new proof in fact relies on the techniques orig-
inally developed for DENSEST k-SUBGRAPH in [Manl7al], on which Chapter 4 is based. This
chapter closely follows the conference version of [Manl7a] published in STOC 2017, with the
exception that the running time-vs-approximation ratio tradeoff is stated more explicitly here (see
Theorem[4.2)). The fifth chapter is based on a joint work with Aviad Rubinstein published in COLT
2017 [MR17b]]; the changes from the conference version are minimal.

The sixth chapter is based on a work co-authored with Karthik C.S. and Bundit Laekhanukit
from STOC 2018 [KLMIS]. Chapters [7] and [§] are extracted from a joint work with Parinya
Chalermsook, Marek Cygan, Guy Kortsarz, Bundit Laekhanukit, Danupon Nanongkai, and Luca
Trevisan [Cha+17]. These three chapters follow closely to the conference versions of the papers.

The ninth chapter is based on [DM18]] from ITCS 2018 co-authored with Irit Dinur. The
major addition from there is an application for the hardness of UNIQUE SET COVER (Section[9.7).
Chapter [I0]is based on a joint work with Arnab Bhattacharyya, Suprovat Ghoshal and Karthik C.
S. published at ICALP 2018 [Bha+18]. The main difference between the two versions is that here
we prove hardness of k-NCP and k-NVP simply by reducing from the hardness of UNIQUE SET
COVER from the previous chapter. The conference version uses a more direct reduction from 2-
CSP, which yields a worse inapproximability ratio and is arguably more complicated. The proofs
of hardness for k-MDP and k£-SVP also contain some simplifications from a journal version in
preparation (which will be a merge between [Bha+18] and a manuscript [Bon+18] of Edouard
Bonnet, Laszl6 Egri, Bingkai Lin and Déniel Marx).

Chapter |1 1| closely follows a joint work with Karthik C.S. from ITCS 2019 [KM19].

Excluded Works. While this dissertation includes a large part of my work, several papers have
to be (regretfully) left out of this thesis. These include works on “traditional” approximation algo-
rithms and hardness of approximation [MNT16; (Chl+17b; AMM17; Manl7bj; |(CM18; Man19a],
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distributed algorithms [Bec+18], subexponential and parameterized approximation algorithms [Man19bj;
Gup+19; MT18], and computational social choice [MS17a; MS17b; MS19a; MS19b; FSM19;

Bei+19].
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Chapter 2

Notation, Preliminaries and Tools

In this section, we provide necessary preliminaries and tools that will be used in this dissertation.
Before we do so, let us first define several additional notations.

2.1 Notation

For any positive integer n, we use [n] to denote the set {1,...,n}. For two sets X and S, define
X? to be the set of tuples (z;)ses indexed by S with xg € X. We sometimes view each tuple

(xs)ses as a function from S to X. For a set S and an integer n < |S|, we use (i ) to denote the
collection of all subsets of S of size n. For convenience, we let (g) = {0}. We use ( <Sn> to denote

(‘3) U---u (i) Moreover, let Z(S) := ( g‘SSO denotes the power set of S.
We use exp(z) and log(x) to denote 2” and log, () respectively. poly(n), polylog(n), polyloglog(n)

are used as a shorthand for O(n°), O((log n)) and O((log log n)°) for some constant c respectively.

Finally, Q(f(n)) and O(f(n)) are used to denote ..y Q(f(n)/ log® f(n)) and U,cx O(f(n) log® f(n))

correspondingly.

2.1.1 Graph Theoretic Notation

Unless state explicitly otherwise, graphs are used to referred to undirected unweighted graphs. For
any graph GG, we denote by V(G) and E(G) the vertex and edge sets of GG, respectively. For each
vertex u € V(G), we denote the set of its neighbors by N (v); when the graph G is clear from the
context, we sometimes drop it from the notation. For a subset S C V(G), we use G[S] to denote
the subgraph of G induced by S; for convenience, we sometimes use F/(.S) to denote the set of
edges in G[S], instead of the more cumbersome notion F(G[S]). The density[| of a graph G on

|[V(G)| > 2 vertices is % We say that a graph is a-dense if its density is a.
2

't is worth noting that sometimes density is defined as | E(G)|/|V (G)|. For the DENSEST-k-SUBGRAPH problem,
both definitions of density result in the same objective since |\S| = k is fixed. However, our notion is more convenient
to deal with as it always lies in [0, 1].
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A bipartite graph G = (U, V, E) is said to be bi-regular if every left vertex (in U) has the same
degree, and every right vertex (in V') has the same degree. For a parameter 7 > 1, a bipartite graph
is said to be T-almost-biregular if the ratios I;?;‘zgg gggg((g)) and ﬁ?ﬁ:g Sjgg((ﬁ)) are at most 7.

A clique of G is a complete subgraph of (G; sometimes we also refer to a clique as a subset
S C V(@) such that G[S] is a clique. A biclique of G is a balanced complete bipartite subgraph
of G. By k-biclique, we mean the graph K}, 1, i.e., a biclique where the number of vertices in each
partition is k. An independent set of G is a subset of vertices S C V(G) such there is no edge
joining any pair of vertices in S. A dominating set of G is a subset of vertices S C V(G) such
that every vertex in G is either in S or has a neighbor in S. The cliqgue number (resp., independent
number) of (G is the size of the largest clique (resp., independent set) in G. The biclique number of
G is the largest integer k such that G contains K, ; as a subgraph. The domination number of G is
defined similarly as the size of the smallest dominating set in GG. The clique, independent and dom-
ination numbers of GG are usually denoted by w(G), a(G) and v(G), respectively. However, in this
dissertation, we will refer to these numbers by CLIQUE(G), MIS(G), DOMSET(G). Additionally,
we denote the biclique number of G by BICLIQUE(G).

Moreover, for every t € N, we view each element of V' as a t-size ordered multiset of V.
(L,R) € V' x V*is said to be a labelled copy of a t-biclique (or K, ;) in G if, for every u € L and
v € R,u# vand (u,v) € E. The number of labelled copies of K, in G is the number of all such
(L, R)’s. It is important that we distinguish between a labelled copy of ¢-biclique as just defined,
and a copy of t-biclique; the latter is pair of disjoint subsets L, R C V each of size ¢ such that, for
every u € L and v € R, we have (u,v) € E. Finally, we say that a graph is ¢-biclique-free if it
does not contain a copy of ¢-biclique (or alternatively BICLIQUE(G) < t).

In one occasion (Section [3.2)), we also use the notion of labelled copies for unbalanced biclique
as well, which is defined similar to above. Specifically, for s,¢ € N, (L, R) € V* x V! is said to
be a labelled copy of a (s,t)-biclique (or K,;) in G if, for every u € Land v € R, u # v and
(u,v) € E.

2.1.2 Distance Measures

For any a € R", its £, norm is defined by ||al|, := (Zie[N] |ai]p) P for 1 < p < oo. Its £y norm,
denoted by ||a||o is defined as |{i € [N] : a; # 0}]. It £ norm ||a|| is max;c(ny |a;l.

The distance in the £,,¢y,(+, metric between two points a, b € R is defined as the correspond-
ing norm of a — b. Sometimes we refer to ¢y, /s norms/metrics as the Hamming and Euclidean
norms/metrics respectively. The Hamming norm is also refered to as the Hamming weight.

We also sometimes use A(a) and A(a,b) to denote ||al|o and ||a — bl|o respectively. Fur-
thermore, we define A(a, S) = min A(a,b) forany a € RY and S C R". For a € F,’ and

d € N, we use By(a,d) to denote the (closed) Hamming ball of radius d centered at a, i.e.,
By(a,d) :={b € F) | A(a,b) < d}; when the dimension is clear from context, we may simply
write B(a, d) instead of By (a, d).

We denote the inner product (associated with the Euclidean space) of a and b by (a,b) :=

> a;-b;. Finally, for every positive integer N we define the edit metric over X to be the space ¥
1€[N]
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endowed with distance function ed(a, b), which is defined as the minimum number of character
substitutions/insertions/deletions to transform a into b.

2.1.3 Probabilistic Notation

Let X be a probability distribution over a finite probability space ©. We use z ~ X to denote a
random variable x sampled according to X'. Sometimes we use shorthand = ~ © to denote x being
drawn uniformly at random from ©. For each § € ©, we denote Pr, x[z = 6] by X'(6). The
support of X or supp(X) is the set of all § € © such that X'(6) # 0. For any event E, we use 1[F]
to denote the indicator variable for the event.

2.2 Problem Definitions

Since this thesis considers a number of computational problems some of which occur in multiple
chapters, we provide a list of recurring problems below for convenience of the readers.

o k-SAT. In the k-SAT problem (abbreviated as kSAT or k-SAT), we are given a CNF formula
® with at most £ literals in each clause and the goal is to decide whether @ is satisfiable.

e Dominating Set. In the k.-DOMINATING SET problem (k-DOMSET), we are given a graph
G, and the goal is to decide whether G has a dominating set of size k. In the minimiza-
tion version, called Minimum Dominating Set (DOMSET, for short), the goal is to find a
dominating set in G' of minimum size.

e Set Cover. The k-DOMSET is a special case of the £-SET COVER problem (k-SETCOV)
where we are given a ground set I/, a collection of subsets S C Z(U/) and an integer k. The
goal is to determine whether there are & subsets from & whose union is /. The minimization
version of the problem, called Minimum Set Cover (SETCOV, for short), asks to find as few
subsets from S as possible whose union is /. We use SETCOV (U, S) to denote the optimum
of SETCOV on instance (U, S).

e Clique. In the £-CLIQUE problem, we are given a graph G, and the goal is to decide whether
G has a clique of size k as a subgraph. In the maximization version, called Maximum Clique
(CLIQUE, for short), the goal is to find a clique in GG of maximum size.

e Densest £-Subgraph. In the DENSEST k-SUBGRAPH (DkS), we are given a graph GG and
an integer k, and the goal is to find S C V(G) of size k that induces maximum number
of edges. DENSEST k-SUBGRAPH with perfect completeness refers to the variant of the
problem where we are further promised that the graph G contains a k-clique.

e k-CSP. An instance G of MAX k-CSP consists of a variable set V/, a finite alphabet set 3, a
distribution Q over (‘;) and a predicate P : (Z) x ¥* — [0, 1]. The goal is to find an assign-
ment ¢ : V' — ¥ that maximizes the expected output of the predicate, i.e., Eg.o[P(S, ¢|s)].
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We note here that MAX k-CSP is the only problem for which we study in the context of
parameterization and do not use “k” as the parameter. In particular, in our study in Chapter[9)
we study the problem when k£ = 2 and instead the parameter is the number of variables
|V'|. Indeed, in that chapter, we use k to denote |V'| instead of the arity of CSPs; to avoid
confusion, we refer to this parameterized version of 2-CSP as PARAMETERIZED 2-CSP.

Lastly, to make it clear to the readers, we use ‘“Research Question” throughout this dissertation
for questions that we do answer (at least partially) in this dissertation. On the other hand, we use
“Open Question” for questions we do not know the answer and are hence still open.

2.3 Exponential Time Hypotheses

While computational tractabilities of NP-hard problems can be based on just the P # NP assump-
tion, fine-grained results often require stronger assumptions. The first type of such assumptions
are Exponential Time Hypotheses.

2.3.1 Exponential Time Hypothesis

The Exponential Time Hypothesis (ETH), proposed by Impagliazzo and Paturi [IPO1]], asserts that
3SAT cannot be solved in subexponential time, as stated below.

Hypothesis 1 (Exponential Time Hypothesis (ETH) [IPO1}; TPZ01])). There exists 6 > 0 such that
no algorithm can solve 3-SAT in O(2°") time where n is the number of variables. Moreover, this
holds even when restricted to formulae in which each variable appears in at most three clauses.

Note that the original version of the hypothesis from [[PO1] does not enforce the requirement
that each variable appears in at most three clauses. To arrive at the above formulation, we first
apply the Sparsification Lemma of [IPZ01], which implies that we can assume without loss of
generality that the number of clauses m is O(n). We then apply Tovey’s reduction [Tov84] which
produces a 3-CNF instance with at most 3m + n = O(n) variables and every variable occurs in at
most three clauses. This means that the bounded occurrence restriction is also w.l.0.g.

ETH has numerous implications in running time lower bounds for exact algorithms, parame-
terized complexity theoryE], and, as we will see shortly, even hardness of approximation.

2.3.2 Strong Exponential Time Hypothesis

We will also use a stronger hypothesis called the Strong Exponential Time Hypothesis (SETH)
which postulates that, even the constant in the exponent has to be (1 — ¢) for k-SAT when £ is
sufficiently large. This is formulated below.

ZPlease refer to a survey by Lokshtanov, Marx and Saurabh [LMS11] for more information on implications of
ETH on lower bounds for exact algorithms and parameterized complexity theory.
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Hypothesis 2 (Strong Exponential Time Hypothesis (SETH) [IPO1; IPZ01]). For every ¢ > 0,
there exists k = k(¢) € N such that no algorithm can solve k-SAT in O(20=9)") time where n
is the number of variables. Moreover, this holds even when the number of clauses m is at most
c(e) - n where c(¢) denotes a constant that depends only on e.

Again, we note that, in the original form [[POI1]], the bound on the number of clauses is not
enforced. However, the Sparsification Lemma [IPZ01] allows us to do so without loss of generality.

2.3.3 Gap Exponential Time Hypothesis

Another strengthening of ETH we use is the Gap Exponential Time Hypothesis (Gap-ETH), which
essentially states that even approximating 3SAT to some constant ratio takes exponential time:

Hypothesis 3 (Gap Exponential Time Hypothesis (Gap-ETH) [Dinl16; MR17al]). There exist con-
stants 0, > 0 such that no O(2°")-time algorithm can, given a 3-CNF formula ¢ with n variables,
distinguish between the case where ¢ is satisfiable and the case where val(¢) < 1 —¢e. Here val(¢)
denote the maximum fraction of clauses of ¢ satisfied by any assignment.

Moreover, this holds even when the number of clauses m is O(n).

While both SETH and Gap-ETH imply ETH, no formal relationship is known between the two.
We would also like to remark that, while Gap-ETH may sound like a very strong assumption, as
pointed out in [Din16; MR17b], there are a few evidences supporting the conjecture:

e As will be explained in more details below, Dinur’s PCP Theorem [Din07] implies a running
time lower bound of 2°("/Poh1og(n)) for Gap-3SAT, assuming ETH. The polylog(n) loss in the
exponent comes from the size blow-up of the PCP; if a linear-size PCP, one in which the size
blow-up is constant, exists then Gap-ETH would follow from ETH.

e No subexponential-time algorithm is known even for the following (easier) problem, which
is sometimes referred to as refutation of random 3SAT: for a constant density parameter A,
given a 3-CNF formula ¢ with n variables and m = An clauses, devise an algorithm that
outputs either SAT or UNSAT such that the following two conditions are satisfied:

— If ® is satisfiable, the algorithm always output SAT.

— Over all possible 3-CNF formulae ¢ with n clauses and m variables, the algorihtm
outputs UNSAT on at least 0.5 fraction of them.

Note here that, when A is a sufficiently large constant (say 1000), a random 3-CNF formula
is, with high probability, not only unsatisfiable but also not even 0.9-satisfiable. Hence, if
Gap-ETH fails, then the algorithm that refutes Gap-ETH will also be a subexponential time
algorithm for refutation of random 3SAT with density A.

Refutation of random 3SAT, and more generally random CSPs, is an important question that
has connections to many other fields, including hardness of approximation, proof complex-
ity, cryptography and learning theory. We refer the reader to [AOW15]] for a more com-
prehensive review of known results about the problem and its applications in various areas.
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Despite being intensely studied for almost three decades, no subexponential-time algorithm
is known for the above regime of parameter. In fact, it is known that the Sum-of-Squares hi-
erarchies cannot refute random 3-SAT with constant density in subexponential time [|Gri01;
Sch08]. Given how powerful SDP [Rag08||, and more specifically Sum-of-Squares [LRS15]],
are for solving (and approximating) CSPs, this suggests that refutation of random 3-SAT
with constant density, and hence Gap-3SAT, may indeed be exponentially hard or, at the
very least, beyond our current techniques.

e Dinur speculated that Gap-ETH might follow as a consequence of some cryptographic as-
sumption [Din16|]. This was recently confirmed by Applebaum [Appl7] who showed that
Gap-ETH follows from an existence of any exponentially-hard locally-computable one-way
function. In fact, he proved an even stronger result that Gap-ETH follows from ETH for
some CSPs that satisfy certain “smoothness” properties.

Lastly, we note that the assumption m = O(n) made in the conjecture can be made without
loss of generality. As pointed out in both [Din16] and [MR17b]], this follows from the fact that,
given a 3-SAT formula ¢ with m clauses and n variables, if we create another 3-SAT formula ¢’
by randomly selected m’ = An clauses, then, w.h.p., |[SAT(¢)/m — SAT(¢')/m’/| < O(1/A).

2.4 Fine-Grained Complexity Assumptions

In addition to the Exponential Time Hypotheses, we will use two assumptions regarding problems
in P: the Orthogonal Vector Hypothesis and the £-SUM Hypothesis. There are many more such
assumptions that are used in fine-grained complexity, but we choose not to discuss them here; for
readers interested in learning about other assumptions and the state-of-the-art conditional lower
bounds, please refer to a survey of Williams [Wil18b].

2.4.1 Orthogonal Vector Hypothesis

The first fine-grained complexity assumption we use is the Orthogonal Vector Hypothesis (OVH).
In the Orthogonal Vector problem (OV), we are given two sets of n vectors A, B C {0,1}¢ and
the goal is to determine whether there exist a € A, b € B that are orthogonal.

Clearly, the problem can be solved in O(n?d) by trivial brute-force algorithm. OVH states that
this algorithm is nearly optimal, in the sense that there is no truly subquadratic time algorithm for
the problem, even when d = O(logn). This is stated formally below.

Hypothesis 4 (Orthogonal Vector Hypothesis, OVH). For every ¢ > 0, no algorithm can solve
OV in O(n*"¢) time. Moreover, this holds even when the dimension d is at most c(¢) log n where
c(e) denotes a constant that depends only on ¢.

It is known that SETH implies OVH [Wil0O5]], and therefore the results based on OVH (in
Chapter 1) also hold under SETH.
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2.4.2 k-SUM Hypothesis

Our final hypothesis is the k-SUM Hypothesis. In the £-SUM problem, we are given k sets
S1,...,Sy each of n integers in the range [— M, M], and we are asked to determine whether we
can pick £ integers, one from each set, so that the sum is equal to zero. This problem can be solved
via a “meet-in-the-middle” approach in O(n!*/?1) time. The k-SUM Hypothesis states that this
algorithm is essentially optimal:

Hypothesis 5 (k-SUM Hypothesis [AL13]). For every integer k > 3 and every ¢ > 0, no
O(nl*/21=2) time algorithm can solve k-SUM where n denotes the total number of input integers,
ie,n=|S|+ -+ |Sk|l. Moreover, this holds even when M = n?t,

The above hypothesis is a natural extension of the more well-known 3-SUM Hypothesis [GO95;
Pat10)]], which states that 3-SUM cannot be solved in O(n?~¢) time for any € > (. Moreover, the
k-SUM Hypothesis is closely related to the question of whether SUBSET-SUM can be solved
in 0(2(1/ 2_5)”) time; if the answer to this question is negative, then k-SUM cannot be solved in
O(nF/?=¢) time for every ¢ > 0,k € N. We remark that, if one is only willing to assume this
latter weaker lower bound of O(n*/27¢) instead of O(n'¥/?1=%), our reduction in Chapter @ would
give an O(n*/?=¢) running time lower bound for approximating k-DOMSET. Finally, we note that
the assumption that M = n?* can be made without loss of generality since there is a randomized
reduction from the general version of the problem (where M is, say, 2") to this version of the
problem and it can be derandomized under a certain circuit complexity assumption [ALW 14]].

2.5 Nearly-Linear Size PCPs and (Sub)exponential Time
Reductions

The celebrated PCP Theorem [AS98}; |Aro+98||, which lies at the heart of virtually all known NP-
hardness of approximation results, can be viewed as a polynomial-time reduction from 3SAT to a
gap version of 3SAT, as stated below. While this perspective is a rather narrow viewpoint of the
theorem that leaves out the fascinating relations between parameters of PCPs, it will be the most
convenient for our purpose.

Theorem 2.1 (PCP Theorem [AS98; Aro+98]|]). For some constant € > 0, there exists a polynomial-
time reduction that takes a 3-CNF formula @ and produces a 3-CNF formula ¢ such that

o (Completeness) if @ is satisfiable, then ¢ is satisfiable, and,
o (Soundness) if p is unsatisfiable, then val(¢) < 1 — €.

Following the first proofs of the PCP Theorem, considerable efforts have been made to improve
the trade-offs between the parameters in the theorem. One such direction is to try to reduce the size
of the PCP, which, in the above formulation, translates to reducing the size of ¢ relative to ¢. On
this front, it is known that the size of ¢ can be made nearly-linear in the size of ¢ [Din07; BSOS;
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MR10]]. For our purpose, we will use Dinur’s PCP Theorem [Din07]], which has a blow-up of only
polylogarithmic in the size of ¢:

Theorem 2.2 (Dinur’s PCP Theorem [Din07]). For some constant €,d,c > 0, there exists a
polynomial-time reduction that takes a 3-CNF formula ¢ with m clauses and produces another
3-CNF formula ¢ with m' = O(mlog®m) clauses such that

o (Completeness) if ¢ is satisfiable, then ¢ is satisfiable, and,
e (Soundness) if v is unsatisfiable, then val(¢) < 1 — ¢, and,
e (Bounded Degree) each variable of ¢ appears in < d clauses.

Note that Dinur’s PCP, combined with ETH, implies a lower bound of 28¥(m/polylog m) o the run-
ning time of algorithms that solve the gap version of 3SAT, which is only a factor of O(polylog m)
in the exponent off from Gap-ETH. Putting it differently, Gap-ETH is closely related to the ques-
tion of whether a linear size PCP, one where the size blow-up is only constant instead of polyloga-
rithmic, exists; its existence would mean that Gap-ETH is implied by ETH.

Under the exponential time hypothesis, nearly-linear size PCPs allow us to start with an in-
stance ¢ of the gap version of 3SAT and reduce, in subexponential time, to another problem. As
long as the time spent in the reduction is 2°0™/1°¢°™) we arrive at a lower bound for the problem.
Arguably, Aaronson et al. [AIM14] popularized this method, under the name birthday repetition,
by using such a reduction of size 2(vV'™ to prove ETH-hardness for free games and dense CSPs.
Without going into any detail now, let us mention that the name birthday repetition comes from the
use of the birthday paradox in their proof and, since its publication, their work has inspired many
inapproximability results [BKW 15 Rub16; Rubl7a; Rubl7b; DFES16; Bra+17]]. Our results in
Parttoo are inspired by this line of work and, as we will see soon, part of our proof also contains
a birthday-type paradox. In fact, Chapter [3|directly deals with the exact construction of [AIM14]
and, in the process, resolves some open questions from that work.

While Dinur’s PCP Theorem (Theorem [2.2)) suffices for most of our results in Part[l, our proofs
in Chapter [5|require a PCP theorem with low soundness of Moshkovitz and Raz [MR10]. To state
the theorem, we first need to define the LABEL COVER problem, a central problem in the area of
hardness of approximation.

Definition 2.3 (Label Cover). A label cover instance L consists of (G, Xy, Xy, I1), where
e G = (U,V, E) is a bipartite graph between vertex sets U and V and an edge set F,
e Y.y and Xy are sets of alphabets to be assigned to vertices in U and V', respectively, and

o II = {Il.}.ck is a set of constraints, where 11, C ¥.i; X 3y, denote the accepting assignments
for the edge e.

We said that a label cover instance L satisfies projection property (or L is a projection game) if for
every edge e = (u,v) € F and every o € Yy, there is exactly one 5 € ¥y such that («, 3) € IL..
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In other words, we may represent our constraints as projections w, : Sy — 2y, where («, )
satisfies the constraint iff w.(c) = S.

An assignment (aka labeling) for L is a pair o = (oy,oy) of functions oy : U — Xy and
oy : V. — Xy. The value of o, denoted by val. (o) is defined as the fraction of edges (u,v) € E
such that (0,,0,) € Ily.); these edges are called satisfied edges. The value of the instance L,
val(L), is defined as the maximum value among all assignments o.

For convenience, we sometimes use the notation |L| to denote the size of the label cover in-
stance; in particular, |L| = |Sy| + |Zv| + |U| + |V].

Sometimes it will be convenient to think of a labeling o as a function from U U V to Xy U Xy
and we use the two notions interchangeably; whenever this is the case, we always assume that
every vertex in U is mapped to X;; whereas every vertex in V' is mapped to Y. Furthermore, we
occasionally work with assignments that only label a subset of U U V' but leaves the rest unlabeled.
We refer to such an assignment as a partial assignment to an instance; more specifically, for any
S C U UV, an S-partial assignment (or partial assignment on .S) is a function g : S — Xy U Xy
For notational convenience, we also use ¥ to denote ¥;; U ¥y and ¥° to denote the set of all
functions from S to X.

We also often work with multiple graphs in our reductions/proofs. To avoid confusion, we
might refer to the graph G as the super-graph and the vertices of GG as the super-nodes.

The PCP Theorem by Moshkovitz and Raz [MR10] is a reduction from 3SAT to the gap version
of Label Cover that preserves the size to be almost linear and (importantly) achieves low soundness:

Theorem 2.4 (Moshkovitz-Raz PCP [MR10])). For every v = v(m) > 0, there exists a polynomial-
time reduction that takes a 3-CNF formula o with m clauses and produces a bi-regular projection
game L with |U|, |V|,|E| = m'*Wpoly(1/v) and |Sy|, |Sv| < 27°YY/Y) such that

o (Completeness) if p is satisfiable, then L is satisfiable, and,

e (Soundness) if o is unsatisfiable, then val(L) < v.

2.6 Parameterized Complexity

Over the years, many approaches have been devised to cope with NP-hardness of fundamental
computational problems. Prominent among them is the area of parameterized complexity. In
parameterized problems, part of the input is designated as the parameter, and the notion of “efficient
algorithm” is relaxed to the notion of fixed-parameter (FPT) algorithms, which are algorithms with
running time 7'(k) - poly(n) where k is the parameter, n is the size of the input and 7" can be any
computable function. For instance, an algorithm with running time 2% - poly(n) or 22" . poly(n) is
considered FPT. The problems that admit FPT algorithms are said to be fixed-parameter tractable;
the class of such problems is also denoted by FPT.

The area has led to numerous algorithmic tools and techniques that allow one to tackle NP-
hard problems, especially when the parameter is chosen appropriately. Since we are only dealing
with intractability here, we will not discuss algorithmic techniques any further. Interested readers
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may refer to the many books in the field; for instance, Cygan et al.’s book [Cyg+15] provides a
relatively up-to-date review of basic principles used in parameterized algorithms.

For convenience, unless stated otherwise, we use “£k” to denote the parameter throughout this
thesis. Moreover, we often refer to the parameterized variant of a problem II as k-II.

2.6.1 The W Hierarchy

Unsurprisingly, many parameterized problems remain intractable even in the FPT notion. Over
the years, there have been many parameterized complexity classes defined to capture such an in-
tractability phenomenon. Arguably, the most widely used hierarchy today is the W hierarchy, and
this will be the only class we discuss in this section. For interested readers, the book [FG0O6] of
Flum and Grohe provides a rather comprehensive look on the different complexity classes/hierar-
chies (including para-NP and the A hierarchy) and how they relate to each other.

We now turn our focus back to the W hierarchy. The complexity classes of the hierarchy is
defined based on the following notion of reduction: a parameterized reduction (aka FPT reduction)
from a parameterized problem .7 to another parameterized problem % is an algorithm that takes in
an instance (x, k) of o7, runs in f(k) - poly(|x|) time for some function k£ and produces an instance
(', k") where k' < g(k) for some function g. As usual, it must be that if (z, k) is a YES (resp.
NO) instance of <7, then (z/, k') is a YES (resp. NO) instance of . (It is simple to see that, if .o
parameterized reduces to 4 and 4 is in FPT, then .o/ is also in FPT.)

With the notion of parameterized reduction in mind, the class W[t] for any positive integer
t € N is defined as all problems that can be reduced to the following problem: given a circuit
of weft (at most) ¢, is there an assignment with Hamming weight & to the input that satisfies the
circuit? Here weft refers to the number of unbounded fan-in gates from any input to output path.

A reason that makes the hierarchy popular is that many fundamental combinatorial problems
turn out to be complete for the classes in the hierarchy. Specifically, k-CLIQUE and k-DOMSET
are complete for the classes W[1] and W|[2] respectively. In this dissertation, we in fact rarely use
the W hierarchy; our only result that relies on the hierarchy is the W[1]-hardness of approximation
k-DOMSET (Theorem [6.1). To state this result in a consistent manner with other results in the
respective chapter, we may view the W[1]-hardness as being conditional on the assumption that
W[1] does not collapse to FPT:

Hypothesis 6 (W|[1] # FPT). For any computable function T : N — N, no algorithm can solve
k-CLIQUE in T'(k) - poly(n) time where n denotes the number of vertices in the input graph.

2.6.2 FPT Approximation and Total Inapproximability

As this dissertation deals with FPT approximation algorithms, we have to define several notations
regarding FPT approximation algorithms and inapproximability results.

To do so, let us start by formalizing the the notation of optimization problems; here we follow
the notation due to Chen et al. [CGGO6|]. An optimization problem 11 is defined by three com-
ponents: (1) for each input instance I of II, a set of valid solutions of I denoted by SOLy(]),
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(2) for each instance I of II and each y € SOL([), the cost of y with respect to / denoted by
Cn(l,y), and (3) the goal of the problem GOALy; € {min, max} which specifies whether II is a
minimization or maximization problem. Throughout this work, we will assume that Cry(/, y) can
be computed in time |7|°™). Finally, we denote by OPT(I) the optimal value of each instance I,
i.e., OPT(I) = GOALy C(1,y) where y is taken over SOL (7).

We often (but not always) parametrize by the solution size. In this case, the most convenient
definition is to consider the following “gap” version of these problems. It is rather straightforward
to check that this notion is weaker (i.e. easier) than the other notion where the OPTy(7) is itself
a parameter. That is, our impossibility results for gap versions translate to those versions as well.
For a formal statements relating the two, please refer to Propositions 2.3 and 2.4 in [[Cha+17].

Definition 2.5 (FPT gap approximation). For any optimization problem 11 and any computable
function f : N — [1,00), an algorithm A, which takes as input an instance I of 11 and a positive
integer k, is said to be an f-FPT-approximation algorithm for II if the following conditions hold
on every input (1, k):

o A runs in time t(k) - |1|°Y) for some computable functiont : N — N.

e I[f GOALy = max, A must output 1 if OPTy(I) > k and output 0 if OPT (1) < k/ f (k).
If GOALy = min, A must output 1 if OPT(I) < k and output 0 if OPTy(I) > k- f(k).

I1 is said to be f-FPT-approximable if there is an f-FPT-approximation algorithm for I1.

Next, we formalize the concept of totally FPT inapproximable, which encapsulates the non-
existence of non-trivial FPT approximations alluded to earlier in the introduction.

Definition 2.6. A minimization problem 11 is said to be totally FPT inapproximable if, for every
computable function f : N — [1,00), Il is not f-FPT-approximable.

A maximization problem 11 is said to be totally FPT inapproximable if, for every computable
function f : N — [1,00) such that f(k) = o(k) (i.e., limg_,oo k/f(k) = o0), 1l is not f-FPT-
approximable.

As stated earlier, we do not always parametrize by the optimum. The exceptions are DENSEST
k-SUBGRAPH (in Chapter [§]), PARAMETERIZED 2-CSP and DIRECTED STEINER NETWORK (in
Chapter [9). For these results, we will state more explicitly what our results rule out. Another
point we note is that, in Chapter|[6] we show that .-DOMSET is totally FPT inapproximable (under
W/1] # FPT), but we choose to state the results slightly differently (see Theorem , so that the
results from different assumptions are more consistent.

2.6.3 FPT Inapproximability via Inherently Enumerative

Another notion that will be useful in proving FPT inapproximability is the concept of inherently
enumerative problems, which will be formalized shortly.
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To motivate the concept, note that many problems II considered in this thesis admit exact algo-
rithms that run in time O*(|7|°FTu()), For instance, to find a clique of size k in G, one can enu-

merate all (‘V(kG)‘) = |V(@)|°® possibilitie For many W[1]-hard problems, this running time

is nearly the best possible assuming ETH: Any algorithm that finds a k-clique in time |V (G)|°®)
would break ETH. In the light of such result, it is natural to ask the following question.

Assume that say CLIQUE(G) > 2%°, can we find a clique of size k in time |V (G)[°*")?

In other words, can we exploit a prior knowledge that there is a clique of size much larger than
k to help us find a k-clique faster? Roughly speaking, we will show later that, assuming Gap-ETH,
the answer of this question is also negative, even when 22" is replaced by any constant independent
of k. This is encapsulated in the concept of inherently enumerative as defined below.

Definition 2.7 (Inherently Enumerative). A problem 11 is said to be inherently enumerative if there
exist constants 6,1y > 0 such that, for any integers q > r > ro, no algorithm can decide, on every

input instance I of 11, whether (i) OPTr(I) < r or (ii) OPT(I) > q in timd O, ,(|I|°").

While we will show that CLIQUE and DOMSET are inherently enumerative, we cannot do
the same for some other problems, such as BICLIQUE. Even for the exact version of BICLIQUE,
the best running time lower bound known is only |V (G)[2V%) [Lin15|] assuming ETH. In order
to succinctly categorize such lower bounds, we define a similar but weaker notation of weakly
inherently enumerative:

Definition 2.8 (Weakly Inherently Enumerative). For any function § = w(1) (i.e., lim, o, f(r) =
00), a problem 11 is said to be 3-weakly inherently enumerative if there exists a constant vy > 0
such that, for any integers q = r > ro, no algorithm can decide, on every input instance I of 11,
whether (i) OPTy(I) < r or (ii) OPTy(I) > q in time O, (|I|°™).

[T is said to be weakly inherently enumerative if it is 5-weakly inherently enumerative for some

f=w(l).

It follows from the definitions that any inherently enumerative problem is also weakly inher-
ently enumerative. As stated earlier, we will prove total FPT inapproximability through inherently
enumerative; the proposition below formally establishes a connection between the two.

Proposition 2.9. If 11 is weakly inherently enumerative, then 11 is totally FPT inapproximable.

An important tool in almost any branch of complexity theory, including parameterized com-
plexity, is a notion of reductions. For the purpose of facilitating proofs of totally FPT inapprox-
imability, we define the following reduction, which we call FPT gap reductions.

Definition 2.10 (FPT gap reduction). For any functions f,g = w(1), a problem 11y is said to be
(f,9)-FPT gap reducible fo a problem 11, if there exists an algorithm A which takes in an instance
Iy of 11y and integers q, r and produce an instance I, of 11 such that the following conditions hold.

3A faster algorithm runs in time |V'(G)|*/3 can be done by a reduction to matrix multiplication.
4Oy, () here and in Definition [2.8| hides any multiplicative term that is a function of ¢ and 7.
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o A runs in time t(q,7) - | Io|°Y) for some computable functiont : N x N — N,
e For every positive integer q, if OP Ty, (1y) > ¢, then OPTy, (1) = f(q).

e For every positive integer r, if OPTy, (1y) < g(r), then OPTy, (1) < 7.

It is not hard to see that FPT gap reduction indeed preserves totally FPT inapproximability, as
formalized in Proposition [2.11] below.

Proposition 2.11. If a problem 11y is (i) (f, g)-FPT gap reducible to 11, for some computable non-
decreasing functions f, g = w(1), and (ii) totally FPT inapproximable, then 11, is also totally FPT
inapproximable.

As stated earlier, we sometimes work with inherently enumerative concepts instead of working
directly with totally FPT inapproximability; fortunately, FPT gap reductions can also be used for
(weakly) inherently enumerativeness, as stated below.

Proposition 2.12. [f a problem 11 is (i) (f, g)-FPT gap reducible to 11, and (ii) 3-weakly inher-
ently enumerative for some f,q, 5 = w(1), then I1; is Q (3 o g)-weakly inherently enumerative.

The (straightforward) proofs of Propositions[2.9] [2.1T]and [2.12]can be found in [Cha+17]. As a
final remark, we note that our results in Chapter [6|for &-DOMSET, specifically Theorem imply
that it is inherently enumerative assuming ETH; however, we choose not to state it in this term, to
highlight the dependency of approximation ratio on n.

2.7 Error-Correcting Codes

An error-correcting code (ECC) is a map C' : ™ — %4 here m and d are positive integers which
are referred to as the message length and block length of C' respectively. Intuitively, the function
C encodes an original message of length m to an encoded message of length d. Since we will
also deal with communication protocols, for which “message length” has another meaning, we
will sometimes refer to the message length of codes as code message length whenever there is
an ambiguity. The rate of a code p(C') is defined as the ratio between its message length and
its block length, i.e., p(C') = m/d. The distance of a code, denoted by A(C'), is defined as

;né% C(x) — C(y)|lo. (Recall here that || - ||o is used to the denote the hamming weight.) Its
X y m

relative distance is defined as §(C') := A(C)/d.
For an ECC C, we use the caligraphic letter C to denote the set of corresponding codewords,
ie.,C:={C(a) | a e ¥™}. We sometimes use C in place of C' for the above notations, e.g. A(C).
When X = F, is a finite field, we said that the ECC C' is linear iff C' : ]Fg” — Fg is a linear
function, i.e., there exists a matrix C & IFZX’” such that C'(a) = Ca for all a € IF;". We often use
the notion [d, m, A, to denote a linear code of block length d, message length m, and distance A
over alphabet F,. Note also that, for a linear code C, A(C) is equal to the minimum weight of
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a non-zero codeword in C. Finally, for any code C, we use A,(C) := |{c € C | A(c) = w}| to
denote the number of codewords of weight w.

In each of Chapters [6] [[0]and [TT] we will need different error-correcting codes with properties
that are tailored towards the applications at hand. Due to this, we will not define these codes here,
but rather at the respective chapters when they are needed.

2.8 Zarankiewicz Problem and Related Bounds

The Zarankiewicz problem [Zar51]] is an old but yet unsolved problem in extremal combinatorics,
which asks: what is the maximum number of edges can an N-vertex K ;-free grap}ﬂ has? This
question is similar to another classic problem which asks the exact same question, except K ;-
free is replaced with K,-free. Unlike the Zarankiewicz problem, the latter problem is completely
understood: the N-vertex K-free graph with maximum number of edges is the graph whose N
vertices are partitioned into ¢ — 1 groups each of size either [25] or |25 ], and two vertices are
connected by an edge if and only if they are from different groups. This result is typically referred
to as Turdn’s theorem [Tur41]], and such a graph as a Turdn’s graph. Observe that, for any ¢ > 2,
the Turén’s graph has Q(NN?) edges.

While the Zarankiewicz problem is not yet fully resolved, several upper bounds and lower
bounds are known. We will use the following well-known upper bound on the number of edges:

Theorem 2.13 (K&6vari-S6s-Turan (KST) Theorem [KST54|]). For every positive integer N and
t < N, every K, -free graph on N vertices has at most O(N>~'/t) edges (i.e., density O(N~'/)).

We remark here that KST Theorem demonstrates the stark contrast between K,-free graphs and
K, ,-free graphs. As stated above, in the former, one can still have very dense graph (of density
Q(1)); however, for the latter, the density can be at most O(N~1/*),

In fact, Alon [Alo02] shows that the assumption that the graph is K, ;-free can be relaxed: to
conclude that a graph is sparse, it suffices for the graph to have few labelled copies of K;,, as
stated below.

Lemma 2.14 ([|Alo02, Lemma 2.1]@). For every positive integer N > 2 andt < N and o € R,
any graph G on N vertices that has at most (a/2)t2N2t labelled copies of K has density at most
a.

It will also be convenient for us to use a bipartite version of Alon’s lemma, stated below. We
provide the proof here for completeness; the proof is essentially the same as Alon’s original proof
but just in the context of bipartite graph.

3Some versions of the problem consider bipartite graphs. However, it will be more convenient for us to consider
general graphs. Note that it is simple to see that the bounds in both cases are within a constant factor of each other.

®The lemma is stated slightly differently in [Alo02]. Namely, it was stated there that any graph G with > e N2
edges contains at least (2¢)"” N?! labelled copies of K;;. The formulation here follows from the fact that a-dense
graph on N > 2 vertices contains at least (a/4) N? edges.
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Lemma 2.15. For every positive integer N, M > 2 and s <
number «, any bipartite graph G = (A, B, E) with |A| = N,
' N*M" labelled copies of K, has at most aN M edges.

N,t < M and any positive real
|B| = M that contains at most

Proof. We will prove the contrapositive; suppose that G = (A, B, F) has |A| = N, |B| = M and
|E| > aNM. Observe that the number of labelled copies of K7 is exactly >, 4 deg(a)’. From
power-mean inequality, this is at least N (% >aca deg(a))t > N(a'M?Y).

Next, let us partition the labelled copies of K ; based on the ¢-tuple of right vertices. More
precisely, for every R € B, let K1,(R) = {({a},R) | Vb € B,(a,b) € E}. Observe that the
number of labelled copies of K, is exactly

S 1 ) st \TS
Y IKan(R)° > M (Mt > |]C(1,t)(R)|) > ' N° M,

ReBt ReBt

where the first inequality is from power-mean inequality and the second follows from the number
of labelled copies of K7, is more than N (a‘M*). O

KST Theorem and Alon’s lemmas allow us to prove that a graph is sparse by showing that it is
K, -free, or it contains few labelled copies of K ;. This will become useful in Chapters [3} ] and [8]

2.9 Well-Behaved Subsets

Throughout this thesis, we often want to construct subsets that “behave like random subsets” of
a specific size. While we can of course just take the random subsets, they are not preferred as
we would rather have deterministic constructions. Nonetheless, the parameter regimes for which
we are interested in are the “easy” regimes where we can deterministically construct these subsets
pretty simply. Here we provide such a construction; we start with the following definition:

Definition 2.16. For any k,q € N, let T; = {x € [q|* | z; = 1} for all i € [k].
From now on, we use a := 1/q to denote the fraction of total elements from [¢]* contained in
each subset 7;. A simple but crucial observation regarding the constructed sets is that the indicator

variables are independent random variables with mean «, as stated more formally below.

Observation 2.17. Let k,q, 11, ..., T} be as in the above definition. Let X1, ..., X} be boolean
random variables on the uniform distribution over [q|* such that X; = 1 on atom x iff x € T;.
Then, X1, ..., Xy are independent random variables with Pr[X; = 1] = .

Using the observation above, it is now easy to argue that these sets “behave like random sets”.
To be more precise, we need two types of properties as stated below.



CHAPTER 2. NOTATION, PRELIMINARIES AND TOOLS 30

2.9.1 Uniformity

The first property is what we call uniformity. Intuitively, it says that, if we pick some subcollection
T C{Th,...,T}} thatis “not too small”, then most of the elements still appear in “many subsets”
T € 7T. The formal definition is stated below.

Definition 2.18 (Uniformity). For any universe U, a collection S of subsets of U is (7, j1)-uniform
if, for at least (1 — ) fraction of elements u € U, u appears in at least vy fraction of the subsets in

S. In other words, S is (7, p)-uniform if and only if [{u € U | Pry_zlu € S] =~} = (1 — p)|U|.

We can now compute the relation between parameters for the subsets in Definition 2. 16}

Proposition 2.19. Forany ;i > 0, any subcollection T C {Ty, ..., Ty} of size at least [81n(1/ 1) /a]
is (av/2, p)-uniform (with respect to the universe [q]").

Proof. Consider a subcollection 7 = {T},,..., T}, } where h > [81n(1/u)/a]. Notice that the
condition Pr, ~[u € T] > «a/2 is exactly equivalent to X; + --- + X;, > (a/2)h. Since
Xi, ..., X;, are 1.1.d. boolean r.v.s with mean o, we can apply Chernoff bound, which gives:

Pr[X;, 4+ X, = (a/2)h] > 1—e F >1—yp,

as desired. O]

2.9.2 Dispersers and Intersection Dispersers

We also need the definition of dispersers. Recall thatﬂ roughly speaking, a collection of subsets
is a disperser if, when we pick “sufficiently many” subsets, then their union is almost the entire
universe. This is formalized below.

Definition 2.20 (Disperser). For any universe U, a collection S of subsets of U is an (r, n)-disperser
if. for any r distinct subsets S*,...,S” C S, we have

T

U

=1

> (1 =n)lul.

In Chapter [9] we will in fact need a stronger property that, when we pick “sufficiently many”
subcollections, then the union of the intersection of each subcollection is almost the entire universe.
This is encapsulated in the definition of what we call an intersection disperser:

Definition 2.21 (Intersection Disperser). For any universe U, a collection S of subsets of U is an
(r, £, n)-intersection disperser if, for any r disjoint subcollections S*, ..., 8" C S each of size at

most £, we have
| ( (]S )
i=1 \SeSi

"Even though dispersers are often described in terms of graphs or distributions in literatures (see, e.g., [Vad12]),
it is more convenient for us to describe it in terms of subsets.

> (1 —=n)U|.
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When ¢ = 1, the definition of intersection dispersers is exactly the same as that of dispersers.
Note also that in Definition we require S', ..., S" to be disjoint. This is necessary because
otherwise we can include a common set S € S into all the subcollections. In this case, the union
will be contained in S and hence will not cover almost all the universe.

For the subsets in Definition [2.16] we get the following parameters for intersection dispersers:

Proposition 2.22. For any 1 > 0 and { € N, the collection {T, ..., T},} is a ([In(1/n)/a"],¢,n)-
intersection disperser (with respect to the universe [q]*).

Proof. Consider any subcollections 7, --- 7" each of size ¢, where r = [In(1/n)/a‘]. For
every i € [r], let Y; denote the indicator variable whether u belongs to <7 1" Notice that, since
T, ..., 7" are disjoint /-size subcollections, Y7, . .., Y, are i.i.d. with mean o. Observe also that
ubelongs to U,_; (Nyer: T) iff Y1 + - -+ + Y, > 1. Hence, we have

L

Pr[Yi4+ - 4+Y, >21]=1-Pr[\1=0,....Y,=0=1-(1-a") >1—-e“">1-n.

As aresult, we have | U!_; (Nrer: T) | > (1 — n)q" as desired. O

2.10 Two Variants of Label Covers

While a standard version of label cover is to find an assignment with maximum value (as specified
in Definition 2.3)), other objectives will also be useful for us in order to prove hardness of approxi-
mation of various problems. In particular, we will be working with two additional versions of label
cover: the Max-Cover variant and the Min-Label variant. For both problems, the input is still the
usual label cover instance, but the objectives are different, as defined below.

Max-Cover Problem. Here we use similar notations as in Definition
We say that a labeling o covers a vertex u if every edge incident to u is satisfied by o. Let
MAXCoV(L) denote the maximum number of vertices in U that can be covered by a labeling, i.e.,

MAXCoOV(L) = max {u € U | (oy,ov) covers u}|.

UU:UHEU,Uv:V%ZV

The goal of the Max-Cover problem is to compute MAXCOV(L).

Min-Label Problem. A multi-labeling of L, is a pair of mappings oy : U — Yy and 6y : V —
P(Xy). We say that an edge (u,v) is satisfied by (o, 6y ), if there exists 5 € 6y (v) such that
(o(u), B) € IL,,. Similar to before, We say that (o, 5y/) covers a vertex  if it satisfies every edge
incident to u. For any label cover instance £, let MINLAB(L) denote the minimum number of
labels needed to assign to vertices in V' in order to cover all vertices in U, i.e.,

MINLAB(L) := min > l6v(v)]

UUZU—)EU,UviV%EV veV
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where the minimization is over multi-labelings (o, 61/) that covers every u € U. For brevity, we
sometimes refer to Y,y |0y (v)] as the size of the multi-labeling (o, )

In other words, the different between MAXCOV and MINLAB is that, for MAXCOV we are
allowed to only pick one label for each vertex v € V' and would like to cover any many vertices
u € U as possible, whereas for MINLAB we have to cover every u € U but we would like to
minimize the total number of labels assigned to the vertices in V.

Let us end this section by stating two facts that relate the different objectives of a label cover
instance. The first is a relationship between MAXCoOV (L) and MINLAB(L):

Lemma 2.23. Let L = (G = (U,V, E), Xy, v, I1) be any label cover instance. Then, we have

o [fMAXCoV(L) =|U

, then MINLAB(L) = |V|.
o I[fMAXCOV(L) < ¢|U| for some € > 0, then MINLAB(L) > (1/¢)YIVI.|V].

e [fMAXCoV(L) < e|U]| for some ¢ > 0 and (U,V, E) is a bi-regular with left degree dy,
then MINLAB(L) > (1/¢)Yv - |V,

Proof. e Suppose MAXCoV(L) = |U], i.e., that some labeling (o7, o) covers every node in
U. Hence, (oy, oy ) is also a multi-labeling that covers every node in U, which implies that
MINLAB(L) = |V].

e We prove by contrapositive. Assume that MINLAB(L) < (1/¢)YIVI|V/|. Then there exists a
multi-labeling (o7, 6y) of size less than (1/¢)Y/IV!|V/| that covers every node in |U|. Let us
construct a labeling (o, o) by uniformly and independently choosing one label from each
dv(v) at random, for each v € V.

Thus, the expected number of left nodes covered by (o, o) is

Eo, [{u € U: (ou,0v)coversu}|] = > [ |6v(v)]!

u€lU veNg(u)

> [l lev(v)l™

uelU veV

=V
1
(By AM-GM inequality) > > ( > |6V(v)|>
uclU |V| veV

1 1\ VIVI -V
>WUl- (|- 1%
o (- (2 m))
= |U| .e
Hence, there is a labeling that covers > ¢|U| nodes in U, i.e., MAXCOV(L) > ¢|U].

e Similar to the previous item, we assume contrapositively that MINLAB(L) < (1/¢)Y/|V/|.
Let dy denote the right degree of (U, V, E'). Again, let (oy, 5y ) be a multi-labeling of size
less than (1/¢)Y9|V| that covers every node in |U|, and let (oy;, 0y) denote a labeling
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where oy (v) is chosen uniformly at random from v (v). The expected number of left nodes
covered by (o, oy ) is

Esy [[{u € U : (oy,0v) covers u}|] > Z H |6y (v)] !

uelU veNg (u)

—dy
1
(By AM-GM inequality) > > (d > |&V(v)|>
U

uelU vENG(u)
—1 dy
(By Power Mean inequality) > |U]| - |U| > ( > 6V(v)|)
uclU veNg( )
U v
(By Cauchy-Schwarz inequality) > |U]| - - Ul - )
ZuEU (@ ZvGNg(u) ‘O-V<U)’)
U v
(By bi-regularity of (U, V. E)) = U] - | | |A
du ZUEV |UV (U)|
du
Ul
> |U]-
& (1/e) V]
d
(Since dy - [U] = |E| = dy - [V]) = [U] - (/%)™
=1U|-¢
Hence, MAXCOV(L) > ¢|U| as desired. O

The other fact is a simple observation relating MAXCOV (L) and val(L).

Observation 2.24. Let L = (G = (U, V, E), Xy, Xy, I1) be any label cover instance. Then, we
have

e [fval(L) = 1, then MAXCoV (L) = |U]|.
o Ifval(L) < 1 — ¢ for some e > 0 and that G is left-regular, then MAXCOV(L) < 1 —&.

Proof. e Suppose that val(£) = 1; there exists a labeling (o, o) that satisfies all the edges,
and hence covers all left vertices. Hence, MAXCoV (L) = |U/|.

e Suppose that val(£) < 1 — € and G is left-regular. Since val(£) < 1 — ¢, any labeling
(ou, oy ) satisfies at most 1 — ¢ fraction of edges in E. Moreover, because the graph G is
left-regular, the unsatisfied edges must be adjacent to at least ¢|U| left vertices; these vertices
are not covered by (oy, oy ). Hence, we have MAXCoOV (L) < (1 — ¢)|U]| as desired. O



CHAPTER 2. NOTATION, PRELIMINARIES AND TOOLS 34

2.11 Feige’s Reduction From Label Cover to Set Cover

In [Fe198]], Feige shows the hardness of approximating SET COVER and MAXIMUM k-COVERAGE,
by reductions from label cover instances. Here we observe that his reduction for MAXIMUM k-
COVERAGE in fact gives a reduction from MINLAB to SET COVER, as stated below.

Lemma 2.25 (Reduction from MINLAB to SETCOV). There is an algorithm that, given a label
cover instance L = (U, V, E, 3y, Yy, {Il.}ecr), outputs a SETCOV instance (U,S,k = |V])
where

e MINLABEL(L) = SETCOV(U, S).

o [S[=[V]-[Xv].

o [U| < |U|-|V|Ful,

o The reduction runs in time O (|S| - |U]).

Proof. Our construction is based on a standard hypercube set system, as used by Feige [Fe198|] in
proving the hardness of the k-Maximum Coverage problem. We explain it here for completeness.

Hypercube set system: Let z, £ € N be parameters. The hypercube set system H(z, k) is a set
system (U, S) with the ground set U« = [z]*. We view each element of U as a length-k vector
x where each coordinate assumes a value in [z]. There is a collection of canonical sets S =
{Xia}iclz),acr) defined as

Xio={x:2,=1}

In other words, each set X; , contains the vectors whose a'" coordinate is 7. A nice property of this
set system is that, it can only be covered completely if all canonical sets corresponding to some a'*
coordinate are chosen.

Proposition 2.26. Consider any sub-collection S’ C S. We have \|JS' = U if and only if there is a
value a € [k] for which X1 4, Xo4,...,X,0 € 8.

Proof. The if part is obvious. For the “only if” part, assume that for each a € [k], there is a value
iq € [2] for which X, , is notin &’. Define vector x by z, = i,. Notice that x does not belong to
any set in S’ (By definition, if X/ , contains x, then it must be the case that x,, = i’ = i,.) 2

The construction: We start from the MINLAB instance £ = (U, V, E, ¥y, 3y, IT). We will cre-
ate the set system Z = (U, S). We make |U| different copies of the hypercube set system: For each
vertex u € U, we have the hypercube set system (U",S") = H(Ng(u), Xy), i.e., the ground set U™
is a copy of Ng(u)”" and §* contains | N¢(u)||Sy| “virtual” sets, that we call {SY, }ven (u).aesy
where each such set corresponds to a canonical set of the hypercube. We remark that these virtual



CHAPTER 2. NOTATION, PRELIMINARIES AND TOOLS 35

sets are not the eligible sets in our instance Z. For each vertex v € V, for each label b € Yy, we
define a set
vab = U Sllia

uENG(v),(a,b)Ellyy

The set system (U4, S) in our instance is simply:

U= UU“ and 8:{51,71,2116‘/’,(?62\/}

uelU

Notice that the number of sets is |V||Xy| and the number of elements in the ground set is
U] < |U||V|Fvl. This completes the description of our instance.

Analysis: We argue that the optimal value of L is equal to the optimal of (U, S).

First, we will show that MINLAB(L) < SETCoV (U, S). Let (0y, 6y ) be a feasible MINLAB
cover for £ (recall that &y is a multi-labeling, while o is a labeling.) For each v € V, the
SETCOV solution chooses the set S, for all b € 6y (v). Denote this solution by &’ C S. The
total number of sets chosen is exactly >, |6(v)|, exactly matching the cost of MINLAB(L). We
argue that this is a feasible set cover: For each u, the fact that u is covered by (oy, 5y ) implies
that, for all v € Ng(u), there is a label b, € 6y (v) such that (oy(u),b,) € I1,,. Notice that

vouw S Svp, €S forevery v € Ng(u), so we have
Us2a U S22 U Slow=U"
Ses’ vENgG(u) vENgG(u)

where the last equality comes from Chapter In other words, S’ covers all elements in U/".
Hence, S’ is indeed a valid SETCOV solution for (U, S).

To prove the converse, consider a collection of sets {Sv,b}(v,b)e A that covers the whole universe
U. We define the (multi-)labeling 6y : V — 2%V where 6y (v) = {b : (v,b) € A} for each
v € V. Clearly, >,y |6y (v)] = |Al, so the cost of 6y as a solution for MINLAB is exactly the
cost of SETCOV. We verify that all left vertices u € U of L are covered (and along the way will
define oy (u) for all w € U.) Consider each vertex v € U. The fact that the ground elements
in U* are covered implies that (from Proposition there is a label a,, € Xy where all virtual
sets {5y, JveNg(u) are included in the solution. Therefore, for each v € Ng(u), there must be a
label b, € 6y (v) such that a,b, € I1,,. We simply define o/ (u) = a,. Therefore, the vertex u is
covered by the assignment (o, 6y ). O

It will also be convenient to also state the reduction in terms of MAXCOV instead of MINLAB.
In particular, by combining Lemma 2.25]and Lemma [2.23] we have the following:

Lemma 2.27 (Reduction from MAXCOV to SETCOV). There is an algorithm that, given a label
cover instance L = (U, V, E, 3y, Xy, {Il.}ccp), outputs a SETCOV instance (U,S,k = |V])
where

e IfMAXCoV(L) = |U

, then SETCoV (U, S) = k.
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, then SETCOV (U, S) > (1/e)Y/* - k.

IfMaXCov(L) <e-|U

|S[= V] Zv].
Ul < (Ul - [Vl

o The reduction runs in time O (|S| - |U]).

Finally, we note that it is a well-known fact that we can reduce SETCOV to DOMSET by
constructing a graph whose vertices are I/ U S; there are edges between every pairs of subsets, and
there is an edge between S € S to u € U iff u belongs to S. It is obvious to see that the optimum
of the DOMSET instance is exactly the same as that of the original SETCOV instance.
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Chapter 3

A Birthday Repetition Theorem and Its
Applications

Polynomial-time reductions between computational problems are among the central tools in com-
plexity theory. The rich and vast theory of hardness of approximation emerged out of the celebrated
PCP Theorem [[Aro+98; AS98|| and the intricate web of polynomial-time reductions developed over
the past two decades. During this period, an extensive set of reduction techniques such as parallel
repetition and long-codes have been proposed and a variety of mathematical tools including dis-
crete harmonic analysis, information theory and Gaussian isoperimetry have been applied towards
analyzing these reductions. These developments have led to an almost complete understanding of
the approximability of many fundamental combinatorial optimization problems like SET COVER
and MAX 3SAT. Yet, there are a few central problems such as computing approximate Nash
equlibria, the DENSEST k-SUBGRAPH problem and the SMALL SET EXPANSION problem, that
remain out of reach of the web of polynomial-time reductions.

A promising new line of work proposes to understand the complexity of these problems through
the lens of sub-exponential time reductions. Specifically, the idea is to construct a sub-exponential
time reduction from 3SAT to the problem at hand, say, the Approximate Nash Equilibrium prob-
lem. Assuming that 3SAT does not admit sub-exponential time algorithms (also known as the
Exponential Time Hypothesis (ETH) [IPO1} [PZ01]]), this would rule out polynomial time algo-
rithms for the Approximate Nash Equilibrium problem.

At the heart of this line of works, lies the so-called birthday repetition of two-prover games.
To elaborate on this, we begin by formally defining the notion of two-prover game

Definition 3.1. (Two-prover game) A two prover game G consists of
o A finite set of questions X,Y and corresponding answer sets Yx, 2y

e A distribution Q over pairs of questions X X Y.

'The definition of two-prover games is in fact equivalent to that of Label Cover in Definition However, for
the purpose of describing parallel and birthday repetitions, two-prover game interpretation is more natural.
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e A verification function P : X XY X ¥x x Yy — {0,1}.

The value of the game is the maximum over all strategies ¢ : X UY — Yx U Xy of the output of
the verification function, i.e., val(G) = maxy.xUy -z usy Eey~ol P2y, ¢(2), d(y))].

Two prover games earn their name from the following interpretation of the above definition:
The game G is played between a verifier V' and two cooperating provers Merlin, and Merlin,
who have agreed upon a common strategy, but cannot communicate with each other during the
game. The verifier samples two questions (z,y) ~ Q and sends x to Merlin, and y to Merlins.
The provers respond with answers ¢(x) and ¢(y), which the verifier accepts or rejects based on the
value of the verifiaction function P(x,y, ¢(x), ¢(y)).

Two-prover games and, more specifically, a special class of two-prover games known as the
LABEL COVER problem are the starting points for reductions in a large body of hardness of ap-
proximation results. The PCP theorem implies that for some absolute constant €, approximating
the value of a two prover game to within an additive £y is NP-hard. However, this hardness result
on its own is inadequate to construct reductions to other combinatorial optimization problems. To
this end, this hardness result can be strengthened to imply that it is NP-hard to approximate the
value of two-prover games to any constant factor, using the parallel repetition theorem.

For an integer k, the k-wise parallel repetition G®* of a game G can be described as follows.
The question and answer sets in G®¥ consist of k-tuples of questions and answers from G. The
distribution over questions in G®* is given by the product distribution Q*. The verifier for G&*
accepts the answers if and only if the verifier for G accepts each of the k individual answers.

Roughly speaking, the parallel repetition theorem asserts that the value of the repeated game
G* decays exponentially in k. Parallel repetition theorems form a key ingredient in obtaining
tight hardness of approximation results, and have aptly received considerable attention in litera-
ture [[Raz98; Hol09; Raol1;|DS14;[Mos14; BG15].

Birthday repetition, introduced by Aaronson et al. [AIM14]], is an alternate transformation on
two-prover games defined as follows.

Definition 3.2. (Birthday Repetition) The (k x ()-birthday repetition of a two-prover game G
consists of

o The set of questions in G¥** are (ij) and (52) respectively, i.e., each question is a subset

S C X of size k and subset T’ C'Y of size L.
.. . . . . . . X Y
o The distribution over questions is the uniform product distribution over ( k) X ( g>.

o The verifier accepts only if, for every pair of (x,y) € S x T such that (x,y) form a valid
pair of questions in G, ie., (x,y) € supp(Q), the answers to x and y are accepted in the
original game G.

The basic idea of birthday repetition can be traced back to the work of Aaronson et al. [Aar+09]
on quantum multiprover proof systems QMA (k) for 3SAT. Subsequent work by Aaronson et al. [AIM14]
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on the classical analogue of QMA (k), namely AM(k), formally defined birthday repetition for
two-prover games, and set the stage for applications in hardness of approximation.

Unlike parallel repetition, birthday repetition is only effective for large values of k£ and /. In
particular, if £, ¢ < o(,/|X| + |Y|), then, for most pairs of S and 7', there is no pair of questions
(z,y) € S x T such that (x, y) belongs to the support of the questions in the original game.

However, if we pick & = ¢ = w(y/n) where n = |X| + |Y|, then by the birthday paradox,
with high probability the sets S, T’ contain an edge (z,y) from the original game G. Hence, for
this choice of k£ and /, the game played by the provers is seemingly at least as difficult to succeed,
as the original game G. Aaronson et al. [AIM14] confirmed this intuition by proving the following
theorem.

Theorem 3.3. [AIM 4] For any two-prover game G such that Q is uniform over its support, if the
bipartite graph induced by (X, Y, supp(Q)) is biregular, then val(G***) < val(G) + O(\/%)

On the one hand, birthday repetition is ineffective in that it has to incur a blowup of 2V in the
size, to even simulate the original game G. The distinct advantage of birthday repetition is that the
resulting game G** has a distinct structure — in that it is a free game.

Definition 3.4. (Free game) A free game is a two-player game G = (X,Y, Q, X x, YNy, P) such
that Q is the uniform distribution over X x Y.

The birthday repetition theorem of Aaronson et al. [AIM14] immediately implies a hardness
of approximation for the value of free games. Specifically, they show that it is ETH-hard to ap-
proximate free games to some constant ratio in almost quasi-polynomial time. Interestingly, this
lower bound is nearly tight in that free games admit a quasipolynomial time approximation scheme
(QPTAS) [Bar+11} |/AIM14].

Following Aaronson et al.’s work, birthday repetition has received numerous applications,
which can be broadly classified in to two main themes. On the one hand, there are problems such as
computing approximate Nash equilibria [BKW15; | BPR16], approximating free games [AIM14]],
and approximate symmetric signaling in zero sum games [Rubl7b|], where the underlying prob-
lems admit quasipolynomial-time algorithms [Dugl14}; |[LMMO3; FS97] and birthday repetition can
be used to show that such a running time is necessary, assuming ETH. On the other hand, there
are computational problems like Densest k£-Subgraph [Bra+17], injective tensor norms [Aar+09;
HM 13} |Bar+12]], 2-to-4-norms [[Aar+09; HM13; Bar+12] wherein an NP-hardness of approxima-
tion result seems out of reach of current techniques. But the framework of birthday repetition can
be employed to show a quasi-polynomial hardness assuming ETHﬂ

Unlike the parallel repetition theorem, the birthday repetition theorem of [[AIM14]] does not
achieve any reduction in the value of the game. It is thus natural to ask whether birthday repetition
can be used to decrease the value of a game, just like parallel repetition. Aaronson et al. conjectured
not only that the value of the game deteriorates with birthday repetition, but also that it decreases

2 Although the hardness results for injective tensor norms and 2-to-4-norms build over quantum multiprover proof
systems, the basic idea of birthday repetition [|Aar+09] lies at the heart of these reductions.
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exponentially in Q(k¢/n). Notice that the expected number of edges between S and 7" in birthday
repetition is O(kl/n).

The main technical contribution of this chapter is that we resolve the conjecture positively by
showing the following theorem.

Theorem 3.5. (Birthday Repetition Theorem (informal); See Theorem{3.15) Let G = (X, Y, Q,¥x, Xy, P)
be a two-prover game such that Q is uniform over its support, (X,Y,supp(Q)) is biregular. If
val(G) < 1 — ¢ for some € > 1/n, then

val(G*°) < (1 - E/Q)Q(ﬁé/e))'

Our theorem is, in fact, more general than stated above and can handle non-biregular graphs as
well as the case ¢ < 1/n, albeit with some loss in parameters (see Theorem .

We remark that Theorem [3.15|contains quantitative improvements over the corresponding the-
orem in the conference version of this work [MR17a]]. In particular, the birthday repetition theorem
of [MR17a] has a factor of ° in the exponent instead of 1/log(1/¢) in Theorem 3.15] To achieve
this improvement, we use a completely different technique compared to that in [MR17a]] based on
counting number of bicliques and Alon’s lemmas (Lemmas [2.14]and [2.15).

We also note that quantitatively Theorem |3.15| matches that of a follow-up work of Ko [Ko18]],
with an advantage that Theorem [3.15| applies to any two-prover games whereas Ko’s technique
only applies to projection games.

By definition, the birthday repetition theorem almost immediately implies a hardness of ap-
proximation result for the value of a free game.

Corollary 3.6. Unless ETH is false, no polynomial time algorithm can approximate the value of a

free game to within a factor of 2°0°8"D) ywhere n is the number of questions and q is the alphabet
(answer set) size.

The above hardness result improves upon polylog(ng) ratio achieved in [AIM14] and is tight
up to a factor of polyloglog(ng) in the exponent since there exists a polynomial-time algorithm
that achieves O(q°) approximation for every constant ¢ > 0 [AIM14; MM15].

Dense CSPs

A free game can be considered an instance of 2-ary constraint satisfaction problems. From this
perspective, free games are dense, in that there are constraints between a constant fraction of all
pairs of variables. As an application of our birthday repetition theorem, we will show almost-tight
hardness of approximation results for dense CSPs. To this end, we begin by defining MAX k-CSP
and its density.

Definition 3.7. (MAX k-CSP) A MAX k-CSP instance G consists of

o A finite set of variables V' and a finite alphabet set 3.
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o A distribution Q over k-size subsets of variables <Z)

e A predicate P : (Z) x Xk —[0,1].

The value of the instance is the maximum over all assignments ¢ : V — X of the expected output
of the predicate, i.e., val(G) = maxyv_,x Eswo[P(S, ¢|s)] where ¢|s is the restriction of ¢ to S.

Finally, an instance is called A-dense if A - Q(S) < ('Z') for every S € (‘]g) Fully-dense
instances are defined to be simply the 1-dense instances.

There has been a long line of works on approximating dense CSPs. Arora, Karger and Karpin-
ski were first to devise a polynomial-time approximation scheme for the problem when alphabet
size is constant [AKKO95]. Since then, numerous algorithms have been invented for approximat-
ing dense CSPs; these algorithms use wide ranges of techniques such as combinatorial algorithms
with exhaustive sampling [AKK95; Veg+05; MSO08; |Yar14; MM 15; FLP16]], subsampling of in-
stances [Alo+03}; Bar+11]], regularity lemmas [FK96; CCF10] and linear and semidefinite program
hierarchies [VKO7; [ BRS11; GS11; YZ14]. Among the known algorithms, the fastest is that of
Yaroslavtsev [[Yar14] that achieves approximation ratio (1 + ) in ¢@¢(°54/=*) 1 (ng)°™) timef]
where n and ¢ denote the number of variables and alphabet size respectively.

Unfortunately, when ¢ is (almost-)polynomial in n, none of the mentioned algorithms run in
polynomial time. CSPs in such regime of parameters have long been studied in hardness of approx-
imation (e.g. [Bel+93; RS97; ASO3; Din+11; MR10; Mos12]) and have recently received more
attention from the approximation algorithm standpoint, both in the general case [Pel07; CHKI11;
MM17]] and the dense case [MM15]]. The approximabilities of these two cases are vastly different.
In the general case, it is known that, for some constant £ > 0, approximating MAX k-CSP to
within a factor of 2°8' “("9) js NP-hard for any constant € > 0 [Din+11]]. Moreover, the long-
standing Sliding Scale Conjecture of Bellare et al. [Bel+93]] states there are constants k,e > 0
such that it is NP-hard to approximate MAX k-CSP to within a factor of (ng)°. On the other
hand, aforementioned algorithms for dense CSPs rule out such hardnesses for the dense case.

While the gap between known approximation algorithms and inapproximability results in the
general case is tiny (2'°¢° (" for any constant £ > 0), the story is different for the dense case, espe-
cially when we restrict ourselves to polynomial-time algorithms. Aaronson et al.’s result only rules
out, assuming ETH, polylog(ng) factor approximation for such algorithms [AIM14]. However, for
k > 2, no non-trivial polynomial time algorithm for dense MAX k-CSP on large alphabet is even
known. We settle down the complexity of approximating dense MAX k-CSP almost completely
by answering the following fine-grained question: “for each ¢ € N, what is the best approximation
for dense MAX k-CSP, achievable by algorithms running in time (ngq)*?”.

Manurangsi and Moshkovitz developed an algorithm for dense MAX 2-CSP that, when the
instance has value 1 — ¢, can approximate the value to within a factor of O(¢'/?/(1 — ¢)?) in

3[Yar14] states that the algorithm takes ¢©+(1/<") 4 (ng)°(@) time but it in fact takes ¢@*(1°89/”) 1 (ng)O()
time [Yar16].
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(ng)°® time [MMI15]L Due to the algorithm’s combinatorial nature, it is unclear whether the
algorithm can be extended to handle dense MAX k-CSPs when & > 2.

Using a conditioning-based rounding technique developed in [BRS11} |RT12; YZ14], we show
that the Sherali-Adams relaxation exhibits a similar approximation even when k > 2, as stated
below.

Theorem 3.8. (Informal; See Theorem For every i > 0 and any dense MAX k-CSP instance
of value 1 —¢, an Oy, (i A)-level of the Sherali-Adams relaxation yields an O(q"/*)-approximation
for the instance.

Using our birthday repetition theorem, we show that it is impossible to improve the above
tradeoff between run-time and approximation ratio using the sum-of-squares SDP hierarchy (aka
the Lasserre SDP hierarchy). Specifically, we use birthday repetition on the {)(n)-level Lasserre
integrality gap for MAX 3XOR by Schoenebeck [SchO8] to show the following.

Lemma 3.9. (Informal; See Lemma3.23) For every sufficiently large i > 0, there is a fully-dense
MAX 2-CSP instance of value 1/(nq)'/* such that the value of Q(i)-level Lasserre relaxation is
one.

Instead, if we assume that there exists a constant ¢ > 0 so that MAX 3SAT cannot be ap-
proximated to 1 — ¢ in sub-exponential time (which we call the Exponential Time Hypothesis for
Approximating MAX 3SAT (Gap-ETH)), then we can arrive at the following hardness result.

Lemma 3.10. (Informal; See Lemma Assuming Gap-ETH, for every sufficiently large 1 > 0,
no (nq)°%-time algorithm can approximate fully-dense MAX 2-CSP to within a factor of (nq)'/".

Thus, assuming Gap-ETH, our hardness result and algorithm resolve complexity of approx-
imating dense CSPs up to a factor of polylog(i) and a dependency on k in the exponent of the
running time.

Almost Optimal AM(2) Protocol for 3SAT

Another interpretation of our improved hardness of approximation of free games is as an improved
AM(2) protocol for 3SAT. The Arthur-Merlin (AM) protocol [Bab85] is a protocol where Arthur
(verifier) tosses some random coins and sends the results to Merlin (prover). The prover sends back
a proof to Arthur who then decides whether to accept it. Motivated by quantum complexity class
QMA (k), Aaronson et al. [AIM14] proposes a multi-prover version of AM called AM(k) where
there are £ non-communicating Merlinﬂ Authur sends an independent random challenge to each
Merlin who then sends an answer back to Arthur. Finally, Arthur decides to accept or reject based
on the received answers. The protocol is formally defined below.

“Note that it is unclear whether Aaronson, Impagliazzo and Moshkovitz’s algorithm [AIM14] that achieves a
similar guarantee for free games can be extended to handle dense MAX 2-CSP.

SAM(k) is not to be confused with AM[k] defined in [Bab85]. In AM[k], there is only one Merlin but Arthur and
Merlin are allowed to engage in k rounds of communication.
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Definition 3.11. [AIM14)] An AM(k) protocol for a language L C {0, 1}* of length p(n) = kq(n),
completeness c(n), and soundness s(n) consists of a probabilistic polynomial-time verifier V such
that

e (Completeness) For every x € L, there exists functions m1, . .., my, : {0,139 — {0, 1}2(")
such that Pr,, o130 [V(2, 91, yp, m(y1), - ., m(yn))] = c(n), and,

.....

e (Soundness) For every v ¢ L and for every function my, ...,my, : {0,134 — {0, 1}9(™),
we have Pr, o 1ya [V(T, 91, Yk (Y1), -, m(ye))] < s(n)

.....

The complexity class AM,,,y(k) is a set of all languages L such that there exists an AM(k)
protocol of length p(n), completeness 1/3, and soundness 2/3. Finally, the class AM(k) is defined
as Ueeny AM,c (k).

Similar to the interpretation of a two-prover game as a two-prover protocol, a free game can
be viewed as an AM(2) protocol. Under this view, inapproximabilities of free games translate to
AM(2) protocols whereas approximation algorithms for free games translate to lower bounds on
the lengths of AM(2) protocols.

With this viewpoint, Aaronson et al. constructed, via birthday repetition, an AM(2) protocol of
length n'/2+°Mpoly(1/6) for 3SAT with completeness 1 and soundness § for every § > 0. They

also showed a lower bound of Q(y/nlog(1/d)) on the length of such protocol. Equipped with our

birthday repetition theorem, we construct an AM(2) protocol whose length is optimal up to a factor
of polylogn.

Lemma 3.12. For any 6 > 0, there is an AM(2) protocol for 3S AT of length O(y/nlog(1/6)) with
completeness 1 and soundness 6.

We note that, by picking 6 = 1/3, Lemma immediately imply 3SAT € AMg \/ﬁ)(2).
Since every problem in NTIME(n) is reducible to a quasi-linear size 3SAT instance [Coo88],
we arrive at the following corollary, resolving the first open question posted in [AIM14].

Corollary 3.13. NTIME(n) C AMa(ﬁ)(Z).

Organization of this chapter

The rest of the chapter is organized as follows. In the following section, we provide preliminaries
and state notations that we use in this chapter. Then, in Section[3.2] we prove our main theorems.
Next, Section [3.3] demonstrates applications of our birthday repetition theorem, including new
hardnesses of approximation and Lasserre integrality gap for dense CSPs, and an almost optimal
AM(2) protocol for 3SAT. The algorithm for dense MAX k-CSP is described and its approxima-
tion guarantee is proved in Section [3.4] Finally, we conclude by proposing open questions and
future research directions in Section
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3.1 Additional Preliminaries and Notations

In this section, we define notations and state some well-known facts that will be subsequently used.

3.1.1 Information Theory

Let us define some information theoretic notions that will be useful in the analysis of our algo-
rithm. The informational divergence (aka Kullback-Leibler divergence) between two probabil-
ity distributions X and Y is Dgp(X|[|V) = Zpecsupp(r) X (0) log(X(0)/Y(0)). Note that, when
supp(Y) € supp(X), we let D (X||Y) = oo. It is well-known that Dy, (X[|)) > 0 for any
distributions X and V.

The entropy of a random variable z ~ X is defined as H(z) = — Y gcqupp(x) X (0) log X (0).
For jointly distributed random variables x4, . .., z,, the entropy of z1, ..., x, is defined similarly
as H(zy,..., o) = = X(o,,..00)esupp(tr.. ) X1 (0) 0g X (0) where X, is the joint dis-
tribution of 2, . .., x,,.

The conditional entropy H(z1,. .., &,—1]xy) is defined as Egsupp(x,) [H (21, - . ., Tn_1)|2n =
6] where X, is the marginal distribution of z,,.

Last information theoretic measure we will use is the fotal correlation defined as C'(z1; ... ;x,) =
]| X1 X x A,,) where X, is the joint distribution of 21, . . ., z,, whereas X, ..., &,
are the marginal distributions of z1, ..., z, respectively. We note that the total correlation defined
here is always non-negative whereas the mutual information can be negative.

The total correlation is related to entropies and mutual information as follows.

.....

.....

Lemma 3.14. For any random variables x1, . .., xn, C(21; .. .5 2n) = Yiep) H(xi)—H (715 . 5 20).

Finally, similar to conditional entropy and conditional mutual information, we define the con-
ditional total correlation as C'(x1; . . .5 Zp—1|Tn) = Egusupp(x,)[C (215 - - - s Tp1)|xy = 6]

3.1.2 Two-prover Game, Free Game and MAX k-CSP

Two-prover games, free games, and MAX k-CSP are defined in similar manners as in the intro-
duction. However, for convenience, we write the predicates as Ps(¢|s) instead of P (.S, ¢|s), and,
when Q is the uniform distribution on ©, we sometimes write the instance as (V, ©, { Ps}) instead
of (V, Q,{Ps}). Moreover, for an assignment ¢ of a MAX k-CSP instance G = (V, W, {Ps}),
we define its value as valg(¢) = Egw[Ps(¢|s)]. When it is clear from the context, we will drop
G and write it simply as val(¢). Note that val(G) is the maximum of valg(¢$) among all possible
assignments ¢’s. We say that G is satisfiable if its value is one.

We use n to denote the number of variables |V|, ¢ to denote the alphabet size |¥| and NV
to denote the instance size | supp(W)|q*, the number of bits needed to encode the input if each
predicate is a boolean function. Note that, when the instance is fully dense, N is simply (nq)*.
Similar notations are also used for two-prover games and free games.
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3.1.3 Sherali-Adams and Lasserre Hierarchies

We also consider two hierarchies of linear and semidefinite program relaxations of MAX k-CSP.
For compactness, we only write down the relaxations of MAX k£-CSP but do not describe the
hierarchies in full details. For interested readers, we refer to Chlamtac and Tulsiani’s survey on the
topic [CT12].

The first hierarchy we consider is the Sherali-Adams (SA) hierarchy, introduced in [SA90]. An
r-level SA solution of a MAX k-CSP instance G = (V, W, {Ps}) is a collection 1 = {Xs}g<t
of distributions X5 on ¥° for every subset S of V' of size at most r such that, for every S, T C V
of size at most r, the marginal probability of Xs and X on X577 agrees. The value of an r-level
SA solution 4 for > k is defined to be valga (i) = Egow|[Eygu[Ps(zs)]] where E, ., [Ps(zs)]
is a shorthand for B¢ v, . [Ps(¢s)] when S = (z;y, ..., ;). The optimal of the r-level SA
relaxation of G, opt’ 4(G), is defined as the maximum value among all the -level SA solutions. It
is easy to see that finding opt% 4(G) can be formulated as a linear program with at most (ng)°(")
variables and inequalities and, thus, can be solved in (nq)o(” time.

Another hierarchy we consider is the Lasserre hierarchy [Las00]. Before stating the Lasserre
relaxation for MAX k-CSP, we define additional notations regarding assignments. Two assign-
ments ¢; € X251, ¢y € X°2 are said to be consistent if ¢1(x) = ¢o(z) for all z € S; N Sy. The two
assignments are said to be inconsistent otherwise. More than two assignments are consistent if ev-
ery pair of the assignments is consistent; otherwise, they are said to be inconsistent. Moreover, for
two consistent assignments ¢; € 351, ¢y € $52, we define ¢ 0 o € 151792 by ¢y 0 o (2) = ¢y ()
if x € 51 and ¢ o ¢o(x) = Po(x) otherwise.

An r-level Lasserre solution of an instance G = (V, W, { Ps}) is a collection {U(s 44) }s|<r,¢se5s
of vectors U(g 4) for all S C V of size at most r and assignments ¢ of .S satisfying the following
constraints.

<U(51 ®1)s 5'2 ¢>2)> 20 VS, Sz, 12
<U(31 #1) 52 ¢2)> <U S3,¢3) U(S47¢4)> VS1 U Sy = S3U Syand ¢y 0 ¢ = 3 0 ¢y
(Usi,61) Ulss.p0)) = 0 V51, Sa, G109 s.t. @1, Py are inconsistent
Z||Uxa||2:1 VeeV
=)
[Upnl =1

where S, 55, 53, 54 are over all subset of V' of size at most r and ¢4, ¢2, ¢3, ¢4 are over all assign-
ments of Sy, Sy, S5, Sy respectively. The value of an r-level Lasserre solution {Ug )} is defined
as ValLas({Us.o6)}) = Esow [P gsess |Uises) [|*Ps(¢s)]. A Lasserre solution is called complete
if its value is one.

Note that we abuse the notation here as S'in {U(s 4.} is a set whereas S in WV is a tuple. Here
and elsewhere in this chapter, when we write Ug 4 for some tuple S = (x;,, ..., ;,,), this simply
refers to U{Ii1 77777 w:,, }¢s 1T the assignment ¢g does not assign the same variable to different values
and the all zero vector otherwise. Finally, we use opt} ,.(G) to denote the maximum value among
all r-level Lasserre solutions {U(s 4)}-
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It is not hard to see that finding opt ,,(G) can be formulated as SDP with (ng)°"") variables
and, hence, can be approximated up to arbitrarily small error within (nq)°) time. Moreover, it
is known that the r-level Lasserre relaxation is stronger than the r-level SA relaxation [Lau03].
In the case of MAX k-CSP, this can be easily seen since we can define an r-level SA solution
1 = {Xs} s« from an r-level Lasserre solution {U(s,44)} by Xs(ds) = [|Us.ee) |-

3.2 Birthday Repetition Theorem and Its Proof

In this section, we prove our birthday repetition theorem, stated formally below.

Theorem 3.15. Let G = (X,Y, E,Yx, Yy, {FPuy)}) be any two-prover game. Suppose further
that (X,Y, E) is T-almost-biregular. If val(G) =1 — ¢, then forall 0 < k < | X|],0 < £ < Y], we
have

0 ke
val(GM) < <1 - 6) meerttes=ra) :
2T
To prove Theorem [3.15 we have to show that any strategy v of G¥*¢ is accepted with prob-

N\ ew79)
? .

G = ((X ) , (?) , E;AT), where E3AT denote the set of all accepted pairs of questions, is sparse.

ability at most (1 — Equivalently, we would like to show that the graph

k
Let us recall Alon’s lemmas (Lemmas [2.14] and [2.15)), which roughly states that, if a graph

contains few labelled copies of biclique K, then it must be sparse. Hence, to show that GiAT 1s
sparse, it suffices to bound the number of labelled copies of K ; in GEZ)AT for appropriately chosen
s, t (which will be specified later), and invoke Alon’s lemmas. To do so, we first define additional
notations.

o Let Ax : ()k()s — ZP(X) denote a “flattening” operation that, on input L € ()k()s, outputs

the sets of all elements that appears in at least one of the sets in L; more formally, Ax (L) :=

Uyeru. We define Ay : (’Z)t — P(Y) similarly by Ay (R) := U,ecgv.

e Let K, denote the set of labelled copies of K in the graph G}, i.e.,
Kot = {(L,R) € ()k()s X (i)t’ Yu € L, Yv € R,u # v A (u,v) € EiAT}.

e Forevery AC X, BCY,let ICS%(A, B) denote the set of labelled copies of K, ; whose flat-
tenings are contained in A, B, i.e., Ky (A, B) := {(L, R) € Ky, | Ax(L) C AN Ay(R) C B}.
We remark here that /C, ; is equal to /C, +(X,Y").

Now, the birthday repetition theorem can be proved via two simple observations. The first
observation is that, any labelled copy (L, R) of K, cannot have flattenings that are both large.
This is because (L, R) in fact induces a (partial) strategy for the original game that is accepted
for all edges whose endpoints are in Ax (L) and Ay (R). Hence, if both Ax (L) and Ay (R) are
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already large, then this strategy would violate the assumption that val(G) = 1 — . A more precise

version of the statement is proved below.

Observation 3.16. Let (L, R) € (’,j) x (?)t be any labelled K, of G$*". Then,
(1= £) Xl or|Av(R) < (1- £) Y],

Ax(L)| <

Proof. Suppose for the sake of contradiction that there exists a labelled K ; copy (L, R) of GiAT

such that | Ax(L)| > (1— £)[X|and [Ay(R)| > (1= £) V] Let f : Ax(L) U Ay(R) —
Y x U Yy be a partial strategy to G defined as follows.

e Forevery x € Ax(L),let f(z) = ¢(u), for u € L that contains x (when there are multiple
such u’s, pick one arbitrarily).

e Similarly, for every y € Ay (R), let f(y) = ¢(v), for v € R that contains x.

Consider any edge (z,y) € EN(Ax(L) x Ay(R)). Letu € L,v € Rbe suchthatz € u,y €
v, f(z) = ¢¥(u), and f(y) = ¢ (v),. Sincew € L,v € Rand (L, R) is a labelled copy of a biclique
of G, we must have (u,v) € E}*; equivalently, (¢(u),?(v)) is an accepting answer of the
birthday repetition game for the edge (v, v). This implies that the verifier of the original game G
accepts (Y (u)y, ¥(v)y) = (f(z), f(y)) for the edge (x,y).

As a result, the verifier of the original game G accepts all edges in £ N (Ax (L) X Ay (R)) for
partial strategy f. In other words, the number of edges it does not accept is at most

S odege(r)+ Y degoly) < S <T' ,Eg}degG(f)>+ 2 (T'?ei?degc"(y/))

r¢Ax (L) y¢Ay (R) r¢Ax (L) y¢Ay (R)
| X| - \Ax(L)!> Y| - [Ay(R)|
<71E!-< 4+ 7ip| - (=AY
| X1 Y]
<elE|,

where the first inequality comes from the 7-almost-biregularity of G and the last inequality comes
from our assumptions on the size of Ax (L), Ay (R). This contradicts the assumption that val(G) =
1 — ¢, which concludes our proof. O

Another observation is that, if we fix A C X, B C Y such that either A or B is small and count
the number of labelled copies of K, whose flattenings are contained in A, B (i.e. |Cs:(A, B)]),
then this number will be much smaller than (l)’: |)S ('g')t. Intuitively, this is just because we must

choose every left vertex from (‘2) instead of ()k( ) and every right vertex from (]? ) instead of @/)
This is formalized below.

Observation 3.17. Forevery A C X, B C Y, we have |K5,(A, B)| < (%)Sk (%)w (pk(')s(“;')t,
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Proof. Considerany (L, R) € K¢,(A, B). Since Ax(L) C Aand Ay (R) C B, we have L € (‘2)5
and R € (%)". This implies that K°5,(4, B) € (1) x (¥)". Hence,

AN (BN _ (1A (1B (1X1 (1YT)

KS,(A,B)| < | < | —

as desired. [
With these two observations ready, the proof of the birthday repetition theorem is straightfor-

ward: we simply sum the bounds in Observation over an appropriate range of (A, B) which
is given by Observation

Proof of Theorem[3.15] Let m = 100(n + 7/¢) log(1007/¢). Pick s := [m/k] and t := [m/{].
From Observation [3.16] we have

Kei C ( U icgt(A,Y)) U ( U Ksi(X, B)) . (3.
ACX A= (1-5 ) IX1] BCY|B|=|(1-5 ) Y]]
As a result, we can bound |KC, ;| by
Kol < > ]Csc,t(A’Y)) + ( 2 K5 (X, B))
ACX A= (1-55) X1 BCY|B|=[(1-57) Y]
(Observation BI7) < _Z_ (1_;77)3’“ <)2|><32>t) N
(BCYB Z( . (-2) (\);’l) <€>)
- ((HXX}w) (1-5)" ((Kh) (-5)) <’X|>S<De/|>t
rromurchoiof ) < (237 ) + (22 <1 <|X|> (" >
< ((@er/e) F + @er/e) m< ) <|Y|>
< @er/fey*® (1- = (‘X’> (’”)

X
(From our choice of m) < 201™m</7 (1 S 2 ) <| |> ( )
T
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CoE

Now, Lemma [2.15]implies that

AT < (1_s>0-5m YED X (Y] :<1_5>ﬂ(10gw$fn+f/s)) IX]\ (]Y]
v o7 k ¢ 27 k )

i) U g7 Gr7a7) '

In other words, every strategy @ is accepted with probability at most (1 -0

Q ke .
Hence, we have val(G**¢) < (1 — i) (meerestnerer) as desired. ]

3.3 Applications of the Birthday Repetition Theorem

We next provide several implications of our birthday repetition theorem, including hardness of
approximation results and integrality gaps for dense CSPs and improved AM(2) protocol for 3SAT.

3.3.1 Lower Bounds for Fully-Dense CSPs

We start with inapproximability and integrality gaps for fully dense MAX 2-CSP. Note that these
bounds also carry over to fully dense MAX k-CSP for any £ > 2, since we can always construct
an instance of the latter from the former by making each predicate ignore the last £k — 2 variables.

As the birthday repetition theorem is stated in terms of free games, it will be convenient to first
show the connection from free games to dense CSPs. Specifically, given a free games, one can
easily creates a “symmetrized” version of the game that is a fully-dense MAX 2-CSP and has the
same value of the original game:

Lemma 3.18 (Symmetrization of Free Games). Given a free game G = (X,Y, Xy, Xy, P), we
can, in polynomial time, create a MAX 2-CSP instance Gy, with alphabet X x X Xy such that (i)
val(Gym) < val(G) and (ii) if val(G) = 1, then val(Gy,) = 1.

Proof. We define an instance Gy, = (X X Y, Xx X Xy, P’) where the variables are X x Y, the
alphabet is Xx X Xy and P{(,, ) (2401 ((Ta15 041)5 (025, 045)) = T jeqr2y Plai ) (0is 0y )-

Now, we will show that val(Gym) < val(G). Let ¢ be an optimal assignment of Gy, i.e.,
where val(¢) = val(Gsym). Let f be a strategy for G defined randomly as follows: for every
x € X, randomly select y € Y and set f(x) = ¢(x,y)1, and, for every y € Y, randomly select
x € X and set f(z) = ¢(z,y)2. We have

Esval(f)] = Eg @y)neon [Py (F(2), f(y)]

= Eta w00 P (602 00 )2
|X|1|Y| @)~ XXY)[ :cy)(qb(ll/’ Y)1, d(z,y)2)]+
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1
(1 — mm) E(x,y%(x/,y/)N(XxY) [P(x7y)(¢(x7y’)17 ¢(I/,y)2) | (l’,y) 7& (ZL‘,, y/)] (32)
We can bound the first term by

E @) (x50 [Plag) (0(2, 1)1, 9(2, y)2)]

E (2.9, )~ (X x0) [Plag) (0(2, )1, 0(2,9)2) | (2, ) # (2, )]

< Elay), @ )X [Pl oy (02, 9), (2, 9) | (2, ) # (,9)]
= val(¢).

The second term can be bounded similarly:

Eey). (2 )~ (xx7) [Play) (0(x,¥)1, 6(2', y)2) | (2, )
< Ey), @ y)~(xxy) [P{/(x',y),(:p,y/)}@@'a y), o(,y'))
= val(¢).

Plugging both back to (3.2), we get E¢[val(f)] > val(¢). Hence, we have val(G) > val(¢) =
val(Geym), concluding the first part of the claim.

Finally, suppose that val(G) = 1; let f be an optimal strategy for G. The let ¢ be the assignment
of Gsym defined by ¢(z,y) := (f(z), f(y)). It is obvious that ¢ satisfies all constraints. O

— Yk
—
&\
Ny
—

ETH-Based Hardness of Approximation of Fully-Dense MAX 2-CSP

The first application of the birthday repetition theorem we present is an ETH-based almost-polynomial
ratio hardness for fully-dense MAX k-CSP, as stated formally below.

Lemma 3.19. Assuming ETH, for any k > 2, no polynomial-time algorithm can, given any fully-
dense MAX k-CSP instance G of size N, distinguish val(G) = 1 from val(G) < 27%(oeN),

We prove this by essentially applying the birthday repetition theorem with & = ¢ = Q(n) to
a two-prover game produced by Dinur’s PCP Theorem [Din07] (Theorem [2.2)). Note, however,
that Theorem [2.2] produces a Gap-3SAT instance instead of a two-prover game. Nevertheless,
reductions between the two are standard. Here we use the so-called clause/variable reduction.
This reduction is well-known and has appeared in literatures before (in e.g. [AIM14]). It is stated
formally below.

Definition 3.20. (Clause/variable game) For any MAX k-CSP instance G = (V, E,{Ps}), its
clause/variable game is a projection game G' = (X', Y, ¥y, ¥\ B’ { P, ,}) defined as follows.
X' is the set of constraints of G, i.e., X' = E. Y'is V, the set of variables of G. Yy is $¥; for each

constraint S, ¥y is identified with the assignments of S in G. 3, is simply 3. Finally, E' contains
all (S, ) such that x € S and P(s ;)(¢,0) = 1 iff Ps(¢) = 1 and ¢(z) = o.

It is easy to see that, when val(G) is bounded away from one, then so is val(G’):
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Proposition 3.21. Let G and G’ be as in Definition[3.20] If val(G) < 1—¢, then val(G') < 1—¢/k.

Proof. Suppose for contrapositively that there is an assignment ¢’ of G’ with val(¢') > 1 — ¢/k.
Define ¢ : V' — X by ¢(x) := ¢/(x) for every = € V. Since less than ¢/k fraction of the edges are
not satisfied by ¢’ in G’ and each S € X’ has degree k, more than 1 — ¢ fraction of S € X’ touches
only satisfied edges. These clauses are satisfied by ¢ in G. Hence, val(¢) > 1 — «. [l

We can now prove Lemma |[3.19

Proof of Lemma[3.19) Given 3SAT instance ¢ of m clauses. We first use Dinur’s PCP Theorem
(Theorem [2.2)) to reduce ¢ to ¢’ with m’ = mlog®m clauses. Let G be the clause-variable game
of ¢'. Consider the fully-dense MAX 2-CSP instance gfyﬁf which is the symmetrization of the

(k x ¢)-birthday repetition game, where k = ¢ = m/log® m.

N 2
Let n and ¢ be the number of variables and the alphabet size of gfyfnf We have n < (TZ ) <
2(m)%k < 20(wim) and § < 200 < 29(wEw). Hence, the size of GExlis N = (79)°(1) <

20(m/logm) We next analyze the completeness and soundness of the reduction.

When val(¢) = 1, from the PCP theorem, we have val(¢’') = 1. It is also obvious from the
reduction that val (Qk”) is one. On the other hand, when val(¢) < 1, we have val(¢') < 1 — &,
meaning that val(G) < 1 — /3. Hence, by Theorem[3.15]and Lemma [3.18] we have

kxt Q( = ) Q(m) _ 9—Q(log N)
val(G44) < (1 - Q(e)) < 2-0m) _ o

Thus, if a algorithm can distinguish val(G£x/) = 1 from val(GLx') < 9-00gN) i time poly-
nomial in N, then it can also solve 3SAT in time 2°("/ ™) time, violating ETH. O

Improved Hardness of Approximation Result Based on Gap-ETH

The polyloglog N loss in the exponent of Lemma is due to the quasi-linear size of the PCP
and can be eliminated if we instead assume the stronger Gap-ETH:

Lemma 3.22. Assuming Gap-ETH, for any sufficiently large i, no algorithm can, given any fully-
dense MAX 2-CSP G of size N, distinguish val(G) = 1 from val(G) < N~ in time N,

The proof is essentially the same as that of Lemma|3.19|except that, since the size of our starting
game is linear, we can now use birthday repetition for k = ¢ = ©;(n) instead of n/polylog(n).

Proof of Lemma[3.22] Given Gap-3SAT instance ¢ of m variables. Let G be its clause/variable
game. Observe that G has m’ = O(m) variables, O(1) alphabet size and maximum degree O(1).
Consider GEx!, the symmetrized (k x ¢)-birthday repetition with k = ¢ = %! where {3 is a small
constant which to be chosen later.
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kXt We have § < 200 <

sym *

Let n and ¢ be the number of variables and the alphabet size of G

QO(ﬁn ). Moreover, when [ is sufficiently small, we have

R I\ 2k - 2 Bmlog? ilog(1/p) VBmlog® i
i< m < em (o ? . <20( £ o8 )<20< - )
k k Slogi

As for the completeness and soundness of the reduction, first, it is obvious that val(¢) = 1
implies val(GExf) = 1. Otherwise, from Proposition|3.21} if val(¢) < 1—¢, then val(G) < 1—&/3.
By by Theorem [3.15]and Lemma [3.18] we have

52 . A — A
val(gfyff) <(1-— Q(g))g(m’) < 9—(B%nlog” i/i%) < (h’g)—ﬂ(ﬁz/l) — N8/

where N = (7¢)°(1) < 29 (V/Bn1og®i/) s the size of GFX,

sym

Pick /3 to be sufficiently small so that N < O(20™102° /i) where § is the constant from Gap-
ETH. If an algorithm distinguishes val(G£x/) = 1 from val(GEx!) < (N)=?W/D in O(N o7 ) time,
it also distinguishes val(¢) = 1 from val(¢) < 1 — ¢ in time O(2°™), violating Gap-ETH. O

Lasserre Integrality Gap for Fully-Dense MAX 2-CSP

We will now show how to get a polynomial integrality gap for the Lasserre relaxation for dense
CSPs. In particular, even for Q(i)-level of Lasserre hierarchy, the integrality gap remains N/ for
fully-dense MAX 2-CSP, as stated formally below.

Lemma 3.23. For any sufficiently large N and any sufficiently large i, there exists a fully-dense
MAX 2-CSP instance G of size N such that opt?\”(G) = 1 and val(G) < N~/i.

as

One way to interpret Lemma is as a lower bound for SDP or LP hierarchies algorithm
for dense MAX 2-CSP. From this perspectlve our result indicates that one cannot hope to use
O( )-level Lasserre relaxation to approximate fully-dense MAX 2-CSP to within a factor of N'/7,
Since the Lasserre hierarchy is stronger than the SA and the Lovasz-Schrijver hierarchies [Lau03],
such lower bound holds for those hierarchies as well. Interestingly, this lower bound essentially
matches, up to a factor of polylog(7) in the number of levels, our algorithmic result presented in
the next section, justifying the running time of our algorithm.

On the other hand, Lemma[3.23| can be viewed as an unconditional analogue of Lemma [3.22]
In this sense, we get rid of Gap-ETH assumption at the expense of restricting our computational
model to only Lasserre relaxation. Other than those differences, the two lemmas are essentially
the same. In fact, to prove Lemma|[3.23] we use an unconditional analogue of Gap-ETH under the
Lasserre hierarchy model, which is stated below.

Lemma 3.24. For sufficiently large N, there exists a projection game G of size N with the following
propetrties.

o (Vector Completeness) optL( )= 1.
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o (Soundness) val(G) = 1 — ¢ for some constant € > 0.
e (Bounded Degree) Each variable has constant degree.
o (Bounded Alphabet Size) The alphabet size is constant.

Results similar to Lemma[3.24] have been proven before in [Bha+12]] and [Man15]] by applying
the clause/variable reduction to integrality gap instances of MAX k-CSP from [Sch08; |Tul09]. For
a detailed proof of Lemma [3.24] please refer to Appendix D.2 in the full version of [MR17al].

With the help of Lemma [3.24] the proof of Lemma [3.23] proceeds in a similar fashion as that
of Lemma @ However, while the soundness argument remains unchanged, we need to ar-
gue completeness for Lasserre solution instead. On this front, several works (including [SchO8;
Tul09; Bha+12; Man13]]) have argued similar statements before. Roughly speaking, it holds that,
if the reduction produces each new constraint by a “composition of at most ¢ constraints”, then
the Lasserre solution carries over to the new instance, albeit at the multiplicative loss of ¢ in the
number of levels. In the context of birthday repetition games, this implies the following.

Observation 3.25. For any two-prover game G, if opt} ,.(G) = 1 for some r > 2(k + (), then
optras (o) = 1

We will now prove the above observation in this dissertation; interested readers can refer to
Appendix D.1 in the full version of [MR17a], which contains a full proof of the statement.
We now move on to prove Lemma [3.23]

Proof of Lemma[3.23] We start with a projection game G from Lemma [3.24]of size N withn < N
variables, ¢ = O(1) alphabet size and maximum degree d = O(1). Consider the fully-dense MAX
k-CSP G**!, the symmetrized (k x ¢)-birthday repetition of G, with k = ¢ = 2181

sym °*

Let 7 and ¢ be the number of variables and the alphabet size of G**/. We have § < ¢* <

sym *

ogi 2 m
90(*5% ) Moreover, we have 17 < (7) < 20< ’ )
QIN/E) ( skxey _
(gsy>1<n) -

Furthermore, from Observation [3.25| and from opt%fg)(g) = 1, we have opt;

opt%? (GEx) = 1. Finally, by Theorem [3.15 and Lemma [3.18, we have val(GEr/) < (1 —
Q)2 /) < (ag)=20/) = (N)=20/) where N = (7g)°(V) is the size of G5, This com-

sym *
pletes our proof. [

3.3.2 Almost Optimal AM(2) Protocol for 3SAT

In [AIM14], Aaronson et al. provided an AM(2) protocol of length O(+/n) for 3SAT with com-
pleteness 1 and soundness 0 for some constant 6 < 1. However, since they did not prove that
birthday repetition can amplify soundness, they could not get a similar result for arbitrarily small
0. In that case, they invoke Moshkovitz-Raz PCP [MR10], which, incontrast to Dinur’s PCP,
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gives arbitrarily small soundness. However, due to the length of Moshkovitz-Raz PCP, their pro-
tocol length is n'/2+°(Mpoly(1/6). Since we have proved that the birthday repetition amplifies the
soundness, we overcome this obstacle and we can prove Lemma [3.12] easily as follows.

Proof of Lemma[3.12] Given a 3SAT instance ¢ of n clauses, the protocol works as follows.
Arthur uses Dinur’s PCP Theorem and the clause/variable reduction to reduce ¢ to G with n’ =
nlog®n variables, constant alphabet size and constant maximum degree. He then produces a
free game G*** = (XY, X x Y, Zx, Sy, {Puy}). the (k x )-birthday repetition of G, with

k= ¢ = d(log”?n)y/nlog(1/8) for some large constant d to be chosen later.

Arthur then sends independent random questions to the Merlins where the questions for first
and second Merlins are drawn from X and Y respectively. The proof of each Merlin is an assign-
ment to the variable he is given. Finally, if the two Merlins receive questions x € X,y € Y, Arthur
uses the predicate P, ) to check whether the assignments he received satisfy the predicate. If so,
Arthur accepts. Otherwise, he rejects.

It is obvious that, when ¢ € 3SAT, i.e., ¢ is satisfiable, GF*t is satisfiable and Arthur always
accepts if Merlins answer according to a satisfying assignment of G¥*¢. On the other hand, if ¢ ¢
3SAT, val(GF¢) < (1 — Q(e))®**/) which is at most & for sufficiently large d. Hence, the
soundness of the protocol is at most ¢. Finally, observe that the protocol has length 2k logn =

O(y/nlog(1/0)) as desired. O

3.4 Improved Approximation Algorithm for Dense CSPs

Before describing our algorithm, we first explain ingredients central in conditioning-based algo-
rithms: a conditioning operator and a rounding procedure.

Conditioning Sherali-Adams Solution. Let ;, = {Xs} be a solution of an r-level SA relax-
ation of a MAX k-CSP instance. For any set 7' C V' of size at most r — k and for any ¢ C X7
such that X7(¢7) > 0, p conditioned on ¢ is pi|pr = {Xs}s)<,—|r| defined as

Xsur(os o o)/ Xr(ér)  if ¢g is consistent with ¢,
0 otherwise.

Xs(¢s) = {
It is not hard to see that ;|7 is an (r — |T'|)-level SA solution.

(Derandomized) Independent Rounding. A naive way to arrive at an actual solution to
the MAX k-CSP instance from a SA relaxation solution {Xs} g/, is to independently sample
each variable x based on the distribution X,. Observe that the rounded solution expected value is
via a standard conditional expectation argument.

Without going into too much detail, conditioning-based algorithms typically proceed as fol-
lows. First, solve a LP/SDP relaxation of the problem. As long as the solution has large “total
correlation”, try conditioning it on an assignment to a random variable. Once the solution has
small total correlation, use independent rounding on the solution to get the desired assignment.



CHAPTER 3. A BIRTHDAY REPETITION THEOREM AND ITS APPLICATIONS 56

The intuition behind such algorithms is that, if the solution has large total correlation, conditioning
on one variable substantially reduces the total correlation. Hence, after a certain number of rounds
of conditioning, the total correlation becomes small. At this point, the solution is quite independent
and independent rounding gives a good approximation.

Our algorithm will also follow this framework. In fact, our algorithm remains largely un-
changed from [YZ14]] with the exception that we will use a stronger relaxation to reduce our
work in arguing about the value of conditioned solutions. However, our main contribution lies
in the analysis: we will show that independent rounding does well even when the total corre-
lation is large (super-constant). This is in contrast to the previously known conditioning-based
algorithms [BRS11; RT12; |YZ14], all of which require their measures of correlation to be small
constants to get any meaningful result.

The new relaxation that we will used is the following. For convenience, we call this the r-level
relaxation Sherali-Adams with Conditioning (SAC) relaxation of MAX k-CSP.

maximize A
subject to { X5 }|s/<, is a valid r-level SA solution
Esow[Epgn(uor) [Ps(@s)]] = A VT, ¢r st |T| < —k, Xr(or) > 0.

At a glance, the program above may not look like a linear program. Fortunately for us,
Esow [Epgn(ulor) [Ps(@s)]] = X can be written as Eg o[> ens Xsur(ds o ¢r) Psur(ds o or)] =
AXr(¢r), which is linear when A is a constant rather than a variable. As a result, we can solve
the optimization problem above by binary search on A: for a fixed A, we can check whether the
inequalities is feasible using a typical polynomial-time algorithm for LP. Hence, we can approxi-
mate \ to within arbitrarily small additive error in polynomial time. To compute A exactly, observe
that W is part of the input and is expressible in polynomial number of bits. This means that there
are only exponentially many choices for \; in particular, if all probabilities in VV has only b digits
after decimal point, then so does \. Hence, the described binary search can find ) in (ng)°(") time.

We now state our algorithm. In summary, we first solve an O(% + k)-level SAC relaxation
for the instance. We then try every possible conditioning (i.e., on every set 7' C V' of size at most
k%*i/A and every assignment to 7). For each conditioned solution, we use independent rounding
to arrive at an assignment. Finally, output the best such assignment. The pseudo-code for the full
algorithm is shown below in Figure [3.1]

The rest of the section is organized as follows. In Subsection [3.4.1| we formally define total
correlation and state a bound from [[YZ14; MR 17a; JKR19]] on the total correlation of conditioned
solutions. Next, in Subsection [3.4.2] we state and prove our main contribution of this section, i.e.,
that even when the total correlation is super-constant, we can still get a non-trivial approxima-
tion from independent rouding. Finally, in Subsection [3.4.3] we put these together and prove the
approximation guarantee for our algorithm.



CHAPTER 3. A BIRTHDAY REPETITION THEOREM AND ITS APPLICATIONS 57

Algorithm 1 Approximation Algorithm for Dense CSPs
Input: a A-dense MAX k-CSP instance G = (V. W, {Ps}), an
integer ¢
Output: An assignment ¢ : V' — X
r < (k*i/A + k)
do
r<r-+1
1t < solution of r-level of SAC relaxation for G.
A < value of p
while (r — k)X < k*/Aandr <n
¢+ 0
for T' C V of size at most r — k do
for ¢r € X7 do
¢ « independent rounding of p|¢r
if val(¢') > val(¢) then

¢ ¢

return ¢

Figure 3.1: Pseudo-code of Our Approximation Algorithm for Dense CSPs. The only difference
between this pseudo-code and the above summary of our algorithm is that we need to iteratively
increase the number of levels of the hierarchy. This is due to the fact that, as we will see in
Lemma 3.28] the number of levels needed depends on the value of the solution. More specifically,
we want r > k%i/(AN) + k

3.4.1 Total Correlation of Conditioned Sherali-Adams Relaxation Solution

We start by defining the total correlation of a SA solution. For a k-level SA solution ;¢ = {Xs} and

for a k-size set S = {z;,,...,z;,} € (Z) the total correlation among x;,, ..., z;, is Cy(zg) =
C(04y;...;04,) where oy, ..., 0;, are jointly sampled from X{zil ,,,,, zi }+ The total correlation of p

is then defined as C'(u) = Egow[C(zg)]. We call p a k-independent solution if C(p1) < k.

Yoshida and Zhou [YZ14] show that, for any [ > 0 and any (I + k)-level SA solution p, there
exists a subset 1" of size at most [ and an assignment ¢ € 7 such that the total correlation
of (u|¢r) is at most 316;% where A is the density of the instance. In [MR17a]], this bound was
improved to % via a slightly sharper analysis. Minor mistakes in those proofs were later found
and corrected in [JKR19]; we state the corrected version of the statement below.

Lemma 3.26 ([YZ14; MR17a, JKR19]). Let 1. be any r-level SA solution of a A-dense MAX k-
CSP instance G = (V,W,{Ps}) with alphabet size q. Then, for any 0 < | < r — k, there exists

t < land ¢ € X such that ETN(‘{)[C(MWT)] < k2112gq.
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3.4.2 New Bound on Rounding ~-independent Solution

In this subsection, we prove our main lemma for this section. For the known conditioning-based
algorithms, once the solution is fairly independent, it is easy to show that independent rounding
gives a good solution. In particular, Raghavendra-Tan [RT12] and Yoshida-Zhou[YZ14]] proofs,
whose measures of correlation are the same as oursﬂ conclude this step by using the Pinsker’s
inequality, which states that, for any distributions X and ), Dg(X[|Y) > (2log2)||X — V|?
where ||X — V|1 = Yo |X(0) — V(0)] is the L'-distance between X and ). Roughly speaking,
X is going to be the distribution in the LP solution whereas ) is the distribution resulting from
independent rounding. Hence, when they bound Dy (X||)) to be at most a small constant ¢, it
follows immediately that any predicate f with domain supp(&X) in [0, 1] satisfies |E,x[f(z)] —

E,y[f()]] < y/¢/(2log2). Thus, if E, x[f(x)], the value of the LP solution, is large, then
E,~y[f(y)], the expected value of a solution from independent rouding, is also large.

While this works great for small constant ¢, it does not yield any meaningful bound when ¢ is
larger than a certain constant. A natural question is whether one can prove any non-trivial bound
for super-constant €. In this regard, we prove the following lemma, which positively answers the
question. For convenience, 0° is defined to be 1 throughout this and next subsections and, whenever

we write the expression (556‘*’”)ﬁ (1 — ) with 6 = 1, we define it to be 0.

Lemma 3.27. Let X and ) be any two probability distributions over a finite domain © such
that Dk (X||Y) < kandlet f : © — [0,1] be any function. If E, x[f(z)] = 1 — 6, then
1

B,y ()] > (%)™ (1- o)

Proof of Lemma[3.27) We assume without loss of generality that 6 ¢ {0, 1} since, when 6 = 0, we
can modify f infinitesimally small and take the limit of the bound and, when 6 = 1, the bound is
trivial.

Let Z and 7 be two probability distributions on © such that Z(0) = X(f)_’;(e) and 7(0) =
M. Observe that Z and 7 are indeed valid distributions on © since Eg_x[f(6)] = 1 —
d. Observe that supp(Z),supp(7) C supp(X), which is in turn contained in supp()) since
D (X)) # oo.

From Weighted A.M.-G.M. inequality, we have

E,[fW)] =S 0)£0) > Y Z(0) (3’(?(

0cO 0csupp(2)

Z(6)
(Weighted A.M.-G.M. inequality) > H (W)

Ocsupp(Z)

V() X(9)f(9)) =
= (1-96) ( LA\Ss .
oAl ()

®In [RT12], only 2-CSPs were studied and they measure correlation by mutual information of the variables in the
constraints.
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X(0)£(6
y(e)) O by writing it in term of Dy (X||)Y) and a small

We will next bound [Jpcqupp(2) (W
term which will be bounded later.

eemg)(z) ( m ) *OF0 (eemg)m ( ié((g)) >X(9>) (%ng < ii((g)))»c(exl—f(a)))

B 1 ( H (X(6)>X(9)(1—f(9))>
eDrr () Oesupp(T) y(e)

X(0)(1—-£(6))
(Since Dgr(X[|V) < k) = e™" ( 11 (26((9)) )
Oesupp(T) Y(0)

X(g))X(G)(l—f(e)

Intuitively, the term [Jpequpp() (WG) : should not be much smaller than one since

the sum of the exponent is just Y- gequpp(r) X (0)(1 — f(0)) = J. Indeed, this term is small as we
can bound it as follows:

X(0) X(0)(1-£(9)) B ( 5 | T(9)>T(9) 0
Gesg(ﬂ (y(9)> a 968};{)(7) 1- f(@) y(@)
0

(1L, (56) )

_ g (GDKLUHJ;))é

WV

>

The last inequality comes from the fact that the informational divergence of any two distributions
is no less than zero.

1
Combining the three inequalities, we have Eg.y[f(0)] > (1 — 9) (e"‘é‘s) =% as desired. [

Now, we will use Lemma[3.27]to give a new bound for the value of the output from independent
rounding on a k-level x-independent solution of the Sherali-Adams Hierarchy.

Lemma 3.28. If {Xs} is a k-level k-independent SA solution of value 1 — § for a MAX k-CSP
instance (V, W, {Ps}), independent rounding gives an assignment of value > ((556_”)1%5 (1—=19).

Proof. Again, we assume without loss of generality that 6 ¢ {0,1}.

For each k-size set S = {z;,,..., 2, }, let kg = Dgp(Xs| Xy X -+ X Aj,) and 6g = 1 —
Ego~xs[Ps(¢s)]. Recall that the value of {Xs} in the SA relaxation is Egy[Eysxs[Ps(ds)]] =
(1 — 0). Hence, we have Eg.y[ds] = 0. Moreover, since {Xs} is k-independent, we have
Eswlrs] < K.
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As stated earlier, the independent rounding algorithm gives an assignment of expected value

.......

From Lemma (3.27, we have Ey;x; x..xax;, [Ps(¢s)] = (dg 82 _“S) (1 — dg). Thus, the assign-

ment from the rounding procedure has value at least Eg_yy[(625 e #5)T =55 (1 —dg)].
Next, let ) and Z be distributions on ( k) defined by Y(S) = M and Z(S) =
Y and Z are valid distributions since Egy[0s] = 4.

We can now bound ESNW[(égSe*“S)ﬁ (1 — dg)] as follows:

W(S)ds
4

Esow[(05e ) ™5 (1= 05)] = 3 W(S)(6Fe )™ (1 - bs)
se(})

=(1-0) ¥ VS)EFe)TS

Sesupp(Y)

(8)

(Weighted A.M.-G.M. inequality) > (1 —4) ][] (565 _Hs)l "
Sesupp(Y)

Sesupp(Y)

—a-a 11 (6256‘“S)W(S)) L

(Since Egyy[ks] = k and supp(Y) C supp(W)) = (1—96) [e™™ ] (5W(S )
Sesupp(Y)

—(1-0) e [ 05°° )

Sesupp(Z)

The last equality is true because dg = 1 for every S € supp(Z) — supp()) and d5 = 0 for every
S € supp(Y) — supp(Z2).
We can now write [Tgcqupp(2) 5?’(5)55 as

2(5) >Z<S>) ‘5
SE&E)(Z (SEsupp (S)

5 DKL(Z”X

(Since Dy (Z]|X) = 0) > 6°.

Combining the two inequality yields Egyy[(025e~"9) == (1—-05)] = (1—0) (e "d%) 7, which
completes the proof of the lemma. 0
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3.4.3 New Approximation Guarantee for the Algorithm

With Lemma [3.26] and Lemma [3.2§] set up, we now prove the algorithmic guarantee for Algo-
rithm 11

Theorem 3.29. For any MAX k-CSP instance G of value 1—0 > 0 and density A > 0, Algorithm|l]

runs in time NO< =hs) and outputs an assignment of value at least (1 — 0)67-3 /¢'/".

Proof. Observe that the running time is (nq)o(’“) where r is the maximum level of the SAC relax-
ation solved by the algorithm. Since the program is a relaxation of MAX k-CSP, ) is always at
least 1 — 9. By the condition of the loop, r is at most 1 + k& + &. Hence, the running time of

the algorithm is NOQlfﬁ).

Next, we will argue about the value of the output assignment. From Lemma [3.26] there exists
aset T C V of size at most % and an assignment ¢ € X7 such that p|¢r is an (X logq/i)-
independent solution. Moreover, from how SAC program is defined, we know that valg 4 (u|¢pr) >
A. As a result, from Lemma independent rounding on p|¢7 gives an assignment of value at
least

((1 o A)l—Ae—)\logq/i)§>\ _ )\(1 . )\)%/ql/z
Finally, since |T| < % < r — k, it is considered in the conditioning step of the algorithm. Thus,
the output assignment is of value at least \(1 — \)'%" /g1 > (1 — §)57= /q!/1. O

Observe that, when the instance is satisfiable, d = 0 and the value of the output assignment is at
least 1/¢'/?. By taking 4 to be large enough, one arrives at a quasi-polynomial time approximation
scheme (QPTAS) for dense MAX k-CSP, as stated below. We note that our algorithm unfortu-
nately does not give a QPTAS for the nonsatisfiable case since we also lose an additional factor of

L .
07-% in the value of the output solution.

Corollary 3.30. There is an algorithm that, given a satisfiable A-dense MAX k-CSP instance G

klog q

and any 1/2 > ¢ > 0, runs in N O(*3%) time and output an assignment to G of value at least 1 —¢.

Proof. Run Algorithm |I| with i = log ¢/log(1 + ). From Theorem [3.29] the output assignment

has value at least ¢/ = 1/(1 + ¢) > 1 — ¢ while the running time is N o(%), Finally, we
conclude by observing that i = log ¢/ log(1+¢) < O(log ¢/¢), which follows from the Bernoulli’s
inequality. ]

3.5 Discussion and Open Problems

We prove that birthday repetition can amplify gap in hardness of approximation. This has several
interesting consequences to the approximability of dense MAX k-CSP. First, we prove almost-
polynomial ratio polynomial-time ETH-hardness for the problem. Second, we show, assuming the
stronger Gap-ETH, that it is impossible to approximate dense MAX 2-CSP to within factor N'/*



CHAPTER 3. A BIRTHDAY REPETITION THEOREM AND ITS APPLICATIONS 62

in time N°®_ Third, we prove a similar integrality gap for Lasserre relaxation of the problem.
Moreover, we provide an approximation algorithm that almost matches our lower bound based on
Gap-ETH and the Lasserre integrality gap.

While our results settle down the approximability of dense MAX k-CSP up to the dependency
on k and a factor of polylog: in the exponent, our work also raises many interesting questions,
which we list below.

o What is the right dependency on ¢ in the birthday repetition theorem? It is unclear whether
the dependency of 1/log(1/¢) is needed in the exponent. We remark here that, in the case
that Q is uniform over a regular graph, Ko [Ko18]||] gives a lower bound that is tight up to the
factor of 1/log(1/¢) in the exponent.

e Can our approximation algorithm for dense k-CSP be made to run in ¢°*D+NOW time? As
stated earlier, Yaroslavtev’s algorithm [Yar14] runs in ¢@+(°89/¢*) 1 NO() time and provides
an ¢ additive approximation to the problem. As for our algorithm, we can, in fact, turn
the condioning step into a randomized algorithm where we just randomly pick a set and
an assignment to Conditiorﬂ which takes only linear time. The bottleneck, however, is
solving the linear program (SAC relaxation), which takes N*(") time where 7 is the number
of rounds. Related to this, Barak et al. [BRS11]] showed that their Lasserre hierarchy-based
algorithm runs in 2" N°®) instead of N°) time] It is an interesting question to ask whether
our algorithm can also be sped up using their technique.

o Can Lemma [3.27) be used to prove new approximation guarantees for other problems?
Lemma is a generic bound on the (multiplicative) difference of expectations of a func-
tion on two distributions based on their informational divergence. Hence, it may yield new
approximation guarantees for other correlation-based algorithms as well.

e [s it possible to prove a result similar to Lemma without losing a constant factor?
Lemma at the heart of our approximatin algorithm has one drawback: when 9§ is not
zero, we always lose a factor of § 5. While the loss here is only constant (since it is min-
imized when 6 — 1 which gives ¢ = > 0.367), it prevents us from getting a QPTAS for
non-satisfiable dense MAX k-CSP. If this factor can be removed, we can establish the num-
ber of levels needed for any approximation ratio from as large as polynomial in ¢ to as small
as any constant.

"This is because the bound in Lemma on total correlation of conditioned solution actually holds (in expecta-
tion) for random 7" and ¢ sampled according to the marginal distribution X7p.
8Note here that the number of rounds r used in Barak et al.’s algorithm is polynomial in the alphabet size q.
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Chapter 4

Densest k-Subgraph with Perfect
Completeness

In the DENSEST k£-SUBGRAPH (DES) problem, we are given an undirected graph GG on n vertices
and a positive integer £ < n. The goal is to find a set .S of k vertices such that the induced subgraph
on S has maximum number of edges. Since the size of S is fixed, the problem can be equivalently
stated as finding a k-subgraph (i.e. subgraph on k vertices) with maximum density.

DENSEST k-SUBGRAPH, a natural generalization of k£-CLIQUE [Kar72], was first formulated
and studied by Kortsarz and Peleg [KP93|] in the early 90s. Since then, it has been the subject
of intense study in the context of approximation algorithm and hardness of approximation [FS97;
SWOS;, [FLO1; [FKPO1; AHIO2; Fei02; Kho06; (GL0Y; RS10; Bha+10; |Alo+11; Bha+12; Barl5;
Bra+17]. Despite this, its approximability still remains wide open and is considered by some to be
an important open question in approximation algorithms [Bha+10; Bha+12; Bra+17].

On the algorithmic front, Kortsarz and Peleg [KP93]], in the same work that introduced the prob-
lem, gave a polynomial-time O(n?3%%%)-approximation algorithm for DkS. Feige, Kortsarz and
Peleg [FKPO1] later provided an O(n'/?~%)-approximation for the problem for some constant § ~
1/60. This approximation ratio was the best known for almost a decadeE]until Bhaskara et al. [Bha+10]
invented a log-density based approach which yielded an O(n'/4*¢)-approximation for any constant
€ > (. This remains the state-of-the-art approximation algorithm for DkS.

While the above algorithms demonstrate the main progresses of approximations of DS in
general case over the years, many special cases have also been studied. Most relevant to our
work is the case where the optimal k-subgraph has high density (e.g. is a k-Clique), in which
better approximations are known [FS97; STO8; MM15; Bar135|]. The first and most representative
algorithm of this kind is that of Feige and Seltser [FS97]], which provides the following guarantee:
when the input graph contains a k-clique, the algorithm can find an (1 — ¢)-dense k-subgraph in
n@Uoen/e) time. We will refer to this problem of finding densest k-subgraph when the input graph is
promised to have a k-clique DENSEST k-SUBGRAPH with perfect completeness. DkS with perfect

! Around the same time as Bhaskara et al.’s work [Bha+10], Goldstein and Langberg [GLO09] presented an algo-
rithm with approximation ratio O (n°-315%), which is slightly better than [FKPO1] but is worse than [Bha+10].
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completeness should of course reminds us of dense CSPs from the previous section, as both have
quasi-polynomial time algorithm and hence are unlikely to be NP-hard to approximate. Moreover,
Feige and Seltser’s algorithm [FS97] ca achieve approximation ratio n° in time n°(%/%), further
suggesting the similarity between dense CSPs and DAS with perfect completeness.

Although many algorithms have been devised for DS, relatively little is known regarding its
hardness of approximation. While it is commonly believed that the problem is hard to approximate
to within some polynomial ratio [Alo+11};|Bha+12]], not even a constant factor NP-hardness of ap-
proximation is known. To circumvent this, Feige [Fei02] came up with a hypothesis that a random
3SAT formula is hard to refute in polynomial time and proved that, assuming this hypothesis, D£S
is hard to approximate to within some constant factor.

Alon et al. [Alo+11] later used a similar conjecture regarding random k-AND to rule out
polynomial-time algorithms for DAS with any constant approximation ratio. Moreover, they
proved hardnesses of approximation of DS under the following Planted Clique Hypothesis [Jer92;
Kuc935]: there is no polynomial-time algorithm that can distinguish between a typical Erdés-Rényi
random graph G(n, 1/2) and one in which a clique of size polynomial in n (e.g. n'/?) is planted.
Assuming this hypothesis, Alon et al. proved that no polynomial-time algorithm approximates
D£S to within any constant factor. They also showed that, when the hypothesis is strengthened
to rule out not only polynomial-time but also super-polynomial time algorithms for the Planted
Clique problem, their inapproximability guarantee for DAS can be improved. In particular, if no
nOIogm)_time algorithm solves the Planted Clique problem, then 2°0°8”* ") _approximation for
DES cannot be achieved in polynomial time.

There are also several inapproximability results of DkS based on worst-case assumptions.
Khot [Kho06] showed, assuming NP € BPTIME(2"") for some constant ¢ > 0, that no polynomial-
time algorithm can approximate DS to within (1 + ) factor where § > 0 is a constant depending
only on ¢; the proof is based on a construction of a “quasi-random” PCP, which is then used in
place of a random 3SAT in a reduction similar to that from [Fe102].

While no inapproximability of DS is known under the Unique Games Conjecture, Raghaven-
dra and Steurer [RS10] showed that a strengthened version of it, in which the constraint graph is
required to satisfy a “small-set expansion” property, implies that DAS is hard to approximate to
within any constant ratio.

R~ecently, Braverman et al. [Bra+17], showed, assuming ETH, that, for some constant £ > 0,
no n°°e™)_time algorithm can approximate DENSEST k-SUBGRAPH with perfect completeness
to within (1 + ¢) factor. Their result matches almost exactly with the previously mentioned Feige-
Seltser algorithm [FS97]]. In fact, their construction uses the “label-extended graph” of the birthday
repetition game described in the previous section.

Since none of these inapproximability results achieve a polynomial ratio, there have been ef-
forts to prove better lower bounds for restricted classes of algorithms. For example, Bhaskara
et al. [Bha+12] provided polynomial ratio lower bounds against SDP relaxations of D£S. Specif-
ically, for the Sum-of-Squares hierarchy, they showed integrality gaps of n*/°3~¢ and n® against

2This guarantee was not stated explicitly in [FS97] but it can be easily achieved by changing the degree threshold
in their algorithm DenseSubgraph from (1 — &)n to n®.
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nf¥) and n' =9 Jevels of the hierarchy respectively. (See also [Man15; (Chl+17b] in which 2/53
in the exponent was improved to 1/14.) Unfortunately, it is unlikely that these lower bounds can be
translated to inapproximability results and the question of whether any polynomial-time algorithm
can achieve subpolynomial approximation ratio for D£S remains an intriguing open question.

Our Results

We rule out, under the exponential time hypothesis (Hypothesis[I)), polynomial-time approximation
algorithms for DS (even with perfect completeness) with slightly subpolynomial ratio:

Theorem 4.1. There exists ¢ > 0 such that, assuming ETH, no polynomial-time algorithm can,
given a graph G on n vertices and a positive integer k < n, distinguish between the following two
cases:

o There exist k vertices of G that induce a k-clique.
o Every k-subgraph of G has density at most n~"/(lo81ogn)",

If we assume the stronger gap exponential time hypothesis (Hypothesis [3)), the ratio can be
improved to n9(™ for anyP|g € o(1). In fact, we can get an even finer-grained trade-off: to achieve

1/51/3)

n°-approximation, the running time of the algorithm has to be n‘X , as formalized below.

Theorem 4.2. For any v > 0, assuming Gap-ETH, there is no algorithm that, given any graph

G and any € > 0, runs inn_\<'/*1s*370/9)) time and can distinguish between the following two
cases:

o There exist k vertices of G that induce a k-clique.

o Every k-subgraph of G has density at most n™=.

Recall that, for DES with perfect completeness, the aforementioned Feige-Seltser algorithm
achieves an n°-approximation in time n?(/¢) for every ¢ > 0 [FS97]. Our above lower bound
indeed confirms that, to get better approximation ratio, more running time is needed. Nonetheless,
it does not yet resolve the correct trade-off between these parameters, and it remains an interesting
open question to bridge the gap of the running time between n?(1/4) in the upper bound of [FS97]
and n21/="*) in our above lower bound.

Comparison to Previous Results. In terms of inapproximability ratios, the ratios ruled out
in this work are almost polynomial and provides a vast improvement over previous results. Prior
to our result, the best known ratio ruled out under any worst case assumption is only any con-
stant [RS10] and the best ratio ruled out under any average case assumption is only 90(log™/ n) [Alo+11].
In addition, our results also have perfect completeness, which was only achieved in [Bra+17]] under
ETH and in [Alo+11] under the Planted Clique Hypothesis but not in [Kho06; Fe102; RS10].

3Recall that g € o(1) if and only if lim,,_,, g(n) = 0.
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Regarding the assumptions our results are based upon, the average case assumptions used
in [Fei02; Alo+11]] are incomparable to ours. The assumption NP  BPTIME(2™ ) used in [KhoO6)]
is also incomparable to ours since, while not stated explicitly, ETH and Gap-ETH by default
focus only on deterministic algorithms and our reductions are also deterministic. The strength-
ened Unique Games Conjecture used in [RS10] is again incomparable to ours as it is a statement
that a specific problem is NP-hard. Finally, although Braverman et al.’s result [Bra+17] also re-
lies on ETH, its relation to our results is more subtle. Specifically, their reduction time is only

20(/m) where m is the number of clauses, meaning that they only need to assume that 3SAT ¢
DTIME(2°(V'™) to rule out a constant ratio polynomial-time approximation for DES. However, as
we will see in Theorem even to achieve a constant gap, our reduction time is 22(m**) Hence,

if 3SAT somehow ends up in DTIME(2@(m3/4)) but outside of DTIME(29(\/R)), their result will
still hold whereas ours will not even imply constant ratio inapproximability for DS.

Implications of Our Results. One of the reasons that DkS has received significant atten-
tion in the approximation algorithm community is due to its connections to many other problems.
Most relevant to our work are the problems to which there are reductions from DkS that preserve
approximation ratios to within some polynomia]ﬂ These problems include DENSEST AT-MOST-
k-SUBGRAPH [[AC09], SMALLEST m-EDGE SUBGRAPH [CDK12], STEINER k-FOREST [HJ06]
and QUADRATIC KNAPSACK [PisO7]. For brevity, we do not define these problems here. We refer
interested readers to cited sources for their definitions and reductions from DkS to respective prob-
lems. We also note that this list is by no means exhaustive and there are indeed numerous other
problems with similar known connections to DkS (see e.g. [Haj+06; KSO07; Kor+11; CHKI11;
HIM11}; LNV14; |Che+15a; (CL15; |CZ15; SFL15; [TV15; [(Chl+16; (Chu+15; [Leel6]]). Our results
also imply hardness of approximation results with similar ratios to DkS for such problems:

Corollary 4.3. For some ¢ > 0, assuming ETH, there is no polynomial-time n'/1°81°8™°_approximation
algorithm for DENSEST AT-MOST-k-SUBGRAPH, SMALLEST m-EDGE SUBGRAPH, STEINER k-
FOREST, QUADRATIC KNAPSACK. Moreover, for any function f € o(1), there is no polynomial-
time n! ™ -approximation algorithm for any of these problems, unless Gap-ETH is false.

4.1 The Reduction and Proofs of The Main Theorems

The reduction from Gap-3SAT to DES is simple. Given a 3SAT formula ¢ on n variables x4, . .., z,
and an integer 1 < ¢ < n, we construct a graph’| Gy = (Vy0, E¢) as follows:

“These are problems whose O(p)-approximation gives an O(p°)-approximation for D.S for some constant c.

SFor interested readers, we note that our graph is not the same as the FGLSS graph [Fei+91] of the PCP in which
the verifier reads £ random variables and accepts if no clause is violated; while this graph has the same vertex set as
ours, the edges are different since we check that no clause between the two vertices is violated, which is not checked
in the FGLSS graph. It is possible to modify our proof to make it work for this FGLSS graph. However, the soundness
guarantee for the FGLSS graph is worse.
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e Its vertex set V,,, contains all partial assignments to ¢ variables. That is, each vertex is
{(xs,biy), .., (24,,b;,)} where z;,, ..., x;, are ¢ distinct variables and b;,,...,b;, € {0,1}
are the bits assigned to them.

e We connect two vertices {(zi,, bi, ), -, (%4, bi,) } and { (s, by ), . . ., (x,-z, bifz)} by an edge
iff the two partial assignments are consistent (i.e. no variable is assigned O in one vertex and
1 in another), and, every clause in ¢ all of whose variables are from z;,, ..., %, Ti, .. ., Ty,
is satisfied by the partial assignment induced by the two vertices.

Clearly, if val(¢) = 1, the (?) vertices corresponding to a satisfying assignment induce a

clique. Our main technical contribution is proving that, when val(¢) < 1 — ¢, every (Z) -subgraph
is sparse:

Theorem 4.4. For any d,e > 0, there exists T > 0 such that, for any 3SAT formula ¢ on n
variables such that val(¢) < 1 — € and each variable appears in at most d clauses and for any
integer { € [n%/*/7,n/2], any (ﬁ) -subgraph of G 4 ¢ has density < 9—rt4/n?

We remark that there is nothing special about 3SAT; we can start with any boolean CSP and end
up with a similar result, albeit the soundness deteriorates as the arity of the CSP grows. However,
it is crucial that the variables are boolean; in fact, Braverman et al. [Bra+17] considered a graph
similar to ours for 2CSPs but they were unable to achieve subconstant soundness since their vari-
ables were not boolearﬂ Specifically, there is a non-boolean 2CSP with low value which results
in the graph having a biclique of size > (Z) (see Appendix A of [Manl17a]), i.e., one cannot get an
inapproximability ratio more than two starting from a non-boolean CSP.

Once we have Theorem the inapproximability results of DkS (Theorem and can
be easily proved by applying the theorem with appropriate choices of ¢. We defer these proofs
to Subsection [4.1.2] For now, let us turn our attention to the proof of Theorem 4.4, Recall that
Alon’s lemma [Alo02] (Lemma [2.14)) states that every dense graph contains many labelled copies
of bicliques. Equipped with this lemma, our proof strategy is to bound the number of labelled
copies of K, in G, where ¢ is to be chosen later.

Before we proceed with the proof, we note here that, while the overall proof strategy is similar
to that of the previous chapter, here we have to bound the number of copies of bicliques in the
constructed graph whereas we previously only had to bound the number of copies of bicliques in
the constraint graph.

To bound the number of labelled copies of K, in G, ¢, we will need some additional notations:

e First, let Ay := {(x1,0), (z1,1),...,(x,,0), (,, 1)} be the set of all single-variable partial

assignments. Observe that V,, , C (A;’> ,i.e., each u € V,,, is a subset of A, of size {.

o Let A: (V) — P(A,) be a “flattening” function that, on input 7" € (V,,,)", outputs the
set of all single-variable partial assignments that appear in at least one vertex in 7. In other
words, when each vertex v is viewed as a subset of A, we can write A(7") simply as U, u.

% Any satisfiable boolean 2CSP is solvable in polynomial time so one cannot start with a boolean 2CSP either.
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o Let Ky :={(L,R) € (Vyo)' x (Vyu)' | Yu € L, Vv € Ryu# v A (u,v) € Eyyg} denote
the set of all labelled copies of K, in G4, and, for each A, B C Ay, let IC;4(A, B) :=
{(L,R) € Ki+ | A(L) = A, A(R) = B} denote the set of all (L, R) € K;, with A(L) = A
and A(R) = B.

The number of labelled copies of K, ; in G4, can be written as

Keel = D |Kis(A, B)| 4.1)

A,BCA,
To bound |/C; ;|, we will prove the following bound on |/C; +(A, B)].

Lemma 4.5. Let ¢, n,(,d and ¢ be as in Theorem{.4} There exists \ > 0 depending only on d and
2 2t
e such that, forany t € Nand any A, B C A, |Ki+(A, B)| < (27,\3 /n (@) .

Before we prove the above lemma, let us see how Lemma [2.14] and Lemma [4.5]imply Theo-

rem [4.4]

Proof of Theoremd.4, Assume w.l.o.g. that A < 1. Pick 7 = A\?/8 and t = (4/))(n?/¢?). From
Lemma[4.5|and @.1)), we have

2t 2
izt (e () s )

where the second inequality comes from our choice of #; note that ¢ is chosen so that the 24" factor
is consumed by 2~/ from Lemma Finally, consider any (;})—subgraph of G4, By the

2t
above bound, it contains at most (2-2/7)t . (;}) labelled copies of K;;. Thus, from Lemma|2.14
and from ¢ > n®/*/§, its density is at most 2 - 9=M2/(nt) — 9 . 9=2r/n® < 9=Tl'/n® o0 desired. [

We now move on to the proof of Lemma4.3]

Proof of Lemma[4.5] First, notice that if (z,b) appears in A and (x, —b) appears in B for some
variable = and bit b, then /C; ;(A, B) = 0; this is because, for any L with A(L) = A and R with
A(R) = B, there exist u € L and v € R that contain (z, b) and (x, —b) respectively, meaning that
there is no edge between w and v and, thus, (L, R) ¢ K;:(A, B). Hence, from now on, we can
assume that, if (x, b) appears in one of A, B, then the other does not contain (z, —b). Observe that
this implies that, for each variable x, its assignments can appear in A and B at most two time{] in
total. This in turn implies that |A| + |B| < 2n.

2
Let us now argue that |K; (A, B)| < (’Z) t; while this is not the bound we are looking for yet,
it will serve as a basis for our argument later. For every (L, R) € K, (A, B), observe that, since

"This is where we use the fact that the variables are boolean. For non-boolean CSPs, each variable = can appear
more than two times in one of A or B alone, which can indeed be problematic (see Appendix A of [Man17al)).
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A(L) = Aand A(R) = B, we have L € (

(?)t X (?)t. Hence,

?)t and R € (?)t. This implies that I, (A, B) C

t t
s < () () @2

Moreover, ("?') ('f |) can be further bounded as

(7] =

where the 1nequa11tles come from the AM-GM Inequality and from |A| + |B| < 2n respectively.
Combining | 2) and 3) indeed yields |IC;:(A, B)| < ( )2t

Inequality li is very crude; we include all elements of (?) and (? ) as candidates for vertices

ML= 0081 -0 < g 11 (A2 - )g@ @3

in L and R respectively. However, as we will see soon, only tiny fraction of elements of (’2), (f )
can actually appear in L, R when (L, R) € KC;+(A, B). To argue this, let us categorize the variables
into three groups:

e 1z is terrible iff its assignments appear at most once in total in A and B (i.e. |{(x,0), (z, 1)} N
Al +[{(2,0), (z, 1)} N B| < D).

o 1 is good iff, for some b € {0, 1}, (x,b) € ANB. Note that this implies that (x, —b) ¢ AUB.
e 1 is bad iff either {(xz,0), (z,1)} € Aor {(z,0),(z,1)} C B.

The next and last step of the proof is where birthday-type paradoxes come in. Before we
continue, let us briefly demonstrate the ideas behind this step by considering the following extreme
cases:

e If all variables are terrible, then |A| + |B| < n and (4.3)) can be immediately tightened.

e If all variables are bad, assume w.1.0.g. that, for at least half of variables z’s, {(z,0), (z, 1)} C
A. Consider a random element u of (?). Since u is a set of random ¢ distinct elements of
A, there will, in expectation, be Q(¢?/n) variables z’s with (z,0), (x,1) € u. However,
the presence of such z’s means that u is not a valid vertex. Moreover, it is not hard to turn
this into the following probabilistic statement: with probability at most 2-9UE/m) 4, contains
at most one of (z,0), (z,1) for every variable z. In other words, only 2-%(*/") fraction of

elements of (?) are valid vertices, which yields the desired bound on |/C;+(A, B).

e If all variables are good, then A = B is simply an assignment to all the variables. Since
val(¢) < 1 — ¢, at least em clauses are unsatisfied by this assignment. As we will argue

below, every element of (‘2) that contains two variables from some unsatisfied clause cannot
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be in L for any (L, R) € K;:(A, B). This means that there are ©.(m) > Q.(n) prohibited
pairs of variables that cannot appear together. Again, similar to the previous case, it is not

hard to argue that only 9~=.4(*/n) fraction of elements of (‘?) can be candidates for vertices

of L.

To turn this intuition into a bound on |K; (A, B)|, we need the following inequality. Its proof
is straightforward and is deferred to Subsection 4. 1.1]

Proposition 4.6. Let U be any set and P C (g) be any set of pairs of elements of U such that each
element of U appears in at most q pairs. For any positive integer 2 < r < |U]|, the probability that
a random element of (g) does not contain both elements of any pair in P is at most exp (— if‘g‘z).

We are now ready to formalize the above intuition and finish the proof of Lemma 4.5] For
the sake of convenience, denote the sets of good, bad and terrible variables by X, X} and X,
respectively. Moreover, let § := £/(100d) and pick A = min{—log(1 — 3/2), 5/64,</(384d)}.
To refine the bound on the size of K; (A, B), consider the following three cases:

1. |X;| > pn. Since each x € X, contributes at most one to |A| + |B|, |A| + |B| < (1 —

2
£/2)(2n). Hence, we can improve 1} to (‘?‘) ('?') < ((1*’8/2)") . Thus, we have

cann @ (2)(2) < (1) <o () )

where the last inequality comes from A < —log(1 — 3/2) and £ > ¢ /n.

2. | X3 > fBn. Since each x € X, appears either in A or B, one of A and B must contain
assignments to at least ((3/2)n variables in X,. Assume w.l.0.g. that A satisfies this property.
Let X be the set of all z € X, whose assignments appear in A. Note that | X[ | > (3/2)n.

Observe that an element u € (’?) is not a valid vertex if it contains both (x,0) and (z,1)
for some x € X}. We invoke Proposition 4.6 with U = A, P = {{(z,0), (x,1)} | = €
XEY, g = 1 and r = ¢, which implies that a random element of (?) does not contain any

prohibited pairs in P with probability at most exp <—f|i||§2> < exp (— (igq)gfz), which is

at most 2-2**/" because A < 3/64. In other words, at most 2-2*/" fraction of elements of
(A) are valid vertices. This gives us the following bound:

y4
g2 AN 1B\ @ (o, () )

3. |Xi| < pn and |Xp| < Pn. In this case, | X,| > (1 — 25)n. Let S denote the set of
clauses whose variables all lie in X,. Since each variable appears in at most d clauses,
|S| > m — (26n)d > (1 — £/2)m where the second inequality comes from our choice of /3
and from m > n/3.
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Consider the partial assignment f : X, — {0,1} induced by A and B, i.e., f(z) = b iff
(x,b) € A, B. Since val(¢) < 1 — ¢, the number of clauses in S satisfied by f is at most
(1 — e)m. Hence, at least em/2 clauses in S are unsatisfied by f. Denote the set of such
clauses by Synsar-

Fix a clause C' € Synsar and let z, y be two different variables in C. We claim that =,y
cannot appear together in any vertex of L for any (L, R) € K;.,(A, B). Suppose for the
sake of contradiction that (z, f(x)) and (y, f(y)) both appear in u € L for some (L, R) €
K:+(A, B). Let z € X, be another variablef|in C. Since (z, f(z)) € B, some vertex v € R
contains (z, f(z)). Thus, there is no edge between u and v in Gy 4, which contradicts with
(L, R) € K4y

We can now appeal to Proposition with U = A, g = 2d, r = ¢ and P be the pro-
hibited pairs described above. This implies that with probability at most exp (—%) <

exp (— 1§§Zn)’ a random element of (?) contains no prohibited pair from P. In other words,

at most exp (— 1;5;) fraction of elements of (f) can be candidates for each element of L

for (L, R) € K:+(A, B). This gives the following bound:

e AN (1B @& [ n\\*
A, B)| < — . . < (g et/ (384dn) )
Kee(4, B) (eXp< 192dn> <£)> 14 ¢

Since we picked A < £/(384d), |K:+(A, B)|is once again bounded above by (2‘“2/” (7;) ) “

In all three cases, we have |IC; (A, B)| < (2‘“2/ " (’g) ) Qt, completing the proof of Lemma O

4.1.1 Proof of Proposition 4.6]

Proof of Propositiond.6] We first construct P’ C P such that each element of U appears in at
most one pair in P’ as follows. Start out by marking every pair in P as active and, as long as there
are active pairs left, include one in P’ and mark every pair that shares an element of U with this
pair as inactive. Since each element of U appears in at most ¢ pairs in P, we mark at most 2q pairs
as inactive per each inclusion. This implies that |P’'| > |P|/(2q).

Suppose that P' = {{a1,b:},...,{ap/,bjp/}} Where a1,by,...,ap, bp| are distinct ele-
ments of U. Let u be a random element of ([TJ,) Foreachi =1,...,|P’|, we have

[U|-2

Pr{a;,b;} Zu] =1— <<7‘U2>>
o _rr=1)
U= 1)

8If C contains two variables, let z = z. Note that we can assume w.l.o.g. that C' contains at least two variables.

=1
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T2

(Sincer—l}r/Qforallr}Q)<1—W

2
(Since 1 — z < exp(—=2) forall z € R) < exp <_2|TU]2> :

If u does not contain both elements of any pairs in P, it does not contain both elements of any
pairs in P’. The probability of the latter can be written as

|P|

[P
Pr [/\{ai,bi} 4 u] = UPr [{ai,bi} Zu

=1

1/_\ {aj>bj} < U] .

j=1

In addition, since ay, by, ..., ajp/, byp/ are distinct, it is not hard to see that Pr[{a;,b;} Z u] >
Pr {{ai, b} & u‘ N—i{a;, 0} € u} Hence, we have

Pr

1d i 2\ P P
Nab) ¢ u] ~ I Prffot} £l < (exp (—w)) — exp (— QW)

|P|r®
< exXp _4(]|U|2 )

completing the proof of Proposition 4.6 O

4.1.2 Proofs of Inapproximability Results of DiS

In this subsection, we prove Theorem 4. 1]and The proof of Theorem[d.1]is simply by combin-
ing Dinur’s PCP Theorem and Theorem 4.4 with £ = m /polylogm, as stated below.

Proof of Theorem{d.1} For any 3SAT formula ¢ with m clauses, use Theorem to produce ¢
with m’ = O(mpolylogm) clauses such that each variable appears in at most d clauses. Let  be
a constant such that m’ = O(mlog® m) and let ¢ = m/log? m. Let us consider the graph G

with k£ = (7;) where n is the number of variables of ¢. Let N be the number of vertices of G, .

Observe that N = 2/() < n* < (m/)9) = 20(lem’) — go(m),

If ¢ is satisfiable, ¢ is also satisfiable and it is obvious that G4, contains an induced k-
clique. Otherwise, If o is unsatisfiable, val(¢) < 1 — . From Theorem any k-subgraph
of Gy, has density at most 2-%(¢*/n") < 9=(m/ log* ¥ m) _ N —Q(1/(loglog N)***%) "\which is at most
N1/ (oglog N)* ¥ when s sufficiently large. Hence, if there is a polynomial-time algorithm that
can distinguish between the two cases in Theorem when ¢ = 3( + 9, then there also exists an
algorithm that solves 3SAT in time 2°™), contradicting with ETH. O

The proof of Theorem {.2]is even simpler since, under Gap-ETH, we have the gap version of
3SAT to begin with. Hence, we can directly apply Theorem [4.4] without going through Dinur’s
PCP:
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Proof of Theorem Let ¢ be any 3SAT formula with m clauses such that each variable appears
in O(1) clauses. For any constant 1 > v, v > 0, let { = m (71/3 : log1/3+”/2(1/7)) and consider

the graph G, with k = (;}) where n is the number of variables of ¢. The number of vertices N of
G (1) < 2 () & 20t _ 200007

The completeness is again obvious. For the soundness, if val(¢) < 1 — &, from Theo-
rem any k-subgraph of G, has density at most 9—UL/n®) 9= my*? log/#2(1/)) <

N-9018™2(1/7) \which is at most N~7 when ~ is sufficiently small. Now suppose contrapos-
itively that, for some v > 0, there is an algorithm that, given a graph G and -, runs in time

N - | o
N \/310e*37 () ) and can distinguish between the two cases in Theorem [4.2| By running this

algorithm on G, we can solve Gap-3SAT in time 20<'°g”/ *a/m/; by picking a sufficiently small
7, this contradicts with Gap-ETH. [

4.2 Discussion and Open Questions

In this chapter, we provide a subexponential time reduction from the gap version of 3SAT to DiS
and prove that it establishes an almost-polynomial ratio hardness of approximation of the latter
under ETH and Gap-ETH. Even with our results, however, approximability of DS still remains
wide open. Namely, it is still not known whether it is NP-hard to approximate DS to within some
constant factor, and, no polynomial ratio hardness of approximation is yet known.

Although our results appear to almost resolve the second question, it still seems out of reach
with our current knowledge of hardness of approximation. In particular, to achieve a polynomial
ratio hardness for DS, it is plausible that one has to prove a long-standing conjecture called the
sliding scale conjecture (SSC) [Bel+93|]. In short, SSC essentially states that LABEL COVER is NP-
hard to approximate to within some polynomial ratio. Note here that polynomial ratio hardness for
LABEL COVER is not even known under stronger assumptions such as ETH or Gap-ETH; we refer
the readers to [Din16] and Chapter [9] for more detailed discussions on the topic.

There is in fact an approximation preserving reduction from DkS to LABEL COVER [CHK11]]
but it does not provide perfect completeness, which is required in SSC; this leaves a possibility
that a polynomial ratio hardness of approximation of D£S can be achieved without resolving SSC.

Apart from the approximability of DES, our results also prompt the following natural ques-
tion: since previous techniques, such as Feige’s Random 3SAT Hypothesis [Fe102], Khot’s Quasi-
Random PCP [Kho0O6], Unique Games with Small Set Expansion Conjecture [RS10] and the
Planted Clique Hypothesis [Jer92; Kuc93]|, that were successful in showing inapproximability
of DS also gave rise to hardnesses of approximation of many problems that are not known to
be APX-hard including SPARSEST CUT, MIN BISECTION, BALANCED SEPARATOR, MINIMUM
LINEAR ARRANGEMENT and 2-CATALOG SEGMENTATION [AMSO07;Sak10; RST12], is it possi-
ble to modify our construction to prove inapproximability for these problems as well? An evidence
suggesting that this may be possible is the case of e-approximate Nash Equilibrium with e-optimal
welfare, which was first proved to be hard under the Planted Clique Hypothesis by Hazan and
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Krauthgamer [HK11]] before Braverman, Ko and Weinstein proved that the problem was also hard
under ETH using the birthday repetition framework [BKW15].
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Chapter 5

VC Dimension and Littlestone’s Dimension

A common and essential assumption in learning theory is that the concepts we want to learn come
from a nice, simple concept class, or (in the agnostic case) they can at least be approximated by a
concept from a simple class. When the concept class is sufficiently simple, there is hope for good
(i.e. sample-efficient and low-error) learning algorithms.

There are many different ways to measure the simplicity of a concept class. The most influential
measure of simplicity is the VC Dimension, which captures learning in the PAC model. We also
consider Littlestone’s Dimension [Lit88|], which corresponds to minimizing mistakes in online
learning (see Section [5.2] for definitions). When either dimension is small, there are algorithms
that exploit the simplicity of the class, to obtain good learning guarantees.

We consider the most optimistic setting where the entire universe and concept class are given
as explicit input (a binary matrix whose (x,C)-th entry is 1 iff element x belongs to concept
C). In this setting, both VC Dimension and Littlestone’s Dimension can be computed (exactlyﬂ)
in nOUosm) tim Hence, similar to problems considered earlier in this thesis, the problem of
computing these dimensions are unlikely to be NP-hard.

Nonetheless, two decades ago, it was shown (under appropriate computational complexity as-
sumptions) that neither dimension can be computed in polynomial time [PY96; [FL98]. Under
ETH, their reduction also yields a tight running time lower bound of n*(°8™) to compute the two
dimensions. Such computational intractability of computing the (VC, Littlestone’s) dimension of
a concept class suggests that even in cases where a simple structure exists, it may be inaccessible
to computationally bounded algorithms (see Discussion below).

We prove a (almost) tight running time lower bound, similar to those implied by [PY96; FL9S]|,
that hold even against approximation algorithms, as stated below.

Theorem 5.1 (Hardness of Approximating VC Dimension). Assuming Randomized ETH, approx-
imating VC Dimension to within a (1/2 + o(1))-factor requires n'°s' """ time.

I'As discussed in Section this is unlike dense CSPs and DkS with perfect completeness, for which the exact
versions are NP-hard but QPTASs exist.

2For VC Dimension, this is because the dimension itself is at most log n and hence we can simply enumerate all
sets S C U or size at most logn and check whether it is shattered. For Littlestone’s Dimension, there is a simple
divide-and-conquer algorithm for it (see Section [5.4.4).
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Theorem 5.2 (Hardness of Approximating Littlestone’s Dimension). There exists an absolute con-

stant ¢ > 0 such that, assuming Randomized ETH, approximating Littlestone’s Dimension to
. . . 1—o(1 .

within a (1 — &)-factor requires n'°8' """ time.

5.1 Interpretation of the Results

As we mentioned before, the computational intractability of computing the (VC, Littlestone’s)
dimension of a concept class suggests that even in cases where a simple structure exists, it may be
inaccessible to computationally bounded algorithms. We note however that it is not at all clear that
any particular algorithmic applications are immediately intractable as a consequence of our results.

Consider for example the adversarial online learning zero-sum game corresponding to Lit-
tlestone’s Dimension: At each iteration, Nature presents the learner with an element from the
universe; the learner attempts to classify the element, and loses a point for every wrong classifi-
cation; at the end of the iteration, the correct (binary) classification is revealed. The Littlestone’s
Dimension is equal to the worst case loss of the Learner before learning the exact concept. (see
Section |5.2| for a more detailed definition.)

What can we learn from the fact that the Littlestone’s Dimension is hard to compute? The
first observation is that there is no efficient learner that can commit to a concrete mistake bound.
But this does not rule out a computationally-efficient learner that plays optimal strategy and makes
at most as many mistakes as the unbounded learner. We can, however, conclude that Nature’s
task is computationally intractable! Otherwise, we could efficiently construct an entire worst-case
mistake tree (for a concept class C, any mistake tree has at most |C| leaves, requiring |C| — 1 oracle
calls to Nature).

On a philosophical level, we think it is interesting to understand the implications of an in-
tractable, adversarial Nature. Perhaps this is another evidence that the mistake bound model is too
pessimistic?

Also, the only algorithm we know for computing the optimal learner’s decision requires com-
puting the Littlestone’s Dimension. We think that it is an interesting open question whether an
approximately optimal computationally-efficient learner exists.

In addition, let us note that in the other direction, computing Littlestone’s Dimension exactly
implies an exactly optimal learner. However, since the learner has to compute Littlestone’s Dimen-
sion many times, we have no evidence that an approximation algorithm for Littlestone’s Dimension
would imply any guarantee for the learner.

Finally, we remark that for either problem (VC or Littlestone’s Dimension), we are not aware
of any non-trivial approximation algorithms.

5.1.1 Techniques

As with our previous two chapters, we once again follow the “birthday repetition” framework.
However, there are multiple unique challenges we have to overcome for both VC Dimension and
Littlestone’s Dimension, as described below.
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VC Dimension The first challenge we have to overcome in order to adapt this framework to
hardness of approximation of VC Dimension is that the number of concepts involved in shattering
a subset S is 2/%. Therefore any inapproximability factor we prove on the size of the shattered
set of elements, “goes in the exponent” of the size of the shattering set of concepts. Even a small
constant factor gap in the VC Dimension requires proving a polynomial factor gap in the number
of shattering concepts (obtaining polynomial gaps via “birthday repetition” for simpler problems
is an interesting open problem [MR17a; Man17a]). Fortunately, having a large number of concepts
is also an advantage: we use each concept to test a different set of label cover constraints chosen
independently at random; if the original instance is far from satisfied, the probability of passing
all 29051 tests should now be doubly-exponentially small (2_26(‘5“)! More concretely, we think of
half of the elements in the shattered set as encoding an assignment, and the other half as encoding
which tests to run on the assignments.

Littlestone’s Dimension Our starting point is the reduction for VC Dimension outlined in the
previous paragraph. While we haven’t yet formally introduced Littlestone’s Dimension, recall
that it corresponds to an online learning model. If the test-selection elements arrive before the
assignment-encoding elements, the adversary can adaptively tailor his assignment to pass the spe-
cific test selected in the previous steps. To overcome this obstacle, we introduce a special gadget
that forces the assignment-encoding elements to arrive first; this makes the reduction to Little-
stone’s Dimension somewhat more involved. Note that there is a reduction by [FLI§|] from VC
Dimension to Littlestone’s Dimension. Unfortunately, their reduction is not (approximately) gap-
preserving, so we cannot use it directly to obtain Theorem [5.2] from Theorem

5.1.2 Related Work

The study of the computational complexity of the VC Dimension was initiated by Linial, Mansour,
and Rivest [LMRO91]], who observed that it can be computed in quasi-polynomial time. [PY96]
proved that it is complete for the class LOGNP which they define in the same paper. [FL98| reduced
the problem of computing the VC dimension to that of computing Littlestone’s Dimension, hence
the latter is also LOGNP-hard. (It follows as a corollary of our Theorem [5.1]| that, assuming ETH,
solving any LOGNP-hard problem requires quasi-polynomial time.)

Both problems were also studied in an implicit model, where the concept class is given in the
form of a Boolean circuit that takes as input an element x and a concept ¢ and returns 1 iff x € c.
Observe that in this model even computing whether either dimension is 0 or not is already NP-hard.
Schafer proved that the VC Dimension is X% -complete [Sch99], while the Littlestone’s Dimension
is PSPACE-complete [Sch00]. [MU02] proved that VC Dimension is Y.} -hard to approximate to
within a factor of almost 2; can be approximated to within a factor slightly better than 2 in AM;
and is AM-hard to approximate to within n'~*.

Another line of related work in the implicit model proves computational intractability of PAC
learning (which corresponds to the VC Dimension). Such intractability has been proved either from
cryptographic assumptions, e.g. [KV94; Kha93; Kha95; Fel+06; Kal+08}; | KS09; Kli16] or from
average case assumptions, e.g. [DS16; Danl6]. [Blu94] showed a “computational” separation
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between PAC learning and online mistake bound (which correspond to the VC Dimension and
Littlestone’s Dimension, respectively): if one-way function exist, then there is a concept class that
can be learned by a computationally-bounded learner in the PAC model, but not in the mistake-
bound model.

Recently, [BFS16] introduced a generalization of VC Dimension which they call Partial VC
Dimension, and proved that it is NP-hard to approximate (even when given an explicit description
of the universe and concept class).

5.2 Additional Notations and Preliminaries

For a universe (or ground set) U/, a concept C' is simply a subset of &/ and a concept class C is a
collection of concepts. For convenience, we sometimes relax the definition and allow the concepts
to not be subsets of I/; all definitions here extend naturally to this case.

The VC and Littlestone’s Dimensions can be defined as follows.

Definition 5.3 (VC Dimension [VC71]). A subset S C U is said to be shattered by a concept class
C if, for every T C S, there exists a concept C' € C such that'T = SN C.

The VC Dimension VC-dim(C,U) of a concept class C with respect to the universe U is the
largest d such that there exists a subset S C U of size d that is shattered by C.

Definition 5.4 (Mistake Tree and Littlestone’s Dimension [Lit88]]). A depth-d instance-labeled tree
of U is a full binary tree of depth d such that every internal node of the tree is assigned an element
of U. For convenience, we will identify each node in the tree canonically by a binary string s of
length at most d.

A depth-d mistake tree (aka shattered tree [BPS09]) for a universe U and a concept class C
is a depth-d instance-labeled tree of U such that, if we let vs € U denote the element assigned to
the vertex s for every s € {0,1}<9, then, for every leaf ¢ € {0,1}%, there exists a concept C' € C
that agrees with the path from root to it, i.e., that, for every 1 < d, v,_, € C'iff ;11 = 1 where l;
denote the prefix of { of length 1.

The Littlestone’s Dimension L-dim(C,U) of a concept class C with respect to the universe U is
defined as the maximum d such that there exists a depth-d mistake tree for U, C.

An equivalent formulation of Littlestone’s Dimension is through mistakes made in online learn-
ing, as stated below. This interpretation will be useful in our proof.

Definition 5.5 (Mistake Bound). An online algorithm A is an algorithm that, at time step i, is
given an element x; € U and the algorithm outputs a prediction p; € {0,1} whether x is in the
class. After the prediction, the algorithm is told the correct answer h; € {0,1}. For a sequence
(x1,h1), ..., (zn, hy,), prediction mistake of A is defined as the number of incorect predictions,
i.e., Y icn 1[p; # hi]. The mistake bound of A for a concept class C is defined as the maximum pre-
diction mistake of A over all the sequences (x1,h), ..., (xy, h,) which corresponds to a concept
CeC(ie h;=1[x; € C]forallic [n]).
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Theorem 5.6 ([Lit88]). For any universe U and any concept class C, L-dim(C,U) is equal to the
minimum mistake bound of C,U over all online algorithms.

The following facts are well-know and follow easily from the above definitions.

Fact 5.7. For any universe U and concept class C, we have
VC-dim(C,U) < L-dim(C,U) < log|C].
Fact 5.8. For any two universes U,,Us and any concept class C,

L—dim(C,Z/{l U Z/{Q) < L—dlm(c,bﬁ) + L-dlm(C,UQ)

5.2.1 Useful Lemmata

We end this section by listing a couple of lemmata that will be useful in our proofs.

Lemma 5.9 (Chernoff Bound). Let X1, ..., X, be i.i.d. random variables taking value from {0, 1}
and let p be the probability that X; = 1, then, for any 6 > 0, we have

Pr ZXZ (1+d)np| <

=1

2-9mp/3  otherwise.

{2—52”P/3 if6 <1,

Lemma 5.10 (Partitioning Lemma [Rubl7a, Lemma 2.5]). For any bi-regular bipartite graph
G = (A,B,E), letn = |A| + |B| and r = \/n/logn. When n is sufficiently large, there exists a
partition of AU B into Uy, . .., U, such that

n
Vi € — < |U; € —
and

Moreover, such partition can be found in randomized linear time (alternatively, deterministic
nOPUoen) fime).

5.3 VC Dimension

In this section, we present our reduction from Label Cover to VC Dimension, stated more formally
below. We note that this reduction, together with Moshkovitz-Raz PCP (Theorem [2.4), with pa-
rameter § = 1/ logn gives a reduction from 3SAT on n variables to VC Dimension of size gnt/#ret)
with gap 1/2 4 o(1), which immediately implies Theorem [5.1]
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Theorem 5.11. For every § > 0, there exists a randomized reduction from a bi-regular Label
Cover instance L = (A, B, E, %, {n.}ecg) such that |X| = Os(1) to a ground set U and a concept
class C such that, if n := |A| + |B| and r := \/n/logn, then the following conditions hold for
every sufficiently large n.

e (Size) The reduction runs in time |X|CUFIPbA//T) and |C|, [U| < |B|CUEIPeb1/0)/7),
o (Completeness) If L is satisfiable, then VC-dim(C,U) > 2r.
e (Soundness) If val(L) < 6%/100, then VC-dim(C,U) < (1 + &)r with high probability.

In fact, the above properties hold with high probability even when § and |X| are not constants, as
long as § > log(1000n log |X]|)/r.

We remark here that when 6 = 1/ log n, Moshkovitz-Raz PCP produces a Label Cover instance
with [A| = n'+°) |B| = n'*t°() and |%| = 2P¥1°e(™) For such parameters, the condition § >
log(1000n log |3|) /r holds for every sufficiently large n.

5.3.1 A Candidate Reduction (and Why It Fails)

To best understand the intuition behind our reduction, we first describe a simpler candidate reduc-
tion and explain why it fails, which will lead us to the eventual construction. In this candidate
reduction, we start by evoking Lemma to partition the vertices A U B of the Label Cover
instance £ = (A, B, E, %, {m.}ecg) into Uy, ..., U, where r = y/n/logn. We then create the
universe U and the concept class C as follows:

e We make each element in U/ correspond to a partial assignment to U; for some i € [r], i.e.,
we letd = {x;,, | i € [r],0; € XV}, In the completeness case, we expect to shatter
the set of size r that corresponds to a satisfying assignment o* € L4YB of the Label Cover
instance L, i.e., {%; 0+, | i € [r]}. As for the soundness, our hope is that, if a large set
S C U gets shattered, then we will be able to decode an assignment for £ that satisfies
many constraints, which contradicts with our assumption that val(£) is small. Note that the

number of elements of { in this candidate reduction is at most r - | 3| Fpely(1/6)r) — 20(v/)
as desired.

e As stated above, the intended solution for the completeness case is {z; .+, | ¢ € [r]},
meaning that we must have at least one concept corresponding to each subset [ C [r]. We
will try to make our concepts “test” the assignment; for each I C [r|, we will choose a set
T C AUBof @(\/ﬁ) vertices and “test” all the constraints within 7. Before we specify
how T7 is picked, let us elaborate what “test” means: for each 77-partial assignment ¢; that
does not violate any constraints within 77, we create a concept C; 4,. This concept contains
Tio, if and only if ¢ € I and o, agrees with ¢; (i.e. ¢r|7,nu;, = 0i|lrnu,)- Recall that, if a
set S C U is shattered, then each S C S is an intersection between S and C 4, for some
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I, ¢;. We hope that the I’s are different for different S so that many different tests have been
performed on S.

Finally, let us specify how we pick 7. Assume without loss of generality that r is even. We
randomly pick a perfect matching between r, i.e., we pick a random permutation 7; : [r] —

[r] and let (m(l),m@)), ce (771(7" - 1),7r1(r)> be the chosen matching. We pick 77

such that all the constraints in the matchings, i.e., constraints between Uy, (2;—1) and Uy, (2
for every i € [r/2], are included. More specifically, for every i € [r], we include each
vertex v € Ur,(2i—1) if at least one of its neighbors lie in Uy, (2;) and we include each vertex
u € Ur, (2 if at least one of its neighbors lie in Uy, (3;-1). By Lemma@, for every pair in

the matching the size of the intersection is at most % so each concept contains assignments

2|E| 2|E|

to at most =~ variables; so the total size of the concept class is at most 2" - ||+ .

Even though the above reduction has the desired size and completeness, it unfortunately fails
in the soundness. Let us now sketch a counterexample. For simplicity, let us assume that each
vertex in 7},; has a unique neighbor in 77,. Note that, since 7},) has quite small size (only 6(\/5))
almost all the vertices in T}, satisfy this property w.h.p., but assuming that all of them satisfy this
property makes our life easier.

Pick an assignment ¢ € XV such that none of the constraints in T}y is violated. From our
unique neighbor assumption, there is always such an assignment. Now, we claim that the set
Ss = {xi75|Ui | i € [r]} gets shattered. This is because, for every subset I C [r|, we can pick
another assignment o’ such that ¢’ does not violate any constraint in 7}, and 0’|y, = o[y, if and
only if ¢« € I. This implies that {xi’;‘Ui | i € I} = SN Cpy as desired. Note here that such
o’ exists because, for every i ¢ I, if there is a constraint from a vertex a € U; N A to another
vertex b € T}, N B, then we can change the assignment to @ in such a way that the constraint is not
violated®} by doing this for every i ¢ I, we have created the desired o’. As a result, VC-dim(C, )
can still be as large as  even when the value of £ is small.

5.3.2 The Final Reduction

In this subsection, we will describe the actual reduction. To do so, let us first take a closer look at
the issue with the above candidate reduction. In the candidate reduction, we can view each I C [r]
as being a seed used to pick a matching. Our hope was that many seeds participate in shattering
some set .S, and that this means that S corresponds to an assignment of high value. However,
the counterexample showed that in fact only one seed (I = [r]) is enough to shatter a set. To
circumvent this issue, we will not use the subset I as our seed anymore. Instead, we create  new
elements vy, . . ., ¥, which we will call test selection elements to act as seeds; namely, each subset
H C Y will now be a seed. The benefit of this is that, if S C ) is shattered and contains test
selection elements v;,, . . ., ¥;,, then at least 2 seeds must participate in the shattering of S. This

*Here we assume that \w(alb) (@(b))| > 1; note that this always holds for Label Cover instances produced by
Moshkovitz-Raz construction.
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is because, for each H C ), the intersection of .S with any concept corresponding to H, when
restricted to ), is always H N {y;,,...,v; }. Hence, each subset of {y;,,...,y; } must come a
from different seed.

The only other change from the candidate reduction is that each H will test multiple matchings
rather than one matching. This is due to a technical reason: we need the number of matchings, /,
to be large in order get the approximation ratio down to 1/2 4 o(1); in our proof, if £ = 1, then we
can only achieve a factor of 1 — ¢ to some ¢ > 0. The full details of the reduction are shown in
Figure[5.1]

Before we proceed to the proof, let us define some additional notation that will be used through-
out.

e Every assignment element of the form z; ,, is called an ¢-assignment element; we denote the
set of all i-assignment elements by X;, i.e., X; = {z;,, | 0; € EUZ‘}. Let X denote all the
assignment elements, i.e., X = |J; X;,.

e Forevery S C U, let I(.S) denote the set of all i € [r] such that S contains an i-assignment
element, i.e., I(S) ={i € [r] | SNX; # 0}.

e We call a set S C X non-repetitive if, for each i € [r], S contains at most one i-assignment
element, i.e., | SNX;| < 1. Each non-repetitive set S canonically induces a partial assignment
?(S) : Uier(s) Ui — . This is the unique partial assignment that satisfies ¢(S)|y;, = o; for
every T, € S

e Even though we define each concept as C; g ,,, Where oy is a partial assignment to a subset
Ty € AU B, it will be more convenient to view each concept as C7 i, where o € ¥V is the
assignment to the entire Label Cover instance. This is just a notational change: the actual
definition of the concept does not depend on the assignment outside 7'y .

e For each I C [r], let U; denote J;c; U;. For each o; € XUI, we say that (I,07) passes
H C Y if o; does not violate any constraint within 7. Denote the collection of H’s that
(I,07) passes by H(I,07).

e Finally, for any non-repetitive set S C X and any H C ), we say that S passes H if
(1(S), ¢(S)) passes H. We write 7(S) as a shorthand for H(I(.S), ¢(5)).

The output size of the reduction and the completeness follow almost immediately from defini-
tion.

Output Size of the Reduction. Clearly, the size of U is 3¢, |S[1V < 7S]/ < [S|OUEIRy(/0)/r)
As for |C|, note first that the number of choices for [ and H are both 2". For fixed I and H,

Lemma implies that, for each matching wﬁ?, the number of vertices from each U; with at least
one constraint to the matched partition in 7\ is at most O(|E|/r?). Since there are ¢ matchings,
the number of vertices in Ty = N7 (Mg (1)) U --- UN.(My(r)) is at most O(|E|¢/r). Hence,
the number of choices for the partial assignment o is at most |%|CUFIPy(1/9)/7) n total, we can

conclude that C contains at most ||CUEP(1/9)/m) concepts.
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Input: A bi-regular Label Cover instance £ = (A, B, E, ¥, {7 }ccr) and a parameter § > 0.
Output: A ground set I/ and a concept class C.
The procedure to generate (I, C) works as follows:

e Let r be \/n/logn where n = |A| + |B|. Use Lemma to partition A U B into r
blocks Uy, ..., U,.

e For convenience, we assume that r is even. Moreover, for i # j € [r], let N;(j) C U;
denote the set of all vertices in U; with at least one neighbor in U; (w.r.t. the graph
(A, B, E)). We also extend this notation naturally to a set of j’s; for J C [r], N;(J)
denotes U, s Ni(j).

e The universe U consists of two types of elements, as described below.

— Assignment elements: for every i € [r] and every partial assignment o; € YU, there
is an assignment element z; ,, corresponding to it. Let X denote all the assignment
elements, i.e., X = {z;,, | i € [r],0; € ZVi}.

— Test selection elements: there are r test selection elements, which we will call
Y1, ..., Y. Let ) denote the set of all test selection elements.

e The concepts in C are defined by the following procedure.

— Let £ := 80/4° be the number of matchings to be tested.

— For each H C ), we randomly select ¢ permutations wg), . ,n%) sl = [l

this gives us ¢ matchings (i.e. the ¢-th matching is <7r§)(1), wg)(2)>, e (wg) (r—

1), w}f,) (r)) ). For brevity, let us denote the set of (up to /) elements that 7 is matched
with in the matchings by My (). Let Ty = U; N; (Mg (7))

— For every I C [r], H C Y and for every partial assignment o5 € %7# that does
not violate any constraints, we create a concept Cy 7, such that each z;,, €
X is included in Cf g, if and only if 7 € I and o; is consistent with oy, i.e.,
TilNy (M (6)) = OH|N(My (i) Whereas y; € Y in included in C; p,,, if and only if
ye H.

Figure 5.1: Reduction from Label Cover to VC Dimension

Completeness. If £ has a satisfying assignment o* € XV, then the set S,« = {:Ci,o*\Ui \
i € [r]} U Y is shattered because, for any S C S+, we have S = S,« N Cys).snyo+. Hence,
VC-dim(C,U) > 2r.

The rest of this section is devoted to the soundness analysis.
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5.3.3 Soundness

In this subsection, we will prove the following lemma, which, combined with the completeness
and output size arguments above, imply Theorem [5.11]

Lemma 5.12. Let (C,U) be the output from the reduction in Figure on input L. If val(L) <
§2/100 and § > 1log(1000n log |3|)/r, then VC-dim(C,U) < (1 + 0)r w.h.p.

At a high level, the proof of Lemma [5.12has two steps:

1. Given a shattered set S C U, we extract a maximal non-repetitive set SNO**? C S such that
SNOREP nasses many (> 21517151y s, Tf | SNOREP| is small, the trivial upper bound of 2"
on the number of different H’s implies that | S| is also small. As a result, we are left to deal
with the case that | SNO*FP| is large.

2. When |SNORFP| is large, SNOREP induces a partial assignment on a large fraction of vertices
of £. Since we assume that val(£) is small, this partial assignment must violate many
constraints. We will use this fact to argue that, with high probability, SY°**" only passes
very few H’s, which implies that |S| must be small.

The two parts of the proof are presented in Subsection [5.3.3| and [5.3.3| respectively. We then
combine them in Subsection[5.3.3|to prove Lemma[5.12]

Part I: Finding a Non-Repetitive Set That Passes Many Tests

The goal of this subsection is to prove the following lemma, which allows us to, given a shattered
set S C U, find a non-repetitive set SY°*** that passes many H'’s.

Lemma 5.13. For any shattered S C U, there is a non-repetitive set SN°** of size |1(.59)]
s.1 |H(SNO—REP)’ > 2\5\—|I(S)|.

We will start by proving the following lemma, which will be a basis for the proof of Lemma[5.13]

Lemma 5.14. Let C,C’ € C correspond to the same H (i.e. C = Crp, and C' = Cp g, for
some HC Y, I,1I' C[r],0,0’ € XV).

For any subset S C U and any maximal non-repetitive subset SN°** C S, if SNOREP C ' and
SNOREP - C (' 'then SNC =SNC'.

The most intuitive interpretation of this lemma is as follows. Recall that if S is shattered, then,
for each S C 5, there must be a concept C' I+ Hyox suchthat S = SnNC I+ Hyo The above lemma

implies that, for each S D S ¥, [1= must be different. This means that at least 2/5/-15""*"
different H’s must be involved in shattering S. Indeed, this will be the argument we use when we
prove Lemma[5.13]
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Proof of Lemma/[5.14] Let S, SN°®** be as in the lemma statement. Suppose for the sake of con-
tradiction that there exists H C Y, I, I’ C [r], 0,0’ € ¥V such that SN** C Cf g, SNOREP C
CI’,H,U’ and S N CI,H,U 7é SN C[QH,JI.

First, note that SN Cry, NY = SNHNY = SNCpue NY. Since SN Cru, #
SNCppe,wemusthave SNCrp, NX # SNCp g NX. Assume w.l.o.g. that there exists
Tig, € (S N O]VH’J) \ (S N CI’,H,U’)-

Note that i € I(S) = [(SN°***) (where the equality follows from maximality of SNORFF).
Thus there exists o/ € XY such that Tig € ST C Crpe N Croger. Since x;,/ is in both
Crueand Cp g, wehavei € I N 1" and

i | (e (i) =

TN (M (1)) = o' | Ny (M (1)) - (5.1

However, since x; ,, € (SNCrus)\ (SNCr g ), wehave z; 5, € Cy g, \ Cp 0. This implies
that

Ni(My (@) 7 O MM ()
which contradicts to (5.1]). [

O|Ni(Mg (i) = O

In addition to the above lemma, we will also need the following observation, which states
that, if a non-repetitive SN°**" is contained in a concept C; p 5, then SN°*** must pass H. This
observation follows definitions.

Observation 5.15. If a non-repetitive set SN°*"" is a subset of some concept Cr p ,,, then H €

H (SNO—REP)'
With Lemma and Observation ready, it is now easy to prove Lemma

Proof of Lemma Pick S™*FF to be any maximal non-repetitive subset of S. Clearly,
|1(S)|. To see that |H(SNOREP)| > 251119 consider any S such that SNOREP C S C S. Since

S is shattered, there exists I3, Hg, oz such that SN Cr g o = S. Since S D SNOREP Obgerva-
S s S ~
tion implies that Hgz € H(S¥O**"). Moreover, from Lemma , H is distinct for every S.

As aresult, |H(SNOREP)| > 2ISI=1S)] a5 desired. O

SNO—REP| —

Part II: No Large Non-Repetitive Set Passes Many Tests

The goal of this subsection is to show that, if val(£) is small, then w.h.p. (over the randomness

in the construction) every large non-repetitive set passes only few H’s. This is formalized as
Lemma below.

Lemma 5.16. Ifval(L) < 52/100 and § > 8/r, then, with high probability, for every non-repetitive
set SNOREP H (SN REP)| < 100n log |X|.

Note that the mapping SNORFF — (I(SNOREP)| ¢(SNOREF)) is a bijection from the collection of
all non-repetitive sets to {(7,07) | I C [r],0r € XU7}. Hence, the above lemma is equivalent to
the following.



CHAPTER 5. VC DIMENSION AND LITTLESTONE’S DIMENSION 86

Lemma 5.17. If val(£) < 6%/100 and & > 8/r, then, with high probability, for every I C [r] of
size at least dr and every o1 € (I,07)] < 100nlog|X|.

Here we use the language in Lemma instead of Lemma [5.16] as it will be easier for us
to reuse this lemma later. To prove the lemma, we first need to bound the probability that each
assignment o; does not violate any constraint induced by a random matching. More precisely, we
will prove the following lemma.

Lemma 5.18. For any I C [r] of size at least §r and any o; € XV1, if w : [r] — [r] is a random
permutation of [r], then the probability that o1 does not violate any constraint in J;c;,) Ni(M (i)
is at most (1 — 0.16%)°"/® where M (i) denote the index that i is matched with in the matching

(m), 7r(2)), L (W(r _1), w(r)).

Proof. Let p be any positive odd integer such that p < ér/2 and let ¢y,...,4,_1 € [r] be any p — 1
distinct elements of [r]. We will first show that conditioned on 7(1) = 4y,...,7(p — 1) = i,_y,
the probability that o; violates a constraint induced by 7(p), 7(p + 1) (i.e. in Ny (7(p + 1)) U
Na+1)(m(p))) is at least 0.162.

To see that this is true, let I, = I\{iy,...,%,-1}. Since |I| > dr, we have |I>p| = |I|—-p+1 >
dr/2 + 1. Consider the partial assignment o, = UI|U1>Z, Since val(£) < 0.016%, o>, can satisfy
at most 0.016%| E/| constraints. From Lemma we have, for every i # j € I-,, the number
of constraints between U; and U, are at least |E|/r?. Hence, there are at most 0.016%% pairs of
t < j € I>, such that o, does not violate any constraint between U; and U;. In other words, there
are at least (|]>P ) — 0.016%r% > 0.16%r% pairs i < j € I, such that o, violates some constraints
between U; and U;. Now, if 7(p) = ¢ and 7(p + 1) = j for some such pair i, j, then ¢(SNO*)
violates a constraint induced by 7(p), 7(p + 1). Thus, we have
< 1-0.16%

Pr | o does not violate a constraint induced by 7(p), 7(p + 1)

| A

(5.2)

Let E, denote the event that o; does not violate any constraints induced by 7(p) and 7(p + 1).
We can now bound the desired probability as follows.

Pr < Pr

AR

odd pe[ér/2+1]

= H Pr /\ E,

odd pe[ér/2+1] odd t€[p—1]

(From (5.2))) < I[I ((@1-016

odd pe[dr/2+1]
< (1 _ 0.152)57‘/4—17

which is at most (1 — 0.162)%"/® since § > 8/r. O

o does not violate any constraintin | J N;(M (7))
i€[r]

E

p
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We can now prove our main lemma.

Proof of Lemma[5.17 For a fixed I C [r] of size at least ér and a fixed o; € X7, Lemma
tells us that the probability that o; does not violate any constraint induced by a single matching is
at most (1 — ().1(52)‘”/ 8. Since for each H C ) the construction picks ¢ matchings at random, the
probability that (I, o) passes each H is at most (1 — 0.162)%/8, Recall that we pick ¢ = 80/4%;
this gives the following upper bound on the probability:

1

107 /62
o) <Y 63

Pr[(1,0) passes H] < (1 — 0_152)6ﬁr/8 =(1- 0‘152)10,752 < (

where the last inequality comes from Bernoulli’s inequality.
Inequality (5.3) implies that the expected number of H’s that (I, o) passes is less than 1. Since
the matchings My are independent for all H’s, we can apply Chernoff bound which implies that

Pr[|H(I,07)| > 100nlog|2|] < 27 10nle =l — x|~ 10n,

Finally, note that there are at most 2" || different (/, o7)’s. By union bound, we have

Pr|3I C [r],0; € XU st |I| = é6r AND |H(I,07)| > 100n10g|2|] < @3 (1371)

g |E|_8n

Y

which concludes the proof. [

Putting Things Together

Proof of Lemma From Lemma [5.16] every non-repetitive set SY°**" of size at least ¢r,
|H(SNOREP)| < 100m log |X]. Conditioned on this event happening, we will show that VC-dim (U, C) <
(1+6)r.

Consider any shattered set S C Y. Lemmal5.13|implies that there is a non-repetitive set SN°*
of size |I(S)]| such that |H (SNOREP)| > 2ISI=1(] Let us consider two cases:

1. [1(S)| < ér. Since H(SNO®) C P(Y), we have |S| — |I(S)| < || = r. This implies that
|S] < (14 9)r.

2. |I(S)| > or. From our assumption, |H(SN® )| < 100nlog|X|. Thus, |S| < [1(S)] +
log(100nlog |X]) < (1 + 0)r where the second inequality comes from our assumption that
d > log(1000n log |X|)/r.

Hence, VC-dim(U, C) < (1 + d)r with high probability. O
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5.4 Littlestone’s Dimension

We next proceed to Littlestone’s Dimension. The main theorem of this section is stated below.
Again, note that this theorem and Theorem [2.4 implies Theorem 5.2]

Theorem 5.19. There exists ¢ > 0 such that there is a randomized reduction from any bi-regular
Label Cover instance L = (A, B, E, ¥, {7c }eer) with |X| = O(1) to a ground set U and a concept
classes C such that, if n := |A| + |B|,r := y/n/logn and k := 10|E|log |X|/r?% then the
following conditions hold for every sufficiently large n.

e (Size) The reduction runs in time 2'% - |S|CUEV™) and |C|, [U| < 27 - |S|CUEI/),
o (Completeness) If L is satisfiable, then L-dim(C,U) > 2rk.
e (Soundness) If val(L) < 0.001, then L-dim(C,U) < (2 — &)rk with high probability.

5.4.1 Why the VC Dimension Reduction Fails for Littlestone’s Dimension

It is tempting to think that, since our reduction from the previous section works for VC Dimension,
it may also work for Littlestone’s Dimension. In fact, thanks to Fact completeness for that
reduction even translates for free to Littlestone’s Dimension. Alas, the soundness property does
not hold. To see this, let us build a depth-2r mistake tree for C, U, even when val(L) is small, as
follows.

o We assign the test-selection elements to the first r levels of the tree, one element per level.
More specifically, for each s € {0,1}<", we assign y/s4+1 to s.

e For every string s € {0, 1}", the previous step of the construction gives us a subset of )
corresponding to the path from root to s; this subset is simply H, = {y; € V| s; = 1}. Let
Ty, denote the set of vertices tested by this seed H,. Let ¢, € 3 denote an assignment that
satisfies all the constraints in 7%_. Note that, since T, is of small size (only (5(\/%)), even
if val(L£) is small, ¢, is still likely to exist (and we can decide whether it exists or not in time
20(Vn)y,

We then construct the subtree rooted at s that corresponds to ¢, by assigning each level of
the subtree ;4| . Specifically, for each ¢ € {0, 1}7", we assign 2 ry1,,_ to node
t of the tree.

|U|t|7r+1

It is not hard to see that the constructed tree is indeed a valid mistake tree. This is because the
path from root to each leaf | € {0, 1}*" agrees with Cr() i, ¢, (Where I(1) = {i € [r] | l; = 1}).
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5.4.2 The Final Reduction

The above counterexample demonstrates the main difference between the two dimensions: order
does not matter in VC Dimension, but it does in Littlestone’s Dimension. By moving the test-
selection elements up the tree, the tests are chosen before the assignments, which allows an adver-
sary to “cheat” by picking different assignments for different tests. We would like to prevent this,
i.e., we would like to make sure that, in the mistake tree, the upper levels of the tree are occupied
with the assignment elements whereas the lower levels are assigned test-selection elements. As in
the VC Dimension argument, our hope here is that, given such a tree, we should be able to decode
an assignment that passes tests on many different tests. Indeed we will tailor our construction to
achieve such property.

Recall that, if we use the same reduction as VC Dimension, then, in the completeness case, we
can construct a mistake tree in which the first 7 layers consist solely of assignment elements and the
rest of the layers consist of only test-selection elements. Observe that there is no need for different
nodes on the r-th layer to have subtrees composed of the same set of elements; the tree would still
be valid if we make each test-selection element only work with a specific s € {0,1}" and create
concepts accordingly. In other words, we can modify our construction so that our test-selection
elements are ) = {y;; | I C [r],i € [r]} and the concept class is {Crpo, | I C [r],H C
Y,on € LTt} where the condition that an assignment element lies in Cr.H0, 18 the same as in
the VC Dimension reduction, whereas for y; ; to be in C; y,,,, we require not only that ¢ € H
but also that / = I’. Intuitively, this should help us, since each y;; is now only in a small fraction
(< 27") of concepts; hence, one would hope that any subtree rooted at any y;; cannot be too deep,
which would indeed implies that the test-selection elements cannot appear in the first few layers of
the tree.

Alas, for this modified reduction, it is not true that a subtree rooted at any y;; has small depth;
specifically, we can bound the depth of a subtree y;; by the log of the number of concepts con-
taining y;; plus one (for the first layer). Now, note that y;; € Cp g, means that I’ = [ and
i € H, but there can be still as many as 2"~ - |S|Ts] = |E|O(‘E|/”) such concepts. This gives
an upper bound of r + O(|E|log |X|/r) on the depth of the subtree rooted at y;;. However,
|Ellog |X|/r = ©(y/nlogn) = w(r); this bound is meaningless here since, even in the com-
pleteness case, the depth of the mistake tree is only 2r.

Fortunately, this bound is not useless after all: if we can keep this bound but make the intended
tree depth much larger than |E|log || /r, then the bound will indeed imply that no y; ;-rooted tree
is deep. To this end, our reduction will have one more parameter £ = O(|E|log|%|/r) where
©(-) hides a large constant and the intended tree will have depth 2rk in the completeness case;
the top half of the tree (first 7k layers) will again consist of assignment elements and the rest of
the tree composes of the test-selection elements. The rough idea is to make & “copies” of each
element: the assignment elements will now be {z;,, ; | i € [r],0; € ¥V, j € [k]} and the test-
selection elements will be {y;,,; | I C [r| x [k],j € [k]}. The concept class can then be defined
as {Cr.uoy | I C[r] x [k], H C [r] X [k],on € X7} naturally, i.e., H is used as the seed to pick
the test set Ty, yri; € Cruey iff I' = I and (4, j) € H whereas x;,, ; € Cr o, iff (1,7) € 1
and ai\( Loy) =0 H|( 1,0;)- For this concept class, we can again bound the depth of y; ;-rooted tree to
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be rk + O(|E|log |X|/r); this time, however, rk is much larger than |E|log ||/, so this bound
is no more than, say, 1.0017k. This is indeed the desired bound, since this means that, for any
depth-1.999rk mistake tree, the first 0.9987k layers must consist solely of assignment elements.

Unfortunately, the introduction of copies in turn introduces another technical challenge: it is not
true any more that a partial assignment to a large set only passes a few tests w.h.p. (i.e. an analogue
of Lemma|5.17]does not hold). By Inequality (5.3), each H is passed with probability at most 277,
but now we want to take a union bound there are 2"* >> 27 different H’s. To circumvent this, we
will define amap 7 : P([r] x [k]) — P([r]) and use 7(H) to select the test instead of H itself. The
map 7 we use in the construction is the threshold projection where i is included in H if and only
if, for at least half of j € [k]|, H contains (¢, j). To motivate our choice of 7, recall that our overall
proof approach is to first find a node that corresponds to an assignment to a large subset of the
Label Cover instance; then argue that it can pass only a few tests, which we hope would imply that
the subtree rooted there cannot be too deep. For this implication to be true, we need the following
to also hold: for any small subset H C P([r]) of 7(H)’s, we have that L-dim (7= (H), [r] x [k]) is
small. This property indeed holds for our choice of 7 (see Lemma/5.27).

With all the moving parts explained, we state the full reduction formally in Figure

Similar to our VC Dimension proof, we will use the following notation:

e Forevery i € [r], let X; := {z;,,; | 0: € ¥V, j € [k]}; we refer to these elements as the
i-assignment elements. Moreover, for every (i, j) € [r] x [k], let X; ; := {z;,,; | 0s € TV };
we refer to these elements as the (i, j)-assignment elements.

e Forevery S CU,let I(S) ={i € [r] | SNX; # 0} and IJ(S) = {(i,7) € [r] x [k] |
SNX;; #0}.

o Aset S C Xis non-repetitive if |S N X, ;| < 1forall (,7) € [r] x [k].
e We say that S passes H if the following two conditions hold:

— For every i € [r] such that S N X; # (), all i-assignment elements of S are consistent
on T|u,, i.e., forevery (i,0y, ), (i,0},j') € S, we have 0;|y, = 0

Ui+
— The canonically induced assignment on 7% does not violate any constraint (note that
the previous condition implies that such assignment is unique).

We use 7(5) to denote the collection of all seeds H C [r] that S passes.
We also use the following notation for mistake trees:

e For any subset S C U and any function p : S — {0,1},letC[p] :={C € C | Va € S,a €
C' < p(a) = 1} be the collections of all concept that agree with p on S. We sometimes
abuse the notation and write C[S] to denote the collection of all the concepts that contain S,

ie.Cl[S|={CecC|ScCC).

e For any binary string s, let pre(s) := {0, s<1, ..., S<|sj—1} denote the set of all proper pre-
fixes of s.
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Input: A bi-regular Label Cover instance £ = (A, B, E, ¥, {Tc }ecr)-
Output: A ground set I/ and a concept class C.
The procedure to generate (I, C) works as follows:

o Letr,Uy,...,U,, N be defined in the same manner as in Reduction and let k£ :=
109 Ellog | 2| /72

e The universe U consists of two types of elements, as described below.

— Assignment elements: for every i € [r], every partial assignment o; € XY and
every j € [k], there is an assignment element x;,, ; corresponding to it. Let X
denote all the assignment elements, i.e., X = {z;,,; | i € [r],0; € Y7, j € [K]}.

— Test-selection elements: there are rk(27™) test-selection elements, which we will
call y;,;; for every ¢ € [r],j € [k],I C [r] x [k]. Let ) denote the set of all
test-selection elements. Let ); denote {y;,;; | I C [r] x [k],j € [k]}. We call the
elements of ), i-test-selection elements.

e The concepts in C are defined by the following procedure.

— Let £ := 1000 be the number of matchings to be tested.
(1) o .

— For each H C [r], we randomly select ¢ permutations LR - (4 e A
this gives us ¢ matchings (i.e. the ¢-th matching is (Wg)(l), 7r?(2)>, C <7r%) (r—

1), Wg) (r)) ). Denote the set of elements that ¢ is matched with in the matchings by
Mj(i). Let Ty = U, Ni(Mj (i)
— Let 7 : P([r] x [k]) — P([r]) denote the threshold projection operation where

each i € [r] is included in 7(H) if and only if H contains at least half of the
i-test-selection elements, i.e., 7(H) = {i € [r] | |[H N V| = k/2}.

— For every I C [r] x [k],H C [r] x [k| and for every partial assignment o,y €
Y T=#) that does not violate any constraints, we create a concept Cr 7, ) such that
each z; 5, ; € Xisincluded in Cp o, ,,, if and only if (4,7) € I and o; is consistent
with Or(H)> i.e., g; M(MT(H)(i)) = O-T(H)|M(MT(H)(i)) whereas each Yrij € y in
included in CI,H,@(H) if and only if (¢,j) € Hand I' = I.

Figure 5.2: Reduction from Label Cover to Littlestone’s Dimension

e For any depth-d mistake tree 7, let vy, denote the element assigned to the node s €
{0,1}5%, and let Pr, := {vry | s € pre(s)} denote the set of all elements appearing
from the path from root to s (excluding s itself). Moreover, let pr s : Pr — {0,1} be
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the function corresponding to the path from root to s, i.e., prs(v7s) = 5941 for every
s' € pre(s).

Output Size of the Reduction The output size of the reduction follows immediately from a
similar argument as in the VC Dimension reduction. The only different here is that there are 2'*
choices for [ and H, instead of 2" choices as in the previous construction.

Completeness. If £ has a satisfying assignment o* € ¥V, we can construct a depth-rk mistake
tree 7 as follows. For i € [r],j € [k], we assign x; +|, ; to every node in the ((z — 1)k + j)-th
layer of 7. Note that we have so far assigned every node in the first % layers. For the rest of the
vertices s’s, if s lies in layer rk + (i — 1)k + 7, then we assign Yo (1)) to it. It is clear that, for

aleaf s € {0, 1}, the concept C (o7 (1)) . agrees with the path from root to s where Hy , is

7HT,370

defined as {(7,7) € [r] x [k] | Y1 (1) € p7(1)}. Hence, L-dim(C,U) > 2rk.

5.4.3 Soundness

Next, we will prove the soundness of our reduction, stated more precisely below. For brevity, we
will assume throughout this subsection that r is sufficiently large, and leave it out of the lemmas’
statements. Note that this lemma, together with completeness and output size properties we argue
above, implies Theorem [5.19 with ¢ = 0.001.

Lemma 5.20. Let (C,U) be the output from the reduction in Figure 5.2\ on input L. If val(L) <
0.001, then L-dim(C,U) < 1.999rk with high probability.

Roughly speaking, the overall strategy of our proof of Lemma[5.20]is as follows:

1. First, we will argue that any subtree rooted at any test-selection element must be shallow (of
depth < 1.001rk). This means that, if we have a depth-1.999rk mistake tree, then the first
0.998rk levels must be assigned solely assignment elements.

2. We then argue that, in this 0.998rk-level mistake tree of assignment elements, we can always
extract a leaf s such that the path from root to s indicates inclusion of a large non-repetitive
set. In other words, the path to s can be decoded into a (partial) assignment for the Label
Cover instance L.

3. Let the leaf from the previous step be s and the non-repetitive set be S¥°***. Our goal now
is to show that the subtree rooted as s must have small depth. We start working towards this
by showing that, with high probability, there are few tests that agree with SN°®**. This is
analogous to Part II of the VC Dimension proof.

4. With the previous steps in mind, we only need to argue that, when |H (SN°®"")| is small, the
Littlestone’s dimension of all the concepts that contains SN°*F* (i.e. L-dim(C[SNO® ), U)) is
small. Thanks to Fact[5.8] it is enough for us to bound L-dim(C[S¥°"***], X) and L-dim(C[S°**], )
separately. For the former, our technique from the second step also gives us the desired
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bound; for the latter, we prove that L-dim(C[SN°*F], ) is small by designing an algorithm
that provides correct predictions on a constant fraction of the elements in ).

Let us now proceed to the details of the proofs.

Part I: Subtree of a Test-Selection Assignment is Shallow
Lemma 5.21. Forany y;;; € YV, L-dim(C[{y;,;; },U) < rk + (4| E|¢/r)log |X| < 1.001rk.

Note that the above lemma implies that, in any mistake tree, the depth of the subtree rooted at
any vertex s assigned to some yr; ; € YV is at most 1 4+ 1.001rk. This is because every concept that
agrees with the path from the root to s must be in C[{yr, ;}|, which has depth at most 1.001rk.

Proof of Lemmal[5.21} Consider any Cr o, € C[{yri;},U). Since yri; € Cropo, > WE
have I = I'. Moreover, from Lemma [5.10, we know that ’/\/'Z (MT(H)(z'))’ < 4|E|¢/r?, which
implies that |T,(z)| < 4|E|¢/r. This means that there are only at most |X|“#1/" choices of o).
Combined with the fact that there are only 2% choices of H, we have |C[{y;,;}]| < 2"% - |S[HEIET,
Fact[5.7)then implies the lemma. O

Part II: Deep Mistake Tree Contains a Large Non-Repetitive Set

The goal of this part of the proof is to show that, for mistake tree of X, C of depth slightly less than
rk, there exists a leaf s such that the corresponding path from root to s indicates an inclusion of
a large non-repetitive set; in our notation, this means that we would like to identify a leaf s such
that 1.J(p7',(1)) is large. Since we will also need a similar bound later in the proof, we will prove
the following lemma, which is a generalization of the stated goal that works even for the concept

class C[SNO®F*] for any non-repetitive SN *EP. To get back the desired bound, we can simply set
SNO-REP — ®.

Lemma 5.22. For any non-repetitive set SN°** and any depth-d mistake tree T of X, C[SNOREF),
there exists a leaf s € {0,1}% such that |1.J(p7,(1)) \ IJ(SY**)| > d —r.

The proof of this lemma is a double counting argument where we count a specific class of
leaves in two ways, which ultimately leads to the above bound. The leaves that we focus on are
the leaves s € {0,1}¢ such that, for every (i, ) such that an (4, j)-assignment element appears
in the path from root to s but not in SN°*F"_ the first appearance of (i, j)-assignment element
in the path is included. In other words, for every (i,j) € IJ(Prs) \ IJ(SNRF), if we define

U= inf |s'|, then s, .11 must be equal to 1. We call these leaves the good leaves.
’ s'epre(s), vy o €X,j 7

Denote the set of good leaves of T by G gxo-rer.

Our first way of counting is the following lemma. Informally, it asserts that different good
leaves agree with different sets HC [r]. This can be thought of as an analogue of Lemmam
in our proof for VC Dimension. Note that this lemma immediately gives an upper bound of 2" on

’gT7SN0—REP ’ .
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Lemma 5.23. For any depth-d mistake tree T of X,C[SN®**| and any different good leaves
51, 82 € G7 grvowee, If O, [, o, agrees with sy and Cr, m, -, agrees with sy for some Iy, I, Hy, Hy, 01, 09,
then T(Hl) 7é T(HQ).

Proof. Suppose for the sake of contradiction that there exist s # sy € G grower, Hy, Ho, I1, 15,01, 09
such that C, g, », and C, m, -, agree with s; and s, respectively, and 7(H;) = 7(H2). Let s be
the common ancestor of s1, so, i.e., s is the longest string in pre(s;) N pre(sz). Assume w.l.o.g.
that (s1)[sj+1 = 0 and (s2)|5+1 = 1. Consider the node v, in tree 7 where the paths to s1, s, split;
suppose that this is z; ,, ;. Therefore z; ,, ; € C1, 1,00 \ Chy 1 01 -

We now argue that there is some Tio! j (with the same 7, j but a different assignment o) that is
in both concepts, i.e. Zi 1 ; € Cp, 1,0, N Cry 1y,0,- We do this by considering two cases:

o If (i,5) € IJ(SNOR), then there is ;. ; € SN C O m, 01, Cy 1,0, fOr some o} €
»Ui,

e Suppose that (i,7) ¢ IJ(SN®F"). Since s is a good leaf, there is some ¢ € pre(s) such
that v, = Ti ol j for some o} € Y.Vi and ¢ is included by the path (i.e. Sjy+1 = 1). This also
implies that Ti ol j is in both C, g, », and Cr, 1, o,-

Now, since both z; 5, ; and ; , ; are in the concept C', p, ,, We have (i,7) € I, and

/
O-i‘M(MT(Hl)) = UQ‘Ni(MT<H1)) = Ui|M(MT(H1>)' (5.4)

On the other hand, since Cy, g, 5, contains z; ;7 ; but not x; 5, ;, we have (i,7) € I and

O-i‘Ni(MT(HQ)) # Ul‘Ni(MT(HQ)) = U£|M(MT(H2))‘ (5.5)
which contradicts (5.4)) since 7(H;) = 7(Hs). O

Next, we will present another counting argument which gives a lower bound on the number of
good leaves, which, together with Lemma [5.23] yields the desired bound.

Proof of Lemma/[5.22] For any depth-d mistake tree 7 of C[S¥°**"], X, let us consider the follow-
ing procedure which recursively assigns a weight A, to each node s in the tree. At the end of the
procedure, all the weight will be propagated from the root to good leaves.

1. For every non-root node s € {0,1}%!, set A\, + 0. For root s = ), let Ay +— 2.
2. While there is an internal node s € {0, 1}<¢ such that A, > 0, do the following:

a) Suppose that vy = z;,, ; for some i € [r],0; € X% and j € [k].

b) If so far no (4, j)-element has appeared in the path or in SN°***i.e., (i, 7) ¢ [J(Prs)U
TJ(SNOREP) "then Ag <— As. Otherwise, set A9 = A1 = Ag/2.

c) Set Ay + 0.
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The following observations are immediate from the construction:
e The total of \’s over all the tree, 3 c (0 1}<¢ Ag always remain 24,

e At the end of the procedure, for every s € {0,1}5%, X\, # 0 if and only if s € G7 gvo-xer.

o If s € G gvower, then \g = QI NS )] o the end of the execution.

Note that the last observation comes from the fact that A always get divides in half when moving
down one level of the tree unless we encounter an (¢, j)-assignment element for some 4, j that never
appears in the path or in SN°**? before. For any good leaf s, the set of such (i, j) is exactly the set
LT (p74(1)) \ TJ(S¥O"E).

As a result, we have 2¢ =

iy AT SLONIS D] Gince Temma [5.23 implies
T,S 2

that |G7 gnoer| < 27, we can conclude that there exists s € Gy gvoxer such that |1J(p7(1)) \
TJ(SNOREP)| > d — r as desired. O

Part III: No Large Non-Repetitive Set Passes Many Test

The main lemma of this subsection is the following, which is analogous to Lemma [5.16]

Lemma 5.24. [f val(£) < 0.001, then, with high probability, for every non-repetitive set SN
of size at least 0.99rk, |H(SNO**")| < 100n log |X|.

Proof. For every I C r],let U := U;e; U;. Forevery o7 € ¥Ur and every H C Y, we say that
(I,01) passes H if o does not violate any constraint in 7. Note that this definition and the way
the test is generated in the reduction is the same as that of the VC Dimension reduction. Hence,
we can apply Lemma [5.17] with 6 = 0.99, which implies the following: with high probability, for
every I C [r] of size at least 0.99r and every o7 € XV1, |H(I,07)| < 100nlog |3| where H(I, o7)
denote the set of all H’s passed by (/, o). Conditioned on this event happening, we will show
that, for every non-repetitive set SNO** of size at least 0.997k, |H(SNO*F)| < 100n log |X|.
Consider any non-repetitive set SN°*** of size 0.99rk. Let oj(sxorer) be an assignment on
Up(gvo-ery such that, for each i € I(SN°**"), we pick one x;,, ; € SNO**" (if there are more than
one such z’s, pick one arbitrarily) and let oj(gxoxery|y, = 0. It is obvious that H(SNO*") C
H(I(SNOREP), o(gromery).  Since SNOFF is non-repetitive and of size at least 0.997k, we have
[I(SNOREF)| > 0.99r, which means that [H (1 (SNO*), op(gvorery)| < 1000 log || as desired. [

Part I'V: A Subtree Containing S™°*** Must be Shallow

In this part, we will show that, if we restrict ourselves to only concepts that contain some non-
repetitive set SNORFP that passes few tests, then the Littlestone’s Dimension of this restrictied
concept class is small. Therefore when we build a tree for the whole concept class C, if a path
from root to some node indicates an inclusion of a non-repetitive set that passes few tests, then the
subtree rooted at this node must be shallow.
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Lemma 5.25. For every non-repetitive set SNO*F,
L-dim (C[SN™*),U) < 1.75rk — [ SN | + 1 + 1000k+/7 log(|H (SN | + 1).

We prove the above lemma by bounding L-dim(C[SN***], X)) and L-dim(C[SN°***], ) sep-
arately, and combining them via Fact First, we can bound L-dim(C[S™°**"], X) easily by
applying Lemma([5.22|coupled with the fact that |I.J(SNO-R¥?)| = |SNOREP| for every non-repetitive
SNO-REF This immediately gives the following corollary.

Corollary 5.26. For every non-repetitive set SNOF,
L_dhn(c[SNO-REP]7 X) <rk— ‘SNO-REP| 4o

We will next prove the following bound on L-dim(C[SN°*¥F]| }). Note that Corollary |5.26]
Lemma and Fact[5.8limmediately imply Lemma

Lemma 5.27. For every non-repetitive set SNO*F,
L-dim(C[S™*], V) < 0.75rk + 500k+/r log(|H (S™F)| 4 1).

The overall outline of the proof of Lemma is that we will design a prediction algorithm
whose mistake bound is at most 0.75rk + 1000k+/7 log |H (SN ®EP)|. Once we design this algo-
rithm, Lemma [5.6] immediately implies Lemma To define our algorithm, we will need the
followinAg/ lemma, which is a general statement that says that, for a small collection of H’s, there is
a some H* C [r] that agrees with almost half of every H in the collection.

Lemma 5.28. Let H C P([r]) be any collections of subsets of [r], there exists H* C [r] such
AH| < 0.5r + 1000/ log(|H| + 1) where A denotes the s symmetric

dlﬁference between two sets.

Proof We use a simple probabilistic method to prove this lemma. Let H" be a random subset
of [r] (i.e. each i € rLls included independently with probability 0.5). We will show that, with
non-zero probability, | H" AH| < 0.5r 4+ 1000/7 log(|H| + 1) for all H € H, which immediately
implies that a desired H* exists. o -
Fix H € H. Observe that |H"AH| can be written as > ;c;,) 1[i € (H"AH)]. For each i,

1[i € (H"AH)]is a 0,1 random variable with mean 0.5 independent of other i’ € [r]. Applying
Chernoft bound here yields

Pr[[H"AH| > 0.5 4+ 1000y/7 log(|H| + 1)] < 278" (H+1) ¢ |,H|1+ -
Hence, by union bound, we have
Pr [EIH €H, ]HTAH] > 0.57 + 1000\/_10g(|7-[| +1)] < |H|?-i|L 1 <1

In other words, |H"AH| < 0.5r 4+ 1000/7 log(|H| + 1) for all H € # with non-zero probability
as desired. [
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We also need the following observation, which is an analogue of Observation in the VC
Dimension proof; it follows immediately from definition of H(.S).

Observation 5.29. If a non-repetitive set S™°™*" is a subset of some concept Cr o ., then

T(H) € H(SNOREP).
With Lemma and Observation[5.29)in place, we are now ready to prove Lemma

Proof of Lemma[5.27] Let H* C [r] be the set guaranteed by applying Lemma with H =
H(SNORERY Let H* := H* x [k].

Our prediction algorithm will be very simple: it always predicts according to H*; i.e., on an
inpuﬂ y € Y, it outputs 1[y € H*|. Consider any sequence (y1,h1), ..., (Yuw, hw) that agrees
with a concept Cr 15, € C[SYF]. Observe that the number of incorrect predictions of our
algorithm is at most |H*AH |.

Since Cy 11,6,y € C[SM], Observation [5.29|implies that 7(H) € H(S"***"). This means
that |7 (H)AH*| < 0.5r + 1000+/7 log(|H| 4 1). Now, let us consider each i € [r] \ (r(H)AH*).
Suppose that i € 7(H) N H*. Since i € 7(H), at least k/2 elements of ); are in H and, since
i € H*, we have ); C H*. This implies that [(H*AH) NY;| < k/2. A similar bound can also be
derived when i ¢ 7(H) N H*. As a result, we have

[HAH| = 3 |(H*AH) N Y|
i€[r]
Y. [(H'AH)NY| + > (H*AH)NYj|
ier(H)AH* i€[r]\(r(H)AH*)
< (IT(H)AH™|)(k) + (r — |T(H)AH"|)(k/2)
< 0.757k + 500k+/r log(|H| + 1),

concluding our proof of Lemma O

Putting Things Together

Proof of Lemma[5.20, Assume that val(£) < 0.001. From Lemma we know that, with high
probability, |H(SNOREF)| < 100n log |X| for every non-repetitive set SNOREP of size at least 0.99rk.
Conditioned on this event, we will show that L-dim(C, i) < 1.999rk.

Suppose for the sake of contradiction that L-dim(C,U/) > 1.999rk. Consider any depth-
1.999rk mistake tree 7 of C,U/. From Lemma no test-selection element is assigned to any
node in the first 1.9997k — 1.001rk — 1 > 0.997rk levels. In other words, the tree induced by the
first 0.997rk levels is simply a mistake tree of C, X. By Lemma [5.22| with SNOREP = (), there exists
s € {0, 1}9997% such that |1.J (p7(1))] = 0.997rk — r > 0.996rk.

4We assume w.l.0.g. that input elements are distinct; if an element appears multiple times, we know the correct
answer from its first appearance and can always correctly predict it afterwards.
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Since |IJ(p7%(1))| = 0.996rk, there exists a non-repetitive set S¥** C pr! (1) of size
0.996rk. Consider the subtree rooted at s. This is a mistake tree of C[p |, U of depth 1.002rk.
Since SNORE C pl (1), we have C[pr 5] C C[SN*"]. However, this implies

1.002rk < L-dim(Clp7 ], U)
< L-dim(C[SM™*], U)
(From Lemma[3.23) < 1.75rk — 0.9967k + r + 100k+/7 log(|H(SNO)| + 1)
(From Lemma[5.24) < 0.754rk + r + 100k+/7 log(100n log |S| + 1)
= 0.754rk + o(rk),

which is a contradiction when 7 is sufficiently large. [

5.4.4 Quasi-polynomial Algorithm for Littlestone’s Dimension

In this section, we provides the following algorithm which decides whether L-dim(C,U) < d in
time O(|C| - (2|])?). Since we know that L-dim(C,U) < log |C|, we can run this algorithm for all
d < log |C| and compute Littlestone’s Dimension of C, i/ in quasi-polynomial time.

Theorem 5.30 (Quasi-polynomial Time Algorithm for Littlestone’s Dimension). There is an al-
gorithm that, given a universe U, a concept class C and a non-negative integer d, decides whether

L-dim(C, ) < d in time O(|C] - (2|U])%).

Proof. Our algorithm is based on a simple observation: if an element = belongs to at least one
concept and does not belong to at least one concept, the maximum depth of mistake trees rooted at
x is exactly 1 + min {L-dim(C[z — 0],U), L-dim(C[z — 1],U)}. Recall from Section [5.4.2] that
Clzr — 0] and C[z — 1] denote the collection of concepts that exclude = and the collection of
concepts that include x respectively.

This yields the following natural recursive algorithm. For each € U such that C[x —
0], C[x — 1] # 0, recursively run the algorithm on (C[z — 0],U,d — 1) and (C[x — 1], U,d — 1).
If both executions return NO for some x, then output NO. Otherwise, output YES. When d = 0,
there is no need for recursion as we can just check whether |C| < 1.

Finally, we note that the running time can be easily proved by induction on d. 0

5.5 Discussion and Open Questions

In this work, we prove inapproximability results for VC Dimension and Littlestone’s Dimension
based on the randomized exponential time hypothesis. Our results provide an almost matching
running time lower bound of n'oe" =7 for both problems while ruling out approximation ratios of
1/2+4 o(1) and 1 — ¢ for some € > 0 for VC Dimension and Littlestone’s Dimension respectively.
Even though our results help us gain more insights on approximability of both problems, it is
not yet completely resolved. More specifically, we are not aware of any constant factor n°(°8™)-
time approximation algorithm for either problem; it is an intriguing open question whether such
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algorithm exists and, if not, whether our reduction can be extended to rule out such algorithm.
Another potentially interesting research direction is to derandomize our construction; note that the
only place in the proof in which the randomness is used is in Lemma|[5.17]

A related question which remains open, originally posed by Ben-David and Eiron [BE9S], is
that of computing the self-directed leamingﬁ] mistake bound. Similarly, it may be interesting to un-
derstand the complexity of computing (approximating) the recursive teaching dimension [Dol+14;
Mor+135].

SRoughly, self-directed learning is similar to the online learning model corresponding to Littlestone’s dimension,
but where the learner chooses the order elements; see [BE9S]| for details.
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Part 11

Parameterized Problems
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Chapter 6

Inapproximability of £-Dominating Set

In the dominating set problem (DOMSET), we are given an undirected graph GG on n vertices and
an integer k, and the goal is to decide whether there is a subset of vertices S C V' (G) of size k such
that every vertex outside S has a neighbor in S (i.e., S dominates every vertex in G and is thus
called a dominating set). Often regarded as one of the classical problems in computational com-
plexity, DOMSET was first shown to be NP-complete in the seminal work of Karp [Kar72ﬂ Thus,
its optimization variant, namely the minimum dominating set, where the goal is to find a dominat-
ing set of smallest possible size, is also NP-hard. To circumvent this apparent intractability of the
problem, the study of an approximate version was initiated. The quality of an approximation algo-
rithm is measured by the approximation ratio, which is the ratio between the size of the solution
output by an algorithm and the size of the minimum dominating set. A simple greedy heuristic
for the problem, which has by now become one of the first approximation algorithms taught in
undergraduate and graduate algorithm courses, was intensively studied and was shown to yield
a (Inn — Inlnn + ©(1))-approximation for the problem [Joh74; Chv79; [Lov75; Sri95; S1a96].
On the opposite side, a long line of works in hardness of approximation [LY94; RS97; Fe198;
AMSO06; Mos12] culminated in the work of Dinur and Steurer [DS14], who showed that obtaining
a (1 — ) In n-approximation for the problem is NP-hard for every ¢ > 0. This essentially settles
the approximability of the problem.

The parameterized version of DOMSET, which we will refer to simply as k-DOMSET, turns
out to also be intractable: in the same work that introduced the W-hierarchy, Downey and Fel-
lows [DF95b] showed that k-DOMSET is complete for the class W[2], which is generally be-
lieved to not be contained in FPT. In the ensuing years, stronger running time lower bounds have
been shown for .-DOMSET under strengthened assumptions. Specifically, Chen et al. [Che+06]
ruled out T'(k) - n°*)-time algorithm for k-DOMSET assuming ETH. Furthermore, Pitrascu and
Williams [PW 10] proved, for every k& > 2, that, under SETH, not even O(n*~¢) algorithm exists
for k-DOMSET for any € > 0. Note that the trivial algorithm that enumerates through every k-size
subset and checks whether it forms a dominating set runs in O(n**1) time. It is possible to speed
up this running time using fast matrix multiplication [EG04; PW10]]. In particular, Patrascu and

ITo be precise, Karp showed NP-completeness of Set Cover, which is well-known to be equivalent to DOMSET.
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Williams [PW10] themselves also gave an n*T°()-time algorithm for every k > 7, painting an

almost complete picture of the complexity of the problem.

Given the strong negative results for k.-DOMSET discussed in the previous paragraph, it is
natural to ask whether we can somehow incorporate the ideas from the area of approximation
algorithms to come up with an FPT approximation algorithm for £&-DOMSET. This brings us to
the main question addressed in this chapter: Is there an F(k)-FPT-approximation algorithm for
k-DOMSET for some computable function F'? This question, which dates back to late 1990s (see,
e.g., [DEMO6]), has attracted significant attention in literature [DEMO06} |(CGGO6; |[Dow+08}; (CH10;
DF13; [HKK13; |CHK13; Bon+15; |CL16;/Cha+17]. In fact, it is even listed in the seminal textbook
of Downey and Fellows [DF13] as one of the six “most infamous” open question in the area
of Parameterized Complexity. While earlier attempts fell short of ruling out either F'(k) that is
super constant or all FPT algorithms (see Section [6|for more details), the last couple of years have
seen significant progresses on the problem. In a remarkable result of Chen and Lin [CL16], it was
shown that no FPT-approximation for k-DOMSET exists for any constant ratio unless W[1] = FPT.
They also proved that, assuming ETH, the inapproximability ratio can be improved to logl/ ek
for any constant € > (. Very recently, Chalermsook et al. [Cha+17]] proved, under GAP-ETH,
that k-DOMSET is totally FPT inapproximable, i.e., that no F'(k)-approximation algorithm for
k-DOMSET exists for any computable function F'.

Although Chalermsook et al.’s result on the surface seems to settle the parameterized com-
plexity of approximating dominating set, several aspects of the result are somewhat unsatisfactory.
First, while GAP-ETH may be plausible, it is quite strong and, in a sense, does much of the work
in the proof. Specifically, GAP-ETH itself already gives the gap in hardness of approximation;
once there is such a gap, it is not harcﬂ to build on it and prove other inapproximability results. As
an example, in the analogous situation in NP-hardness of approximation, once one inapproxima-
bility result can be shown, others follow via relatively simple gap-preserving reductions (see, e.g.,
[PY91]). On the other hand, creating a gap in the first place requires the PCP Theorem [AS9S;
Aro+98]|, which involves several new technical ideas such as local checkability of codes and proof
compositiorﬂ Hence, it is desirable to bypass GAP-ETH and prove total FPT inapproximability
under assumptions that do not involve hardness of approximation in the first place. Drawing a
parallel to the theory of NP-hardness of approximation once again, it is imaginable that a success
in bypassing GAP-ETH may also reveal a “PCP-like Theorem” for parameterized complexity.

An additional reason one may wish to bypass GAP-ETH for the total FPT inapproximabil-
ity of k-DOMSET is that the latter is a statement purely about parameterized complexity, so one
expects it to hold under a standard parameterized complexity assumption. Given that Chen and

2Since its publication, two of the questions, the parameterized complexity of k-BICLIQUE [Lin15|] and that of
k-EVEN SET (Chapter and [Bon+18]]) have been resolved.

30ne issue grossed over in this discussion is that of gap amplification. While GAP-ETH gives some constant gap,
Chalermsook et al. still needed to amplify the gap to arrive at total FPT inapproximability. Fortunately, unlike the
NP-hardness regime that requires Raz’s parallel repetition theorem [Raz98|], the gap amplification step in [Cha+17],
while non-trivial, only involved relatively simple combinatorial arguments. (See [[Cha+17, Theorem 4.3].)

“Even in the “combinatorial proof” of the PCP Theorem [Din07], many of these tools still remain in use, specifi-
cally in the alphabet reduction step of the proof.
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Lin [CL16] proved W[1]-hardness of approximating k-DOMSET to within any constant factor, a
concrete question here is whether we can show W{1]-hardness of approximation for every function
F(k):

Research Question 1. Can we base the total FPT inapproximability of k-DOMSET on W[1] #
FPT?

Another issue not completely resolved by [Cha+17] is the running time lower bound. While
the work gives a quite strong running time lower bound that rules out any 7'(k) - n°*)-time F(k)-
approximation algorithm for any computable functions 7" and F', it is still possible that, say,
an O(n%%%)-time algorithm can provide a very good (even constant ratio) approximation for k-
DOMSET. Given the aforementioned O(n*~¢) running time lower bound for exact algorithms of
k-DOMSET by Patrascu and Williams [PW10], it seems reasonable to ask whether such a lower
bound can also be established for approximation algorithms:

Research Question 2. Is it hard to approximate k-DOMSET in O(n*=¢)-time?

This question has perplexed researchers, as even with the running time of, say, O(n*~%1), no
F(k)-approximation algorithm is known for k-DOMSET for any computable function F'.

Our Contributions

Our contributions are twofold. Firstly, at a higher level, we prove parameterized inapproximabilty
results for k.-DOMSET, answering the two aforementioned open questions (and more). Secondly, at
alower level, we demonstrate a connection between communication complexity and parameterized
inapproximability, allowing us to translate running time lower bounds for parameterized problems
into parameterized hardness of approximation. This latter part of the contribution extends ideas
from a recent breakthrough of Abboud et al. [ARW17a], who discovered similar connections and
used them to establish inapproximability for problems in P. In this subsection, we only focus on
the first part of our contributions. The second part will be discussed in detail in Section[6.1]

Parameterized Inapproximability of Dominating Set

Our first batch of results are the inapproximability results for k-DOMSET under various stan-
dard assumptions in parameterized complexity and fine-grained complexity: W|[1| # FPT, ETH,
SETH and the k-SUM Hypothesis. First, we show total inapproximability of £-DOMSET under
W][1] # FPT. In fact, we show an even strongelﬂ inapproximation ratio of (logn)'/Pob(*):

>Note that the factor of the form (log n)/P°Y(¥) is stronger than that of the form F (k). To see this, assume that we
have an F'(k)-FPT-approximation algorithm for some computable function F. We can turn this into a (log n)*/PoW (k).
approximation algorithm by first checking which of the two ratios is smaller. If F'(k) is smaller, then just run the
F(k)-FPT-approximation algorithm. Otherwise, use brute force search to solve the problem. Since the latter case can
only occur when 7 < exp(F(k)P*Y(*)), we have that the running time remains FPT.
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Theorem 6.1. Assuming W[1] # FPT, no FPT time algorithm can approximate k-DOMSET to
within a factor of (log n)/Pob (),

Our result above improves upon the constant factor inapproximability result of Chen and
Lin [CL16] and resolves the question of whether we can base total FPT inapproximability of k-
DOMSET on a purely parameterized complexity assumption. Furthermore, if we are willing to
assume the stronger ETH, we can even rule out all T'(k) - n°*)-time algorithms:

Theorem 6.2. Assuming ETH, no T(k) - n°®)-time algorithm can approximate k-DOMSET to
within a factor of (logn)'/Po (),

Note that the running time lower bound and approximation ratio ruled out by the above theorem
are exactly the same as those of Charlermsook et al.’s result based on GAP-ETH [[Cha+17]. In
other words, we successfully bypass GAP-ETH from their result completely. Prior to this, the best
known ETH-based inapproximability result for k-DOMSET due to Chen and Lin [CL16] ruled out
only (log!/** k)-approximation for 7'(k) - n°®-time algorithms.

Assuming the even stronger hypothesis, SETH, we can rule out O(n*~¢)-time approximation
algorithms for £-DOMSET, matching the running time lower bound from [PW10] while excluding
not only exact but also approximation algorithms. We note, however, that the approximation ratio
we get in this case is not (log n)'/P°Y*) anymore, but rather (log n)'/Pb*:¢()) for some function e,
which arises from SETH and the Sparsification Lemma [[PZO1].

Theorem 6.3. There is a function e : Rt — N such that, assuming SETH, for every integer k > 2

and for every ¢ > 0, no O(n*=¢)-time algorithm can approximate k-DOMSET to within a factor of
(log n)/poby(ke(e)

Finally, to demonstrate the flexibility of our proof techniques (which will be discussed at length
in the next section), we apply the framework to the k-SUM Hypothesis (Hypothesis [S)) which
yields an n/*/21=¢ running time lower bound for approximating k-DOMSET as stated below.

Theorem 6.4. Assuming the k-SUM Hypothesis, for every integer k > 3 and for every € > 0, no
O(n'*/21=)time algorithm can approximate k-DOMSET to within a factor of (logn)*/Pob k),

We remark here that the k-SUM problem is known to be W[1]-hard [DF95b; ALW14] and
our proof of Theorem indeed yields an alternative proof of W|1]|-hardness of approximating
k-DOMSET (Theorem [6.1). Nevertheless, we provide a different self-contained W(1]-hardness
reduction directly from CLIQUE since the ideas there are also useful for our ETH-hardness result

(Theorem [6.2)).

The summary of our results and those from previous works are shown in Table

Comparison to Previous Works

In addition to the lower bounds previously mentioned, the parameterized inapproximability of k-
DOMSET has also been investigated in several other works [Dow+08; CHK13; HKK13; |Bon+15].
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Summary of Previous Works and The Results in This Chapter
Complexity Assumption | Inapproximability Ratio | Running Time Lower Bound | Reference
Any constant T'(k) - poly(n CL16
W] # FPT y (k) - poly(n) [CL16]
(log n)t/poly(k) T (k) - poly(n) This chapter
log k)/4+e T(k) - n°VP CL16,
i (log k) (t cL1e
(log n)t/poly(k) T (k) - no®) This chapter
GaP-ETH (log n)/poly(k) T (k) - net [Cha+17]
Exact O(nk=#) [PW10]
SETH
(log n)/poly(kie(e)) O(n*=#) This chapter
k-SUM Hypothesis (log n)1/poly(k) O(nl*/21-#) This chapter

Table 6.1: Summary of our and previous results on £-DOMSET. We only show those whose
inapproximability ratios are at least some constant greater than one (i.e., we exclude additive in-
approximability results). Here e : R™ — N is some function, 7' : N — N can be any computable
function and ¢ can be any positive constant.

Specifically, Downey et al. [Dow+08] showed that obtaining an additive constant approximation
for k-DOMSET is W|[2]-hard. On the other hand, in [HKK13}; [CHK13], the authors ruled out
(log k)'*<-approximation in time exp(exp((logk)'™¢)) - poly(n) for some fixed constant & >
0 by assuming ETH and the projection game conjecture proposed in [Mos12]. Further, Bon-
net et al. [Bon+15]] ruled out (1 + ¢)-FPT-approximation, for some fixed constant £ > 0, assuming
GAP—ETHﬂ We note that, with the exception of W[2]-hardness results [DF95b; Dow+08], our
results subsume all other aforementioned lower bounds regarding k-DOMSET, both for approxi-
mation [CHK13; HKK13}|Bon+15; (CL16} |Cha+17]] and exact algorithms [[Che+06; PW10].

While our techniques will be discussed at a much greater length in the next section (in particu-
lar we compare our technique with [ARW174] in Section [6.1.2)), we note that our general approach
is to first show inapproximability of a parameterized variant of MAXCOV and then reduce MAX-
Cov to k-DOMSET. The first step employs the connection between communication complexity
and inapproximability of MAXCoOV, whereas the second step follows directly from the reduction
in [Cha+17|] (which is in turn based on [Fe198]]). While MAXCOV was not explicitly defined un-
til [Cha+17], its connection to k-DOMSET had been implicitly used both in the work of Pitrascu
and Williams [PW10]] and that of Chen and Lin [|CL16].

From this perspective, the main difference between our work and [PW10; CL16} |Cha+17] is

The authors assume the same statement as GAP-ETH (albeit, with imperfect completeness) but have an additional
assertion that it is implied by ETH (see Hypothesis 1 in [Bon+15]]). It is not hard to see that their assumption can be
replaced by GAP-ETH.
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the source of hardness for MAXCoOV. Recall that Patrascu and Williams [PW10] ruled out only
exact algorithms; in this case, a relatively simple reduction gave hardness for the exact version of
MAXCOoV. On the other hand, both Chalermsook et al. [[Cha+17]] and Chen and Lin [|[CL16]] ruled
out approximation algorithms, meaning that they needed gaps in their hardness results for MAX-
Cov. Chalermsook et al. obtained their initial gap from their assumption (GAP-ETH), after which
they amplified it to arrive at an arbitrarily large gap for MAXCoOV. On the other hand, [CL16] de-
rived their gap from the hardness of approximating Maximum k-Intersection shown in Lin’s earlier
breakthrough work [Lin15]]. Lin’s proof [Lin15]] made use of certain combinatorial objects called
threshold graphs to prove inapproximability of Maximum k-Intersection. Unfortunately, this con-
struction was not very flexible, in the sense that it produced MAXCOV instances with parameters
that were not sufficient for proving total-FPT inapproximability for £-DOMSET. Moreover, his
technique (i.e., threshold graphs) was limited to reductions from k-CLIQUE and was unable to pro-
vide a tight running time lower bound under ETH. By resorting to the connection between MAX-
Cov and communication complexity, we can generate MAXCOV instances with wider ranges of
parameters from much more general assumptions, allowing us to overcome the aforementioned
barriers.

Comparison to subsequent work of Lin. In [Lin19], the author provides a one-step reduction
from an instance of k-set covelﬂ on a universe of size O(logn) (where n is the number of subsets
given in the collection) to an instance of k-set cover on a universe of size poly(n) with a gap of

1/k . . . . . .
(lololg " ) . The author then uses this gap producing self-reduction to provide running time lower
g logn

bounds (under different time hypotheses) for approximating k-set cover to a factor of (1 — o(1)) -

(logi gn> I/k, improving on the results in Table |6.1| with a better dependence on £ in the exponent.

At a high level, the NP-hardness of gap set cover, proceeds by combining the gap label cover
instance generated from the PCP theorem with the hypercube partition gadget (described in Sec-
tion [2.11)). In this article, we proceed in a similar way by combining the gap MAXCOV instance
generated from the (generalized) Distributed PCP framework (see Figure [6.1)), with the hypercube
partition gadget. In [Lin19], the author seems to first combine the hypercube partition gadget with
a derandomizing combinatorial object called universal set, to obtain a gap gadget, and then com-
bines the gap gadget with the input k-set cover instance (on small universe but with no gap) to
obtain a gap k-set cover instance.

Finally, we remark that unlike our proof framework, Lin’s technique seems to be specifically
tailored for the parameterized set cover problem; case in point, his technique does not give the
inapproximability of the MAXCoOV problem, which we believe to be a canonical parameterized

gap problem.

Organization. In the next section, we give an overview of our lower level contributions; for read-
ers interested in the general ideas without too much notational overhead, this section covers most

"Recall that there is a pair of polynomial-time L-reductions between the minimum dominating set problem and
the set cover problem [Kan92].
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of the main ideas from this chapter through a proof sketch of our W|1]-hardness of approximation
result (Theorem [6.1). After that, in Section [6.2] we define additional notations and preliminar-
ies needed to formalize our proofs. Section [6.3] provides a definition for Product Space Problems
(PSP) and rewrites the hypotheses in these terms. Next, in Section [6.4] we establish a general the-
orem converting communication protocols to a reduction from PSP to MAXCoV. Sections[6.5][6.6]
and provide communication protocols for our problems of interest: Set Disjointness, MULTI-
EQUALITY and SUM-ZERO. Section [6.8 highlights the relation between parameterizd perspective
of the distributed PCP framework and the hardness in P. Finally, in Section [6.9] we conclude with
a few open questions and research directions.

6.1 Connecting Communication Complexity and
Parameterized Inapproximability: An Overview

This section is devoted to presenting our connection between communication complexity and pa-
rameterized inapproximability (which is one of our main contributions as discussed in the intro-
duction) and serves as an overview for all the proofs in this chapter. As mentioned previously, our
discovery of this connection is inspired by the work of Abboud et al. [ARW17al] who showed the
connection between the communication protocols and hardness of approximation for problems in
P. More specifically, they showed how a Merlin-Arthur protocol for Set Disjointness with certain
parameters implies the SETH-hardness of approximation for a problem called PCP-Vectors and
used it as the starting point to prove inapproximability of other problems in P. We extend this
idea by identifying a communication problem associated with each of the complexity assumptions
(W]1] # FPT, ETH, SETH and k-SUM Hypothesis) and then prove a generic theorem that trans-
lates communication protocols for these problems to conditional hardness of approximation for a
parameterized variant of the Label Cover problem called MAXCoOV [Cha+17]. Since the hardness
of MAXCoV is known to imply the hardness of k-DOMSET [Cha+17] (see Section [2.T1)), we have
arrived at our inapproximability results for k-DOMSET. As the latter part is not the contribution of
this chapter, we will focus on explaining the connection between communication complexity and
the hardness of approximating MAXCoOV.

For concreteness, we focus on the W|1]|-hardness result (Theorem ; at the end of this sec-
tion, we will discuss how this fits into a larger framework that encapsulates other hypotheses too.

For the purpose of our current discussion, it suffices to think of MAXCOV as being parameter-
ized by |V/|, the number of right super-nodes; from this viewpoint, we would like to show that it
is W([1]-hard to approximate MAXCOV to within (logn)'/PY(?) factor. For simplicity, we shall be
somewhat imprecise in our overview below, all proofs will be formalized later in the chapter.

We reduce from the k-CLIQUE problem, which is well-known to be W[1]-hard [DF95b]]. The
input to k-CLIQUE is an integer & and a graph which we will call G’ = (V', E') to avoid confusion
with the label cover graph. The goal is to determine whether G’ contains a clique of size k.
Recall that, to prove the desired W|1]-hardness, it suffices to provide an FPT-reduction from any
k-CLIQUE instance (G', k) to approximate MAXCoV instance £ = (U, V, E, Yy, Xy, {Il . }eer);
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this is an FPT-time reduction such that the new parameter |V/| is bounded by a function of the
original parameter k. Furthermore, since we want a hardness of approximation result for the latter,
we will also show that, when (G’, k) is a YES instance of k-CLIQUE, there is a labeling of G that
covers all the left super-nodes. On the other hand, when (G, k) is a NO instance of k-CLIQUE, we
wish to show that every labeling of G will cover at most 1/(log n)*/P¥(") fraction of the left super-
nodes. If we had such a reduction, then we would have arrived at the total FPT-inapproximability
of MAXCoV under W|1] # FPT. But, how would we come up with such a reduction? We will do
this by devising a specific kind of protocol for a communication problem!

6.1.1 A Communication Problem for k-CLIQUE

The communication problem related to £-CLIQUE we consider is a multi-party problem where
there are h = (g) players, each associated with a two-element subset {7, j} of [k]. The players
cannot communicate with each other. Rather, there is a referee that they can send messages to.
Each player {i, j} is given two vertices u;{” b and u;{” } such that {ul{” } , uj” } } forms an edge in
G'. The vertices uf” }and uj” ! are allegedly the ¢-th and j-th vertices of a clique respectively.
The goal is to determine whether there is indeed a k-clique in G’ such that, for every {i, j} C [k],
uz{” }and uj{” } are the i-th and j-th vertices of the clique.

The communication protocol that we are looking for is a one-round protocol with public ran-
domness and by the end of which the referee is the one who outputs the answer. Specifically, the
protocol proceeds as follows. First, the players and the referee together toss r random coins. Then,
each player sends an /-bit message to the referee. Finally, the referee decides, based on the mes-
sages received and the randomness, either to accept or reject. The protocol is said to have perfect
completeness and soundness s if (1) when there is a desired clique, the referee always accepts
and (2) when there is no such clique, the referee accepts with probability at most s. The model de-
scribed here is referred to in the literature as the multi-party Simultaneous Message Passing (SMP)
model [Yao79; Bab+03}; FOZ16]. We refer to a protocol in the SMP model as an SMP protocol.

From Communication Protocol to MAXCoOV. Before providing a protocol for the previously
described communication problem, let us describe how to turn the protocol into a label cover
instance £ = (Uu ‘/7 Ea EU? ZV: {He}eEE>'

e Throughout this chapter, the super graph (U, V, E) is always a complete bipartite graph, i.e.,
E = U x V. From this point on, we will drop £ from the notation for convenience.

o Leth = (’;) Again, we associate elements in [h] with two-element subsets of [k]. Each right

super-node represents Player {7, j}, i.e., V = <[§]). We view each alphabet for super-node
{i,j} as a possible input to the player, i.e., an edge {u,v} € E’ in the graph G'. Assume
w.l.o.g. that i < j and u < v. This label represents player {i, j} receiving u and v as the
alleged ¢-th and j-th vertices of the clique respectively.
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e Let U = {0,1}"; that is, we associate left super-node with an 7-bit string. For each
v € {0,1}", we view each label for the left super-node ~ as an accepting configuration
on randomness 7, i.e., an h-tuple of ¢-bit strings (my19y, ..., my—14) € ({0,1}°)" such
that the referee accepts on randomness 7y and message m1 23, - . . , M{k—1 k}-

e The constraint IT, where e = (v, {¢, 7}) is defined as follows. Recall that each label a of the
right super-node {i, j} corresponds to an input that the player {i, j} receives in the protocol.
For each v € {0, 1}", suppose that the message produced on this randomness by the {i, j }-
th player on the input corresponding to a is m®?. We include in II, the pair between a and
every accepting configuration on randomness ~ that agrees with the message m®?. More
specifically, ((mq1,9}, - .., M-1}), @) € Il iff myg 3 = m®7.

Consider any right labeling oy . It is not hard to see that, if we run the protocol where the {3, j }-th
player is given the edge corresponding oy ({7, 7}) as an input, then the referee accepts a random
string v € {0, 1}" if and only if the left super-node ~ is covered by the labeling S. In other words,
the fraction of the left super-nodes covered by .S is exactly equal to the acceptance probability of
the protocol. This means that if (G’, k) is a YES-instance of k-CLIQUE, then we can select oy
corresponding to the edges of a k-clique and every left super-node will be covered. On the other
hand, if (G’, k) is a NO-instance of k-CLIQUE, there is no labeling oy, that corresponds to a valid
k-clique, meaning that every labeling oy covers at most s fraction of the edges. Hence, we have
indeed arrived at hardness of approximation for MAXCoV. Before we move on to describe the
protocol, let us note that the running time of the reduction is poly (2" | E’|), which also gives an
upper bound on the size of the label cover instance.

SMP Protocol. Observe first that the trivial protocol, one where every player sends the whole
input to the referee, does not suffice for us; this is because the message length ¢ is Q(logn),
meaning that the running time of the reduction is 2" = n®**) which is not FPT time.

Nevertheless, there still is a simple protocol that does the job. Notice that the input vertices
uz{” }and ui” ) given to Player {4, j} are already promised to form an edge. Hence, the only thing
the referee needs to check is whether each alleged vertex of the clique sent to different players are
the same; namely, he only needs to verify that, for every ¢ € [k], we have ul{i’l} = ul{i’Q} = ... =
u;{i’i_l} = u,-{i’iﬂ} == uz{’k} In other words, he only needs to check equalities for each of
the £ unknowns. The equality problem and its variants are extensively studied in communication
complexity (see, e.g., [Yao79; KN97]). In our case, the protocol can be easily derived using any
error-correcting code. Specifically, for an outcome v € {0, 1}" of the random coin tosses, every
Player {i, j} encodes each of his input (uz{i’j Vand u;{” }) using a binary error-correcting code and
sends only the ~y-th bit of each encoded word to the referee. The referee then checks whether, for
every i € [k], the received 7-th bits of the encodings of ul{i’l}, ui{i’Q}, e ul{lk} are equal.

In the protocol described above, the message length ¢ is now only two bits (one bit per vertex),
the randomness r used is logarithmic in the block length of the code, the soundness s is one minus
the relative distance of the code. If we use a binary code with constant rate and constant relative

distance (aka good codes), then r will be simply O(loglogn); this means that the running time of
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the reduction is poly(n, exp(O(k?))) as desired. While the soundness in this case will just be some
constant less than one, we can amplify the soundness by repeating the protocol multiple times
independently; this increases the randomness and message length, but it is still not hard to see that,
with the right number of repetitions, all parameters lie within the desired ranges. With this, we
have completed our sketch for the proof of W|1]-hardness of approximating MAXCOV.

6.1.2 A Framework for Parameterized Hardness of Approximation

The W|[1]-hardness proof sketched above is an example of a much more general connection be-
tween communication protocol and the hardness of approximating MAXCoOV. To gain insight on
this, consider any function f : X; x---x Xy — {0, 1}. This function naturally induces both a com-
munication problem and a computational problem. The communication problem for f is one where
there are k players, each player ¢ receives an input a; € Xj, and they together wish to compute
f(ai,...,ar). The computational problem for f, which we call the Product Space Problerrﬁ of f
(abbreviated as PSP(f)), is one where the input consists of subsets A; C X,..., Ay C X} and the
goal is to determine whether there exists (a1, ...,ax) € Ay X -+ X Ag such that f(aq,...,a;) = 1.
The sketch reduction to MAXCOV above in fact not only applies to the specific communication
problem of k-CLIQUE: the analogous construction is a generic way to translate any SMP protocol
for the communication problem of any function f to a reduction from PSP(f) to MAXCoV. To
phrase it somewhat differently, if we have an SMP protocol for f with certain parameters and
PSP(f) is hard to solve, then MAXCOV is hard to approximate.

This brings us to the framework we use in this chapter. It consists of only two steps. First,
we rewrite the problem in the hypotheses as Product Space Problems of some family of functions
F. This gives us the conditional hardness for solving PSP(F). Second, we devise an SMP pro-
tocol for every function f € F. Given the connection outlined in the previous paragraph, this
automatically yields the parameterized hardness of approximating MAXCoOV.

To gain more intuition into the framework, note that in the case of k-CLIQUE above, the
function f € JF we consider is just the function f : X9y X -+ X Xy 1y Where each of
X2y, » X{kk—1) is a copy of the edge set. The function f “checks” that the edges selected
form a clique, i.e., that, for every i € [k], the alleged i-th vertex of the clique specified in the
{i, j}-coordinate is equal for every j # i. Since this is a generalization of the equality function,
we call such a class of functions “multi-equality”. It turns out that 3-SAT can also be written as
PSP of multi-equality; each X; contains assignments to 1 /£ fraction of the clauses and the function
f checks that each variable is assigned the same value across all X;’s they appear in. A protocol
essentially the same as the one given above also works in this setting and immediately gives our
ETH-hardness result (Theorem @)! Unfortunately, this does not suffice for our SETH-hardness.
In that case, the function used is the k-way set disjointness; this interpretation of SETH is well-
known (see, e.g., [Wil05])) and is also used in [ARW 17a]. Lastly, the £-SUM problem is already
written in PSP form where f is just the SUM-ZERO function that checks whether the sum of k
specified numbers equals to zero.

8The naming comes from the product structure of the domain of f.
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Let us note that in the actual proof, we have to be more careful about the parameters than in
the above sketch. Specifically, the reduction from MAXCoV to k-DOMSET from [Fe198}; |(Cha+17]
incurs a blow-up in size that is exponential in terms of the number of vertices in each left super-
node (i.e., exponential in |U,|). This means that we need |Uy|, ..., |U,| = o(logn). In the context
of communication protocol, this translates to keeping the message length O(log log n) where O(-)
hides a sufficiently small constant. Nevertheless, for the protocol for k-CLIQUE reduction (and
more generally for multi-equality), this does not pose a problem for us since the message length
before repetitions is O(1) bits; we can make sure that we apply only O(log log n) repetitions to the
protocol.

For SUM-ZERO, known protocols either violate the above requirement on message length [Nis94]
or use too much randomness [Viol5]. Nonetheless, a simple observation allows us to compose
Nisan’s protocol [Nis94]] and Viola’s protocol [Vio15]] and arrive at a protocol with the best of both
parameters. This new protocol may also be of independent interest beyond the scope of our work.

On the other hand, well-known communication complexity lower bounds on set disjointness [Raz92;
KS92; Bar+04] rule out the existence of protocols with parameters we wish to have! [ARW17a]
also ran into this issue; in our language, they got around this problem by allowing the referee to
receive an advice. This will also be the route we take. Even with advice, however, devising a
protocol with the desired parameters is a technically challenging issue. In particular, until very re-
cently, no protocol for set disjointness with O(log logn) message length (and o(n) advice length)
was known. This was overcome in the work of Rubinstein [Rub18] who used algebraic geometric
codes to give such a protocol for the two-player case. We extend his protocol in a straightforward
manner to the k-player case; this extension was also suggested to us by Rubinstein [Rub17a].

A diagram illustrating the overview of our approach can be found in Figure[6.1]

Comparison to Abboud et al. The main result of Abboud et al. [ARW17a] is their SETH-
hardness of the gap label cover problem which they refer to as the PCP-Vectors problem. In fact,
PCP-Vectors is equivalent to MAXCOV when h = 2 (i.e., the number of right super nodes is two).
However, formulating the label cover problem as MAXCoOV instead of PCP-Vectors is beneficial
for us, as our goal it to reduce to graph problems.

In their work, they merge the roles of the referee and the first player as it is necessary to achieve
the goal of proving hardness of approximation for important problems in P (which are usually
defined on one or two sets of vectors). However, by doing this the details of the proof become
a little convoluted. On the contrary, our framework with the SMP model is arguably a cleaner
framework to work with and it works well for our goal of proving hardness of approximation for
parameterized problems.

Finally, we note that our observation that the hardness of approximating MAXCOV can be
obtained from any arbitrary hypothesis as long as there is an underlying product structure (as
formalized via PSPs) is a new contribution of this chapter.



CHAPTER 6. INAPPROXIMABILITY OF k-DOMINATING SET 112

Rewriting Hypotheses Connection between SMP
in PSP form Protocol and MAXCoV
(Section[6.3) (Section[6.4)
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Figure 6.1: Overview of Our Framework. The first step is to reformulate each hypothesis in terms
of hardness of a PSP problem, which is done in Section Using the connection between SMP
protocols and MAXCOV outlined earlier (and formalized in Section @, our task is now to devise
SMP protocols with certain parameters for the corresponding communication problems; these are
taken care of in Sections [6.5][6.6]and For completeness, the final reduction from MAXCOV to
k-DOMSET which was shown in [[Cha+17] is included in Section m

6.2 Additional Preliminaries

We need error-correcting codes with specific properties, which are described below.

6.2.1 Good Codes

In the construction of our communication protocol in Section [6.6] we require our codes to have
constant rate and constant relative distance (referred to as good codes). 1t is not hard to see that
random codes, ones where each codeword C'(z) is randomly selected from ¢ independently from
each other, satisfy these properties. For binary codes (i.e., |X| = 2), one can explicitly con-
struct such codes using expander graphs (so called Expander Codes [SS96])); alternatively Juste-
sen Code [Jus72] also have the same property (see Appendix E.1.2.5 from [Gol08] for an excellent
exposition).

Fact 6.5. For some absolute constant 0,p > 0, there exists a family of codes € = {C,, :
{0,1}™ — {0, 1}4™)}, oy such that for every m € N the rate of C,, is at least p and the relative
distance of C,, is at least . Moreover, any codeword of C,, can be computed in time poly(m).

6.2.2 Algebraic Geometric Codes

In the construction of our communication protocol in Section [6.5] we require our codes to have
some special algebraic properties which have been shown to be present in algebraic geometric
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codes [[GS96]. First, we will introduce a couple of additional definitions.

Definition 6.6 (Systematicity). Given s € N, a code C' : ¥™ — %% s s-systematic if there exists
a size-s subset of [d], which for convenience we identify with [s|, such that for every © € ¥.* there
exists w € X™ in which x = C(w) |4

Definition 6.7 (Degree-t Closure). Let ¥ be a finite field. Given two codes C : ¥™ — %4 (" :
Y™ — ¥4 and positive integert, we say that C' is a degree-t closure of C'if, for every wy, . . ., w, €
Y"and P € F[ X1, ..., X,] of total degree at most t, it holds that w := P(C(wy),...,C(w,)) isin
the range of C', where w € %4 is defined coordinate-wise by the equation w; := P(C(wy);, ..., C(w,);).

Below we provide a self-contained statement of the result we rely on in Section[6.5} it follows
from Theorem 7 of [Shu+01]], which gives an efficient construction of the algebraic geometric
codes based on [GS96]’s explicit towers of function fields.

Theorem 6.8 ([GS96; Shu+01]]). There are two polynomial functions 7,q : N — N such that for
every k € N and any prime q > §(k), there are two code families A = {A, }nen, B = {By}nen
such that the following holds for all n € N,

o A, and B, are n-systematic code with alphabet IF 2,

e A, and B,, have block length less than n - (k).

e B, has relative distance > 1/2,

e B, is a degree-k closure of A, and,

e Any codeword in A,, or B, can be computed in poly(n) time .

We remark here that variants of the above theorem have previously found applications in the
construction of special kinds of PCPs [Ben+16a; Ben+16b]. In these works, the theorems are also
stated in a language similar to Theorem [6.8] above.

6.3 Product Space Problems and Popular Hypotheses

In this section, we define a class of computational problems called Product Space Problems (PSP).
As the name suggests, a problem in this class is defined on a class of functions whose domain
is a k-ary Cartesian Product, i.e., f : X; x --- x X3 — {0,1}. The input of the problem are
subsetsﬂ Ay C Xy, ..., A C X, and the goal is to determine whether there exists (ay, ..., a;) €
Ay X -+ - X A such that f(aq,...,a;) = 1. The size of the problem is determined by 1;%%( |A;|. A

formal definition of PSP can be found below.

9Each A; will be explicitly given as part of the input through the elements that it contains.
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Definition 6.9 (Product Space Problem). Letr m : N x N — N be any function and F =
{fyn : {0, 1}mNRxE s 10 11} n ren be a family of Boolean functions indexed by N and k.
For each k € N, the product space problem PSP(k, F) of order N is defined as follows: given k
subsets Ay, ..., Ay of {0, 1}"WNK) eqch of cardinality at most N as input, determine if there exists
(ay,...,a;) € Ay X -+ x Ag such that fxy(ay,...,a;) = 1. We use the following shorthand
PSP(k, F, N) to describe PSP (k, F) of order N.

In all the PSPs considered in this chapter, the input length m(V, k) is always at most poly (k) -
log N and fy is always computable in time poly(m(/V,k)). In such a case, there is a trivial
N*¥+or()_time algorithm to solve PSP(k, F, N): enumerating all (ay,...,a;) € A; X -+ x Ay
and check whether fy(ai,...,a;) = 1. The rest of this section is devoted to rephrasing the
hypotheses (SETH, ETH, W[1]| ## FPT and the k-SUM Hypothesis) in terms of lower bounds for
PSPs. The function families F’s, and running time lower bounds will depend on the hypotheses.
For example, SETH will corresponds to set disjointness whereas W[1] # FPT will correspond
to a generalization of equality called “multi-equality”; the former will give an N*(!=°() running
time lower bound whereas the latter only rules out FPT time algorithms.

We would like to remark that the class of problems called ‘locally-characterizable sets’ in-
troduced by Goldreich and Rothblum [GR18] are closely related to PSPs. Elaborating, we may
interpret locally-characterizable sets as the negation of PSPs, i.e., for any PSP(k, F, N), we may
define the corresponding locally-characterizable set S as follows:

S={(A1,..., Ay) | forall (a,...,ar) € Ay x --- x Ay we have fyi(a,...,a;) = 0}.

Finally, we note that the class of problems called ‘counting local patterns’ introduced in [[GR18]]
are the counting counterpart of PSPs, i.e., for any instance (A, ..., A;) of PSP(k, F, N), we may
define the corresponding counting local pattern solution to be the number of distinct (ay, . .., a;) €
Ay x -+ x Agsuchthat fyi(a,...,a;) = 1.

6.3.1 £k-SUM Hypothesis

To familiarize the readers with our notations, we will start with the £-SUM Hypothesis, which is
readily in the PSP form. Namely, the functions in the family are the SUM-ZERO functions that
checks if the sum of k integers is zero:

Definition 6.10 (SUM-ZERO). Let k,m € N. SUMZERO,, : ({0,1}™)* — {0, 1} is defined by

SUMZERO,, (21, ..., Tf) = ic[k]
0 otherwise,

where we think of each x; as a number in [—2™~! 2™~ — 1], and the addition is over Z.

]:'SUMZERO

The function family can now be defined as follows.
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Definition 6.11 (Sum-Zero Function Family). Let m : N x N — N be a function defined by
m(N, k) = 2k[log N|. FSUMZERO js defined as { SUMZERO (N k) } NeN keN-

The following proposition is immediate from the definition of the £-SUM Hypothesis.

Proposition 6.12. Assuming the k-SUM Hypothesis, for every integer k > 3 and every € > 0, no
O(N'T*21=¢)time algorithm can solve PSP(k, FSU™MZER0 N for all N € N.

6.3.2 Set Disjointness and SETH

We recall the k-way disjointness function, which has been studied extensively in literature (see,
e.g., [LS09] and references therein).

Definition 6.13 (Set Disjointness). Let k,m € N. DisJ,,, 1 : ({0, 1}™)* — {0, 1} is defined by

DiST, (21, ..., xp) = — (\[/} (/[\](:c])z)> )

The function family FP™' can now be defined as follows.

Definition 6.14 (Set Disjointness Function Family). For every c € N, let m. : N X N — N be a
function defined by m.(N, k) = c[klog N'|. F>'' is defined as {DISI,,, (N ).k} NeN keN-

We have the following proposition which follows easily from the definition of SETH and its
well-known connection to the Orthogonal Vectors Hypothesis [W1l05].

Proposition 6.15. Let k € N such that k > 1. Assuming SETH, for every ¢ > 0 there exists
¢ := ¢, € N such that no O(N*1=9)-time algorithm can solve PSP(k, F°''_N) for all N € N.

Proof. Fix e > 0 and k > 1. By SETH, there exists w := w(¢) € N and ¢ := ¢(¢) € N such that
no algorithm can solve w-SAT in O(2(!=5)") time where 7 is the number of variables and m < cn
is the number of clauses. For every w-SAT formula ¢, we will build A(f, . ,Ai C {0,1}m
each of cardinality N := 2"* such that there exists (ai,...,a;) € AP X o x Af such that
DiSty, k(as,...,a;) = 11if and only if ¢ is satisfiable. Thus, if there was an O(N*(=¢))-time
algorithm that can solve PSP(k, F2'' N) for all N € N, then it would violate SETH.

All that remains is to show the construction of Af, o ,Af from ¢. Fix i € [k]|. For every
partial assignment o to the variables x(;_1)«(n/k)+1; - - - s Tix(n/k) We build an m-bit vector a, € Af’
as follows: Vj € [m], we have a,(j) = 01is o satisfies the j™ clause, and a, (j) = 1 otherwise (i.e.,
the clause is not satisfied, or its satisfiability is indeterminate). It is easy to verify that there exists
(ay,...,a) € A? x o x Ai such that D1SJ,,, k. (a1, ..., ax) = 1if and only if ¢ is satisfiable. [

We remark that we can prove a similar statement as that of Proposition [6.15|for ETH: assuming
ETH, there exists ko such that for every k > kj there exists ¢ := ¢, € N such that no O(N°*))-
time algorithm can solve PSP(k, F°''  N) for all N € N. However, instead of associating ETH
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with D1sJ, we will associate with the Boolean function MULTEQ (which will be defined in the next
subsection) and its corresponding PSP. This is because, associating ETH with MULTEQ provides
a more elementary proof of Theorem [6.2](in particular we will not need to use algebraic geometric
codes — which are essentially inevitable if we associate ETH with D1sJ).

6.3.3 W]1] # FPT Hypothesis and ETH

Again, we recall the k-way EQUALITY function which has been studied extensively in literature
(see, e.g., [AMS12; ABCO09; (CRR14;|(CMYO08; ILV11;|PVZ12] and references therein).

Definition 6.16 (EQUALITY). Let k,m € N. EQ,,, : ({0,1}™)F — {0, 1} is defined by

EQm,k(xla"'axk) = /\ (xz :x_])
i,j€[K]

where x; = x; is a shorthand for /[\ }(xi)p = (z;)p-
pem

Unfortunately, the PSP associated with EQ is in fact not hard: given sets Ay, ..., A, it is
easy to find whether they share an element by just sorting the combined list of A; U --- U A;.
Hence, we will need a generalization of the equality function to state our hard problem. Before
we do so, let us first state an intermediate helper function, which is a variant of the usual equality
function where some of the £ inputs may be designed as “null” and the function only checks
the equality over the non-null inputs. We call this function the SELECTIVE-EQUALITY (SELEQ)
function. For notational convenience, in the definition below, each of the & inputs is now viewed
as (x;,y;) € {0,1}" 1 x {L, T} ify; = L, then (z, y;) represents the “null” input.

Definition 6.17 (SELECTIVE-EQUALITY). Let k,m € N. SELEQ,,; : ({0,1}"* x {L, T}H* —
{0,1} is defined by

SELEQu (21, 91), - (2 90)) = /\[ ] (=L V(y=L)V(w=1)).

Next, we introduce the variant of EQ whose associated PSP is hard under W[1] # FPT and
ETH. In the settings of both EQUALITY and SELECTIVE-EQUALITY defined above, there is only
one unknown that is given in each of the k inputs a; € Ay, ..., ar € Ay and the functions check
whether they are equal. The following function, which we name MULTI-EQUALITY, is the ¢-
unknown version of SELECTIVE-EQUALITY. Specifically, the i part of the input is now a tuple
(i1, Yi1)s- - (Tig,yir)) where x;1, ..., x;, are bit strings representing the supposed values of
the ¢ unknowns while, similar to SELECTIVE-EQUALITY, each y; , € {L, T} is a symbol indicat-
ing whether (:v,-vq, yi,q) is the “null” input. Below is the formal definition of MULTEQ; note that for
convenience, we Use (; 4, Yiq)qey as a shorthand for ((z;1,vi1), .- -, (Zit, Yir)), i.e., the i part
of the input.
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Definition 6.18 (MULTI-EQUALITY). Let k,t € N and let m € N be any positive integer such
that m is divisible by t. Let m' = m/t. MULTEQ,x, : (({0,1}™ = x {L, THH)* — {0,1} is
defined by

MULTEQm,k,t((xl,m yl,q)qe[t]> R (xk,q7 yk,q)qe[t}) == /\ SELEQm’,k((fEl,q; yl,q)a ceey (xk’,qa yk,q))-
q€[t]

Next, we define the family FMUTEQ; note that in the definition below, we simply choose t(k),
the number of unknowns, to be &+ (’;) + (g) . As we will see later, this is needed for ETH-hardness.
For W{1]-hardness, it suffices to use a smaller number of variables. However, we choose to define
t(k) in such a way so that we can conveniently use one family for both ETH and W|1]-hardness.

Definition 6.19. Let t : N — N be defined by t(k) = k + (5) + (4). Letm : N x N — N be
defined by m(N, k) = t(k) (1 + k[log N'|). We define FM"""5 as {MULTEQ,;,(n 1) k.1(k) } NeNkeN-

We next show a reduction from k-CLIQUE to PSP(k’, FMUTEQ) where £/ = (];) The overall
idea of the reduction is simple. First, we associate the integers in [k’] naturally with the elements
of (U;]). We then create the sets (A{i’ j}) (ARt
corresponds to picking an edge between the i-th and the j-th vertices in the supposed k-clique.
Then, MULTEQ is used to check that these edges are consistent, i.e., that, for every i € [k], agi gy
and ay; ;1 pick the same vertex to be the i vertex in the clique for all j, j’ € [k] \ {4}. This idea is
formalized in the following proposition and its proof.

in such a way that each element of the set Ay;

Proposition 6.20. Let k € N and k' = (g) There exists a poly(N, k)-time reduction from any

instance (G, k) of CLIQUE to an instance (Ay, ..., Aw) of the PSP(k', FMUEQ N’} where N

denotes the number of vertices of G and N' = (g)

Proof. Given a CLIQUE instance{T_G] (G, k), the reduction proceeds as follows. For convenience, we
assume that the vertex set V(G) is [IV]. Furthermore, we associate the elements of [£'] naturally

with the elements of ([S}). For the sake of conciseness, we sometimes abuse notation and think

[S}) such that ¢ < 7, the set

Ay; 7y contains one element ag’f}} = (ag;j}}l, . 7“}2}%(1«)) for each edge {u,v} € E(G) such
that u < v, where

of {i,7} as an ordered pair (i, j) where i < j. For every {i,j} € (

(u, T) ifqg=r1,
e = {0 T) =]
(0,1) otherwise.

Note that in the definition above, we view u, v and 0 as (m(N"*)/¢x) — 1)-bit strings, where m :
N x N — N is as in Definition [6.19] Also note that each set A{m-} has size at most (JQV) = N’,

10We assume without loss of generality that G does not contain any self-loop.
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meaning that (Ag; j3)1i,j3cik s indeed a valid instance of PSP(K', FMUEQ N'). For brevity, below
we will use f as a shorthand for MULTEQ,,,(n7 ) i (k')

(=) Suppose that (G, k) is a YES instance for CLIQUE, i.e., there exists a k-clique {u1, . . ., u}
in GG. Assume without loss of generality that u; < --- < u;. We claim that,

{uiyust _
d <<a“’j} >z‘,je[km<j) -
To see that this is the case, observe that for every ¢ € [t(k’)] and for every {7, j} C [k] suchthati <

J, we have either ag”jf ;} = (0,L)or ag”jf ;} = (ug, T). This means that, SELEQ ((agt]f ;})MGW ’Kj) =

1 for every q € [t(K')].
(<) Suppose that (Ag; j3)i1ck is @ YES instance for PSP(E, FMUEQ N7) je., there exists
aj; ;€ Agigy for every {i,j} C [k] such that f((af; ;)(i3c) = 1. Suppose that af; ;, =

(i1 Yiigiae - - - Tl jyagy Yiigyaoe)- From this solution {aj; 4 }ijpcp, we can recover the
k-clique as follows. For each i € [k], pick an arbitrary j(i) € [k] that is not equal to i. Let u;
be x?l it We claim that u,, ..., u; forms a k-clique in G. To show this, it suffices to argue that,

for every distinct i,i' € [k], there is an edge between u; and u; in G. To see that this holds,
consider af; ;4. Since y?fm;,}’i = Yhjans = 1> wehave a7, 1, = $?i7j(i)}zi = u,. Similarly,
we have z7; ;. = uy. Since af; ;4 € Ay and from how the set Ay; 1y is defined, we have

{u;,uy} € E(G), which concludes our proof. O

Lemma 6.21. Assuming W[1| # FPT, for any computable function T : N — N, there is no
T(k) - poly(N) time algorithm that can solve PSP(k, FMULTEQ N for every N, k € N.

Proof. Suppose for the sake of contradiction that, for some computable function 7' : N — N, there
isa T'(k) - poly(N) time algorithm A that can solve PSP(k, FMUTEQ N for every N, k € N. We
will show that this algorithm can also be used to solve £-CLIQUE parameterized by & in FPT time.
Given an instance (G, k) of k-CLIQUE, we first run the reduction from Proposition to pro-
duce an instance (A, . .., Ay) of PSP(K', FMUTEQ N') in poly (N, k) time where N = |V (G)|, N =
(g) and k' = (’2“) We then run A on (A4, ..., Ay ), which takes time 7'(k) - poly(N'). This means
that we can also solve our k-CLIQUE instance (G, k) in time poly(N, k) + T'(k') - poly(N') =
poly(N, k) + T ((%)) - poly(IN), which is FPT time. Since k-CLIQUE is W/[1]-complete, this
contradicts with W[1] # FPT. O

Next, we will prove ETH-hardness of PSP (k, FMULTEQ)  Specifically, we will reduce a 3-SAT
instance ¢ where each variable appears in at most three clauses to an instance of PSP (&, FMULTEQ )
where N = 29("/¥) and n denotes the number of variables in ¢. The overall idea is to partition the
set of clauses into k parts of equal size and use each element in A; to represent a partial assignment
that satisfies all the clauses in the j® partition. This indeed means that each group has size 2°0(*/*)
as intended. However, choosing the unknowns are not as straightforward as in the reduction from
k-CLIQUE above; in particular, if we view each variable by itself as an unknown, then we would
have n unknowns, which is much more than the designated ¢(k) = k + (’;) + (';) unknowns! This
is where we use the fact that each variable appears in at most three clauses: we group the variables
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of ¢ together based on which partitions they appear in and view each group as a single variable.
Since each variable appears in at most three clauses, the number of ways they can appear in the %
partitions is k + (g) + (g) which is indeed equal to ¢(k). The ideas are formalized below.
Proposition 6.22. Let k € N. There exists a poly(N, k)-time reduction from any instance ¢ of
3-SAT such that each variable appears in at most three clauses in an instance (A1, . .., Ag) of the
PSP(k, FMUTER N ywhere N = 23[™/k1 and m denotes the number of clauses in ¢.

Proof. Given a 3-SAT formula ¢ such that each variable appears in at most three clauses. Let
the variable set of ¢ be Z = {z,...,2,} and the clauses of ¢ be C = {C},...,C,,}. Then for
every k € N, we produce an instance (A1, ..., A;) of PSP(k, FMUTEQ N) where N = 23/™/k] ag
follows.

First, we partition the clause set C into k parts Cy, . ..,Cy each of size at most [m/k|. For
each variable z;, let S; denote {j € [k] | 3C}, € C; suchthat z; € Cj orz; € Cy}. Since every
z; appears in at most three clauses, we have S; € (@) . For each S ¢ (g , let v(.S) denote
the set of all variables z;’s such that S; = S (i.e. S is exactly equal to the set of all partitions
that z; appears in). The general idea of the reduction is that we will view a partial assignment to
the variables in v(S) as an unknown for MULTEQ; let us call this unknown X (hence there are
k + (g) + (1;) = t(k) unknowns). For each j € [k], A; contains one element for each partial
assignment to the variables that appear in the clauses in C; and that satisfies all the clauses in C;.
Such a partial assignment specifies (1 +k+ (g)) unknowns: all the Xg such that j € S. The
MULTEQ function is then used to check the consistency between the partial assignments to the
variables from different A;’s.

To formalize this intuition, we first define more notations. Let m = 3k[m/k]. For every
subsets 7" C 1" C Z and every partial assignment « : 7" — {0, 1}, the restriction of « to
T, denoted by «|r is the function from 7" to {0,1} where a|r(z) = a(z) for every z € T.
Furthermore, we define the operator ext(«), which “extends” « to m bits, i.e., the i-th bit of
ext(a) is a(z;) if z; € T and is zero otherwise. Finally, we use var(C;) to denote the set of all
variables that appear in at least one of the clauses from Cj, i.e., var(C;) = Ucec, var(C) where
var(C') denotes {z; € Z | z; € Corz; € C}.

Now, since our ¢(k) is exactly ‘(g) , we can associate each element of [¢] with a subset S €

(g) Specifically, for each partial assignment « : var(C;) — {0, 1} such that « satisfies all the

clauses in C;, the set A; contains an element aj = (ajf ) se(1) where, for every S € ( <3),

o {(e)ft(aw))ﬁ) ifjes,

75 (om, 1) otherwise.

Fix S € @“g}) For every j € S, observe that v(S) C var(C;). Moreover, since each C; contains

at most [m/k]| clauses, there are at most 3[m/k| variables in var(C;). This means that A; has
size at most 23/™/*1_ Hence, (A4, ..., Ay) is indeed a valid instance of PSP (k, FMYEQ ') where
N = 23Im/kl For brevity, below we will use f as a shorthand for MULTEQ (v ) k. t(k)-
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(=) Suppose that ¢ is satisfiable. Let a : C — {0, 1} be an assignment that satisfies all the
hartcy) € A; for every j € [k]. Observe that, for every S € ([k}> and every

j <3
j € [k], we either have a} 4 = (0™, 1) or a;s = (ext(al,s)), T). This indeed implies that
flai,... af) =1

(<) Suppose that there exists (af",...,ap*) € A; x --- x Ay such that f(a$",... ap*) = 1.
We construct an assignment o : Z — {0,1} as follows. For each i € [n], pick an arbitrary
j(i) € [k] such that z; € var(C;(;)) and let o(z;) = a5 (2;). We claim that « satisfies every clause.
To see this, consider any clause C' € C. Suppose that C'is in the partition C;. It is easy to check
that f(ai",...,a;*) = 1 implies that at|var(c) = |var(c). Since «; is a partial assignment that
satisfies C', a must also satisfy C. In other words, « satisfies all clauses of ¢. O

clauses. Let a}f =a

Lemma 6.23. Assuming ETH, for any computable function T : N — N, there is no T(k) - N°%)
time algorithm that can solve PSP (k, FMUTEQ N for every N, k € N.

Proof. Let § > 0 be the constant in the running time lower bound in ETH. Suppose for the sake
of contradiction that ETH holds but, for some function 7', there is a T'(k) - N°*) time algorithm
A that can solve PSP(k, FMUTEQ N for every N,k € N. Thus, there exists a sufficiently large
k such that the running time of A for solving PSP (k, FMUTEQ ') is at most O( N°#/1°) for every
N eN.

Given a 3-CNF formula ¢ such that each variable appears in at most three clauses. Let n,m
denote the number of variables and the number of clauses of ¢, respectively. We first run the
reduction from Proposition [6.22]on ¢ with this value of k. This produces an instance (A, ..., Ay)
of PSP (k, FMUTEQ N) where N = 23[™/k1_ Since each variable appears in at most three clauses,
we have m < 3n, meaning that N = 0(29"/ k) By running A on this instance, we can decide
whether ¢ is satisfiable in time O(N*/10) = O(2%9"), contradicting ETH. O

6.4 Communication Protocols and Reduction to MAXCOV

In this section, we first introduce a communication model for multiparty communication known in
literature as the Simultaneous Message Passing model. Then, we introduce a notion of “efficient”
communication protocols, and connect the existence of such protocols to a reduction from PSP to
a gap version of MAXCoV.

6.4.1 Efficient Protocols in Simultaneous Message Passing Model

The two-player Simultaneous Message Passing (SMP) model was introduced by Yao [Yao79] and
has been extensively studied in literature [KN97]. In the multiparty setting, the SMP model is
considered popularly with the number-on-forehead model, where each player can see the input of
all the other players but not his own [CFL83j;|Bab+03]]. In this chapter, we consider the multiparty
SMP model where the inputs are given as in the number-in-hand model (like in [FOZ16; W W15]).
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Simultaneous Message Passing Model. Let f : {0,1}™** — {0, 1}. In the k-player simulta-
neous message passing communication model, we have k players each with an input z; € {0, 1}™
and a referee who is given an advice p € {0, 1}* (at the same time when the players are given the
input). The communication task is for the referee to determine if f(x1,...,z;) = 1. The players
are allowed to only send messages to the referee. In the randomized setting, we allow the players
and the referee to jointly toss some random coins before sending messages, i.e., we allow public
randomness.

Next, we introduce the notion of efficient protocols, which are in a nutshell one-round random-
ized protocols where the players and the referee are in a computationally bounded setting.

Efficient Protocols. Let 7 be a communication protocol for a problem in the SMP model. We
say that 7 is a (w, r, £, s)-efficient protocol if the following holds:

e The referee receives w bits of advice.

e The protocol is one-round with public randomness, i.e., the following actions happen se-
quentially:
1. The players receive their inputs and the referee receives his advice.
2. The players and the referee jointly toss r random coins.

3. Each player on seeing the randomness (i.e. results of 7 coin tosses) deterministically
sends an /-bit message to the referee.

4. Based on the advice, the randomness, and the total ¢ - k bits sent from the players, the
referee outputs accept or reject.

e The protocol has completeness 1 and soundness s, i.e.,

— If f(zy,...,7) = 1, then there exists an advice on which the referee always accepts.
- If f(x1,...,2) = 0, then, on any advice, the referee accepts with probability at most
s.

e The players and the referee are computationally bounded, i.e., all of them perform all their
computations in poly(m)-time.

The following proposition follows immediately from the definition of an efficient protocol and
will be very useful in later sections for gap amplification.

Proposition 6.24. Let z € N and 7 be a communication protocol for a problem in the SMP model.
Suppose 7 is a (w, 1, l, s)-efficient protocol. Then there exists a (w, z - 1, z - £, s%)-efficient protocol
for the same problem.

Proof. The proof follows by a simple repetition argument. More precisely, we repeat steps 2-4
in the protocol z times, each time using fresh randomness, but note that the z steps of drawing
random coins can be clubbed into one step, and the decision by the referee can be reserved till
the end of the entire protocol, wherein he accepts if and only if he would accept in each of the
individual repetitions. [
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6.4.2 Lower Bounds on Gap-MAXCoOV

The following theorem is the main conceptual contribution of the chapter: we show below that the
existence of efficient protocols can translate (exact) hardness of PSPs to hardness of approximating
MAXCov.

Theorem 6.25. Let m : N x N — N be any function. Let F := {fny : {0, 1}VRxk
{0, 1}} v ken be a family of Boolean functions indexed by N, k. Suppose there exists a (w,r,{, s)-
efficient protoco for fn in the k-player SMP model for every N,k € N. Then, there is a re-
duction from any instance (Ay, . .., Ay) of PSP(k, F, N) to 2" label cover instances {L"} ,,c(0,1}»
such that

o The running time of the reduction is 2+ **poly(m(N, k)).
e Each LM = (UM, VH 3, X4, {I1#}) has the following parameters:

— L" has k right super nodes, i.e., |V*| =k,
Url =2,
— L*’s right alphabet size is at most N right nodes, i.e.,
Y| < 2%,

— L* has 2" left super nodes, i.e.,

S <N,

— L"’s left alphabet size is at most 2k e,

o If (Ay,...,Ay) is a YES instance of PSP(k,F,N), then MAXCOV(L!) = 2" for some
we 0,1},
o If (Ay,...,Ax) is a NO instance of PSP(k, F, N), then MAXCOV(L") < s - 2" for every
pe {0,1}v.
Proof. Givena (w,r,{, s)-efficient protocol  of fx j and an instance (A4, ..., A;) of PSP(k, F, N),

we will generate 2% instances of MAXCOV. Specifically, for each u € {0,1}", we construct an
instance £+ = (U*, V#, 5 34 {T1#}) of MAXCOV as follows.

o Let V/ = [k].
e Let Xf, be of size NV, and, for each j € [h], we associate each z; € A; with a label in Xf.
o Let Ut = {0,1}".

o Let Xt be of size 2°*. For each left super-node v € {0, 1}", we associate each accepting
messages from the k players (i.e. (mq,...,m;) € ({0,1}*)* where in the protocol 7 the
referee, on an advice 1 and a random string -, accepts if the messages he received from the
k players are my, ..., my) with a label in X7;.

e For each e = (j,7), we add an (x;, (m4, ..., my)) to Il iff m; is equal to the message that
J sends on an input x; and a random string -y in the protocol 7.

", 7, £ and s can depend on N and k.
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Note here that, since |A;|’s may not be equal, some label in X, might not be associated with any
element in A; for some left super-node j. In this case, we might ignore such a label for the super-
node j since it never appears in the constraints. Similar statement holds for the right super-nodes.
From this viewpoint, there is a bijection between “valid” right labelings of £* and elements of
Ay x --- x A, where “valid” means that these labels are not used.

Now consider a right labeling oy« of £* and the corresponding (x1,...,2x) € Ay X -+ X Aj.
For each random string v € {0, 1}", observe that the referee accepts on an input (z1, ..., xx), an
advice y, and a random string + if and only if there is a label (my, ..., my) of the left super-node
~ that is consistent with all of x1,..., ;. Therefore, the acceptance probability of the protocol
on advice p is the same as the fraction of left super-nodes covered by oy «. The completeness and
soundness then easily follows:

Completeness. If there exists (z1,...,2x) € Ay X --- X A such that fyi(2q,...,25) =
then there is an advice . € {0, 1} on which the referee always accepts for this input (z1, ...,
meaning that the corresponding labeling covers every left super-node of £*, i.e., MAXCOV (L*)
2.

Soundness. If fxi(z1,...,2x) = 0 for every (xy,...,x,) € Ay X -+ X Ay, then, for any
advice p € {0,1}", the referee accepts with probability at most s on every input (zy,...,zx) €
Ay x -+ x Ag. This means that, for any 1 € {0,1}", no labeling covers more than s fraction of
left the super-nodes. In other words, MAXCOV(L*) < s - 2" forall 4 € {0, 1}". O

L
k)5

For the rest of this subsection, we will use the following shorthand. Let £ = (U, V, ¥y, Xy, {I1.})
be a label cover instance, and we use the shorthand L(N, k, 7, £) to say that the label cover instance
has the following parameters:

e [ has k right super nodes, i.e., |V| = k,
e [ has 2" left super nodes, i.e., |U| = 2",
e [ has right alphabet size of at most N, i.e., [Xy| < N,
e [ has left alphabet size of at most 2%, i.e., |Yy| < 2.

The rest of this section is devoted to combining Theorem [6.25] with the results in Section [6.3]
to obtain conditional hardness for the gap-MAXCOV problem, assuming that we have efficient
protocols with certain parameters. These protocols will be devised in the three subsequent sections.

Understanding the Parameters. Before we state the exact dependency of parameters, let us
first discuss some intuition behind it. First of all, if we start with an instance of PSP(k, F, N),
Theorem will produce 2% instances of L(N,k,r, ¢). Roughly speaking, since we want the
lower bounds from PSP to translate to MAXCovV, we would like the number of instances to be
N°() meaning that we want w = o(log N). Recall that in all function families we consider
m = O (log N). Hence, this requirement is the same as w = ox(m). Moreover, we would like the
instance size of L(N, k,r, /) to also be Ox(N), meaning that |U||Xy| < 2" has to be Oy (N).
Thus, it suffices to have a protocol where r + ¢k = o (m).
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If we additionally want the hardness to translate also to k~-DOMSET, the parameter dependen-
cies become more subtle. Specifically, applying Theorem[2.27|to the MAXCOV instances results in
a blow-up of |U||V|Pvl < 2r . k2" = 2r+(0sk) 2% We also want this to be at most N°(), meaning
that we need 7 + (log k) - 2% = o(log N') = ox(m). In other words, it suffices for us to require that
lk < (logm)/g for some constant 5 > 1. The exact parameter dependencies are formalized below.

SETH

Corollary 6.26. For any c € N, let FP'! be the family of Boolean functions as defined in Defini-
tion For every § > 0, suppose there exists a (w,r,{, s)-efficient protocol for DISJ,, ;. in the
k-player SMP model for every k € N and every m € N, such that w < dm and r + lk = o, (m).
Then, assuming SETH, for every ¢ > 0 and integer k > 1, no O(N*1=9)-time algorithm can
distinguish between MAXCOV(L) = 2" and MAXCOV(L) < s - 2" for any label cover instance
L(N,k,r 0) for all N € N. Moreover, if { < (ogm)/g.;. for some constant [ > 1, then assuming
SETH, for every ¢ > 0 and integer k > 1, no O(N*=9))-time algorithm can distinguish between

DOMSET(G) = k and DOMSET(G) > (%) .k for any graph G with at most O,(N) vertices, for
all N € N.

Proof. The proof of the first part of the theorem statement is by contradiction. Suppose there is
an O(N*1=9))_time algorithm A for some fixed constant ¢ > 0 and integer k > 1 which can
distinguish between MAXCOV(L) = 2" and MAXCOV(L) < s - 2" for any label cover instance
L(N,k,r ) for all N € N. From Proposition @, we have that there exists ¢. € N such that
no O(N*1=%2))-time algorithm can solve PSP(k, F2'', N) for all N € N. Fix § = /3c.. Next,
by considering Theorem for the case of (w,r, ¢, s)-efficient protocols, we have that there
are 2" label cover instances {L"},c(0,13» Which can be constructed in 20m(1+ex(1) time. Note
that 20m(+ox(1)) — N*/30+0k(1) by our choice of §. Thus, we can run A on each £* and solve
PSP(k, FP''. N) for all N, k € N in time less than N*(!=7/2), This contradicts Proposition
ove the second part of the theorem statement, we apply the reduction described in Theo-
2.2

and note that 27 — N°() and 2% — 0=V "™ (), 0

rem

The proof of Theorem [6.3| follows by plugging in the parameters of the protocol described in
Corollary [6.31] to the above corollary.

ETH

Corollary 6.27. Let FMUEQ pe the family of Boolean functions as defined in Definition
Suppose there exists a (w,r, (, s)-efficient protocol for MULTEQ,,, 1., in the k-player SMP model
for every k,t,m € N such that w + r + lk = ox(m). Then, assuming ETH, for any com-
putable function T : N — N, there is no T(k) - N°%) time algorithm that can distinguish between
MAXCOV(L) = 2" and MAXCOV(L) < s - 2" for any label cover instance L(N, k,r, () for all
N,k € N. Moreover, if { < (logm)/g.i, for some constant 3 > 1, then assuming ETH, for any com-
putable function T : N — N, there is no T(k) - N°®) time algorithm that can distinguish between
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Sl

DOMSET(G) = k and DOMSET(G) > ( )
all N,k € N.

- k for any graph G with at most O(N) vertices, for

Proof. The proof of the first part of the theorem statement is by contradiction. Suppose there is
an algorithm A running in time T(k:) N°®) for some computable function T : N — N that can
distinguish between MAXCOV(L) = 2" and MAXCOV(L) < s - 2" for any label cover instance
L(N,k,r¢) for all N,k € N. From Lemma we have that for any computable function
T : N — N, there is no T'(k) - N°®) time algorithm that can solve PSP(k, FMUTEQ N) for every
N,k € N. Next, by considering Theoremﬂfor the case of (w, r, ¢, s)-efficient protocols, we
have that there are 2" label cover instances {L£"},,c{01}» Which can be constructed in 2° (m) time.
Note that 2°+(™) = O, (N°(") by the choice of m(N, k) in Definition [6.19] Thus, we can run A
on each £* and solve PSP(k, FMUEQ N for all N, k € N in time 7'(k) - N°®*). This contradicts
Lemmal[6.23

ove the second part of the theorem statement, we apply the reduction described in Theo-
2.2

m /8 1og
rem [2.27]and note that 2" = N°() and k2" = 2™ sk _ rro(1), O

The proof of Theorem follows by plugging in the parameters of the protocol described in
Corollary [6.33]to the above corollary.

W[1] # FPT

Corollary 6.28. Let FMUEQ pe the family of Boolean functions as defined in Definition
Suppose there exists a (w,r, {, s)-efficient protocol for MULTEQ,,, 1., in the k-player SMP model
for every k,t,m € N such that w + r + (k < ™/. Then, assuming W[1] # FPT, for any
computable function T : N — N, there is no T'(k) - poly(N)-time algorithm that can distinguish
between MAXCOV (L) = 2" and MAXCOV (L) < s - 2" for any label cover instance L(N, k,r, ()
forall N,k € N. Moreover, if r < m/ak and { < (oem)/.1; for some constant 3 > 1, then assuming
W(1] # FPT, for any computable function T : N — N, there is no T (k) - poly(N )-time algorithm

that can distinguish between DOMSET(G) = k and DOMSET(G) > (%)E -k for any graph G
with at most O(N) vertices, for all N, k € N.

Proof. The proof of the first part of the theorem statement is by contradiction. Suppose there is an
algorithm A running in time T'(k) - poly(N) for some computable function 7 : N — N that can
distinguish between MAXCOV (L) = 2" and MAXCOV(L) < s - 2" for any label cover instance
L(N,k,r ¢) for all N,k € N. From Lemma we have that for any computable function
T : N — N, there is no T'(k) - poly (V) time algorithm that can solve PSP (k, FMULTEQ " N for every
N,k € N. Next, by considering Theorem for the case of (w,r, £, s)-efficient protocols, we
have that there are 2 label cover instances {£#},c(0.13» Which can be constructed in 2"®"/*( .
poly(m(N, k)) time. Note that 2™"*/&® = O(N) and poly(m(N, k)) = N°Y) by the choice of
m(N, k) in Definition[6.19] Thus, we can run A on each £* and solve PSP (k, FMUTEQ \) for all
N, k € N in time less than T'(k) - poly(N). This contradicts Lemma
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To prove the second part of the theorem statement, we apply the reduction described in Theo-
m 1/ -lo,
rem [2.27|and note that 2" = O(v/N) and g2 = oty Plogak _ No), O

The proof of Theorem follows by plugging in the parameters of the protocol described in
Corollary [6.33]to the above corollary.

k-SUM Hypothesis

Corollary 6.29. Let FSYMZERC pe the family of Boolean functions as defined in Definition
Suppose there exists a (w,r,{, s)-efficient protocol for SUMZERO,, . in the k-player SMP model
for every m k € N, such that w + r + lk = og(m). Then assuming the k-SUM Hypothesis,
for every integer k > 3 and every ¢ > 0, no O(N'*/21=%)-time algorithm can distinguish between
MAXCOV(L) = 2" and MAXCOV (L) < s-2" for any label cover instance L(N, k,r, () forall N €
N. Moreover, if { < (ogm)/.1 for some constant 5 > 1, then assuming the k-SUM Hypothesis,
for every € > 0 no ?(ka/ﬂ_s)—time algorithm can distinguish between DOMSET(G) = k and

DOMSET(G) > (%) * .k for any graph G with at most Oy(N) vertices for all N € N.

Proof. The proof of the first part of the theorem statement is by contradiction. Suppose there is an
algorithm A running in time O(N'*/21=¢) for some fixed constant ¢ > 0 and some integer k& > 3
that can distinguish between MAXCOV(L) = 2" and MAXCOV(L) < s - 2" for any label cover in-
stance L(N, k,r,¢) for all N € N. From Proposition we have that no O(N#/21=¢/2)_time al-
gorithm can solve PSP(k, FSUMZER0 ) for all N € N. Next, by considering Theorem [6.25|for the
case of (w, r, {, s)-efficient protocols, we have that there are 2 label cover instances {£"},,c(0,1}»
which can be constructed in 2°+(™) time. Note that 2°+(™) = O (N°())) by the choice of m(N, k)
in Definition Thus, we can run A on each £* and solve PSP (k, FSYMZERO N) for all N € N
in time O(N*/21=¢)_ This contradicts Proposition[6.12}

To prove the second part of the theorem statement, we apply the reduction described in Theo-

(N k)8 log
rem and note that 27 = N°() and k2% = 9" sk _ no(1) =

The proof of Theorem [6.4] follows by plugging in the parameters of the protocol described in
Corollary [6.39]to the above corollary.

6.5 An Efficient Protocol for Set Disjointness

Set Disjointness has been extensively studied primarily in the two-player setting (i.e., & = 2).
In that setting, we know that the randomized communication complexity is 2(m) [KS92; |Raz92;
Bar+04], where m is the input size of each player. Surprisingly, [AWO09] showed that the MA-
complexity of two-player set disjointness is O(1/m). Their protocol was indeed an (O(y/m), O(logm), O(v/m),
efficient protocol for the case when £ = 2. Recently, [ARW17a] improved (in terms of the
message size) the protocol to be an ("/iogm, O(logm), O((log m)?3), 1/2)-efficient protocol for the
case when £ = 2. Both these results can be extended naturally for all £ > 1, to give an
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(mk/10gm, Oy (logm), Oy ((log m)?), 1/2)-efficient protocol. However, this does not suffice for prov-
ing Theorem [6.3]since we need a (w, r, ¢, s)-efficient protocol with w = o(m) and ¢ = o(log m).
Fortunately, Rubinstein [Rub18|] recently showed that the exact framework of the MA-protocols
as in [AW09; ARW17a] but with the use of algebraic geometric codes instead of Reed Muller
or Reed Solomon codes gives the desired parameters in the two-player case. Below we naturally
extend Rubinstein’s protocol to the k-player setting. This extension was suggested to us by Rubin-
stein [[Rub17al.

Theorem 6.30. There is a polynomial function { : N x N — [1,00) such that for every k €
N and every a € N, there is a protocol for k-player DISI,, ;, in the SMP model which is an
(m/a, logy m, f(k, «), 1/2)-efficient protocol, where each player is given m bits as input, and the
referee is given at most ™/« bits of advice.

Proof. Fix k,m,a € N. Let ¢ be the smallest prime greater than §(k) such that ¢ > (2a7(k))?,
where the functions 7 and ¢ are as defined in Theorem Let G = Fp. Let T' = 2ai(k) log, q.
T

We associate [m] with [T] x [m/T] and write the input x; € {0, 1} as vectors xj,...,X;
where x! € {0,1}™/7. For every j € [k], Player j computes A,,/r(x%) for every t € [T]. We
denote the block length of A,, 7 by d. From the systematicity guaranteed by Theorem we have

that A, /r(x ) |im/m= xg.. Also, notice that for all ¢t € [T], we have '/?k]x}? = 0™/T if and only if
VIS
[Liew Am/T<Xj) = 0m/T,

With the above observation in mind, we define the marginal sum [' € G? as follows:

W) E Z H Am/T

te[T) je(k]

Again, notice that forall ¢ € [T'], we have /}k]x = 0™/T ifand only if I'; = Oforalli € [m/T).
je

This follows from the following:

e Foralli € [m/T], we have A,,/7(x}); € {0,1} and thus [ A,,/r(x5); € {0,1}.
jelk]

e The characteristic of G being greater than (2a7(k)) - \/q > (207 (k)) - logy g = T.

More importantly, we remark that I' is a codeworﬁ in By,/7. This follows because B,
is a degree k closure code of A, /7. To see this, in Definition sett = k,r = k-T, and

P[$1,1> cee 7$k,T] = Zie[T] Hje[k} Li,j-
The protocol

1. Merlin sends the referee ® which is allegedly equal to the marginal sums codeword I' defined
above.

12We would like to remark that we use the multiplicity of Algebraic Geometric codes to find a non-trivial advice.
On a related note, Meir [Mei13]] had previously shown that error correcting codes with the multiplicity property suffice
to show the IP theorem (i.e., the IP=PSPACE result).
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2. All players jointly draw r € [d] uniformly at random.
3. Forevery j € {1,...,k}, Player j sends to the referee A,/ (x}),, Vt € [T].

4. The referee accepts if and only if both of the following hold:

Vi e [m/T], ®; =0 6.1)
o, = > [ Awjr(x).. (6.2)
telT) jelk]

Analysis

Advice Length. To send the advice, Merlin only needs to send a codeword in B, /7 to the verifier.
This means that the advice length (in bits) is no more than log, ¢ times the block length, which
is d < (m/1) 7(k) = ™/2a10g, ¢ Where the equality comes from our choice of 7" and the inequality
from Theorem

Message Length. Each player sends T elements of G. Hence, the message length is T' log, ¢ <
af(k)(2log, ¢)*. Recall that ¢ can be upper bounded by a polynomial in & and . Hence, the mes-
sage length is upper bounded entirely as a polynomial in k£ and « as desired.

Randomness. The number of coin tosses is log,(d) < log, (m*(®)/T) = log, ("/2alog,q) <
log, m.

Completeness. If the £ sets are disjoint, Merlin can send the true I', and the verifier always
accepts.

Soundness. If the & sets are not disjoint and ® is actually I, then (6.1) is false and the verifier
always rejects. On the other hand, if ® # I', then, since both are codewords of B,, r, from
Theorem their relative distance must be at least /2. As a result, with probability at least 1/2,
®, # I',.. Since the right hand side of (6.2)) is simply I',., the verifier will reject for such r. Hence,
the rejection probability is at least 1/2. [

The following corollary follows immediately by applying Proposition with z = (og2m) /2p.0(k)
to the above theorem.

Corollary 6.31. There is a polynomial function § : N x N — [1,00) such that for every k €
N and every o € N there is a protocol for k-player DI1Sl,, . in the SMP model which is an
(m/a, O ((logy m)?) , (logzm) /oy, (1/m)1/§<k’“))—eﬂicient protocol, where each player is given m bits
as input, and the referee is given at most ™/« bits of advice.

6.6 An Efficient Protocol for MULTI-EQUALITY

EQUALITY has been extensively studied, primarily in the two-player setting (i.e., £k = 2). In that
setting, when public randomness is allowed, we know that the randomized communication com-
plexity is O(1) [Yao79; KN97|], and the protocols can be naturally extended to the k-player SMP
model that yields a randomized communication complexity of O(k). There are many protocols
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which achieve this complexity bound but for the purposes of proving Theorems and we
will use the protocol where the players encode their input using a fixed good binary code and then
send a jointly agreed random location of the encoded input to the referee who checks if all the
messages he received are equal. Below we extend that protocol for MULTI-EQUALITY.

Theorem 6.32. For some absolute constant 6 > 0, for every t, k € N and every m € N such that
m is divisible by t, there is a (0,1ogm + O(1), 2t, 1 — ¢)-efficient protocol for MULTEQ,,, ;. ; in the
k-player SMP model.

Proof. LetC = {C,, : {0,1}™ — {0,1}4™}, cx be the family of good codes with rate at least
p and relative distance at least 0 as guaranteed by Fact Fix m, k,t € N as in the theorem
statement. Let m’ := m/s.

The protocol

1. All players jointly draw i* € [d(m')] uniformly at random.

2. Ifplayer j’sinputis z; = (z;1,Yj1,- - -, Tjt, Yj), thenhe sends (C(z;1) i, Yjas - -, C(T54)ix, Yjit)
to the referee.

3. The referee accepts if and only if the following holds:
MULTEQ%,k,t((O(:L‘Ll)Z‘*v Y15 -+, O(ZELt)i*,th), ceey (C(:Ek71)i*7yk,17 cee ,C(l’k’t)i*, ykﬂf)) =L

Analysis

Parameters of the Protocol. In the first step of the protocol all the players jointly draw * €
[d(m’)] uniformly, which requires [log d(m')] < logm’ + log(1/p) < logm + O(1) random bits.
Then, for every j € [k], player j sends the referee 2t bits. Finally, since the code C,,, is efficient,
it is easy to see that the players and referee run in poly(m)-time.

Completeness. If MULTEQ,), (%1, ..., 2z) = 1, then, for every ¢ € [t] and i,j € [k], we
have (y;, = L) V (y;4 = L) V (ziq = z;,) = 1. This implies that, for every ¢ € [t],,j € [K]
and i* € [d(m)], we have (y,q = L)V (y;q = L) V (C(ziq)i» = C(xj4)i+). In other words,
MULTEQQt’k((C(.Tl,l)Z'*,yl’l, ce 70((1]17,5)1'*, th), cee (O(ZL’}CJ)Z‘*, Y1y C(xk,t)i* , yk,t)) =1 for
every i* € [d(m)], meaning that the referee always accepts.

Soundness. Suppose that MULTEQ,,, ;. (21, ..., %) = 0. Then, there exists some ¢ € [t] and
i,j € [k]suchthaty; , = T,y;, = T and x; , # z;,. Since the code C has relative distance at least
J, C(xz;,) and C(x;,) must differ on at least § fraction of the coordinates. When the randomly se-
lected ¢* is such a coordinate, we have that MULTEQy, 1 ((C(@1,1)i=, Y11, - - -, C(@1)i=, Y1t) - - -, (C(Xhe1) i Yk, -
0, i.e., the referee rejects. Hence, the referee rejects with probability at least 9. 0

The following corollary follows immediately by applying Proposition [6.24] to the above theo-
rem with z = log2m/4pe,
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Corollary 6.33. For every t,k € N and every m € N such that m is divisible by t, there is a
(0, O((logm)?), (ogzm) /oy, (1/m)1/0<“))-eﬁ‘icient protocol for MULTEQ,,, ;. , in the k-player SMP
model.

6.7 An Efficient Protocol for SUM-ZERO

The SUM-ZERO problem has been studied in the SMP model and efficient protocols with the
following parameters have been obtained.

Theorem 6.34 ([Nis94]]). For every k € Nand m € N there is a (0, O(log(m+log k)), O(log(m+
log k)), 1/2)-efficient protocol for SUMZERO,,, , in the k-player SMP model.

The above protocol is based on a simple (yet powerful) idea of picking a small random prime
p and checking if the numbers sum to zero modulo p. Viola put forth a protocol with better
parameters than the above protocol (i.e., smaller message length) using specialized hash functions
and obtained the following:

Theorem 6.35 ([Viol5]). For every k € N and m € N there is a (0,0(m), O(log k), 1/2)-efficient
protocol for SUMZERO,, i, in the k-player SMP model.

In order to prove Theorem [6.4], we need a protocol with o(m) randomness and o(logm) mes-
sage length, and both the protocols described above do not meet these conditions. We show below
that the above two results can be composed to get a protocol with O(log k) communication com-
plexity and Oy (log m) randomness. In fact, we will use a slightly different protocol from [[Viol5]:
namely, the protocol for the SUM-ZERO(Z,) problem as stated below.

Definition 6.36 (SUM-ZERO(Z,) Problem). Let k,m,p € N. Z,-SUMZERO,_, : ({0,1}™)F —
{0, 1} is defined by

Lif Zz’e[k] r; =0 mod p,

Z,-SUMZERO_, (x1,...,T) =
b mk( ! 2 {0 otherwise,

where we think of each x; as a number in |21, 2m=1 — 1],

Theorem 6.37 ([ViolS])). For every p,k € N and m € N, there is a (0,0(logp), O(log k), 1/2)-
efficient protocofor Z,-SUMZERO, in the k-player SMP model.

Below is our theorem which essentially combines Theorem and Theorem

Theorem 6.38. For every k € N and m € N there is a (0,0(log(m + logk)),O(logk),3/4)-
efficient protocol for SUMZERO,,, j, in the k-player SMP model.

Proof. Let * be the protocol of Viola from Theorem

13 As written in [[Vio15]], the protocol has the following steps. First, the players send some messages to the referee.
Then the players and the referee jointly draw some random coins, and finally the players send some more messages to
the referee. However, we note that the first and second steps of the protocol can be swapped in [[Viol5] to obtain an
efficient protocol as the drawing of randomness do not depend on the messages sent by the players to the referee.
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The protocol
Lett =2(m — 1+ 1logk). Let py, ..., p; be the first ¢ primes.

1. All players jointly draw ¢* € [t| uniformly at random.

2. The players and the referee run 7* where each player now has input y; = x; mod p;+, and
the referee accepts if and only if 3-,cp i = 0 mod p-.

Notice that the above protocol is still an efficient protocol as the first step of the above protocol
can be combined with the draw of random coins in the first step of 7* to form a single step in which
the players and the referee jointly draw random coins from the public randomness.

Analysis

Randomness. In the first step of the protocol all the players jointly draw i* € [t] uniformly, which
requires [log, ¢] random bits. Then, the players draw O(log p;+) additional random coins for 7*.
The bound on the randomness follows by noting that px < p; = O(tlogt) .

Message Length. For every j € [k], Player j sends the referee O(log k) bits as per 7*.

Completeness. If the &£ numbers sum to zero, then for any p € N, they sum to zero mod p and
thus the referee always accepts.

Soundness. If the £ numbers do not sum to zero, then let S(7*) be the soundness of 7+ and let
S be the subset of the first ¢ primes defined as follows:

S:{pi

It is clear that the referee rejects with probability at least (1 — I51/t) - (1 — s(7*)). Therefore, it
suffices to show that | S| < t/2as s(7*) < V2. Let & := Y-y ;. We have that z € [k - 277" k-

JEk]

S|
2™~1] and that, for every p € S, p divides z. Since z # 0, we know that |z| > [T p > I] p; > 2°I.
peS i=1

Since |z| < k- 2™, we have that |S| < m — 1 + log k = t, and the proof follows. O

The following corollary follows immediately by applying Proposition with z = log2m/2k.clog k
to the above theorem, where c is some constant such that the message length of the protocol in The-
orem is at most clog k.

Corollary 6.39. Forevery k,m € Nthereisa (O, O((log(m + log k))?), (ozsm) /g, (1/m) "0+ 10 k>>—
efficient protocol for SUMZERO,,, i, in the k-player SMP model.
6.8 Connection to Fine-Grained Complexity

In this section, we will demonstrate the conditional hardness of problems in P by basing them on
the conditional hardness of PSP. First, we define the problem in P of interest to this section.
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Definition 6.40 (k-linear form inner product). Let k,m € N. Given x4, ...,z € R™, we define
the inner product of these k vectors as follows:

(x1,..ze) = > ] =),

i€[m] jE[k]
where x;(j) denotes the j" coordinate of the vector w;.

Definition 6.41 (k-chromatic Maximum Inner Product). Let k € N. Given k collections Ay, As, . .., Ay
each of N vectors in {0,1}P, where D = N °) . and an integer s, the k-chromatic Maximum
Inner Product (MIP) problem is to determine if there exists a; € A; for all i € [k] such that
<a’17"'7ak> Z S.

We continue to use the shorthand £(N, k, r, ¢) introduced in Section We define UNIQUE
MAXCovV to be the MAXCoV problem with the following additional structure: for every labeling
oy and any left super-node u € U, there is at most one label in >J;; which satisfies all the constraints
{IL(4,0) }vev. We remark that the reduction in Theorem already produces instances of Unique
MAXCov. This follows from the proof of Theorem [6.25| by noting that on every random string,
each player sends a message to the referee in a deterministic way. Finally, we have the following
connection between unique MAXCoV and MIP.

Theorem 6.42. Let N, k,r,{ € N. There is a reduction from any UNIQUE MAXCOV instance
L(N,k,r,0) to k-chromatic MIP instance (A, ..., Ag, s) such that

e Foralli € [k], |A;] <N, s=2", and D < 2"+,

o The running time of the reduction is O(Nk - 2" T),

e For any integer s, there exists (ay,...,a;) € Ay X --+ X Ay such that {(ay, ... ,a) > s*if
and only if MAXCOV (L) > s*.

Proof. For every i € [k|, we associate each A; with the i-th right super-node v; € V. Each pair
(vs, ) where 5 € 3y corresponds to a vector in A;; the corresponding vector aviB) e A is
constructed as follows. There are |U| - |Xy| coordinates, each corresponding to (u, ) € U x ¥y.
Let the (u, &)™ coordinate of a? be 1 if (a, 8) € II(,.,); otherwise, it is set to 0. It is easy to
see that |A;] < N and D < 2"*% and the running time of the reduction is O(Nk - 2" %), Tt is
also easy to see that if MAXCOV(L) > s* then the vectors a("“v (%)) corresponding to the right
labeling oy resulting in the maximum cover, have inner product at least s*.

Now, suppose that there exist a("#) € A; for all i € [k] such that (a("+%) . aef)) > g%,
Let oy be the right labeling where oy (v;) = f3;. For each coordinate (u, ) at which all the vectors
a(”hﬁl), o ,a(”kﬁk) are one, this means that the labeling oy, covers u; moreover, since from the
uniqueness property, no left super-node w is double counted. As a result, we have that:

MAXCoV(L) > |{i € [2"] | U; is covered by S}| = (ay,...,a5) = s O
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The results for hardness of approximation for problems in P is obtained by simply fixing the
value of k£ in the above theorem to some universal constant (such as & = 2). For example, by
fixing £ = 2 and applying the above reduction to Corollary we recover the main result of
[ARW17a] on bichromatic MIP. This is not surprising as under SETH, our framework is just a
generalization of the distributed PCP framework of [ARW17a].

Furthermore, we demonstrate the flexibility of our framework by fixing k£ = 3 and applying the
above reduction to Corollary [6.29] to establish a hardness of approximation result of trichromatic
MIP under the 3-SUM Hypothesis as stated below. We note here that the running time lower
bound is only N2~°(") which is likely not tight since the lower bound from SETH is N3~°(1),

Theorem 6.43. Assuming the 3-SUM Hypothesis, for every ¢ > 0, no O(N?7¢) time algorithm
can, given three collections A, B, and C' each of N vectors in {0, 1}D, where D = N°D and an
integer s, distinguish between the following two cases:

Completeness. There exists a € A,b € B,c € C such that (a,b,c) > s.
Soundness. For everya € A,be B,c e C, {a,b,c) < s/2008N)' ™

Proof. We apply Proposition with z = ™/(log,m)> and k = 3 to Theorem |6.38] to obtain a
(O, O(m/1ogm), O(™/(logm)?), (1/2)7"10(1)) -efficient protocol for SUMZERO,,, 3 in the 3-player SMP
model. By plugging in the parameters of the above protocol to Corollary [6.29] we obtain that
assuming the 3-SUM hypothesis, for every € > 0, no O(N?7¢)-time algorithm can distinguish
between MAXCOV(ﬁ) = 2" and MAXCOV(E) < (1/2) (log N)1=e() . 2" for any label cover instance
L(N,3,r,¢) forall N € N. The proof of the theorem concludes by applying Theorem to the

above hardness of MAXCoOV (Note that Theorem provides a reduction from PSP(k, 7, N) to
Unique MAXCov). O

6.9 Discussion and Open Questions

We showed the parameterized inapproximability results for ~-DOMSET under W[1] # FPT, ETH,
SETH and £-SUM Hypothesis, which almost resolve the complexity status of approximating
parameterized k-DOMSET. Although we showed the W|1]|-hardness of the problem, the exact
version of k-DOMSET is W[2]-complete. Thus, a remaining question is whether approximating
k-DOMSET is W|2]-hard:

Open Question 1. Can we base total inapproximability of k-DOMSET on W [2] # FPT?

We note that even 1.01-approximation of k<-DOMSET is not known to be W|[2]-hard.

Another direction is to look beyond parameterized complexity questions. As mentioned earlier,
Abboud et al. [ARW17a; Rub18]|] used the hardness of approximating of PCP-Vectors as a starting
point of their inapproximability results of problems in P. Since MAXCOV is equivalent to PCP-
Vectors when the number of right super-nodes is two, it may be possible that MAXCoV for larger
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number of right super-nodes can also be used to prove hardness of problems in P as well. At
the moment, however, we do not have any natural candidate in this direction (see Section [6.8] for

further discussions).
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Chapter 7

Inapproximability from Gap-ETH I:
k-Clique and k-Induced Subgraph with
Hereditary Property

In the CLIQUE problem, we are given a graph GG and an integer &, and the goal is to determine
whether GG contains a k-clique as a subgraph. Along with DOMSET, CLIQUE is one of problems in
Karp’s list of NP-complete problems [Kar72]. Hence, the focus has been shifted to its optimization
version, called MAXIMUM CLIQUE, where the goal is to find a maximum-size clique in GG. The
obvious algorithm which outputs a single vertex achieves an approximation ratio of n, where n is
the number of vertices of GG. There are several algorithm that slightly beats this trivial algorithm,

with the best approximation ratio known being %flog(") [FeiO4].

On the other hand, MAXIMUM CLIQUE is arguablyrihe first natural combinatorial optimization
problem studied in the context of hardness of approximation; in a seminal work of Feige, Gold-
wasser, Lovasz, Safra and Szegedy (henceforth FGLSS) [Fei+91]], a connection was made between
interactive proofs and hardness of approximating CLIQUE. This connection paves the way for later
works on CLIQUE and other developments in the field of hardness of approximations; indeed, the
FGLSS reduction will serve as part of our proof as well. The FGLSS reduction, together with
the PCP theorem [AS98; Aro+98|] and gap amplification via randomized graph products [BS92],
immediately implies n® ratio inapproximability of CLIQUE for some constant € > (0 under the
assumption that NPC BPP. Following Feige et al.’s work, there had been a long line of research
on approximability of CLIQUE [Bel+93; FKO00; BGS98; BS94], which culminated in Hastad’s
work [Has96]. In [Has96]], it was shown that CLIQUE cannot be approximated to within a factor
of n'~¢ in polynomial time unless NPC ZPP; this was later derandomized by Zuckerman who
showed a similar hardness under the assumption NPZ P [Zuc07]. Since then, better inapproxima-
bility ratios are known [EHOO; KhoO1; KPO06], with the best ratio being n/ 9logn)>/ 142 £y every
e > 0 (assuming NPZ BPTIME(20°e™ ")) due to Khot and Ponnuswami [KP06].

The parameterized variant of the problem, denoted by k-CLIQUE, is known to be complete
for the class W[1], rendering the problem intractable even in the parameterized version. Chen
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et al.shows a nearly tight running time lower bound, which rules out any 7'(k)-n°*)-time algorithm
for k-CLIQUE for any function 7' [Che+04; (Che+06]. This matches the trivial n°*) algorithm to
within a constant factor in the exponent.

Given that each of the two techniques alone does not seem to make the problem tractable, it
has been asked whether it is possible to combine approximation and parameterization to achieve
some non-trivial algorithm for the problem. We note here that, unlike £-DOMSET, the trivial
algorithm for £-CLIQUE already gives k-approximation. Hence, we consider the problem totally
FPT inapproximable if there is no o(k)-approximation algorithm that runs in FPT time. (See

Section[2.6.2])

Research Question 3. Is £-CLIQUE totally FPT inapproximable?

The only known hardness prior to our work is that of Bonnet et al. [Bon+15]] who showed that
k-CLIQUE is hard to approximate to within any constant factor under Gap-ETH. There had also
been an attempt to prove hardness of approximation of k-CLIQUE under a different assumption in
parameterized complexity [KS16], although this assumption turned out to be false [Kay14].

Another problem consider in this chapter is the problem of finding maximum induced subgraph
with hereditary property. Recall that a property II is said to be hereditary if, for all G € 11, all
induced subgraphs of G also belong to II. For instance, I could be “planarity” or “3-colorability”.
In the MAXIMUM INDUCED SUBGRAPH WITH PROPERTY II problem, we are given a graph GG
and we would like to find a largest set of vertices S C V(G such that the induced subgraph G[S]
belongs to II. Note that this problem contains MAXIMUM CLIQUE as a special case, since we can
simply set II to be the set of all cliques.

The complexity of finding and approximating maximum subgraph with hereditary properties
have also been studied since the 1980s [LY 80; LY93; FKO3]); specifically, Feige and Kogan showed
that, for every non-trivial property II (i.e., II such that infinite many subgraphs satisfy II and
infinitely many subgraphs do not satisfy IT), the problem is hard to approximate to within n!'~¢
factor for every ¢ > 0 unless NPC ZPP [FKOS]]. We also note that non-trivial approximation
algorithms for the problem are known; for instance, when the property fails for some clique or some
independent set, a polynomial time O (%‘33)2) -approximation algorithm is known [Hal0O].

The parameterized variant of the problem, denoted by £-INDUCED SUBGRAPH WITH HERED-
ITARY PROPERTY, was studied by Khot and Raman [KROO] who proved the following dichotomy
theorem. If II contains all independent sets but not all cliques or if II contains all cliques but not
all independent sets, then the problem is W[1]-hard. Otherwise, the problem is in FPT.

Once again, similar to k-CLIQUE, we can also ask whether £-INDUCED SUBGRAPH WITH
HEREDITARY PROPERTY is totally FPT inapproximability for these “hard” properties II; or in-
versely, whether there are better than o(k)-FPTapproximation algorithms for the problem.

Our Results

The main result of this chapter is that £-CLIQUE is totally FPT inapproximable. Furthermore,
we show an even stronger result that it is inherently enumerative. Recall from Section that
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inherently enumerative states that the problem the trivial enumeration algorithm is essentially the
best possible (up to a constant factor in the exponent), even in the approximation (i.e. gap) setting.

Our result in £-CLIQUE and all subsequent FPT inapproximability results in this part will be
based on Gap-ETH. The (obvious) benefit of starting with Gap-ETH is that, unlike in the previous
chapter, we now begin with gap in hardness of approximation. Hence, our tasks now amount to
only retaining or amplifying this gap.

Similar to the previous chapter, the hardness is shown via a reduction from MAXCoOV, except
that this time our MAXCOV instance satisfies the projection property, which allows us to reduce to
CLIQUE. The Gap-ETH-hardness of MAXCOV is proved in Section Then, in Section|/.2] we
show the inherently enumerativeness of MAXIMUM CLIQUE using the reduction from [Fei+91].
Finally, in Section we argue why this also implies total FPT inapproximability of the problem
of finding maximum induced subgraph with hereditary property (for similar “hard” properties 11
as in [KROO]). Note here that, unlike for MAXIMUM CLIQUE, we only get weakly inherently
enumerativeness for the latter problem, i.e., the running time lower bound achieved is not yet tight.

7.1 Hardness of Approximation from MAXCoOV with
Projection Property

One straightforward algorithm for MAXCOV is to enumerate all the possible right labeling oy,
which takes O*(|Zy/|IV1) time, for which our hardness in the previous section matches. The other
natural straightforward algorithm to determine whether MAXCOV (L) < r is to enumerate all
possible subsets S C U of size r and the possible S-labeling o5 : S — Xy; this runs in O*((|U] -
|Xu|)") time. We will show that this algorithm is also essentially the best possible, as stated below.
This will serve as the starting point of all hardness results in this section.

Theorem 7.1 (MAXCoV with Projection Property). Assuming Gap-ETH, there exist constants
d,p > 0 such that, for any positive integers k = r > p, no algorithm can take a label cover
instance L with |U| = k and distinguish between the following cases in Oy,.(|L|°") time:

e MAXCoV(L) = k and
e MAXCoV(L) <.
This holds even when |%y| = O(1) and 11 has the projection property.

We also note here that the label cover instances above has the projection property, unlike the
ones from the previous section. As we will see soon, this projection property is crucial in the
reduction from MAXCoV to Maximum Clique.

Towards proving Theorem first observe that, by applying the clause-variable reduction
(Definition [3.20), ETH can be restated as the following hardness of MAXCOV for small alphabet:
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Observation 7.2. Assuming Gap-ETH (Hypothesis[3), there exist constants €,6 > 0 such that no

algorithm can take a label cover instance 1" and can distinguish between the following cases in
O(2°191) time:

e MaxCov(I") = |U|, and
e MaxCov(T') < (1 —¢)|U]|.
This holds even when |Xy|, |2y | = O(1),

U| = O(|V]) and 11 has the projection property.

The proof of Theorem proceeds by compressing the left vertex set U of a label cover in-
stance from Observation[7.2] More specifically, each new left vertex will be a subset of left vertices
in the original instance. One could think of these subsets as random subsets where each vertex is
included with probability ©(1/k); however, the only property of random subsets we will need is
that they form a disperser, as defined in Definition [2.20]

The idea of using dispersers to amplify gap in hardness of approximation bears a strong resem-
blance to the classical randomized graph product technique [BS92]. Indeed, similar approaches
have been used before, both implicitly [BGS98] and explicitly [Zuc96bj; Zuc96a; ZucO7]]. In fact,
even the reduction we use below has been studied before by Zuckerman [Zuc96b; Zuc96a]!

What differentiates our proof from previous works is the setting of parameters. Since the
reduction size (specifically, the left alphabet size |>/|) blows up exponentially in the subset size
and previous results aim to prove NP-hardness of approximating CLIQUE, the subset sizes are
chosen to be small (i.e. O(log |U|)). On the other hand, we will choose it to be ©.(|U|/r) since we
would like to only prove a running time lower bound of the form |£|*("). Interestingly, dispersers
for our regime of parameters are easier to construct deterministically by slightly modifying the
sets from Section 2.9] The exact dependency of parameters can be found in the claim below.
Throughout the proof, &, r should be thought of as constants where £ > r; these are the same k£, r
as the ones in Theorem [7.1l

Claim 7.3 (Deterministic Construction of Dispersers). For any k, ¢ € N and any integer m > ¢**1,

let U be any m-element set. Then, there is a collection T = {1, ..., I} of k subsets of U with the
following properties with o := 1/q.

e (Size) Each of I, . . ., I} has size at most 2am.
e (Disperser) For anyn > 0, Z is a ([In(1/n) /], n)-disperser.
Moreover; such a collection T can be deterministically constructed in time O(m - ¢*).

Proof. Let 2 = |m/q"]. To define the sets, we first partition I/ into two parts U° U", where
U is of size ¢* - z and U' is of size m — [U°| < ¢F. We associate the elements of U° with
[q]" x [2]. Let Ti,..., T} be the sets as in Definition [2.16f We define the set I;,..., I, C U
by I; = (T; x [z]) UU'. The disperser property of Z = {Iy,..., I;} follows immediately from
Proposition (with ¢ = 1). Finally, each set is of size at most ¢* ! - z + ¢* < 2am, where the
inequality comes from our assumption that m > ¢**+'. [
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With the above claim ready, we move on to prove Theorem

Proof of Theorem[7.1} First, we take a label cover instance L = (é = ((7 V. E), Y5, X5, f[)

from Observauon where |EU| |¥5| = O(1) and |U| = ©(|V|). Moreover, let us rename the
vertices in U and V so that U = [m] and V = [n]. Note that it might be useful for the readers to

think of £ as a 3-SAT instance where U is the set of clauses and V is the set of variables.

We recall the parameter ¢ from Observation 7.2/ and the parameters £, r from the statement of
Theorem|[7.1] We also introduce a new parameter ¢ = |k/In(1/)], and let a = 1/q.

The new label cover instance £ = (G = (U, V, E), ¥y, 3y, I1) is defined as follows.

e The right vertices and right alphabet set remain unchanged, i.e., V = Vand Xy = Y.

e There will be k vertices in U, each corresponding to a set I; as constructed'| by Claim
with ¢ as specified above and universe U = [m].

e The left alphabet set Yy is me] For each I € U, we view each label o € Xy as a tuple
(w)uer € (X5 )!; this is a part1a1 assignment to all vertices v € [ in the original instance r.

e We create an edge between [ € U and v € V' in E if and only if there exists u € [ such that
uv € E. More formally, £ = {(I,v) | I N Ng(v) # 0}.

e Finally, we define the constraint II(; ,) for each (I,v) € E. As stated above, we view each
« € Yy as a partial assignment (v, ),e; for I C U. The constraint 117 then contains all

(«, 8) such that (av,, () satisfies the constraint Il,, for every u € I that has an edge to v in
I'. More precisely, I1(7,,) = {(c, 8) = ((w)uer, B) | Yu € I N Ng(v), (a, B) € Muw)}

Readers who prefer the 3-S AT/CSP viewpoint of label cover may think of each [; as a collec-
tion of clauses in the 3-S AT instance that are joined by an operator AND, i.e., the assignment must
satisfy all the clauses in /; simultaneously in order to satisfy /;.

We remark that, if IT has the projection property, II also has projection property.

Completeness. Suppose there is a labeling (07, 07;) of L that covers all |U| left-vertices. We take
oy = oy and construct oy by setting oy (I) = (05 (u))uer foreach I € U. Since (0, 0;) covers
all the vertices of U, (o, o) also covers all the vertices of U. Therefore, MAXCOV( ) \U].

Soundness. To analyze the soundness of the reduction, observe that Claim implies that
{I,..., I} is an (r,¢)-disperser. Conditioned on this event happening, we will prove the sound-
ness property, i.e., that if MAXCOV (L) < (1 — ¢)|U|, then MAXCOV(L) < 7.

We will prove this by contrapositive. Assume that there is a labeling (o, oy ) that covers at
least r left vertices I;,,--- ,1;, € U. We construct a labeling (0, 0y;) as follows. First, oy is
simply set to . Moreover, for each u € [;, U--- U [; , let o5(u) = (ov(1y;)), wWhere j € [r]
is an index such that u € [; ; if there are multiple such j’s, just pick an arbitrary one. Finally, for
u€ U\ (I;; U--- Ul ), we set o5;(u) arbitrarily.

k+1

'The assumption m > ¢ can be assumed w.l.0.g. since both ¢, k are constrants in our setting.
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We claim that, every u € I;, U- - U1, is covered by (o, o) in the original instance L. To see
that this is the case, recall that o;(u) = (ou/([;;)). for some j € [r] such that u € I;;. For every

v € V,if (u,v) € F, then, from how the constraint I(r,, v is defined, we have (05 (u),03(v) =

(ov(Li,)u, ov(v)) € I1,,.. In other words, u is indeed covered by (07,07).

Hence, (0, o) covers at least |I;, U--- U I; | > (1 — €)m, where the inequality comes from
the definition of dispersers. Thus, MAXCoV(T') > (1 — &)|U

, completing the soundness proof.

Running Time Lower Bound. Our construction gives a MAXCOV instance £ with |U| = k
and |Xy| = [S5|Peml = 20mm/9/7) whereas |V| and [Sy| remain n and O(1) respectively.
Assume that Gap-ETH holds and let J, be the constant in the running time lower bound in Ob-
servation Let ¢ be any constant such that 0 < § < where c is the constant such that
|2U| < 20mln(1/5)/r.

Suppose for the sake of contradiction that, for some & > r > 1/0, there is an algorithm that
distinguishes whether MAXCOV(L) = k or MAXCOV(L) < r in O(]£]°") time. Observe that,
in our reduction, |U/|,|V|, |Xv| = |X¢|°)). Hence, the running time of the algorithm on input I is
at most Oy ,.(|Zy |7 (HeM)) < Oy, (|Zy|%e7/¢) < O(2%™) where the first inequality comes from
our choice of § and the second comes from Y| < 2°™™(1/9)/" Thanks to the completeness and
soundness of the reduction, this algorithm can also distinguish whether MAXCOV (L) = |U| or
MaxCov(T) < (1 — ¢)|U] in time O(2%™). From Observation this is a contradiction. O

9o
cln(1/e)

7.2 Maximum Clique

We will next prove our hardness for parameterized Maximum Clique. Observe that we can check
if there is a clique of size r by checking if any subset of 7 vertices forms a clique, and there are
(‘V(TG”) = O(|V(G)]|") possible such subsets. We show that this is essentially the best we can do
even when we are given a promise that a clique of size ¢ > r exists:

Theorem 7.4. Assuming Gap-ETH, there exist constants 0,17 > 0 such that, for any positive
integers q > r > 1o, no algorithm can take a graph G = (V, E) and distinguish between the
following cases in O, (|[V|°") time:

e CLIQUE(G) > q and
e CLIQUE(G) < r.
The above theorem simply follows from plugging the FGLSS reduction below to Theorem[7.1]

Theorem 7.5 ([Fei+91]). Given a label cover instance L = (G = (U, V, E), ¥y, Xy, I1) with
projection property, there is a reduction that produces a graph Hy = (V, E) such that |V;| =
\U||3y| and CLIQUE(H) = MAXCOV(L). The reduction takes O(|V¢|? - |V|) time.
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For clarity, we would like to note that, while the original graph defined in [Fe1+91] is for multi-
prover interactive proof, analogous graphs can be constructed for CSPs and label cover instances
as well. In particular, in our case, the graph H, = (V, E) can be defined as follows:

e The vertex set V, is simply U x Xy .

e There is an edge between two vertices (u, ), (v, ') € V. if and only if, II ) (o) =
vy (a’) (i.e., recall that we have a projection constraint, so we can represent the constraint
Iy, as a function 1, ) : Xy — Xv.)

Proof of Theorem Assume that Gap-ETH holds and let 9, p be the constants from Theorem[7.1
Let ro = max{p, 2/0}. Suppose for the sake of contradiction that, for some g > r > r, there is an
algorithm A that distinguishes between CLIQUE(G) > ¢ and CLIQUE(G) < 7 in O,.(|V(G)|’")
time.

Given a label cover instance £ with projection property, we can use A to distinguish whether
MAXCoV(L) > q or MAXCOV(L) < r as follows. First, we run the FGLSS reduction to produce
a graph H, and we then use A to decide whether CLIQUE(H,) > g or CLIQUE(H,) < r. From
CLIQUE(H;) = MAXCoV(L), this indeed correctly distinguishes between MAXCOV(L) > g and
MAXCOV(L) < r; moreover, the running time of the algorithm is O,,.(|V|°") + O(|V¢|? - |£]) <
O,.-(]£]°") where the term O(|V|? - | £]) comes from the running time used to produce H .. From
Theorem this is a contradiction, which concludes our proof. O]

As a corollary of Theorem [7.4, we immediately arrive at FPT inapproximability of £-CLIQUE:

Corollary 7.6 (Clique is inherently enumerative). Assuming Gap-ETH, MAXIMUM CLIQUE is
inherently enumerative and thus totally FPT inapproximable.

7.3 Maximum Induced Subgraph with Hereditary Properties

In this section, we prove the hardness of maximum induced subgraphs with hereditary property.
Let II be a graph property. We say that a subset S C V(G) has property II if G[S] € II. Denote
by Ap(G) the maximum cardinality of a set S that has property II.

Recall that Khot and Raman [KROO] proved a dichotomy theorem for the problem: if II con-
tains all independent sets but not all cliques or if II contains all cliques but not all independent
sets, then the problem is W[1]-hard. For all other II’s, the problem is in FPT. We extend Khot and
Raman’s dichotomy theorem to hold even for FPT approximation as stated more precisely below.

Theorem 7.7. Let 11 be any hereditary property.

e [f1I contains all independent sets but not all cliques or vice versa, then computing A (G) is
weakly inherently enumerative (and therefore totally FPT inapproximable).

e Otherwise, Ar(G) can be computed exactly in FPT.
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Surprisingly, the fact that there is a gap in the optimum of our starting point helps make our re-
duction simpler than that of Khot and Raman. For convenience, let us focus only on properties II’s
which contain all independent sets but not all cliques. The other case can be proved analogously.
The main technical result is summarized in the following lemma.

Theorem 7.8. Let 11 be any graph property that contains all independent sets but not all cliques.
Then there is a function gr; = w(1) such that the following holds:

o Ifa(G) = q, then An(G) = q.
o If An(G) = r, then o(G) = gn(r).

Proof. Since I1 contains all independent set, when «(G) > ¢, we always have Ay (G) > q.

Now, to prove the converse, let gr(r) denote max e, v (a)|=r @(H ). If A(G) = r, then there
exists a subset S C V(G) of size r that has property II; from the definition of g, a(H) > gn(r),
which implies that o(G) > gr(r) as well. Hence, we are only left to show that gr; = w(1).

To show that this is the case, recall the Ramsey theorem.

Theorem 7.9 (Ramsey’s Theorem). For any s,t > 1, there is an integer R(s,t) s.t. every graph
on R(s,t) vertices contains either a s-clique or a t-independent set. Moreover, R(s,t) < (‘iiﬁ)

From our assumption of II, there exists a fixed integer sy such that II does not contain an
si-clique. Hence, from Ramsey’s Theorem, gri(r) > max{t | R(sm,t) < r}. In particular, this

implies that gr;(r) > Q,, (r'/¢n-1)). Hence, lim, o, gri(r) = 0o (i.e. g = w(1)) as desired. O

In other words, the identical transformation G — G is a (¢, gnu(r))-FPT gap reduction from
CLIQUE to Maximum Induced Subgraph with property II. Hence, by applying Proposition [2.12]
we immediately arrive at the following corollary.

Corollary 7.10. Assuming Gap-ETH, for any property 11 that contains all independent sets but not
all cliques (or vice versa), MAXIMUM INDUCED SUBGRAPH WITH PROPERTY I is (g1 )-weakly
inherently enumerative where gy is the function from Theorem

We remark here that, for some properties, gr; can be much larger than the bound given by
the Ramsey’s Theorem; for instance, if II is planarity, then the Ramsey’s Theorem only gives
gr(r) = Q(r'/®) but it is easy to see that, for planar graphs, there always exist an independent set
of linear size and grj(r) is hence as large as (7).

7.4 Discussion and Open Questions

In this chapter, we prove total FPT inapproximability of MAXIMUM CLIQUE and the problem
of finding maximum subgraph with hereditary properties (for the “hard” properties). Since these
results (and all subsequent results in this part) are based on Gap-ETH, the obvious question is
whether we can relax the assumption to ETH or even W[1] # FPT. We refrain from discussing
this issue here, but rather provide a more complete view in Chapter (See Directions [3]and [4])
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Another interesting question, which is slightly beyond parameterized complexity, is how far
we can push ¢ in Theorem in terms of n = |V|. Of course, this is not the usual settings
in parameterized complexity since we typically view ¢ as either a constant or another parameter
independet of n. However, it is not hard to check that our reduction in fact gives a lower bound
even when ¢ = n” for some (small) constant v > 0 that depends on the parameter in Gap-ETH.

Furthermore, recall that, in the NP-hardness regime, strong NP-hardness of approximation
with factor n'~¢ is known for any ¢ > 0 [Has96; Zuc07]. These results implies that, there is no
polynomial time algorithm that, given a graph G, can distinguish between CLIQUE(G) > n'~¢ and
CLIQUE(G) < n®. As aresult, we could ask, in the “parameterized” setting, whether we can push
q all the way to n' ¢, In other words, the question here can be phrased as follows:

Open Question 2. Let ¢ > 0 be any constant. Is there an FPT (in k) time algorithm that can
distinguish between CLIQUE(G) > n'~¢ and CLIQUE(G) < k?

If the answer to this question is negative, then the proof might involve combining the technique
in this chapter with the aforementioned NP-hardness results. The latter involves constructing PCP
with small free bits (see [BGS98; |[Has96] for definition); however, such constructions require the
starting hardness of label cover to have a large gap. It is unclear how to get such a large gap from
Gap-ETH without using parallel repetition [Raz98]]; however, doing so results in a label cover
instance of size N > Q(n?) and hence the running time lower bound is of the form 22VY) | which
breaks down the reductions in this chapter.
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Chapter 8

Inapproximability from Gap-ETH II:
k-Biclique, £-Induced Matching on
Bipartite Graphs and Densest £-Subgraph

We continue our study of parameterized approximability. In this chapter, we consider the follow-
ing three problems: MAXIMUM BALANCED BICLIQUE, MAXIMUM INDUCED MATCHING on
bipartite graphs and DENSEST k-SUBGRAPH.

Maximum Balanced Biclique. Inthe MAXIMUM BALANCED BICLIQUE problem, we are given
a bipartite graph GG and would like to find the largest k such that the k-biclique K ;, is a subgraph
of GG. NP-hardness for the exact version of the problem was stated as (without proof) in [GJ79,
page 196]; several proofs of this exist such as one provided in [Joh87]. While this problem bears
a strong resemblance to the MAXIMUM CLIQUE Problem, inapproximability of the latter cannot
be directly translated to that of the former; in fact, despite numerous attempts, not even con-
stant factor NP-hardness of approximation of the Maximum Balanced Biclique problem is known.
Fortunately, under stronger assumptions, hardness of approximation for the problem is known:
n®-factor hardness of approximation is known under Feige’s random 3SAT hypothesis [Fei02]
or NPgZ Ne>oBPTIME(27") [Kho06], and n'~¢-factor hardness of approximation is known under
strengthening of the Unique Games Conjecture [Bha+16a; Man17/b]. To the best of our knowledge,
no non-trivial approximation algorithm for the problem is known.

The parameterized version of the problem, denoted by k-BICLIQUE, had been a well-known
open problem in the field of parameterized complexity [DF13]]. It was not until a few years ago that
the exact version of the problem is shown to be W[1]-hard in the breakthrough work of Lin [Lin15].
Lin’s proof also implies that, assuming the randomized ETH, the problem does not admit 7'(k) -
n°VF)_time (exact) algorithm.

Maximum Induced Matching on Bipartite Graphs. In the MAXIMUM INDUCED MATCHING
problem, we are given a graph GG and the goal is to find a maximum number of vertices that
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induce a matching in G. The problem was proved to be NP-hard independently by Stockmeyer
and Vazirani [SV82] and Cameron [Cam&89]. The approximability of the problem was first studied
by Duckworth et al. [DMZ05] who showed that the problem is APX-hard, even on bipartite graphs
of degree three. Elbassioni et al. [EIb+09] then showed that the problem is hard to approximate
to within n!/3—¢ factor for every € > 0, unless NPC ZPP. Chalermsook et al. [CLN13] later
improved the ratio to n'~¢ for every € > 0.

The parameterized version of the problem, denoted by k-INDUCED MATCHING, has also been
studied. In particular, the problem was shown to be W[1] to solve exactly in [MTO9]], and that
this remains true even when restricted to bipartite input graphs [MS09]]. In fact, the reduction
in [MTO09] is from k-CLIQUE, and the produced graph always have maximum induced matching
of size exactly two times the size of the maximum clique in the original graph. Hence, our result
in the previous chapter immediately implies that the problem is totally FPT inapproximable on
general graphs. As a result, we will focus on the FPT approximability of k-INDUCED MATCHING
on bipartite graphs, for which the reduction in [MT09] does not trivially yield such a hardness.

Densest k-Subgraph. Chapter @] provides a rather comprehensive literature review on the (non-
parameterized) DENSEST k-SUBGRAPH (DES), and hence we do not repeat it here. The param-
eterized version of DES (where £ is the parameter) is clearly W[1]-hard to solve exactly, since it
generalizes k-CLIQUE. On the other hand, to the best of our knowledge, no parameterized hardness
of approximation was known before.

We also note here that there is a rather straightforward k-approximation algorithm for the prob-
lem: pick a vertex with highest degree and select k& — 1 of its neighbor. (If it has less than k£ — 1
neighbors, then just put all its neighbors in the set.) While the algorithm is very simple, there is no
known FPT algorithm that gives o(k)-approximation for DES.

Our Results

In this chapter, we show, assuming Gap-ETH, that both £-BICLIQUE and k-INDUCED MATCHING
on bipartite graphs are totally FPT inapproximable, by showing that their corresponding optimiza-
tion problems are weakly inherently enumerative. Note here that, unlike MAX CLIQUE in the pre-
vious chapter, the running time lower bounds for these problems that we achieve are not yet tight.
In particular, we prove 2(y/r)-weakly inherently enumerativeness for the problems, while it could
still be possible that the problems are in fact inherently enumerative (or equivalently Q(r)-weakly
inherently enumerative). Nonetheless, our results already implies, for instance, that approximat-
ing k-BICLIQUE to within any constant factor requires n®**) time, which matches the best known
running time lower bound even for the exact version of the problem from [Lin15].

We also observe that the total FPT inapproximability almost immediately implies hardness of
approximation for DS to within a factor of £°(") that holds even against FPT algorithms. Note
that, unlike all of our previous FPT hardness of approximation results, the inapproximability ratio
here is not yet tight, as the best known algorithm achieves only O(k)-approximation.
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Unlike the previous two chapters, we will not reduce from any label cover problem; the start-
ing point for the results here will instead be the reduction from Chapter @ By interpreting this
construction in a different perspective, we can modify it in such a way that we arrive at a stronger
form of inherently enumerative hardness for CLIQUE. This is done in Section[8.1] In Section[8.2]
we argue why this gives the weakly inherently enumerativeness for MAXIMUM BALANCED BI-
CLIQUE. Then, we show how to reduce to MAXIMUM INDUCED MATCHING on bipartite graphs
in Section Finally, in Section [8.3] we show prove FPT hardness of approximation of DS.

8.1 Rephrasing the Reduction from Chapter 4 as a
Parameterized Inapproximability of Clique-vs-Biclique

The main theorem of this section is the following theorem, which is a stronger form of Theorem[7.4]
in that the soundness not only rules out cliques, but also rules out bicliques as well.

Theorem 8.1. Assuming randomized Gap-ETH, there exist constants d, p > 0 such that, for any
positive integers q > r = p, no algorithm can take a graph G and distinguish between the follow-
ing cases in O, (|V(G)|°V") time:

e CLIQUE(G) = ¢.
e BICLIQUE(G) < .

The weakly inherently enumerativeness (and therefore totally FPT inapproximability) of MAX-
IMUM BALANCED BICLIQUE and MAXIMUM INDUCED MATCHING on bipartite graphs follows
easily from Theorem @ We will show these results in the subsequent sections; for now, let us
turn our attention to the proof of the theorem.

The theorem is again shown via a reduction from Gap-3SAT. The properties and parameters of
the reduction is stated below in Theorem|8.2] It is obvious to see Theorem|8.2]implies Theorem 8.1}

Theorem 8.2. For any d,c > 0, there is a constant v = ~(d,e) > 0 such that there exists a
randomized reduction that takes in a parameter r and a 3-SAT instance ¢ with n variables and
m clauses where each variable appears in at most d constraints and produces a graph Gy, =
(Visr, Egr) such that, for any sufficiently large r (depending only on d, € but not n), the following
properties hold with high probability:

o (Size) N := |Vj,,| < 204(/V7),
o (Completeness) if ¢ is satisfiable, then CLIQUE(@¢7T) > NV,
e (Soundness) if val(¢) < 1 — ¢, then BICLIQUE(@W) <.

As mentioned earlier, our result builds upon an intermediate lemma used to prove the hardness
of approximating DENSEST k-SUBGRAPH in Chapter 4 Due to this, it will be easier to describe
the new reduction in terms of the original reduction from Chapter |4} in this regard, our reduction
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can be viewed as vertex subsampling (with appropriate probability p) of the graph produced by the
reduction from Chapter 4] Recall that, the main soundness result (Theorem [4.4)) in Chapter [4] is
there are few bicliques in the graph constructed there. As a result, if we select p appropriately, we
should be able to make sure that these few bicliques do not remain in the subsampled graph.

Proof of Theorem[8.2] Let A < 1 be the constant from Theorem We select { = \;‘% and

p= 2% /( ) Let Gyo = (Vy4, E0) be the graph constructed in Section Our graph G, =

(V¢ - E¢ ») is the induced subgraph of G, where each vertex is kept in V¢ » with probability p
independent of each other.

Size. Since each vertex in V,,, is included that V. independently w.p. p, we have E[|V,,,|] =
2 ~
p|Viyo| = 2073 < 22 Hence, from Chernoff bound, | V| < 2!0¢ = 22(%/v7) w h p.

Completeness. Suppose that ¢ is satisfiable. Then, there exists a clique C' of size (’;) in Gy .

~ 2
From how Gy, is defined, CNV,, induces a clique in GW Moreover, E[|CNV,..|] = p|C| = 2.

Again, from Chernoff bound, CLIQUE(G¢ r) = 2% w.h. p. Combined with the above bound on
N, CLIQUE(Gy,) = N'/V" w.h.p. for v := \/_/40 = 04.(1).

Soundness. Suppose that val(¢) < 1—e. Consider any subsets S, T C Vj, that is a copy of K.,
in Gy 4. From how G, is defined, BICLIQUE(Gy,,) > 7 if and only if, for at least one such pair
(S,T),SUT CV,,. The probability of this event occurring is bounded above by

N 2r 9 2
> Pr[S,T C Vy,] < 2* (2“2/” (”)) ¥ =2t (2*5) = o(1),
S, TCVy ¢ g

S,T is acopy of Ky r in G¢1£

where the first inequality is from Theorem [4.4] and each vertex is included independently w.p. p.
As aresult, the subsampled graph G, is K, ,-free with high probability as desired. [

8.2 Maximum Balanced Biclique

We now give a simple reduction from the “CLIQUE vs BICLIQUE” problem (from Chapter [8.1) to
Maximum Balanced Biclique, which yields FPT inapproximability of the latter.

Lemma 8.3. For any graph G = (V, E), let B.|G] = (Vp.[a], E'B.[c)) be the bipartite graph whose
vertex set is Vp () = V X [2] and two vertices (u,1), (v, j) are connected by an edge if and only
if (u,v) € E oru =, and i # j. Then the following properties hold for any graph G.

e BICLIQUE(B,[G]) > CLIQUE(G).
e BICLIQUE(B.[G]) < 2BICLIQUE(G) + 1.
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Proof. Ttis easy to see that BICLIQUE(B,[G]) > CLIQUE(G) since, for any C' C V that induces a
clique in G, C' x [2] C Vp, ¢ induces a |C|-biclique in B, [G].

To see that BICLIQUE(B,[G]) < 2BICLIQUE(G) + 1, consider any S C Vjp, ¢ that induces a
k-biclique in B, [G]. Note that S can be partitioned into S; = SN(V x{1}) and Sy = SN(V x{2}).

Now consider the projections of S; and S, into V(G), i.e., T} = {v : (v,1) € S} and T, =
{v: (v,2) € S}. Note that |T}| = |T»| = k. Since S; U S5 induces a biclique in B.[G], we have,
for every u € T} and v € Ty, either u = v or (u,v) € E. Observe that if there were no former
case (i.e., Ty N Ty = ()), then we would have a k-biclique in G. Even if T} N T, # (), we can still
get back a | k/2]-biclique of G by uncrossing the sets 7} and 7 in a natural way by assigning half
of the intersection to 77 and the other half to 75. To be formal, we partition 7 N 75 into roughly
equal sets Uy and U (i.e., ||U1| — |Us|| < 1), and we then define new sets 77 and T} by

TII = (Tl \ TQ) U U1 and TQI = (Tg \ Tl) U UQ.

It is not hard to see that G has an edge between every pair of vertices between 77,7 and that
|T1|, T3] = |k/2]. Thus, BICLIQUE(G) > |k/2| > (k — 1)/2. Therefore, BICLIQUE(B,[G]) <
2BICLIQUE(G) + 1 as desired. N

Thanks to the above lemma, we can conclude that the reduction G +— B.[G] is a (2¢, (r +
1)/2)-FPT gap reduction from the “CLIQUE vs BICLIQUE” problem to MAXIMUM BALANCED
BICLIQUE, although the former is not a well-defined optimization problem. Nevertheless, it is
easy to check that a proof along the line of Proposition still works and it gives the following
result:

Corollary 8.4. Assuming randomized Gap-ETH, MAXIMUM BALANCED BICLIQUE are Q(+/7)-
weakly inherently enumerative and thus totally FPT inapproximable.

It is worth noting here that the Maximum Edge Biclique problem, a well-studied variant of the
Maximum Balanced Biclique problem where the goal is instead to find a (not necessarily balanced)
complete bipartite subgraph of a given bipartite graph that contains as many edges as possible, is in
FPT; this is because the optimum is at least the maximum degree, but, when the degree is bounded
above by r, all bicliques can be enumerated in 2°poly(n) time.

8.2.1 Maximum Induced Matching on Bipartite Graphs

Next, we prove the FPT inapproximability for the Maximum Induced Matching problem on bipar-
tite graphs. Again, the proof will be a simple reduction from Theorem 8.1} The argument below is
similar to that used in Lemma IV.4 of [CLN13]]. We include it here for completeness. (Here, we
use IM(G) to denote the number of edges in the maximum induced matching in G.)

Lemma 8.5. For any graph G = (V. E), let B.[G] = (Vp . Ep, ) be the bipartite graph whose

vertex is Vi := V x [2] and two vertices (u, i), (v, j) are connected by an edge if and only if
(u,v) ¢ E oru =, and i # j. Then, the following properties hold for any graph G.
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e IM(B,[G]) > CLIQUE(G).
e IM(B.[G]) < 2BICLIQUE(G) + 1.

Proof. Consider any S C V' that induces a clique in G. It is obvious that S x [2] C V7 induces

a matching in B, [G].

Next, consider any induced matching matching {(u1,v1),. .., (U, vy)} of size m. Assume
w.lo.g. that uy,...,u, € V x {1} and vy,...,v, € V x {2}. Define m; : V x [2] — V to be a
projection operator that projects on to the first coordinate.

Let Sy = m ({1, ..., upmy2) }) and Sy = 71 ({Opm/2141, - - - , U } ). From the definition of B, [G]
and from the fact that there is no edge between (S; x {1}) and (Sy x {2}), it is easy to check that
S1NSy = B and, forevery u € Sy and v € Sy, (u,v) € E. In other words, (57, S2) is an occurrence

of [m/2] in G. Hence, we can conclude that IM(B,[G]) < 2BICLIQUE(G) + 1. O

Similar to BICLIQUE, it is easy to see that the above reduction implies the following FPT
inapproximability for Maximum Induced Matching on Bipartite Graphs.

Corollary 8.6. Assuming randomized Gap-ETH, MAXIMUM INDUCED MATCHING on bipartite
graphs are Q(\/r)-weakly inherently enumerative and thus totally FPT inapproximable.

8.3 Densest k-Subgraph

Finally, we will show FPT inapproximability result for Densest k-Subgraph. Alas, we are not
able to show o(k)-ratio FPT inapproximability, which would have been optimal since the trivial
algorithm gives an O(k)-approximation for the problem. Nonetheless, we will show an £°(!)-factor
FPT inapproximability for the problem. We note here that below we will state the result as if &
is the parameter; this is the same as using the optimum as the parameter, since (in the non-trivial
case) the optimum is always between | k/2] and (g) (inclusive).

To prove the hardness, recall the Kovéri-Sés-Turdan (KST) Theorem (Theorem [2.13)), which
basically states that if a graph does not contain small bicliques, then it is sparse. By applying KST
Theorem to our hardness for BICLIQUE (Theorem [8.1)), we immediately arrive at the following.

Theorem 8.7. Assuming Gap-ETH, there exist a constant 6 > 0 and an integer p > 0 such that,
for any integer q¢ > r > p, no algorithm can take a graph G = (V, E) and distinguish between the
following cases in O, (|V|°V") time:

o ( contains a q-clique.
e Every q-subgraph of G has density at most O(q~'/").

From the above theorem, it is easy to show the k°(")-factor FPT inapproximability of Densest
k-Subgraph (with perfect completeness) as formalized below.



CHAPTER 8. INAPPROXIMABILITY FROM GAP-ETH II: k-BICLIQUE, k-INDUCED
MATCHING ON BIPARTITE GRAPHS AND DENSEST k-SUBGRAPH 150

Lemma 8.8. Assuming randomized Gap-ETH, for every function f = o(1) and every function t,
there is no t(k) - n°M-time algorithm such that, given an integer k and any n-vertex graph G that
contains a k-clique, always output S C 'V of size k such that G[S] has density at least k=7*).

Proof. Suppose for the sake of contradiction that there is a ¢(k) - |V |P-time algorithm A that, given
an integer k and any graph G = (V, E) that contains a k-clique, always outputs S C V of size k
with density at least £~/(*) for some function f = o(1), some function ¢ and some constant D > 0.

Let r = max{[p], [(D/8)?]} where p is the constant from Chapter[8.7} Note that O(g~'/") =
qPW/lega=1/r Now, since lim, .., f(q) + O(1)/log q = 0, there exists a sufficiently large ¢ such
that the term O(q~'/") is less than ¢~f(@). In other words, A can distinguish between the two cases
in Chapter [8.7)in time ¢(q) - n” = O, (|V|*V"), which would break Gap-ETH. O

8.4 Discussion and Open Questions

In this chapter, we show total FPT inapproximability of £-BICLIQUE and k-INDUCED MATCHING
on bipartite graphs. We further show k°(") factor FPT hardness of approximation for DkS.

There are still many open questions remained. First, as discussed earlier before, the running
time lower bound we get for k-BICLIQUE and k-INDUCED MATCHING are not yet tight, and they
might actually be inherently enumerative. We remark here that, even for the exact version of
k-BICLIQUE, an algorithm with running time n°%*) has not yet been rule out (even under say Gap-
ETH). This presents us with the following question, which we have to answer first, before moving
to tight running time lower bounds for approximation algorithms:

Open Question 3. Is there a T'(k) - n°*)-time algorithm for (exact) k-BICLIQUE?

In Chapter [TT] we discuss slightly how techniques introduced in that chapter might help with
the above question. However, there are still many steps needed to be done. For instance, we still
do not know how to prove tight running time lower bound even for the ONE-SIDED k-BICLIQUE
problem, which is discussed in more details in Section @}

It should also be noted that, while we did not explicitly state the running time lower bounds
for DKS, it was quite poor. For instance, even if we are only looking for some constant factor
inapproximability result, the running time we can rule out is at most 7'(k)-n°1°8%) The log k comes
because, in order for KST Theorem to produce a constant gap, we must consider = O(log k) size
bicliques in the soundness. However, we can determine whether our graph contains such a biclique
(and even list all of them) in 9" = n©0°ek) time. Notice that this barrier holds, even when we
get the tight lower bound for k-BICLIQUE. As a result, we are left with the following question;
the answer of which likely requires an approach that does not involves using the KST Theorem to
argue about the density.

Open Question 4. Is there an O(1)-approximation T (k) - n°®-time algorithm for DkS ?

Apart from the running time lower bound, the inapproximability factor for DiS itself is still
not tight. As mentioned earlier, whereas our hardness of approximation factor is k°(!), there is no
known FPT time algorithm that achieves o(k) approximation ratio. Hence, it is natural to ask:
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Open Question 5. Is there a o(k)-approximation FPT time algorithm for DkS?

Next chapter can be considered an attempt to make a progress to the above question. In partic-
ular, we consider the PARAMETERIZED 2-CSP problem. While it will be convenient to state in a
slightly different form in the next chapter, it can actually be stated as a colorful version of DES,
where, in addition to the graph (7, each vertex is colored by one out of £ colors, and we are now
allowed to pick only one vertex of each color. There, we show that this problem is hard to approx-
imate to within &'~°(") factor. Nonetheless, it is currently unclear how the techniques developed
there could help in improving hardness of approximation for D£S.

Finally, the reductions in this section is randomized, where the randomization comes from the
vertex subsampling step. It is unclear to us how to derandomize the reductions, and we leave that
as an open question as well.
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Chapter 9

Inapproximability from Gap-ETH III:
Parameterized 2-CSPs, Directed Steiner
Network, k£-Unique Set Cover

In this chapter, we study the 2-ary constraint satisfaction problems (2-CSPs). Recall from Chap-
ter [3| that the 2-CSP problem can be stated as follows: given a constraint graph G = (V, E), an
alphabet set ¥ and, for each edge {u,v} € F, a constraint C,,, C ¥ x ¥, the goal is to find an
assignment o : V' — 3 that satisfies as many constraints as possible, where a constraint C',,, is said
to be satisfied by o if (o(u), 0(v)) € Cy,. Throughout the chapter, we use k to denote the number
of variables | V|, n to denote the the alphabet size ||, and N to denote the instance size nk.

Constraint satisfaction problems and their inapproximability have been studied extensively
since the proof of the PCP theorem in the early 90’s [AS98; |Aro+98]. Most of the effort has
been directed towards understanding the approximability of CSPs with constant arity and constant
alphabet size, leading to a reasonable if yet incomplete understanding of the landscape [HasO1;
Kho02}; Kho+07; Rag08; |AMO09; Chal6]]. When the alphabet size grows, the sliding scale conjec-
ture of [Bel+93] predicts that the hardness of approximation ratio will grow as well, and be at least
polynomial in the alphabet size n. This has been confirmed for values of n up to 205N ™ see
[RS97;|ASO3; Din+11]. Proving the same for n that is polynomial in /V is the so-called polynomial
sliding scale conjecture and is still quite open. Before we proceed, let us note that the aforemen-
tioned results of [RS97; |ASO3; IDin+11]] work only for arity strictly larger than two and, hence,
do not imply inapproximability for 2-CSPs. We will discuss the special case of 2-CSPs in details
below.

The polynomial sliding scale conjecture has been approached from different angles. In [DHK15]]
the authors try to find the smallest arity and alphabet size such that the hardness factor is polyno-
mial in n, and in [Din16]] the conjecture is shown to follow (in some weaker sense) from Gap-ETH,
which we discuss in more details later. In this chapter, we focus on yet another angle, which is
to separate n and k and ask whether it is hard to approximate constant arity CSPs to within a
factor that is polynomial in & (but possibly not polynomial in n). Observe here that obtaining NP-
hardness of poly(k) factor is likely to be as hard as obtaining one with poly(/NV); this is because
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CSPs can be solved exactly in time n°*), which means that, unless NP is contained in subexpo-

nential time (i.e. NP & N.., DTIME(2"")), NP-hard instances of CSPs must have k& = poly(V).

This motivates us to look for hardness of approximation from assumptions stronger than P
NP. Specifically, our results will be based on ETH and Gap-ETH. Firstly, we show that, unless
ETH fails, no polynomial time algorithm can approximate 2-CSPs to within an almost linear ratio
in k, as stated below. This is almost optimal since there is a straightforward (k/2)-approximation
for any 2-CSP, by simply satisfying all constraints that touch the variable with highest degree.

Theorem 9.1 (Main Theorem). Assuming ETH, for any constant p > 0, no algorithm can, given
a 2-CSP instance I' with alphabet size n and k variables such that the constraint graph is the
complete graph on the k variables, distinguish between the following two cases in polynomial
time:

e (Completeness) val(I') = 1, and,
e (Soundness) val(I') < 2(10gk)1/2+/3/k'

To paint a full picture of how our result stands in comparison to previous results, let us state
what is know about the approximability of 2-CSPs; due to the vast literature regarding 2-CSPs, we
will focus only the regime of large alphabets which is most relevant to our setting. In terms of NP-
hardness, the best known inapproximability ratio is (log V)¢ for every constant ¢ > 0; this follows
from Moshkovitz-Raz PCP [MR10] and the Parallel Repetition Theorem for the low soundness
regime [DS14]. Assuming a slightly weaker assumption that NP is not contained in quasipolyno-
mial time (i.e. NP € U, DTIME(n{°8™)), 2-CSP is hard to approximate to within a factor of
2oz N)'™* for every constant 0 > 0; this can be proved by applying Raz’s original Parallel Repe-
tition Theorem [Raz98] to the PCP Theorem. In [Din16]], the author observed that running time
for parallel repetition can be reduced by looking at unordered sets instead of ordered tuples. This
observation implies thaf'] assuming ETH, no polynomial time N'/(ogloglog N)*_approximation al-
gorithm exists for 2-CSPs for some constant ¢ > 0. Moreover, under Gap-ETH, it was shown that,
for every sufficiently small £ > 0, an N°-approximation algorithm must run in time N(exP(1/¢)),
Note that, while this latest result comes close to the polynomial sliding scale conjecture, it does not
quite resolve the conjecture yet. In particular, even the weak form of the conjecture postulates that
there exists § > 0 for which no polynomial time algorithm can approximate 2-CSPs to within N°
factor of the optimum. This statement does not follow from the result of [Din16]. Nevertheless, the
Gap-ETH-hardness of [Dinl6] does imply that, for any f = o(1), no polynomial time algorithm
can approximate 2-CSPs to within a factor of N/(V),

In all hardness results mentioned above, the constructions give 2-CSP instances in which the
alphabet size n is smaller than the number of variables k. In other words, even if we aim for an
inapproximability ratio in terms of k instead of N, we still get the same ratios as stated above.
Thus, our result is the first hardness of approximation for 2-CSPs with poly(k) factor. Note again
that our result rules out any polynomial time algorithm and not just NO(©P(1/2))_time algorithm

'In [Din16], only the Gap-ETH-hardness result is stated. However, the ETH-hardness result follows rather easily.
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ruled out by [Dinl6]]. Moreover, our ratio is almost linear in £ whereas the result of [Din16]] only
holds for ¢ that is sufficiently small depending on the parameters of the Gap-ETH Hypothesis.

An interesting feature of our reduction is that it produces 2-CSP instances with the alphabet
size n that is much larger than k. Of course, this should remind us of the setting of 2-CSPs
parameterized by the number of variables k! We show that, even in this parameterized setting, the
trivial algorithm is still essentially optimal (up to lower order terms), assuming Gap-ETH:

Theorem 9.2. Assuming Gap-ETH, for any constant p > 0 and any function g, no algorithm can,
given a 2-CSP instance 1" with alphabet size n and k variables such that the constraint graph is the
complete graph on the k variables, distinguish between the following two cases in g(k) - (nk)°®
time:

e (Completeness) val(I') = 1, and,
e (Soundness) val(T') < 200sk)'/*7 /.

To the best of our knowledge, the only previous inapproximability result for parameterized 2-
CSPs is from [CFM 18]]. There the authors showed that, assuming Gap-ETH, no k°")-approximation
g(k) - (nk)®WM-time algorithm exists; this is shown via a simple reduction from parameterized in-
approximbability of DENSEST-£ SUBGRAPH from the previous chapter. Our result is a direct
improvement over this result.

We end our discussion on 2-CSPs by noting that several approximation algorithms have also
been devised for 2-CSPs with large alphabets [Pel07; CHKI11; KKT16; MM17; (Chl+17b]. In
particular, while our results suggest that the trivial algorithm achieves an essentially optimal ratio
in terms of k, non-trivial approximation is possible when we measure the ratio in terms of NV instead
of k: specifically, a polynomial time O(NN'/?)-approximation algorithm is known [CHK11].

Direct Steiner Network. As a corollary of our hardness of approximation results for 2-CSPs, we
obtain an inapproximability result for DIRECTED STEINER NETWORK (DSN) with polynomial
ratio in terms of the number of demand pairs. In DSN (sometimes referred to as DIRECTED
STEINER FOREST [FKN12; Chl+17al]), we are given an edge-weighed directed graph G and a set
D of k demand pairs (s1,%1), ..., (S, tx) € V x V and the goal is to find a subgraph H of G with
minimum weight such that there is a path in H from s; to ¢; for every i € [k]. DSN was first studied
in the approximation algorithms context by Charikar et al. [[Cha+99] who gave a polynomial time
O(k?/3)-approximation algorithm for the problem. This ratio was later improved to O (k'/2*¢) for
every € > (0 by Chekuri et al. [Che+11]]. Later, a different approximation algorithm with similar
approximation ratio was proposed by Feldman et al. [FKN12].

Algorithms with approximation ratios in terms of the number of vertices n have also been de-
vised [FKN12; Ber+13;Chl+17a; AB17]]. In this case, the best known algorithm is that of Berman
et al. [Ber+13]], which yields an O(n?3+¢)-approximation for every constant £ > 0 in polyno-
mial time. Moreover, when the graph is unweighted (i.e. each edge costs the same), Abboud and
Bodwin recently gave an improved O(n°-*7®)-approximation algorithm for the problem [AB17].
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On the hardness side, there exists a known reduction from 2-CSP to DSN that preserves ap-
proximation ratio to within polynomial factoﬂ [DK99]. Hence, known hardness of approximation
of 2-CSPs translate immediately to that of DSN: it is NP-hard to approximate to within any poly-
logarithmic ratio [MR10; |DS14], it is hard to approximate to within 2o’ factor for every € > 0
unless NP C QP [Raz98], and it is Gap-ETH-hard to approximate to within n°M factor [Dinl6].
Note that, since k is always bounded above by n?, all these hardness results also hold when n is
replaced by k in the ratios. Recently, this reduction was also used by Chitnis et al. [CFM 18] to rule
out k°(V-FPT-approximation algorithm for DSN parameterized by k assuming Gap-ETH. Alas,
none of these hardness results achieve ratios that are polynomial in either n or £ and it remains
open whether DSN is hard to approximate to within a factor that is polynomial in n or in k.

By plugging our hardness result for 2-CSPs into the reduction, we immediately get ETH-
hardness and Gap-ETH-hardness of approximating DSN to within a factor of k'/47°() as stated
below.

Kl/4

. , . o
Corollary 9.3. Assuming ETH, for any constant p' > 0, there is no polynomial time ATz

approximation algorithm for DSN.

Corollary 9.4. Assuming Gap-ETH, for any constant p' > 0 and any function g, there is no
g(k) - (nk)°W-time kY _approximation algorithm for DSN.

o(log k)1/2+p

In other words, if one wants a polynomial time approximation algorithm with ratio depending
only on k and not on n, then the algorithms of Chekuri et al. [Che+11]] and Feldman et al. [FKN12]
are roughly within a square of the optimal algorithm. To the best of our knowledge, these are
the first inapproximability results of DSN whose ratios are polynomial in terms of k. Again,
Corollary 0.4]is a direct improvement over the FPT inapproximability result from [CFM18]] which,
under the same assumption, rules out only k°")-factor FPT-approximation algorithm.

Unique Set Cover. Another consequence of our hardness of 2-CSP is an inapproximability result
for the (parameterized) k-UNIQUE SET COVER. This problem can be most easily thought of
as a promise problem where we are given a set system (U, S) with a promise that there exist
S1, ..., Sk € S that uniquely coverﬂ U, and the goal is to find minimum number of subsets from S
that covers U (not necessarily uniquely). Interestingly, the NP-hardness of approximation for SET
COVER of [Fe198] (and subsequent works [Mos12; DS14]) immediately implies the NP-hardness
of approximating UNIQUE SET COVER; that is, the solutions in the completeness case of their
instances uniquely cover the universe. However, our construction from Chapter [6]does not achieve
this.

On a technical level, this stems from the fact that the starting label cover instance in Chap-
ter [ does not have a desired “right-to-left projection property” (see Section for more details).
Nonetheless, here we observe that we can rephrase our 2-CSP hardness of approximation in terms

2That is, for any non-decreasing function p , if DSN admits p(nk)-approximation in polynomial time, then 2-CSP
also admits p(nk)¢-approximation polynomial time for some absolute constant c.
3That is, each element u € U appears in exactly one of the subsets.
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of a hardness of MAXCoV where the instance has this desired projection property. In doing so, we
manage to prove an FPT inapproximability result for k-UNIQUE SET COVER with factor k'/27°():

Theorem 9.5. Assuming Gap-ETH, for any function g, no algorithm can, given a SET COVER
instance (U, S, k), distinguish between the following two cases in g(k) - (nk)°W time:

o (Completeness) There exists Sy, ..., Sk € S that covers each element of U exactly once, and,
e (Soundness) No k*/>=°W) sets from S covers U.

We remark here that, similar to k-DOMSET, there is in fact no known f(k)-FPT-approximation
algorithm for £-UNIQUE SET COVER, which means that there is still a possibility that this problem
is totally FPT inapproximable. Unfortunately, this seems out of reach of the current techniques;
please refer to Section [9.8] for additional discussion regarding this.

Agreement tests

Our main result is proved through an agreement testing argument. In agreement testing there is a
universe U, a collection of subsets S7,...,S, C U, and for each subset S; we are given a local
function fg, : S; — {0,1}. A pair of subsets are said to agree if their local functions agree on
every element in the intersection. The goal is, given a non-negligible fraction of agreeing pairs,
to deduce the existence of a global function g : &« — {0, 1} that (approximately) coincides with
many of the local functions. For a more complete description see [DK17]].

Agreement tests capture a natural local to global statement and are present in essentially all
PCPs, for example they appear explicitly in the line vs. line and plane vs. plane low degree tests
[RS96; ASO3; RS97]. Note that these tests impose algebraic structures on the functions f’s (e.g. to
be low degree). On the other hand, our agreement theorem is “combinatorial”, in that fg,, ..., fs,
are allowed to be any function. This more closely resembles the so-called direct product testing,
which has exactly the same setting as us, except that typically the sets S, . . ., Sy are taken as all /-
size subsets of [n] [Imp+10; ITK09; DG08; DN17; IKW12]. However, the number of sets k = (’Z)
is large compare to our setting where k is very small (i.e. independent of n).

Previous works have studied the regime of “small £ as well, which corresponds to what is
called derandomized direct product tests in literature [Imp+10; IKW12; |(GK18]. Nevertheless, the
existing results require the fraction of agreeing pairs to be relatively large compared to ours.

More specifically, our agreement theorem works when the universe is [n] and the subsets
S1, ..., S have (n) elements each and are “in general position”, namely they behave like subsets
chosen independently at random. A convenient feature about this setting is, for instance, that every
pair of subsets intersect.

Since we are aiming for a large gap, the agreement test must work (i.e., yield a global function)
with a very small fraction of agreeing pairs, which in our case is close to 1/k. In this small
agreement regime the idea, as pioneered in the work of Raz-Safra [RS97], is to zero in on a sub-
collection of subsets that is (almost) perfectly consistent. From this sub-collection it is easy to
recover a global function and show that it coincides almost perfectly with the local functions in the
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sub-collection. A major difference between our combinatorial setting and the algebraic setting of
Raz-Safra is the lack of “distance” in our case: we can not assume that two distinct local functions
differ on many points (in contrast, this is a key feature of low degree polynomials). We overcome
this by considering different “strengths” of agreement, depending on the fraction of points on
which the two subsets agree. This notion too is present in several previous works on combinatorial
agreement tests [IKW12; DN17].

Organization of the Chapter. In the next section, we describe our reduction and give an overview
of the proof. Then, in Section we define additional notions and state some preliminaries. We
proceed to provide the full proof of our main agreement theorem in Section[9.3] Using this agree-
ment theorem, we deduce the soundness of our reduction in Section [9.4] We then plug in the
parameters and prove the inapproximability results for 2-CSPs in Section[9.5] In Section 9.6 we
show how the hardness of approximation result for 2-CSPs imply inapproximability for DSN as
well. Section|9.7|contains the hardness of approximation proof of £-UNIQUE SET COVER. Finally,
we conclude our work with some discussions and open questions in Section [6.9]

9.1 Proof Overview

Like other (Gap-)ETH-hardness of approximation results, our proof is based on a subexponen-
tial time reduction from the gap version of 3-SAT to our problem of interest, 2-CSPs. Before
we describe our reduction, let us define more notations for 2-CSPs and 3-SAT, to facilitate our
explanation.

2-CSPs. For notational convenience, we will modify the definition of 2-CSPs slightly so that
each variable is allowed to have different alphabets; this definition is clearly equivalent to the
more common definition used above. Specifically, an instance I' of 2-CSP now consists of (1) a
constraint graph G = (V, E), (2) for each vertex (or variable) v € V, an alphabet set 3J,, and, (3)
for each edge {u,v} € E, a constraint C,,, C ¥, x ¥,. Additionally, to avoid confusion with
3-SAT, we refrain from using the word assignment for 2-CSPs and instead use labeling, i.e., a
labeling of T is a tuple 0 = (0,)yey such that o, € X, for all v € V. An edge {u,v} € F is said
to be satisfied by a labeling o if (0, 0,) € X, x X,. Similar to before, the value of a labeling o,
denoted by val(c), is defined as the fraction of edges that it satisfies, i.e., |{{u,v} € E | (04,0,) €
Cuv}|/|E]. The goal of 2-CSPs is to find o with maximum value; we denote the such optimal value
by val(I), i.e., val(I") = max, val(o).

3-SAT. An instance ® of 3-SAT consists of a variable set X and a clause set C where each clause
is a disjunction of at most three literals. For any assignment ¢) : X — {0, 1}, val(¢) denotes the
fraction of clauses satisfied by ). The goal is to find an assignment v/ that satisfies as many clauses
as possible; let val(®) = max,, val(1) denote the fraction of clauses satisfied by such assignment.
For each C' € C, we use var(C') to denote the set of variables whose literals appear in C. We
extend this notation naturally to sets of clauses, i.e., for every 7' C C, var(T) = Uger var(C).
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Our Construction

Before we state our reduction, let us again reiterate the objective of our reduction. Roughly speak-
ing, given a 3-SAT stance & = (X, C), we would like to produce a 2-CSP instance I'4 such that

e (Completeness) If val(®) = 1, then val(I'y) = 1,

e (Soundness) If val(®) < 1 — ¢, then val(I') < k°!)/k where k is number of variables of
L',

e (Reduction Time) The time it takes to produce I'y should be 2°(™ where m = |C|,

where € > 0 is some absolute constant.

Observe that, when plugging a reduction with these properties to Gap-ETH, we directly arrive
at the claimed £'~°() inapproximability for 2-CSPs. However, for ETH, since we start with a
decision version of 3-SAT without any gap, we have to first invoke the PCP theorem to produce
an instance of the gap version of 3-SAT before we can apply our reduction. Since the shortest
known PCP has a polylogarithmic blow-up in the size (see Theorem [2.2)), the running time lower
bound for gap 3-SAT will not be exponential anymore, rather it will be of the form 2¢(m/polylogm)
instead. Hence, our reduction will need to produce I'y in go(m/polylogm) time  As we shall see later
in Section[9.5] this will also be possible with appropriate settings of parameters.

With the desired properties in place, we now move on to state our reduction. In addition to
a 3-CNF formula @, the reduction also takes in a collection 7 of subsets of clauses of ®. For
now, the readers should think of the subsets in 7 as random subsets of C where each element is
included in each subset independently at random with probability «, which will be specified later.
As we will see below, we only need two simple properties that the subsets in 7 are “well-behaved”
enough and we will later give a deterministic construction of such well-behaved subsets. With this
in mind, our reduction can be formally described as follows.

Definition 9.6 (The Reduction). Given a 3-CNF formula ® = (X, C) and a collection T of subsets
of C, we define a 2-CSP instance I's 7 = (G = (V, E), X, {Cys } fuwycr) as follows:

o The graph G is the complete graph where the vertex setis T, i.e., V =T and £ = (2—)

e For each T € T, the alphabet set Y1 is the set of all partial assignments to var(T) that
satisfies every clause in T, i.e., ¥p = {¢p : var(T) — {0, 1} | VC € T,y satisfies C'}.

e ForeveryT) # Ty € T, (Y1, Yr,) is included in Cr,r, if and only if they are consistent, i.e.,
Criry = {(¥ry, ¥n) € By X By, | Vo € var(Th) Nvar(13), vr (2) = ¥y () }.

Let us now examine the properties of the reduction. The number of vertices in 'y 7 is k = |T|.
For the purpose of the proof overview, o should be thought of as 1/polylogm whereas k should be
thought of as much larger than 1/« (e.g. k = exp(1/«)). For such value of k, all random sets in
T will have size O(am) w.h.p., meaning that the reduction time is 2™/P°¥108™ ag desired.
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Moreover, when @ is satisfiable, it is not hard to see that val(I' 7-) = 1; more specifically, if
1+ X — {0, 1} is the assignment that satisfies every clause of ®, then we can label each vertex
T € T of 'y 7 by ¥|var(r), the restriction of 4 on var(7T"). Since v satisfies all the clauses, ¥|var(r)
satisfies all clauses in 7', meaning that this is a valid labeling. Moreover, since these are restrictions
of the same global assignment 1), they are all consistent and every edge is satisfied.

Hence, we are only left to show that, if val(®) < 1 — ¢, then val(l's.7) < k°V)/k; this
is indeed our main technical contribution. We will show this by contrapositive: assuming that
val(Tg 1) = k°M /k, we will “decode” back an assignment to ® that satisfies 1 — ¢ fraction of
clauses.

9.1.1 Soundness Analysis as an Agreement Theorem

Our task at hand can be viewed as agreement testing. Informally, in agreement testing, the input
is a collection { fs}gses of local functions fs : S — {0,1} where S is a collection of subsets of
some universe I/ such that, for many pairs S; and Ss, fs, and fg, agree, i.e., fs,(z) = fs,(x) for
all z € S; N S,. An agreement theorem says that there must be a global function g : & — {0,1}
that coincides (exactly or approximately) with many of the local functions, and thus explains the
pairwise “local” agreements. In our case, a labeling 0 = {07 }rc7 with high value is exactly a
collection of functions o : var(7) — {0, 1} such that, for many pairs of 7} and T3, o7, and or,
agrees. The heart of our soundness proof is an agreement theorem that recovers a global function
¥ : X — {0,1} that approximately coincides with many of the local functions o’s and thus
satisfies 1 — ¢ fraction of clauses of ®. To discuss the agreement theorem in more details, let us
define several additional notations, starting with those for (approximate) agreements of a pair of
functions:

Definition 9.7. For any universe U, let fs, : S; — {0,1} and fs, : So — {0, 1} be any two func-
tions whose domains S1, So are subsets of U. We use the following notations for (dis)agreements
of these two functions:

o Let disagr(fs,, fs,) denote the number of x € S; N Sy that fs, and fs, disagree on, i.e.,
disagr(fs,, fs,) = {z € S1N S | fs,(x) # fs,(x)}].

e For any ( > 0, we say that fs, and fs, are (-consistent if disagr(fs,, fs,) < C|U|, and
we say that the two functions are (-inconsistent otherwise. For ( = 0, we sometimes drop
0 and refer to these simply as consistent and inconsistent (instead of 0-consistent and 0-
inconsistent).

¢
o We use fs, R fs, and fs, % [s, as shorthands for (-consistency and (-inconsistency re-
spectively. Again, for ¢ = 0, we may drop 0 from the notations and simply use fs, ~ fg,

and fs, % [s,-

Next, we define the notion of agreement probability for any collection of functions:
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Definition 9.8. For any ( > 0 and any collection F = {fs}ses of functions, the (-agreement
probability, denoted by agr(F) is the probability that fs is (-consistent with fs: where S and S’

are chosen independently uniformly at random from S, i.e., agrc(]-" ) = Prsges|fs 2 fs/]. When
¢ = 0, we will drop 0 from the notation and simply use agr(JF).

Our main agreement theorem, which works when each S € § is a large “random” subset,
says that, if agr(JF) is noticeably large, then there exists a global function that is approximately
consistent with many of the local functions in . This is stated more precisely (but still informally)
below.

Theorem 9.9 (Informal; See Theorem [9.17). Let S be a collection of k independent random an-
element subsets of [n|. The following holds with high probability: for any 3 > 0 and any collection
of functions F = {fs}ses such that § := agr(F) > koW /L, there exist a function g : [n] —

{0,1} and a subcollection S' of size §k*~°8") such that g £ fs forall S" € S'.

To see that Theorem implies our soundness, let us view a labeling 0 = {or}rer as a
collection F = {fs}ses where S = {var(T) | T € T} and fou(r) is simply o7. Now, when
val(o) is large, agr(F) is large as well. Moreover, while the sets S € S are not random subsets
of variables but rather variable sets of random subsets of clauses, it turns out that these sets are
“well-behaved” enough for us to apply Theorem This yields a global function ¢ : X —
{0,1} that are -consistent with many or’s. Note that, if instead of S-consistency we had exact
consistency, then we would have been done because v must satisfy all clauses that appear in any
T such that v is consistent with or; since there are many such 7’s and these are random sets, v
indeed satisfies almost all clauses. A simple counting argument shows that this remains true even
with approximate consistency, provided that most clauses appear in at least a certain fraction of
such 7”s (an assumption which holds for random subsets). Hence, the soundness of our reduction
follows from Theorem[9.9] and we devote the rest of this section to outline an overview of its proof.

Optimality of the parameters of Theorem[9.9] Before we proceed to the overview, we would
like to note that the size of the subcollection S in Theorem [9.9is nearly optimal. This is because,
we can partition S into 1/§ subcollections Sy, ..., Sy /5 each of size §k and, for each i € [1/4],
randomly select a global function g; : [n] — {0, 1} and let each fg be the restriction of g; to S for
each S € S;. In this way, we have agr(F) > 0k and any global function can be (approximately)
consistent with at most 0k local functions. This means that S’ can be of size at most §k in this case
and, up to a k() multiplicative factor, Theoremyields almost a largest possible S'.

9.1.2 A Simplified Proof: § > k°(1) /k'/> Regime

We now sketch the proof of Theorem Before we describe how we can find g when § >
kes-2() / k. let us sketch the proof assuming a stronger assumption that § > O, 5(1)/k'/2. Note that
this simplified proof already implies a k'/27°(}) factor ETH-hardness of approximating 2-CSPs. In
the next subsection, we will then proceed to refine the arguments to handle smaller values of 9.
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Let us consider the consistency graph of F. This is the graph G whose vertex set is S and
there is an edge between S; and S if and only if fs, and fg, are consistent. Note that the number
of edges in G is equal to kQ‘;_k, where the subtraction of £ comes from the fact that 6 = agr(F)
includes the agreement of each set and itself (whereas G does not).

Previous works on agreement testers exploit particular structures of the consistency graph to
decode a global function. One such property that is relevant to our proof is the notion of almost
transitivity defined by Raz and Safra in the analysis of their test [RS97]. More specifically, a

graph G = (V, E) is said to be g-transitive for some ¢ > 0 if, for every non-edge {u,v} (i.e.

{u,v} € (‘2/) \ F), u and v can share at most ¢ common neighbor Raz and Safra showed

that their consistency graph is (k'~*(!))-transitive where k denotes the number of vertices of the
graph. They then proved a generic theorem regarding (k'~%())-transitive graphs that, for any such
graph, its vertex set can be partitioned so that the subgraph induced by each partition is a clique
and that the number of edges between different partitions is small. Since a sufficiently large clique
corresponds to a global function in their setting, they can then immediately deduce that their result.

Observe that, in our setting, a large clique also corresponds to a global function that is consis-
tent with many local functions. In particular, suppose that there exists S’ C S of size sufficiently
large such that S induces a clique in G7. Since fs/’s are perfectly consistent with each other for
all S’ € &', there is a global function g : [n] — {0,1} that is consistent with all such fg’s.
Hence, if we could show that our consistency graph G is (k'~%(1))-transitive, then we could use
the same argument as Raz and Safra’s to deduce our desired result. Alas, our graph G7 does not
necessarily satisfy this transitivity property; for instance, consider any two sets 51,52 € S and
let fs,, fs, be such that they disagree on only one variable, i.e., there is a unique z € S; N .Sy
such that fs, () # fs,(z). It is possible that, for every S € S that does not contain z, fg agrees
with both fs, and fg,; in other words, every such S can be a common neighbor of S; and S5.
Since each variable = appears roughly in only ©(«) fraction of the sets, there can be as many as
(1 —O(a))k = (1 —o(1))k common neighbors of S; and S, even when there is no edge between
Sl and SQ'

Fortunately for us, a weaker statement holds: if fg, and fg, disagree on more than (n variables
(instead of just one variable as above), then S; and S, have at most O(In(1/{)/«) common neigh-
bors in G Here ¢ should be thought of as 3 times a small constant which will be specified later.
To see why this statement holds, observe that, since every S € § is a random subset that includes
each clause = € [n| with probability a, Chernoff bound implies that, for every subcollection ScCS
of size ((In(1/¢)/), Ug g S contains all but O(() fraction of variables. Let Ss,.5, € S denote
the set of common neighbors of S; and Ss. It is easy to see that S; and S5 can only disagree on
variables that do not appear in USEgsl,sz S. If Sg, g, is of size Q(In(1/¢)/a), then US€§SLSQ S
contains all but O(() fraction of variables, which means that S, and S, disagrees only on O(()

fraction of variables. By selecting the constant appropriately inside O(-), we arrive at the claim
statement.

“In [RS97]), the transitivity parameter ¢ is used to denote the fraction of vertices that are neighbors of both u and
v rather than the number of such vertices as defined here. However, the latter notion will be more convenient for us.
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In other words, while the transitive property does not hold for every edge, it holds for the edges
{S1, S2} where fs, and fs, are (-inconsistent. This motivates us to define a two-level consistency
graph, where the edges with (-inconsistent are referred to as the red edges whereas the original
edges in G7 is now referred to as the blue edges. We define this formally below.

Definition 9.10 (Red/blue Graph). A red-blue graph is an undirected graph G = (V, E = E,UE})
where its edge set E is partitioned into two sets E,, the set of red edges, and E, the set of blue
edges. We use the prefixes “blue-" and “red-" to refer to the quantities of the graph (V, E},) and
(V, E,.) respectively; for instance, u is said to be a blue-neighbor of v if {u,v} € Ej.

Definition 9.11 (Two-Level Consistency Graph). Given a collection of functions F = {fs}ses
and a real number 0 < ( < 1, the two-level consistency graph G7¢ = (V7¢ EF¢ U EZZ:C) is a
red-blue graph defined as follows.

o The vertex set V7 is simply S.

e The blue edges are the consistent pairs {S1, S}, i.e., By = {{S1, 52} € (‘;) | fs, = fs, }.

¢
o The red edges are the (-inconsistent pairs { Sy, Sa}, i.e., E, = {{S1, 5} € (‘g) | fs, % fsu )

Note that S, S constitute neither a blue nor a red edge when 0 < disagr(fs,, fs,) < (n.

Now, the transitivity property we argue above can be stated as follows: for every red-edge
{S1, S5} of GF¢, there are at most O(In(1/¢) /) different S’s such that both {S, S;} and {5, S}
are blue edges. For brevity, let us call any red-blue graph G = (V, E, U E,) q-red/blue-transitive
if, for every red edge {u,v} € F,, u and v have at most ¢ common blue-neighbors. We will now
argue that in any g-red/blue-transitive of average blue-degree d, there exists a subset U C V of
size Q(d) such that only O(qk/d?) fraction of pairs of vertices in U are red edges.

Before we prove this, let us state why this is useful for decoding the desired global function
g. Observe that such a subset U of vertices in the two-level consistency graph translates to a
subcollection S’ C S such that, for all but O(gk/d?) fraction of pairs of sets S;, Sy C &', {S1, 9}
does not form a red edge. Recall from definition of red edges that, for such Sy, Ss, fs, and fs,
disagrees on at most (n variables. In other words, S’ is similar to a clique in the (not two-level)
consistency graph, except that (1) O(qk/d?) fraction of pairs {S;, S»} are allowed to disagree on
as many variables as they like, and (2) even for the rest of pairs, the guarantee now is that they
agree on all but at most (n variables, instead of total agreement as in the previous case of clique.
Fortunately, this still suffices to find g that is O(/gk/d? + ()-consistent with ©2(d) functions. One
way construct such a global function is to simply assign each g(x) according to the majority of
fs(z) for all S € &’ such that x € S. (This is formalized in Section ) Note that in our
case ¢ = O(In(1/¢)/a) and d = Q(6k). Hence, if we pick ¢ < 2 and § > (¢'/?/3)/kY/? =
Op.o(1)/k'2, we indeed get a global function g that is 3-consistent with Q(J%) local functions.

We now move on to sketch how one can find such an “almost non-red subgraph”. For simplicity,
let us assume that every vertex has the same blue-degree (i.e. (V, Ej) is d-regular). Let us count
the number of red-blue-blue triangle (or rbb triangle), which is a 3-tuple (u, v, w) of vertices in
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V such that {u, v}, {v,w} are blue edges whereas {u,w} is a red edge. An illustration of a rbb
triangle can be found in Figure The red/blue transitivity can be used to bound the number
of rbb triangles as follows. For each (u*,w*) € V2, since the graph is ¢-red/blue-transitive there
are at most ¢ rbb triangle with u = u* and w = w*. Hence, in total, there can be at most ¢k? rbb
triangles. As a result, there exists v* € V' such that the number of rbb triangles (u, v, w) such that
v = v* is at most gk. Let us now consider the set U = N,(v*) that consists of all blue-neighbors
of v*. There can be at most ¢k red edges with both endpoints in NV, (v*) because each such edge
corresponds to a rbb triangle with v = v*. From our assumption that every vertex has blue degree
d, we indeed have that |U| = d and that the fraction of pairs of vertices in U that are linked by red
edges is O(qk/d?) as desired. This completes our overview for the case § > 4, (1)/k/2.

(a) a red-blue-blue triangle (b) a red-filled 4-walk (c) disjoint red-filled 4-walks

Figure 9.1: Illustrations of red-filled walks. The red edges are represented by red dashed lines
whereas the blue edges are represented by blue solid lines. Figure[9.1aland Figure[0.1b|demonstrate
a red-filled 2 walk (aka rbb triangle) and a red-filled 4-walk respectively. Figure shows two
disjoint red-filled 4-walks.

9.1.3 Towards § = k°()) /k Regime

To handle smaller §, we need to first understand why the approach above fails to work for § <
1/k'/2. To do so, note that the above proof sketch can be summarized into three main steps:

(1) Show that the two-level consistency graph G is g-red/blue-transitive for some g = k°().
(2) Use red/blue transitivity to find a large subgraph of G with few induced red edges.
(3) Decode a global function from such an “almost non-red subgraph”.

The reason that we need § > 1/k'/2, or equivalently d > k'/2, lies in Step 2| Although not
stated as such earlier, our argument in this step can be described as follows. We consider all length-
2 blue-walks, i.e., all (u, v, w) € V3 such that {u, v} and {v, w} are both blue edges, and, using the
red/blue transitivity of the graph, we argue that, for almost of all these walks, {u, w} is not a red
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edge (i.e. (u,v,w) is not a rbb triangle), which then allows us to find an almost non-red subgraph.
For this argument to work, we need the number of length-2 blue-walks to far exceed the number of
rbb triangles. The former is kd? whereas the latter is bounded above by k2q in g-red/blue-transitive
graphs. This means that we need kd? > k2q, which implies that d > k'/2.

To overcome this limitation, we instead consider all length-¢ blue-walks for ¢ > 2 and we will
define a “rbb-triangle-like” structure on these walks. Our goal is again to show that this structure
appears rarely in random length-¢ blue-walks and we will then use this to find a subgraph that
allows us to decode a good assignment for . Observe that the number of length-¢ blue walks is
kd’. We also hope that the number of “rbb-triangle-like” structures is still small; in particular, we
will still get a similar bound £%7°(Y) for such generalized structure, similar to our previous bound
for the red-blue-blue triangles. When this is the case, we need kdt > ko) meaning that when
¢ = w(1) it suffices to select d = k°), which yields k'~°(}) factor inapproximability as desired.
To facilitate our discussion, let us define notations for /-walks here.

Definition 9.12 (¢-Walks). For any red/blue graph G = (V, E, U Ey) and any integer { > 2, an
(-blue-walk in G is an ({ + 1)-tuple of vertices (vy,vs, ..., vep1) € VL such that every pair of
consecutive vertices are joined by a blue edge, i.e., {v;,v;11} € Ey for every i € [{]. For brevity,

we sometimes refer to (-blue walks simply as (-walks. We use W¢ to denote the set of all (-walks
in G.

Note here that a vertex can appears multiple times in a single /-walk.

One detail we have yet to specify in the proof is the structure that generalizes the rbb triangle for
¢-walks where ¢ > 2. Like before, this structure will enforce the two end points of the walk to be
joined by a red edge, i.e., {v1,vs11} € E,. Additionally, we require every pair of non-consecutive
vertices to be joined by a red edge. We call such a walk a red-filled (-walk (see Figure[0.1b):

Definition 9.13 (Red-Filled ¢-Walks). For any red/blue graph G = (V, E, U E}), a red-filled (-
walk is an (-walk (vy,vs, ..., ve1) such that every pair of non-consecutive vertices is joined by a
red edge, i.e., {v;,v;} € E, foreveryi,j € [{+1]suchthat j > i+1. Let WE denote the set of all
red-filled (-walks in G. Moreover, for every u,v € V, let VAVEG(U, v) denote the set of all red-filled
C-walks from u to v, i.e., W& (u,v) = {(v1, ..., vp41) € WE | 01 = u A vy = v}

As mentioned earlier, we will need a generalized transitivity property that works not only
for rbb triangles but also for our new structure, i.e. the red-filled /-walks. This can be defined
analogously to g-red/blue transitivity as follows.

Definition 9.14 ((g, /)-Red/Blue Transitivity). For any positive integers q,{ € N, a red/blue graph
G = (V, E, U Ey) is said to be (q, ()-red/blue-transitive if, for every pair of vertices u,v € V that
are joined by a red edge, there exists at most q red-filled (-walks starting at u and ending at v, i.e.,
IWE (u,0)] < .

Using a similar argument to before, we can show that, when S consists of random subsets where
each element is included in a subset with probability «, the two-level agreement graph is (g, ¢)-
red/blue transitive for some parameter ¢ that is a function of only « and ¢. When 1/« and ¢ are
small enough in terms of %, ¢ can made to be k°M . (The full proof can be found in Section )
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Once this is proved, it is not hard (using a similar argument as before) to show that, when
d > (kq)!, most (-walks are not red-filled, i.e., [WZ| > [WE|. Even with this, it is still unclear
how we can get back a “clique-like” subgraph; in the case of / = 2 above, this implies that a
blue-neighborhood induces few red edges, but the argument does not seem to generalize to larger
¢. Fortunately, it is still quite easy to find a large subgraph that a non-trivial fraction of pairs of
vertices do not form red edges; specifically, we will find two subsets Uy, U, C V' each of size d
such that for at least 1/¢? fraction of (uy,us) € U; X Us, {uy, us} is not a red edge. To find such
sets, observe that, if [WZ| > 2|W¢|, then for a random (vy, ..., ve11) € WE the probability that
there exists non-consecutive vertex v;, v; in the walk that are joined by a red edge is at least 1/2.
Since there are less than ¢?/2 such 4, j, union bound implies that there must be non-consecutive
i*,7* such that the probability that v;«, v;« are not joined by a red edge is at least 1/¢. Let us
assume without loss of generality that " < j*; since they are not consecutive, we have ¢* 41 < j*.

Let us consider v;«41,v;+—1. By a simple averaging argument, there must be u* and w* such
that, conditioning on v;«y; = u* and v+, = w*, the probability that {v;-,v;«} ¢ E, is at least
1/¢%. However, this conditional probability is exactly equal to fraction of (u1,us) € Ny(u*) x
Ny (w*) that u; and uy are not joined by a red edge. Recall again that N,(v) is used to denote the
set of all blue-neighbors of v. Thus, U; = N,(u*) and Uy = N,(w*) are the sets with desired
property.

We are still not done yet since we have to use these sets to decode back the global function g.
This is still not obvious: the guarantee we have for our sets Uy, U, is rather weak since we only
know that at least 1/¢? of the pairs of vertices from the two sets do not form red edges. This is in
contrast to the / = 2 case where we have a subgraph such that almost all induced edges are not
red.

To see how to overcome this barrier, recall that a pair Sy, Sy that does not form a red edge

corresponds to fg, R fs,- As a thought experiment, let us think of the following scenario: if
instead of just (-consistency, these pairs satisfy (exact) consistency, then we can consider the
collection F = { fg} geiy Where U = U, UU,. This is a collection of O(d) local functions such that
agr(F) > Q(1/£%). Thus, when d > ¢, we are in the regime where agr(F) > 1/d"/?, meaning
that we can apply our earlier argument (for the § > k°() /k!/2 regime) to recover ¢!

The approach in the previous paragraph of course does not work directly because we only know
that €(1/¢?) fraction of the pairs {S;, S} C U are (-consistent, not exactly consistent. However,
we can still try to mimic the proof in the regime > k°)/k'/? and define a red/blue graph in
such a way that such (-consistent pairs are now blue edges. Naturally, the red edges will now be
the (’-inconsistent pairs for some ¢’ > (. In other words, we consider the generalized two-level
consistency graph defined as follows.

Definition 9.15 (Generalized Two-Level Consistency Graph). Given a collection of functions F =
{fs}ses and two real numbers 0 < ( < (' < 1, the generalized two-level consistency graph

GF S8 = (V7S BF6C U EZT’C’C/) is a red/blue graph defined as follows.

e The vertex set V7 5< s simply S.
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e The blue edges are the (-consistent pairs {5y, S5}, i.e., BT = {{S}, %} € (‘;) | fs S
f52 }

!

, ¢
e The red edges are the ('-inconsistent pairs {Sy, S2}, i.e., E7%¢ = {{S), S} € (‘;) | fs, %
fSQ}'

As its name suggests, the generalized two-level consistency graph is a generalization of the
two-level consistency graph from Definition ; namely G7*¢ in the more general definition
coincides with G7¢ in the original definition.

Now, it is not hard to show that when ¢’ >> (/a, the graph G7¢<" is again ¢-red/blue transitive
for some ¢ that depends only on « and ¢. This means that we can apply our argument from the
§ > 1/kY/27M regime on the graph G7¢<', which yields a subset U C U such that almost all pairs
{S1, 82} C U are (’-consistent. By selecting the parameters appropriately, such an almost non-red
subgraph once again gives us the desired global function. This wraps up our proof overview.

9.2 Additional Preliminaries

9.2.1 Parameters of Well-Behaved Subsets

We next recall two properties of collections of subsets, which will be needed in our soundness
analysis. First, recall that, in our proof overview for the weaker k1/2=o() factor hardness, we need
the following to show the red/blue transitivity of the consistency graph: for any r subsets from the
collection, their union must contain almost all clauses. Here r is a positive integer that effects the
red/blue transitivity parameter. This coincides with the definition of dispersers (Definition [2.20).
For walks with larger length, we need a stronger property that any union of r intersections of ¢
subsets are large. Recall that this is exactly the notion of intersection dispersers in Definition 2.21]

Another property we need is that any sufficiently large subcollection S of S is “sufficiently
uniform” in the sense of Definition [2.18] More specifically, recall that the uniformity condition
requires that almost all clauses appear in not too small number of subsets in S. This is used when
we decode a good assignment from an almost non-red subgraph.

Using standard concentration bounds, it is not hard to show that, when m is sufficiently large,
a collection of random subsets where each element is included in each subset independently
with probability « is an (1/0(a*),¢,0(1))-disperser and every subcollection of size Q(1/a) is
(cr, O(1)) uniform. This can be easily derandomized using the construction from Section as
stated formally below.

Lemma 9.16 (Deterministic Construction of Well-Behaved Subsets). For any k, ¢, q € N and any
integer m > q**1, let U be any m-element set. Then, there is a collection T of k subsets of U with
the following properties with « :== 1/q.

e (Size) Every subset in T has size at most 2am.
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e (Intersection Disperser) For any > 0, T is a ([In(1/n)/a*], ¢, n)-intersection disperser.

e (Uniformity) For any ju > 0, any subcollection T C T of size [81n(1/u)/a] is (o)2, p)-
uniform.

Moreover, such a collection T can be deterministically constructed in time O(m - ¢%).

Proof. Let 2 = |m/q"]. To define the sets, we first partition / into two parts U°,U*, where U° is
of size ¢* - z and U is of size m — [U°| < ¢*. We associate the elements of U with [¢]* x [2].
Let 71, ..., T} be the sets as in Definition with ¢ = 1. We define the set 77, ..., T, C U by
T! = (T; x [2]) UU'. The intersection disperser property and uniformity of 7 = {T7},...,T}}
follows immediately from Propositions and respectively. Finally, each set is of size at
most ¢*~! - 2 + ¢* < 2am, where the inequality comes from our assumption that m > ¢**!. [

Let us turn our focus back to our main technical contribution: the agreement testing theorem.

9.3 The Main Agreement Theorem

The main goal of this section is to prove the following agreement theorem, which is the formal
version of Theorem [9.9]and is also the main technical contribution of this chapter.

Theorem 9.17. For any 0 < n,(,v,u < L and r, €, k,h,n,d € N such that { > 2, let S be any
collection of k subsets of [n] such that S is (r,(, C)-intersection disperser and every subcollection
S C S of size h is (v, p)-uniform, and let F = {fs}ses be any collection of functions. If

2),1/¢ . ) .
d == agr(F) = %, then there exists a subcollection S’ C S of size at least %

and a function g : [n] — {0, 1} such that g £ fsforall S € 8" where

65536h 16
522\/5]{‘*'#4‘2(/7-

While the parameters of the theorem can be confusing, when each subset in S is a random
an-size subset of [n], the parameters we are interested in are as follows: p and 7 both go to 0 as
n goes to infinity, h and  depend only on a, and, r is O(1/a’). Since we want the requirement
on soundness as weak as possible, we want to minimize (rf)2k/* = 20«(+(0sk)/)  Hence, our
best choice is to let £ = /log k, which indeed yields the k/20°5%)""*"" ratio inapproximability for
2-CSPs.

To prove this theorem, we follow the general outline as stated in the proof overview section. In
particular, the proof contains five main steps, as elaborated below.

(1) First, we will show that when S is an intersection disperser with appropriate parameters, then
the two-level consistency graph G7¢ satisfies (g, £)-red/blue transitivity for certain g, £.
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(2) Second, we argue that, for any red/blue transitive graphs that contains sufficiently many blue
edges, we can find a large subset U of vertices such that a reasonably large fraction of pairs
{S1,S2} C U are non-red. This is done by counting red-filled ¢-walks for an appropriate ¢.

(3) We then focus on F = {fs} and show, using a uniformity condition of S, that the generalized
two-level consistency graph G7<< is red/blue transitive with certain parameters.

(4) Next, counting rbb triangles reveals a large “almost non-red subgraph” in the graph G,
(5) Finally, we decode a global function from this almost non-red subgraph.

This section is organized as follows. In Subsection we show transitivity properties of
the two-level and generalized two-level consistency graphs, i.e., Steps[I]and [3] Subsection [9.3.2]
contains a structural lemma regarding an existence of a large subgraph with certain non-red density
in red/blue transitive graphs; this lemma is at the heart of Steps[2]and @ Next, in Subsection9.3.3]
we prove Step[5] Finally, in Subsection[9.3.4] we put these parts together and prove Theorem

9.3.1 Red/Blue-Transitivity of (Generalized) Two-Level Consistency Graph
Red/Blue-Transitivity from Intersection Disperser

The first step in our proof is to show that the two-level consistency graph G7¢ is red/blue-transitive,
assuming that S is an intersection disperser. Specifically, our main lemma is the following:

Lemma 9.18. If S is an (r,(,()-intersection disperser, then, for any F = {fs}ses, G7* is
((r0)*“=Y ¢)-red/blue-transitive.

We note here that both in Lemma[9.18]and Claim[9.19|below, the transitivity property holds not
only for /-walks as specified in the statements, but also for (¢ + 1)-walks. However, since the latter
does not yield any improvement to our main results, we work with only /-walks, which makes the
calculations cleaner.

In other words, we would like to show that, for every 51, Ss € S that are joined by a red edge in
G7¢, there are at most (r¢)2“~1) red-filled ¢-walks from S to S. The intersection disperser does
not immediately imply such a bound, due to the requirement in the definition that the subcollections
are disjoint. Rather, it only directly implies a bound on number of disjoint ¢-walks from S to Ss,
where two ¢ walks from Sy to Sy, (Ty = Si,...,Tip1 = o), (T] = Sh,..., Ty, = Sb) €
W¢ e (S1, S2), are said to be disjoint if they do not share any vertex except the starting and ending
vertices, i.e., {Ts, ..., Ty} {Ty, ..., T;} = (). Note that multiple walks sharing starting and ending
vertices are said to be disjoint if they are mutually disjoint. The following claim follows almost
immediately from definition of intersection dispersers:

Claim 9.19. If S is an (r,{,()-intersection disperser, then, for any F = {fs}ses, any integer
2<p<{landany{Sy,Ss} € Ef’C, there are less than r disjoint p-walks from S, to Sy in G7.
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Proof. Suppose for the sake of contradiction that S is an (r, ¢, {)-intersection disperser but there
exist F = {fs}ses,2 < p < £ and {5, 5} € E7* such that there are at least r disjoint p-
walks from S; to Sy. Let these walks be (711 = S1,T12,....T1p, Tipr1 = S2),..., (11 =
Sl; T7"727 e 7Tr,p7 Tr,erl == SQ) S WpG]:’C (Sl, SQ)

For each i € [r], consider any z € ]

t T; ;. Apriori this intersection may be empty but since
S is an intersection disperser this usually does not occur. Since {7} ;,T; 11} € FE; * for every

J € [p|, we have
fSl(l’) = fTi,l(x> - fTi,Q(x) == fTi,p(x> - fTi,p-l»l(x) - f52(l’).

Hence, for every z € U]_,; ( ?;Li TqJ-), fs,(x) = fs,(x). Let T* denote |J]_, (ﬂfzz Tq,j).
Since T} 1 = Sy and T} 41 = S, for all i € [r], we have

¥ (m ) (NS AT

i=1 \j=1

In other words, fg, and fs, can only disagree on variables outside of 7. However, since S is
an (r, ¢, {)-intersection disperser, we have |7*| > (1 — {)n. Hence, disagr(Si, S2) < (n, which
contradicts with {5}, Sy} € E ¢, O

Since all 2-walks from S; to S, are disjoint, the above claim immediately gives a bound on
the number of red-filled 2-walks from S to S5. To bound the number of red-filled walks of larger
lengths, we will use induction on the length of the walks. Suppose that we have bounded the
number of red-filled i-walks sharing starting and ending vertices for 7 < z — 1. The key idea in the
proof is that we can use this inductive hypothesis to show that, for any 57, .55, S € S, few z-walks
from S; to S, contain a given S. Here we say that a z-walk (77 = Sy,...,T, = S5) from S to S,
contains S if S € {T5,...,T.}. This implies that for a given z-walk from S; to S, there are only
few walks that are not disjoint from it. This allows us to show that, if there are too many z-walks,
then there must also be many disjoint z-walks as well, which would violate Claim[9.19] A formal
proof of Lemma based on this intuition is given below.

Proof of Lemma[9.18] For every integer ¢ such that 2 < ¢ < /, let P(i) denote the following
statement: for every Sy, Sy € S, WS (54, S5)| < (r4)2~Y). For convenience, let B; = ()21
forevery 2 < ¢ < /L.

Base Case. Since every different 2-walks from .S; to S, are disjoint, Claim immediately
implies that the number of 2-walks from Sy to S5 is at most r < Bs.

Inductive Step.

Suppose that, for some integer z such that 3 < z < ¢, P(3),..., P(z — 1) are true. We will
show that P(z) is true. To do so, let us first prove that, for any fixed starting and ending vertices,
any vertex cannot appears in too many red-filled z-walks, as stated in the following claim.

Claim 9.20. For all 51,55, S € S, the number of red-filled z-walks from S, to Sy containing S in
G”7¢ is at most B,/ (zr).
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Proof. First, observe that the number of red-filled z-walks from S; to S, containing .S is at most
the sum over all positions 2 < j < z of the number of z-walks from S; to S such that the j-th
vertex in the walk is .S. More formally, the number of red-filled z-walks from S; to S, containing
S'is

{(T1, Tean) €WE(81,8) | 2 <5 < 2. T = SH < ST Topr) € WETE(S1,8) | Tj = S},
Jj=2

Now, for each 2 < j < z, to bound the number of red-filled z-walks from .S; to S; whose j-th
vertex is .S, let us consider the following three cases based on the value of j:

1. 3 < j < z— 1. Observe that, for any such walk (T} = S1,75,...,7; = 5,...,1,, 1,41 =
S3), the subwalk (77 = S4,...,7; = S)and (T; = S,...,T,11 = S2) must be red-filled
walks as well. Since the numbers of red-filled (j — 1)-walks from S; to .S and red-filled
(z + 1 — j)-walks from S to Sy are bounded by B;_; and B,.;_; respectively (from the
inductive hypothesis), there are at most B;_; choices of (17 = S1,...,7; = S) and B,4;_;
choices of (7; = S,...,T,_1,T, = S). Hence, there are at most B;_1B,;;_; red-filled
z-walks from S to Sy whose j-th vertex is S.

2. j = 2. In this case, the subwalk (T; = S,...,T,4; = S2) must be a red-filled (z — 1)-walk
from S to S;. Hence, the number of red-filled z-walks from S; to S, where 7; = S is
bounded above by B, _;.

3. 7 = z. Similar to the previous case, we also have the bound of B, ;.

For convenience, let B; = 1. The above argument gives us the following bound for every 2 < j <
z:

{(T3,... ., Ton1) € WZGRC(SLSQ) | T; = S} < Bj-1Boy1--

Summing this over j, we have the following upper bound on the number of red-filled z-walks
from S; to S, containing S:

> BjoaBeiay =3 (r(G = D))V (r(z + 1= 5)*7) < 3o(r2)**70 < B/ (ar),
j=2 j=2 j=2
which concludes the proof of the claim. J

Having proved the above claim, it is now easy to show that P (z) is true. Suppose for the sake of
contradiction that there exists 1, S, € S such that WS (Sy, S,)| > B.. Consider the following
procedure of selecting disjoint walks from WS (Sy, S,). First, initialize U = WS (S;, S,) and

repeat the following process as long as U # (): select any (77, ...,T,41) € U and remove every
(T1,...,T.,,) that is not disjoint with (7%,...,7.4;) from U. Observe that, each time a walk
(Ty,...,T.41) is selected, the number of walks removed from U is at most B, /r; this is because

each removed walk must contain at least one of 15, ...,T),, but, from the above claim, each of
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these vertices are contained in at most B, /(zr) walks. Since we start with more than B, walks, at

least r walks are picked. These walks are disjoint z-walks starting from S; and Sy, which, due to
Claim[9.19] is a contradiction. Thus, P(z) is true as desired.

Hence, P({) is true, which, by definition, implies that G 5 is ((r¢)2(~1), ¢)-red/blue-transitive.

[

Red/Blue-Transitivity from Uniformity

In Step [3] of our proof, we need to show red/blue-transitivity of the generalized two-level consis-
tency graph G7¢<", This is encapsulated in the following lemma.

Lemma 9.21. If every subcollection S C S of size r is (v, p)-uniform, then, for any ¢ > 0,
¢ > p+2¢/v and F = {fs} ses, the generalized two-level consistency graph GT<¢ is r-red/blue
transitive.

The proof of the lemma is quite simple. The key observation is that, if S; and S, are joined
by a red edge and 7" is a common blue-neighbor in the graph G7¢<, then it means that 7" only
hits a small number (i.e. 2¢n) of the variables on which fs, and fs, disagree. In other words,
such variables appear less frequently in common blue-neighbors of S; and Ss. If the common-blue
neighbor set is of size r, this contradicts the fact that the set is (-, )-uniform. This intuition is
formalized below.

Proof of Lemma[9.21) Suppose for the sake of contradiction that G7*¢" is not r-red/blue transitive.

That is, there exist S, .5, € S that are joined by a red edge such that there are r red-filled 2-walks

(i.e. rbb triangle) from S to Sy. Suppose that these walks are (S7, 71, S2), (S1, T2, S2), - -« , (S1, Ty, Sa).
For every i € [r], since (S1,T;,S2) is a 2-walk, {S1,7;} and {Ss,T;} are blue edges. This

implies that

disagr(f517 sz‘)> disagr(sza le) < C?’L (91)

On the other hand, we can lower bound E;c},j[disagr(fs,, fr,) + disagr(fs,, fr,)] as follows.
First, let let X4528" denote the set of all € Sy N Sy such that fs, (z) # fs,(x); since {S1, Sy} is a
red edge, we have |X%%"| > ('n. We can rearrange E;c,j[disagr(fs,, fr;) + disagr(fs,, fr,)] as

Eie[ﬂ [disagr(fsl, sz) + diS&gr(fSw sz)}

= <Pf [z € (S1NT) A fs,(x) # fr, ()] +i1€3[£}[=’17 € (S2NTi) A fsy() # fTL-(I)])
z€[n|

i€]r]

> 5 (Brle €T ) £ ]+ Bfe €T o) £ o)
reXdisagr
> 5 (il e TAUSE) £ 1)V o) # )]
reXdisagr
= 2 PrleeT 9.2)

Z‘6)(disagr
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We remark here that the second inequality comes from union bound, whereas the last equality
follows from the fact that (fs, () # fr.(z)) V (fs,(x) # fr,(z)) is always true when fs, (x) #
J S2 (3: ) :

Recall that {7}, ...,7,} C Sis asubcollection of size r and is thus (v, ;¢)-uniform. Let X, be
the set of all € [n] that appears in at least y fraction of 7’s. The (-, pt)-uniformity of {77y, ..., 7.}
implies that |X>,| > (1 — p)n. From this and from |X%52€"| > (’n, we can lower bound the right
hand side of (9.2)) further as follows:

> PrlzeT)> > PErT[a: €T = XM N X | > (¢ — p)n = 2(n (9.3)

xexdisagr TZET xexdisagrmx2’y

k3

where the last inequality comes from our assumption that ¢' > p + 2¢/~.
Finally, combining (9.1), (9.2) and (9.3)) yields the desired contradiction. O

9.3.2 Finding Almost Non-Red Subgraph in Red/Blue-Transitive Graph

Recall that in two steps of our proofs, we need to utilize the red/blue transitivity of the (generalized)
two-level consistency graph to find a large subgraph with certain number of non-red pairs:

e Specifically, in Step [2, we would like to show that, for appropriate values of ¢ and ¢, any
(q, ¢)-red/blue transitive graph with sufficiently many blue edges must contain a sufficiently
large subgraph whose significant (i.e. 1/¢?) fraction of pairs of vertices are non-red.

e Additionally, in Step 4} we need to show that any o(d?/k)-red/blue transitive graph with
sufficiently many blue edges must contain a sufficiently large subgraph such that almost all
pairs of its vertices are non-red.

It turns out that a single lemma stated below suffices for both steps. In particular, the lemma below
returns a subgraph such that roughly 1/ (520) fraction of pairs of its vertices are non-red. Plugging
in /o = ¢ recovers our former objective whereas setting ¢, = 2 satisfies the latter.

Lemma 9.22. For every ko, qo, {o, dy € N such that {y > 2 and every ko-vertex (qo, {o)-red/blue-
transitive graph G = (V, E, U E}) such that | Ey| > 2kody, there exist subsets of vertices Uy, Uy C
V each of size at least dy such that |{(u,v) € Uy x Uy | {u,v} ¢ E.}| > |Up||Us|(1 — %)/(g‘))
Moreover, when {y = 2, the previous statement remains true even with an additional requirement
that Uy = Us.

The proof of Lemma below is exactly as sketched earlier in Subsection 9.1

Proof of Lemma[9.22] We start by preprocessing the graph so that every vertex has blue-degree at
least djy. In particular, as long as there exists a vertex v whose blue-degree is at most dy, we remove
vfrom G. Let G’ = (V', E/ U E}) be the graph at the end of this process. Note that we remove less
than kody blue edges in total. Since at the beginning | Ey| > 2kody, we have |E}| > kody. Observe
also that G’ remains (qo, {o)-red/blue-transitive.
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Since V" is (qo, ¢y )-red/blue-transitive, we can bound the number of red-filled ¢y-walk as fol-
lows.

|W€0,|: Z |Weol<ua1’)|< Z 9 < qok;.

u,veV/ u,veV/’
{uv}er, {uv}er,
. / — . . .
Moreover, notice that |Wg | > (kodo) - dY ™ = kod?; this is simply because there are at least

kodq choices for (v1, v9) (i.e. all blue edges) and, for any (vy, ..., v;_1), there are at least dy choices
for v;.

Hence, we have \W\KGO/MWEO/\ < qoko/df. This implies that 1—qoko/df < Pr(vl,...,wo+1)ewf’ [(V1, .y Vggt1) €
0

Wg'] This probability can be further rearranged as follows.

Pr (V1. V1) § WE] = Pr [3i,j € [€o+ 1] such that j > i + 1, {v;,v;} ¢ E!]
(v17---,vzo+1)€W§é, (v1,..-,veo+1)erCé'
(Union Bound) < > Pr Hvi, v} ¢ B
i,5€[lo+1] (”17~--uv40+1)ewgco
J>i+1

Now, note that the number of pairs of i, j € [¢y+1] such that j > i+11s (50; 1) —ly = (g‘)). This

implies that there exists one such 4, j such that Pr(v1,...,ve0+1)€Wg)/ {vi,v;} ¢ E'] > (1— %)/ (éo)

b 2)"
The probability Pr(vl’m,%ﬂ) ewe’ [{vi,v;} ¢ E!] can now be bounded as follows. 0

Pr Huviv} ¢ E]

G
(v17---,wo+1)€Weo

=y Pr Hvi, v} € B | vign = uAvjq = v Pr (visn =uAvj =0
u,v (1}1,...,Ug0+1)€WZGO (”Ul,...,'vgoJrl)EWeGO

< [ max Pr Vs, Vs Elvi=ulhv, =0 Pr Vil = UNVi_] =0
S (u,v (V1 WO+1)6W€C;/[{ (2] j} ¢ r| i+1 j—1 ]) (% (v1,---7wo+1)€Wg)/[ i+1 j—1 ])

= H&%X Pr G/[{’UZ', Uj} ¢ E; | Vi1 = U A Vj—1 = U]

’ (’U17'“7’UZ0+1)€W[0

where the summation and maximization is taken over all u, v € V' such that Pr

UNVj_ = v] is non-zero. Hence, we can conclude that there exists u*, v* € V’ such that

/ ¥ N k 1
Pr Mo € B Lo = Ao =] > (1= B0/ ().

0
(v1,...,ve0+1)€W20 dOO 2

The expression on the left is exactly [{(u,v) € Ny(u*) x Np(v*) | {u,v} ¢ E/}/(|Np(u*)| -
| Np(v*)|). From this and from every vertex in G’ has blue-degree at least dy, U; = Ny(u*), Uy =
Ny(v*) are the desired sets. Finally, observe that, when ¢ = 2, we must have ¢ = 1 and j = 3,
resulting in v; 11 = v;_q; this implies that ©* = v™ and we have U; = U,. ]
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9.3.3 Majority Decoding of an Almost Non-Red Subgraph

In the last step of our proof, we will decode a global function g from a sufficiently large almost non-
red subgraph in the two-level consistency graph G7¢<". Recall that an almost non-red subgraph in
G7 <" simply corresponds to a subcollection S’ such that, for almost all pairs (S;, Sy) € S’ x S,
fs, is ¢'-consistent with fg,. The main result of this subsection is that, given such &’, we can find
a global function g that approximately agrees with most of the local functions in the subcollection.
This is stated more precisely below.

Lemma 9.23. Let F = {fs}secs' be a collection of functions such that agr.,(F) > 1 — k. Then,
the function g : [n] — {0, 1} defined by g(x) = Majority ses' (fs(x)) satisfies
zeS

Eses [disagr(g, fs)] < ny/x + ¢

Proof. Recall that agr,(F) > 1 —k is equivalent to Prg, s,cs' [fsl (x) & Is, (:L‘):| > 1— k. Hence,

ES1,S265’[disagr(fS1ang)] < $1.55 ES’[fsl % fSQ] n+ Sl,EQTGS’[fsl g fSQ] ) (C/n) < (R—‘f_ C,)n
9.4)

We can then lower bound the expression on the left hand side as follows.

ESI SzES’[dlsagr fS17 fSQ Z Pr .1' € Sl Nz € S2 A fS1 (33') 7& fSQ(x)]

S1,52€8’

> z G Pl € SinT €SN fs,(x) # g(x) A fs,(x) = g(@)
€fn)
= > Prlr€SiAfs (o) #g(@)] Prle € S fs,(2) = g())

S
z€[n] 165

(Since g(z) = Majority(fs(z))) > Z SEIZS'[JE € S1 A fs,(x) # g(x)] Sil:s/[x € Sy A fs,(x) # g(z)]
€ln

Ses’
zeS

-3 (SPe’g/[x € SA fs(x) # g(ﬂc)])2

z€[n]

2
(Power Mean Inequality) > — - (Z Pr [x € SA fs(x) # g(q:)])

el ®

1
= (Eses [disagr(g, fs)])” . 9.5)

Combining (9.4) and (9.5)) gives the desired bound. O

9.3.4 Putting Things Together: Proof of Theorem

Finally, we put all five steps together as outlined at the beginning of this section. This is formalized
below. Note that Theorem follows from the theorem below simply by Markov inequality.
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Theorem 9.24. For any 0 < n,(,v,u < land r,{,k,h,n,d € N such that { > 2, let S be any
collection of k subsets of [n] such that S is (r, {, ()-intersection disperser and every subcollection
S C S of size h is (v, p)-uniform, and let F = {fs}ses be any collection of functions. If
§ = agr(F) > %W’ then there exists a subcollection ' C S of size at least 125&2
and a function g : [n] — {0, 1} such that

65536A06

2 /7.
sn THT/y

Eses [disagr(g, fs)] < ”\/

Proof. Observe that agr(F) directly corresponds to the number of blue edges |Eb]:§| in the two-
level consistency graph G*¢. In particular, agr(F) = J means that the number of blue edges
is (0k* — k)/2. Since S is a (r,/,()-intersection disperser, Lemma implies that G is
((r£)?“=1Y ¢)-red/blue-transitive. Let d = L'E;qj = [%-L]; since § > w, we have
d > (rf)*kY",

Applying Lemma [9.22] with G = G¥< kg = k, by = £,qp = (r0)** V) and dy = d, we can
conclude that there exist subsets Uy, Uy C V7€ each of size at least d such that

{(u,v) € Uy x Uy | {u,v} ¢ EF <} 1= (rO)*=Vk/d" .
|UL||Us| g (5) s

2

where the last inequality follows from our aforementioned lower bound on d and from ¢ > 2.
Next, observe that, if we let U] and U} be random subsets of Uy, U, of size d, then we have

E {(u,v) e U x Uy | {u',v'} ¢ BT} {(u,0) € Uy x Uy | {u, v} ¢ EJ Y
Yl d? B |UL[|Us]

As a result, there exists (71, (72 each of size exactly d such that

{(@.2) € 01 x O | {5} ¢ B7Y 1

- - 9.6)

Now, let U = U, U Us. implies that the number of {@, 7} C U such that {@,0} ¢ E7<
is at least d?/(2¢?) — d where the factor of 2 comes from the fact that each pair {u, v} is double
counted in the left hand side of and the subtraction of d comes from the fact that the left hand
side of also count the case where @ = .

Now, let F = {fs} sei» ¢ = p+ 2¢ /7 and consider the two-level consistency graph GF <L,

Observe that {u, v} is a blue edge in this new graph GF<<¢ if and only if it is not a red edge in the
original graph G”¢. Hence, the bound derived in the previous paragraph implies that

B s Ly
T
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Let d = |EJSS|/(2)0)) > |ET“Y|/(4d) = d/(80%) — 1/4. Recall that d = |(6k — 1)/4];
from § > (10 + 64(rf)?)/k, we have d > 8¢% and d > 6k /8. Hence, we have d' > d/(16(%) >
ok /(1280?).

Furthermore, by Lemma [9.21] and from our assumption that every subcollection of S of size
h is (7, p)-uniform, the graph G7¢<" is h-red/blue transitive. Applying Lemma with G =
GT kg = |U| < 2d, 0y = 2,qp = h and dy = d', there must be a set U’ C U 0f51ze at least d’
such that

1o / / o F.C. ¢ 4 6
H(w',v")eU xU" | {u,v'} ¢ E }]21_2hd>1_512h€ 21_65536h€
|U’|? (d")? d ok
where the last two inequalities follow from d’ > d/(16/%) and d' > 6k /(128¢?) respectively.

Let 7/ = {fs}secyr. Observe that the expression on the left hand side of (9.7) is simply
agr,,(F'). Hence, by Lemma | there exists a function g : [n] — {0, 1} such that

/ 65536h€6 65536h€6
Egser[disagr(g, fs)] \/ pA4-2¢/7.

In other words, U’ is the desired subcolleetlon, which completes our proof. OJ

9.7)

9.4 Soundness Analysis of the Reduction

We will next use our agreement theorem to analyze the soundness of our reduction. The soundness
of our reduction can be stated more precisely as follows:

Theorem 9.25. For any A € N, let ® be any 3-CNF formula with variable set X and clause set
C such that each variable appears in at most A clauses. Moreover, for any 0 < n,(,v,u < 1
and r, 0, k,h,d € N such that { > 2, let T be any collection of k subsets of C such that T
is (r, ¢, C)-intersection disperser and every subcollection T C T of size h is (v, p)-uniform. If

val(®) < 1 — pu — (3A/v)\/4Apu + 6A( /7, then

10 + 64(r0)%kY* 4 6553602/
3 :

Again, we will prove the contrapositive that if val(I's 7) is large, then val(®) is also large.
Recall that val(I's 7) being large implies that there exists a labeling 0 = {or}7re7 with high
agreement probability. We would like to apply our agreement testing theorem. Note however
that Theorem [9.24] only applies when the subsets of variables are “well-behaved” (i.e. satisfies
uniformity and is an intersection disperser). However, in our construction, the subset of variables
are not random, rather they are variable set of random subsets of clauses. Hence, we will first need
to translate the “well-behavedness” from subsets of clauses to their corresponding variable sets;
this is shown in Section[9.4.1] Once this is in place, we can apply Theorem [9.24] which gives us a
global assignment that approximately agrees with many or’s. We show in Section [9.4.2] that such
assignment satisfies most of the constraint, which implies that val(®) must be large as desired. The
full proof of Theorem can then be found in Section9.4.3

Val(r(?"]’) <
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9.4.1 Well-Behave Subsets of Clauses vs Well-Behave Subsets of Variables

For convenient, let us define an additional notation:

Definition 9.26. Let ® be any 3-CNF formula and T be any subset of clauses of ®. We use Sg 1
to denote the collection {var(T)}rer of subsets of variables.

Note that the subsets in Sg 7 are indeed the variable sets of our labeling o = {07 }rc7. More-
over, it is rather straightforward to see that both uniformity and intersection disperser conditions
translate from 7 to Sg 7 with little loss in parameters, provided that each variable appears in
bounded number of clauses. These observations are formalized and proved below.

Lemma 9.27. Suppose that every variable in ® appears in at least one and at most A clauses. If
T is (y, p)-uniform, then Sg 7 is (v, 3Ap)-uniform.

Proof. First, observe that, since each variable appears in at most A clauses, we have n > m/A.
Now, let C-, = {C € C | Prrer[C € T] 2 v} and X, = {z € X | Prges, [z € S] = 7}
Recall that (v, ;¢)-uniformity of 7 implies that |C,| > (1 — p)m. Observe that any = € var(Cs.)
must also be contained in X .. Since every variable appears in at least one clauses, we have that
every variable z ¢ X.., must be in var(C \ C>.). As aresult, | X \ X-,| < 3pm. From this and
from n > m/A, we arrive at the desired conclusion. ]

Lemma 9.28. Suppose that every variable in ® appears in at least one and at most A clauses. If
T is an (r,(,n)-intersection disperser, then Sg 1 is (1, {, 3An)-intersection disperser.

Proof. Consider any r disjoint subcollections S' = {Sy1,..., 51}, ,S" ={Sr1,.- -, S} C
So. 1 each of size at most /. From our definition of Sg 7, there is an r disjoint subcollections
Tl = {T1717 e ’TLpl}? R ’Tr = {Tr,la R 7T7"7pr} - T such that Si,j = VaI'(T;’j) for all 7 € [T]

and j € [pz] Observe that
( S)Dvar(l <||Z))
Sest i=1 \TeT?

Moreover, since 7 is an (r, £, n)-intersection disperser, we have |U[_, (Nrer T) | = (1 — n)m.
As a result, since each variable appears in at least one clause, we indeed have | U;_; (Nges: S) | =
n —3nm = (1 — 3An)n as desired. O

s,
Il ( =
—

9.4.2 Global Function with Many Agreements is a Good Assignment

In this subsection, we show that any global assignment that are approximately consistent with a
collection of labels {0 } 77+ must satisfy most of the constraints, assuming that 7* is sufficiently
uniform, which is stated more precisely below.

Lemma 9.29. Let T be any (v, j)-uniform collection of subsets of clauses and o be any labeling
of T*. If there exists ¢ : X — {0, 1} such that Epcr- [disagr(y, o7)] < vn, then val(y) >
1—p—3vA/y.
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The key to proving that ¢ violates few clauses is that, if a clause C'is violated, then, for each
T € T* that contains 7', or and ¢ must disagree on at least one of var(C') because o satisfies
C but 1 violates it. Hence, if C' appears often in 7, then it contributes to many disagreements
between o and 1; the uniformity condition helps us ensure that most C' indeed appear often in
7. Comparing this lower bound against the assumed upper bound on the expected disagreements
gives us the desired result. This intuition is formalized below.

Proof. Let C-. denote the set of all clauses that appear in at least «y fraction of T' € T7, i.e.,
C-y ={C € C | Prper-[C € T] > ~}. Since T is (7, v)-uniform, we have |C>| > (1 — p)m.
Since each variable = appears in at most A clauses, we can obtain the following bound:

Erer-[disagr(y, or)] Z Pr [z € var(T) N or(x) # ¢¥(x)]

xEX

Z Z x € var(T) A or(x) # ¥(x)]

C€C>'y xEVar(C)

A >y Pr [C €T ANorp(z) # Y(z)]

CeCxry zEvar(C)

(Union Bound) > i > Tl—g CeTA ( \/(C) or(z) # w(ﬂﬂ))]

CeCxy rEvar

> > Pr| V oor(0) # @)

CeCsxy | zevar(C)

cCeT 9.8)

Note here that we use the fact that each variable appears in at most A clauses in the first inequality
and that the last inequality follows from the fact that each C' € C- appears in at least -y fraction of
T € T*. The rest of the inequalities are trivial.

Let Cynsat denote the set of clauses violated by ). Observe that, for any C' € Cynsar and any
T € T* such that C' € T, or must disagree with 1) on at least one of z € var(C'); this is simply
because (' is satisfied by o7 but violated by . In other words, for every C' € Cynsar, we have

Pr |V on@) )| CeT
zevar(C)

=1. 9.9)

0.9) and the assumption that Erc7-[disagr(¢, o7)] < vn imply that
VAn/’y ‘C>7 N CUNSAT‘

Since C, > m(1 — p) and n < 3m (from every variable appears in at least one clause), we can
conclude that |Cynsar| < pm + SUAm/’y. As aresult, val(¢) > 1 — u — 3vA /v as desired. [
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9.4.3 Putting Things Together: Proof of Theorem

Proof of Theorem[9.25] We may assume w.l.0.g. that each variable appears in at least one clause.

. .. 21/046 2
We will prove the theorem by contrapositive. Suppose that val(I'g ;) > JH64rOk 65556k /.

k
. . . 2,.1/0 2
This means that there exists a labeling o = {7 }7¢7 such that val(g) > 10FECO%k k+65536h€ iy

this also means that, if we view o as a collection of functions F = {fs} seSs Where Jar(T) = O,
then agr(F) > 10+64(r£)2k1/é+65536h£2 /b Lot — agr(F).

Furthermore, Lemmas [9.2§] E and [9.27] n imply that Sg 7 is an (r, ¢, 3A()-intersection disperser
and every subcollectlon of S¢ 7 of size h is (7, 3Apu)-uniform respectively. This enables us to
apply Theorem on F, which yields a subcollection S’ C Sg 7 of size at least > h and
g:X—{0,1} such that

65536100
Eses [disagr(g, fs)] < n\/ék + 3Au + 6A(/y < ny/4Apu + 6A(/y

where the second inequality follows from 6k > 65536102 /.

Let S* be the subcollection of S’ of size h that minimizes Egcs- [disagr(g, fs)]. Observe
that Egcs- [disagr(g, fs)] < Eses [disagr(g, fs)] < ny/4Au+ 6A(/~. This is equivalent to
saying that there exists a subcollection 7* C 7T of size h such that Epcp [disagr(g, or)] <

ny/4Au + 6A( /.

Since every subcollection of 7 of size h is (7, p1)-uniform, we can apply Lemma to infer

that val(®) > 1 — u — (3A/v)/4Au + 6 A/ as desired. O

128£2

9.5 Proof of Inapproximability Results of 2-CSPs

The inapproximability results for 2-CSPs can be shown simply by plugging in appropriate param-
eters to Theorem More specifically, for ETH-hardness, since there is a polylogm loss in the
PCP Theorem (Theorem , we need to select our a« = 1/polylogm so that the size (and running
time) of the reduction is 2°™). Now, observe that the parameter 7 in Theorem for the inter-
section disperser property grows with (1/ 04) (see Lemma @ Since the soundness guarantee
in Theorem is of the form k91/9(r¢)O0W /k = KO/ (1 /)9 /k, it is minimized when /
is roughly \/log k, which yields the soundness of 2(°8 Ryt/2ot) /k. Other parameters are chosen
accordingly.

Proof of Theorem[9.1} Let c, e, A be constants from Theorem[2.2]

For any 3-CNF formula ® with m clauses, let us first apply the nearly-linear size PCP from
Theorem [2.2| to produce a 3-CNF formula ® with m’ = O(mlog®m) clauses. Let us also define
the following parameters:

e ¢=|logm|“™ and o = é = W,

_a 1
*T=3= 2|logm|ctl>
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e 1
i ,LL T 9288A3 T ®E,A (logm)2c+2 ’

* ¢ = s = Oca (gmps):

o (= (logm)'/4,

o r— (ln(f%} — 96:,a.c((logm)!/*loglogm)_

o h=[8n(2/u)/a] = O a.((logm)),

o k=20 =2Viesm,

We then use Lemma with the above parameters q, o, i, ¢, k, £ to construct a collection S of
subsets of clauses of ® such that the following conditions hold.

e Every subset in S has size at most 2am’ = o(m).

e Sisa(r/, ()-disperser.

e Any subcollection S C S of size h is (cv/2, )-uniform.

N : k41 5 920Wiesm) | :

ote that, for our choices of parameter, ¢" ™" is 2 ; this means that, for sufficiently large m,
we indeed have m’ > m > ¢"™! and the running time needed to produce S is O(m - ¢*) = O(m?).
Note that we assume without loss of generality here that m’ > m; if this is not the case, we can
simply copy the formula ® [m/m’| times using new variables each time, which does not change
the value of the formula.

We now consider the 2-CSP instance I'y s. Observe that the running time used to create I's s
(and hence also the size of I's ) is no more than poly (k)-2°™) = 2°(™) Moreover, if val(®) = 1,
then val(®) = 1 and it is easy to see that val(I's s) = 1 as well.

On the other hand, if val(EIB) < 1, then val(®) < 1 — e. Due to our choice of parameters, we
can apply Theorem [9.25] which implies that

O((rt)2kM* + he2 /)

— 90:,a.c((logm)*/* 10glogm)/k — 90:a.(y/ 10gk10glogk)/k‘
k

V&l(rq;ﬁ) <

For sufficiently large m (depending only on ¢, €, A, p), this term is at most 20°6¥)/**” /L. 'Hence, if
there exists a polynomial time that can distinguish the two cases in the theorem statement, we can
run this algorithm on I'y s to decide whether @ is satisfiable in 20(m) time, contradicting ETH. [

For Gap-ETH-hardness, we do not incur a loss of polylogm from the PCP Theorem anymore.
Thus, it suffices to chose a to be any function that converges to zero as k goes to oo (e.g. a =
1/loglog k), and k can now be independent of m. The rest of the analysis remains unchanged.

Proof of Theorem[9.2] Let §,¢, A be the constants from Theorem For any positive integer £,
define the parameters as follows:
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o g — Uoglogk‘J anda:%:m’
_a 1
® V=27 oglok]’

e G 1
® N = oA = GEvA (loglogk)? )

2.3 1
C = 4?,2% = @s,A ((loglogk)3)’
¢ = +/logk,
r— ’—IH(Q/C)—I _ 2@E7A7C(\/logklogloglogk)’

of

h = [8In(2/p)/a] = O..(loglog k).

Consider any 3-CNF formula ¢ with m clauses such that each variable appears in at most A
clauses. We then use Lemma with the above parameters ¢, o, u, 7, k, £ to construct a collection
S of subsets of clauses of ® such that the following conditions hold.

e Every subset in S has size at most 2am.
e Sisa(r,¢,n)-disperser.
e Any subcollection S C S of size h is (a/2, yt)-uniform.

Note that, for our choices of parameter, the parameter ¢"*1 is a function of k; this means that, for
sufficiently large m (which depends on k), we indeed have m > ¢**! and the running time needed
to produce S is Og(m).

We now consider the 2-CSP instance I'y s. Observe that the running time used to create 'y s
(and hence also the size of 'y s) is no more than poly(k) - 20(em) = 20(m/loglogk) - Moreover, if
val(®) = 1, itis easy to see that val(I'y 5) = 1 as well.

Suppose that val(®) < 1 — . Due to our choice of parameters, we can apply Theorem
which implies that

Ok (r0)?) + he*/p _
k

Val(rq;. 5) < ZOSVA(loglogk/\/logk)/k.

For sufficiently large & (depending on &, A, p), this term is at most 2008%)"/*** /.

If there exists a g(k) - (nk)P-time algorithm that can distinguish the two cases in the theorem
statement for some constant D, then pick sufficiently large k such that the time needed to produce
Tos is O(20™) and its size is at most 297/, and that val(Tps) < 2V/008R"** /L \whenever
val(®) < 1 — . When we run this algorithm on I'g s for such k, the algorithm can distinguish
between val(®) = 1 and val(®) < 1 — ¢ in O(2°™) time, which contradicts Gap-ETH. O
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9.6 Inapproximability of Directed Steiner Network

We now move on to prove hardness of approximation of DSN by simply plugging in the our main
theorems to known reductions from 2-CSPs to DSN. The properties of the reduction are stated in
the lemma below. Note that, while the reduction is attributed to Dodis and Khanna [DK99||, the
lemma below is extracted from [CFEM18] since, in [DK99], the full description and its properties
are left out due to space constraint.

Lemma 9.30 ([CEM18, Lemma 27]). There exists a polynomial time reduction that, given a 2-
CSP instanc{] I" with the constraint graph being a complete graph on k variables, produces an
edge-weighted directed graph G = (V, E) and a set of demand pairs D = {(s1,t1), ..., (Sk,tr)}
such that

o (Completeness) If val(I') = 1, then there exists a subgraph H of cost 1 that satisfies all
demands.

o (Soundness) If val(I') < =, every subgraph satisfying all demand pairs has cost more than
2/7.

o (Parameter Dependency) k' = k* — k.

Note that the exponent 1/4 in the hardness of approximating DSN comes from two places: we
lose a square factor in the parameter (i.e. k' = ©(k?)) and another square factor in the gap.

Proof of Corollary[9.3] Suppose for the sake of contradiction that, for some constant p’ > 0, there

exists a polynomial time 2008+)"*' /(K")'/*-approximation algorithm where &’ is the number of
demand pairs; let us call this algorithm A. Moreover, let p be any constant smaller than p’.

Given a 2-CSP instance I" with complete constraint graph on k variables, we invoke Lemma[9.30]
to produce a DSN instance (G, D) where |D| = k' = k* — k. From the completeness of the con-
struction, we have that, if val(I') = 1, then the optimum of (G, D) is also 1. On the other hand, if

val(I') < 2008R)"** /1. ‘then the optimum of (G, D) must be more than |/2k /2008%)"/** ' which is

at least (k')1/4/20g )Y \when k is sufficiently large. Hence, by running algorithm A, we can
distinguish these two cases of I" in polynomial time. From Theorem[9.1] this contradicts ETH. [

Proof of Corollary Suppose for the sake of contradiction that, for some constant p’ > 0 and for
some function g, there exists a g(k’) - (nk")°M)-time 2(°8 Lo /(Kk')Y/*-approximation algorithm
where £’ is the number of demand pairs; let us call this algorithm A. Moreover, let p be any
constant smaller than p'.

Given a 2-CSP instance " with complete constraint graph on k variables, we invoke Lemma|9.30
to produce a DSN instance (G, D) where |D| = k' = k* — k. From the completeness of
the construction, if val(I') = 1, then the optimum of (G, D) is also 1. On the other hand, if

SLemma 27 of [CFM18] states this reduction in terms of Maximum Colored Subgraph Isomorphism. However, it
is easy to see that the reduction also works with 2-CSPs as well.
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val(T') < 200sk)**” /1. “then the optimum of (G, D) must be more than /2k /2008K)/** wwhich is

at least (k')1/4/20o¢ )V hen k is sufficiently large. Hence, by running algorithm A, we can
distinguish these two cases of I in time #(k) - |T'|°Y) where t(k) = g(k*> — k). From Theorem
this contradicts Gap-ETH. U

9.7 Inapproximability of Unique Set Cover

We now proceed to our final result of this section: the hardness of UNIQUE SET COVER (Theo-
rem [9.5). The proof proceeds in three steps; first, we rephrase our 2-CSP result into MAXCOV
hardness in Section Second, we provide a simple way to reduce the left alphabet in Sec-
tion [9.7.2fso that it is small enough that we can apply Feige’s reduction from Section [2.11} which
we do so in Section The key point here is that the label cover instance we construct from our
2-CSP has a projection property but from right to left, which is the reverse of the usual projection
direction in other sections; this right-to-left projection property indeed provides the uniqueness
guarantee in the completeness.

9.7.1 Rephrasing 2-CSP as MAXCoV

The first step in the reduction is to reframe our hardness in terms of MAXCoOV with projection
property. To do so, recall that our 2-CSP instance I's 7 (as in Definition is an instance of the
form: X is a subset of {0, 1}Var(T) and the constraint between two vertices 717, T5 just checks that
U1, 1oy, = Uy 1A, Where i, Yr, are the labels assigned to 77, T respectively. This naturally
corresponds to a label cover instance £ = (U, V, Xy, Xy, E, {1l }ecr) as follows:

e Each vertex in 'y 7 is aright vertex in the £, i.e., V = T.

For each T' € V, the right alphabet for 7" is >p.

Each constraint in I' - becomes a left vertex in £, i.e., U = (:g)

For each {Ty, Ty} € U, the left alphabet for {77, 75} is {0, 1}71"72,

There is an edge from every {77,7>} to 77 and T3, and the constraint belonging to such
edge checks whether the right label projected on 77 N 75 is the same as the left label; that is,

r,my) = {0 n) | Y lnem = ¢} fori € [2].

Note that this label cover has a projection property, in the sense that, for every edge e € F and
every fix § € Xy, there is at most one « € Yy such that («, [3) satisfies I1.. This is unlike other
label cover instances in this thesis where the projections goes from left to right. As a result, we will
refer to this new property as right-to-left projection property. Indeed, the right-to-left projection
property is crucial here, as it will give us the uniqueness in the completeness of SET COVER.
Similar to the left-to-right projection situation, it will be convenient to think of each constraint I1,
as a function m, : Xy — Xr7; we will use this convention for the rest of this section.
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Next, observe that any labeling oy of V' simply corresponds to an assignment in the original
2-CSP instance 'y 7 and the left node {77,753} € U is covered iff the corresponding constraint is
satisfied in I'g 7. As a result, the following corollary is immediate from our main lemma from our
main theorem (Theorem [9.2)).

Corollary 9.31. Assuming Gap-ETH, for any constant p > 0 and any function g, no algorithm can,
given a label cover instance L = (U,V, Xy, Xy, {7 }ecr) with right-to-left propjection property
of size n and with k right supernodes, distinguish between the following two cases in g(k)-(nk)°®
time:

o (Completeness) L is satisfiable (i.e. MAXCoOV (L) = |U

), and,

o (Soundness) MAXCOV(L) < (2(l°gk)l/2+p/k’> U]

9.7.2 Left Alphabet Reduction

Now, we would ideally like to plug our label cover instance from Corollary to the reduction
from Section|2.11|and arrive at the desired hardness for SET COVER. At the moment, however, we
cannot quite to this yet, since our left alphabet |>/| can be as large as n and, since the blow-up in
the reduction is exponential in |X/|, this could result in an exponential time reduction. Nonethe-
less, this is not a hard issue to overcome, since it is simple to reduce the alphabet size of label cover
instances with right-to-left projection property, as stated below.

Lemma 9.32. For any parameter § > 0, there is a polynomial time algorithm that, given a label
cover instance L = (U, V, E, Xy, Xy, {7 }ecr) of size n, produces another label cover instance
L= UV, E Yy, Yy, {n. }ecr) with the same right supernodes and alphabets such that

e (Completeness) If L is satisfiable (i.e. MAXCoV (L) = |U
MaxCov(L') = |U'|).

), then L' is also satisfiable (i.e.

o (Soundness) MAX‘CU?T(L/) < MAX%'V(O s

o (Left Alphabet Size) |Xy/| = O(1/9).

The proof proceeds by replacing each left alphabet with an error correcting code with distance
1 — 9; the point here is that, if a labeling oy, does not cover u € U, then at least two of u neighbors
vy, vy “disagree”, i.e., T(yu)(0v (V1)) # T(ww (ov(v2)). Since we are replacing Xy with an error
correcting code with distance 1 — ¢, they will still disagree on all but ¢ fraction of the coordinates.
This indeed ensures the soundness of the reduction. (In other words, we “compose” the communi-
cation protocol for equality with the original constraint.) Below we use the Hadamard codes only
because the relationship between their alphabet sizes and distances are simple. In general, one
could use any code such that the relative distance is 1 — €2(1/¢) where g is the alphabet size.
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Proof of Lemma[9.32] We may assume w.l.o.g. that 6 > 1/n, as otherwise the alphabet size al-
ready satisfies |Xy| = O(1/4) and there is no need to modify the instance £ at all.

Let ¢ be the smallest prime such that ¢ > 1/0 and ¢ = [log, |Xy|]|. Consider the Hadamard
code C : Ff] — th with alphabet size ¢, message length ¢, block length ¢' and relative distance

1 — 1/q. We may associate each label in ¥;; with an element of th. With this in mind, we can
define our new label cover instance £’ as follows:

e LetU' =U x [¢"] and Xy = F,,.
e We add edges in E’ between each (u, j) € U x [¢'] to all neighbors v € V" of .

e We define the constraint 7, ., j)) by

T(w,(u) (B) = C(T(w,u)(B));-
(In other words, we take the j coordinate of the codeword for 7, ) (8).)

It is obvious that the completeness and alphabet size properties are satisfied. We now argue
the soundness property. Let us consider any right labeling oy : V' — %y. From definition of
MAXCov, at most %O'V(L) fraction of vertices in U are covered by oy in the original instance
L. Let us now consider any vertex u not covered by oy in £; this implies that there exists two
neighbors vy, v of u such that 7(, ) (0v (V1)) 7 T (ov(v2)).

Now, foreach j € [¢'], if o covers (u, j) in the new instance £’, it must be that C(7(, ) (ov (v1)));
and C(7(y.)(0v(v2))); are equal. However, since C' has relative distance 1 — 1/g, this equality
can only hold for 1/q < § fraction of indices j. In other words, at most ¢ fraction of vertices of
the form (u, %) can be covered by oy, for all  that is not covered in the original instance L. As a
{\f[:suét, \&e indeed have that the fraction of vertices in U’ that can be covered by oy in £’ is at most

AXCovV

o ) + § as desired. This indeed implies that MAX‘%O,T(U) < MAX|CU°|V(£) + 4. O

By applying the above transformation to Corollary with § = 1/k, we have at the following:

Corollary 9.33. Assuming Gap-ETH, for any constant p > 0 and any function g, no algorithm can,
given a label cover instance L = (U, V, Xy, Yy, {7 }ecr) with right-to-left projection property of
size n and with k right supernodes, distinguish between the following two cases in g(k) - (nk)°®
time:

o (Completeness) L is satisfiable (i.e. MAXCoOV (L) = |U

), and,
e (Soundness) MAXCOV(L) < (20sk)/** /1y (U |,
Moreover, this holds even when the left alphabet size L is O(k).

Finally, observe that in our reduction the instance L is bi-regular with left degree two, as a
result, by applying Lemma [2.23] we get the following hardness for MINLAB.
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Corollary 9.34. Assuming Gap-ETH, for any constant p > 0 and any function g, no algorithm
can, given a label cover instance L with right-to-left propjection property of size n and with k
right supernodes, distinguish between the following two cases in g(k) - (nk)°®) time:

e (Completeness) L is satisfiable (i.e. MINLAB(L) = k), and,
e (Soundness) MINLAB(L) > (v/k 2008k 0y}

Moreover; this holds even when the left alphabet size L is O(k).

9.7.3 Putting Things Together

We can prove our hardness of approximation for UNIQUE SET COVER by simply plugging in the
label cover from Corollary [9.34]to the reduction from Section [2.11]

Proof of Theorem[9.5] Let L = (U,V, Xy, Xy, {7.}.cr) be any label cover instance of size n with
right-to-left projection property such that |V'| = k and the left alphabet ¥, is of size at most O(k).
We use the reduction from Section [2.11to produce a set system U/, S. Notice that the size of [/ is
at most O(n - kI*vl) = O(n - k*). Hence, the reduction is an FPT reduction as desired.

(Completeness) Suppose that there exists a labeling (oy, oy ). Recall that, as argued in the
proof of Lemma we can select the subsets S, ., () for all v € V' to cover U. Observe further
that, when £ has the right-to-left projection property, these % subsets in fact covers each element
exactly once: x of U" where x € Ng(u)>V is covered by the set S%U (7Y (Togy () only.

(Soundness) If MINLAB(L) > (v/k/20sR)"**") . [ then, from Lemma we have that
SETCOV(U,S) = MINLAB(L) > (vk/200sR)" ) | o — [3/2—0(1),

As aresult, if there exists an FPT algorithm that can distinguish the two cases in Theorem[9.5]
it can distinguish the two cases in Corollary [9.34]in FPT time, which would violate Gap-ETH. [J

9.8 Discussion and Open Questions

In this chapter, we show that 2-CSP is ETH-hard to approximate to within a factor of k' ~°(!) where
k denotes the number of variables. This ratio is nearly optimal since a trivial algorithm yields an
O(k)-approximation for the problem. Under Gap-ETH, we strengthen our result by improving the
lower order term in the inapproximability factor and ruling out not only polynomial time algorithm
but FPT algorithms parameterized by £.

Of course the polynomial sliding scale conjecture still remains open after our work and, as
touched upon in the introduction, resolving the conjecture will help advance our understanding
of approximability of many problems. Even without fully resolving the conjecture, it may still be
good to further study the interaction between the number of variables k£ and the alphabet size n. For
instance, while we show the inapproximability result with ratio almost linear in k, the dependency

ogk d
between n and k is quite bad; in particular, in our ETH-hardness reduction, n is 220557 £or some
constant d > 0. Would it be possible to improve this dependency (say, to n = kPo¥ogk)?
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Note that, in the parameterized setting, £ must be independent of n and hence the question
above does not apply to this regime.

As touched upon briefly earlier, for k-UNIQUE SET COVER, there is no known ¢(k)-FPT-
approximation algorithm for any g. However, our hardness only rules out a factor of k!/2°(),
Hence, it remains open whether the problem is totally FPT inapproximable:

Open Question 6. Is k-UNIQUE SET COVER totally FPT inapproximable?

On this front, let us also note a natural barrier if we are to use the approach of reducing from
MINLAB with right-to-left projection property as in this chapter (and previous works). We claim
that this will not give a hardness of approximation with factor more than 2*. The reason is that we
may merge two left vertices in a label cover instance with the same set of neighbors. The right-
to-left projection property implies that such merging will never blow up the left alphabet size to
more than the original right alphabet size |Xy/|. Summarizing, we can always assume that there are
at most 2% left super-nodes. For each left super-node, we can always pick at most & labels on the
right to cover this node. As a result, we may select at most k - 2¥ labels on the right, which is the
limit even in the soundness case. Hence, the gap we can hope to get is at most 2¥. In other words,
to answer Question[6]in the positive, one has to deviate from this general approach.

Another interesting research direction is to try to prove similar hardness results for other prob-
lems. As mentioned in the previous chapter, DS is one obvious candidate in this direction. How-
ever, as discussed in Chapter [4] it is typically quite challenging to transfer hardness from CSPs to
DES; for instance, in the NP-hardness regime, CSP is quite well understood, whereas not even a
constant factor NP-hardness for DS is known.
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Chapter 10

Inapproximability from Gap-ETH IV: Even
Set and Shortest Vector Problems

The study of error-correcting codes gives rise to many interesting computational problems. One of
the most fundamental among these is the problem of computing the distance of a linear code. In
this problem, which is commonly referred to as the Minimum Distance Problem (MDP), we are
given as input a generator matrix A € F3*™ of a binaryﬂ linear code and an integer k. The goal is
to determine whether the code has distance at most k. Recall that the distance of a linear code is

min ||Ax||o where || - ||o denote the the Hamming norm.
0#x€elF*

The study of this problem dates back to at least 1978 when Berlekamp et al. [BMT78|] con-
jectured that it is NP-hard. This conjecture remained open for almost two decades until it was
positively resolved by Vardy [[Var97a; Var97b]]. Later, Dumer et al. [DMSO03] strengthened this by
showed that, even approximately computing the minimum distance of the code is hard. Specifi-
cally, they showed that, unless NP = RP, no polynomial time algorithm can distinguish between
a code with distance at most £ and one whose distance is greater than ~y - k£ for any constant
~ = 1. Furthermore, under stronger assumptions, the ratio can be improved to superconstants and
even almost polynomial. Dumer et al.’s result has been subsequently derandomized by Cheng and
Wan [[CW12a] and further simplified by Austrin and Khot [AK14]] and Micciancio [Mic14].

While the aforementioned intractability results rule out not only efficient algorithms but also
efficient approximation algorithms for MDP, it does not yet rule out FPT algorithms with the
natural parameter k. Note that k-MDP can be solved in (mn)°*) time, as we can enumerate
through all vectors y with Hamming norm at most k£ and try to solve Ax = y. In Parameterized
Complexity language, this means that £-MDP belongs to the class XP.

The parameterized complexity of A-MDP was first questioned by Downey et al. [Dow+99],
who showed that parameterized variants of several other coding-theoretic problems, including the
Nearest Codeword Problem and the Nearest Vector Problem? which we will discuss in more de-
tails in Section |10} are W[1]-hard. Thereby, assuming the widely believed W[1] # FPT hypoth-

"Note that MDP can be defined over larger fields as well; we discuss more about this in Section
2The Nearest Vector Problem is also referred to in the literature as the Closest Vector Problem.
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esis, these problems are rendered intractable from the parameterized perspective. Unfortunately,
Downey et al. fell short of proving such hardness for £-MDP and left it as an open problem:

Research Question 4. Is k-MDP fixed parameter tractable?

Although almost two decades have passed, the above question remains unresolved to this day,
despite receiving significant attention from the community. In particular, the problem was listed
as an open question in the seminal 1999 book of Downey and Fellows [DF99]] and has been reiter-
ated numerous times over the years [Dem+07; Fel+12; |(GKS12; FM12; DF13j Cyg+14; Cyg+15;
Bha+16c; Cyg+17; Maj17]]. This problem is one of the few questions that remained open from the
original list of Downey and Fellows [DF99|]. In fact, in their second book [DF13]], Downey and
Fellows even include this problem as one of the si “most infamous” open questions in the area
of Parameterized Complexity.

Another question posted in Downey et al.’s work [Dow+99] that remains open is the parame-
terized Shortest Vector Problem (k-SVP) in lattices. The input of k-SVP (in the ¢, norm) is an
integer £ € N and a matrix A € Z"*™ representing the basis of a lattice, and we want to determine
whether the shortest (non-zero) vector in the lattice has length at most &, i.e., . ;g(lie%m |AX], < k.

Again, k is the parameter of the problem. It should be noted here that, similar to [Dow+99]], we
require the basis of the lattice to be integer-value, which is sometimes not enforced in literature
(e.g. [Emd81; A;jt98]). This is because, if A is allowed to be any matrix in R”*™, then parameter-
ization is meaningless because we can simply scale A down by a large multiplicative factor.

The (non-parameterized) Shortest Vector Problem (SVP) has been intensively studied, moti-
vated partly due to the fact that both algorithms and hardness results for the problem have nu-
merous applications. Specifically, the celebrated LLL algorithm for SVP [LLL82] can be used to
factor rational polynomials, and to solve integer programming (parameterized by the number of
unknowns) [Len83|] and many other computational number-theoretic problems (see e.g. [NV 10]).
Furthermore, the hardness of (approximating) SVP has been used as the basis of several crypto-
graphic constructions [Ajt98; AD97; Reg03; Reg05]]. Since these topics are out of scope of our
thesis, we refer the interested readers to the following surveys: [Reg06; MR09; NV 10; Reg10]].

On the computational hardness side of the problem, van Emde-Boas [Emd81|] was the first to
show that SVP is NP-hard for the /., norm, but left open the question of whether SVP on the /7,
norm for 1 < p < oo is NP-hard. It was not until a decade and a half later that Ajtai [Ajt96]
showed, under a randomized reduction, that SVP for the /5 norm is also NP-hard; in fact, Ajtai’s
hardness result holds not only for exact algorithms but also for (1+0(1))-approximation algorithms
as well. The o(1) term in the inapproximability ratio was then improved in a subsequent work of
Cai and Nerurkar [CN99]. Finally, Micciancio [MicO0O] managed to achieve a factor that is bounded
away from one. Specifically, Micciancio [Mic00] showed (again under randomized reductions)
that SVP on the ¢, norm is NP-hard to approximate to within a factor of /2 for every 1 <
p < oo. Khot [KhoO5] later improved the ratio to any constant, and even to 9log!/*~*(nm) ynder a
stronger assumption. Haviv and Regev [HRO7|] subsequently simplified the gap amplification step

380 far, two of the six problems have been resolved: that of parameterized complexity of k-Biclique [Lin15] and
that of parameterized approximability of k-Dominating Set (Section @)
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of Khot and, in the process, improved the ratio to almost polynomial. We note that both Khot’s
and Haviv-Regev reductions are also randomized and it is still open to find a deterministic NP-
hardness reduction for SVP in the ¢, norms for 1 < p < oo (see [Mic12]]); we emphasize here that
such a reduction is not known even for the exact (not approximate) version of the problem. For
the /., norm, the following stronger result due to Dinur is known [Din02]: SVP in the /., norm is
NP-hard to approximate to within n*(!/1°¢1°¢7) factor (under a deterministic reduction).

Very recently, fine-grained studies of SVP have been initiated [BGS17; AS18]. The authors
of [BGS17;|AS18] showed that SVP for any ¢, norm cannot be solved (or even approximated to
some constant strictly greater than one) in subexponential time assuming the existence of a certain
family of latticeﬂ and the (randomized) Gap-ETH.

As with MDP, Downey et al. [Dow+99] were the first to question the parameterized tractability
of k-SVP (for the ¢ norm). Once again, Downey and Fellows included k-SVP as one of the open
problems in both of their books [DF99; DF13]]. As with Open Question [] this question remains
unresolved to this day:

Research Question 5. Is k-SVP fixed parameter tractable?

We remark here that, similar to k-MDP, k-SVP also belongs to XP, as we can enumerate over
all vectors with norm at most £ and check whether it belongs to the given lattice. There are only
(mn)©*") such vectors, and the lattice membership of a given vector can be decided in polynomial
time. Hence, this is an (nm)°*")-time algorithm for k-SVP.

Our Results

The main result of this chapter is a resolution to the previously mentioned Open Questions 4] and [5}
more specifically, we prove that k-MDP and k-SVP (on ¢, norm for any p > 1) are intractable
assuming randomized Gap-ETH. In fact, our result is stronger than stated here as we rule out not
only exact FPT algorithms but also FPT approximation algorithms as well.

With this in mind, we can state our results starting with the parameterized intractability of
k-MDP, more concretely (but still informally), as follows:

Theorem 10.1. Assuming randomized Gap-ETH, there is no v-FPT-approximation algorithm for
k-MDP for any constant v > 1.

Notice that our above result rules out FPT approximation algorithms with any constant ap-
proximation ratio for £-MDP. In contrast, we can only prove FPT inapproximability with some
constant ratio for k-SVP in £, norm for p > 1. These are stated more precisely below.

Theorem 10.2. For any p > 1, there exists vy, > 1 such that the following holds. Assuming
randomized Gap-ETH, there is no v,-FPT-approximation algorithm for k-SVP in £, norm.

4This additional assumption is only needed for 1 < p < 2. For p > 2, their hardness is conditional only on the
deterministic Gap-ETH.
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We remark that our result does not yield hardness for SVP in the ¢; norm and this remains an
interesting open question. Section [I0.5]contains discussion on this problem. We also note that, for
Theorem m and onwards, we are only concerned with p # oo; this is because, for p = oo, the
problem is NP-hard to approximate even when k£ = 1 [Emd81]]!

Nearest Codeword Problem and Nearest Vector Problem

Similar to the NP-hardness of approximation proofs of MDP and SVP, our proofs proceed by
first showing FPT hardness of approximation of the non-homogeneous variants of k-MDP and
k-SVP called the k-Nearest Codeword Problem (k-NCP) and the k-Nearest Vector Problem (k-
NVP) respectively. For both £-NCP and £-NVP, we are given a target vector y (in 5 and Z",
respectively) in addition to (A, k), and the goal is to find whether there is any x (in F3* and Z'",
respectively) such that the (Hamming and ¢,, respectively) norm of Ax — y is at most k.

As an intermediate step of our proof, we show that the £-NCP and £-N'VP problems are hard
to approximateﬂ (see Theorem and Theorem respectively). This should be compared
to Downey et al. [Dow+99], in which the authors show that both problems are W|1]-hard to solve
exactly. Therefore our inapproximability result significantly improves on their work to rule out
even k'/27°() factor FPT-approximation algorithm, albeit we need the stronger Gap-ETH assump-
tion (in comparison to W[1] # FPT from [Dow+99]).

We end this section by remarking that the computational complexity of both (non-parameterized)
NCP and N'VP are also thoroughly studied (see e.g. [MicO1}; Din+03; [Ste93; |Aro+97; |Gol+99] in
addition to the references for MDP and SVP), and indeed the inapproximability results of these
two problems form the basis of hardness of approximation for MDP and SVP. We would like to
emphasize that while W[1]-hardness results were known for k-NCP and £-N'VP, it does not seem
possible to transfer them to W[1]-hardness results for k.-MDP and k-SVP; we really need param-
eterized inapproximability results for k-NCP and k-NVP to be able to transfer them to (slightly
weaker) inapproximability results for k-MDP and k-SVP.

Subsequent Work. After the publication of the conference version of the work on which this
chapter is based [Bha+18]], Bonnet et al. [Bon+18|] showed W[1]-hardness of approximation results
for k-NCP and £-NVP. When combined with our reductions (Lemmas [10.6| and [10.10) to k-
MDP and k-SVP respectively, one arrives at W[1]-hardness of approximation (via randomized
reductions) for both problems, thereby resolving the complexity of both problems up to whether
the reductions can be derandomized.

SWhile our k-MDP result only applies for [y, it is not hard to see that our intermediate reduction for k-NCP
actually applies for any finite field F too.
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10.1 Additional Preliminaries

Before we prove our results, we need a few results from error-correcting codes. First, we say that
an error-correcting code C' : ¥ — Y/ is systemati(ﬁ if C'(x)|pp) = C(x) for all x € ¥,

10.1.1 BCH Codes

Throughout this chapter, the BCH codes are crucial in constructing the gadgets. Their parameters
are stated more precisely below.

Theorem 10.3 (BCH Code [Hoc59; BR60]). For any choice of h,d € N such that h + 1 is a
power of two and that d < h, there exists a linear code over Fy with block length h, message
length h — [%W -log(h + 1) and distance d. Moreover, the generator matrix of this code can be
computed in poly(h) time.

10.1.2 Tensor Product of Codes

Finally, we define the tensor product of codes which will be used to amplify the gap in hardness
of approximation of k-MDP. Consider two linear codes C; C F1* (generated by G, € Fg”m’) and
Cy C F7 (generated by G4 € ]FSX”/). Then the tensor product of the two codes C; ® Cy C F5¥" is
defined as

C ®Cy = {GXG] X e FI'*"'}.

We will only need two properties of tensor product codes. First, the generator matrix of the tensor
products of two linear codes Cy, C, with generator matrices G, G, can be computed in polynomial
time in the size of G, Go. Second, the distance of C; ® Cs is exactly the product of the distances

of the two codes, i.e.,

10.2 Inapproximability of MLD and NVP

We now proceed to prove our results, starting with k-NCP and k-NVP. For both, we show, assum-
ing Gap-ETH, that no k'/?>~°(M)_factor FPT approximation exists for both problems. We do this
by a (simple) reduction from UNIQUE SET COVER from the previous section. This reduction is
due to Arora et al. [Aro+97] who use the reduction to prove NP-hardness of approximation for the
(non-parameterized) NCP. The hardness of approximation for £-NCP is stated and proved below;
notice that in the YES (completeness) case, we actually have a stronger property than usual that
the “solution” vector x is also sparse. While this is not needed for inapproximability of k-NCP, it
will be used for the subsequent proof of inapproximability of k-MDP.

®Note that this definition is different than s-systematic used in Chapter@
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Theorem 10.4. Assuming Gap-ETH, no FPT time algorithm can, given a matrix A € Fy*™, a
vector'y € % and a positive integer k € N, distinguish between the following two cases:

e (Completeness) There exists x € B,,(0, k) such that ||Ax — y||o = k.

Ax —yllo > k32,

e (Soundness) For any x € FJ,

Proof. We reduce from UNIQUE SET COVER; let (U, S, k) be any instance of UNIQUE SET
COVER. Label elements in the universe by uy, ..., u,,, and the subsets by Sy, ..., Sy,. First,
we construct a matrix B € FY"*" where B;; is the indicator whether u; belongs to S;.

We now define A € F3*™ where n = [k%2]N 4+ M and m = M by

k® B
Idas

)

and let y = 1p;3/2y @ 0, be the vector whose last m coordinates are zeros and the rest are ones.
This completes the description of our reduction. It is clear that this is an FPT reduction.

(Completeness) Suppose that there exists a subset 5;, ,...,.5;, that uniquely covers U. Let
x € F3' be such that z;,,...,x;, are ones, and the remaining coordinates are zeros. Clearly,
x € B,,(0, k). It is also simple to see that Bx = 1, which means that || Ax — y||o = [|x]|o = k.

(Soundness) We claim that, for any x € FJ*, we have || Ax—y/||o > min{k%*2 SETCoV(U, S)}.
To see that this is the case, consider any x € F'. If Bx # 1,,, then we immediately have
|Ax — y|lo = k*?||Bx — 1,,]|o > k%/? as desired. On the other hand, if Bx = 1,,, then let
i1,...,10 be the coordinates of x that are ones. Observe that .S, , ..., S;, must cover the universe
U, as otherwise the coordinate corresponding to the uncovered element of Bx would be zero. As
a result, we have ¢ > SETCOV(U, S); in other words, we have ||x||o = SETCoV (U, S). Hence, in
this case, we also have [[Ax — y||o > [|x/lo = SETCOV(U,S).

Hence, if there is an FPT time algorithm that can distinguish the two cases in Theorem
then it can also distinguish the two cases in Theorem[9.5] which would break Gap-ETH. 0

Note here that if we repeat the proof above but with operations in Z instead of F, and with
| - || in place of || - [|o, then we arrive at the hardness for NVP, as formalized below. Due to this
similarity, we shall not duplicate the whole proof again.

Theorem 10.5. Let p > 1 be any constant. Assuming Gap-ETH, no FPT time algorithm can,
given a matrix A € Z"*™, a vector'y € Z" and a positive integer k € N, distinguish between the
following two cases:

e (Completeness) There exists x € Z such that | Ax — y|b = k.

o (Soundness) For any x € 7™, ||Ax — yH£ > E3/2—0(1),
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10.3 Inapproximability of k.-MDP

In this section, we prove our main theorem regarding k-MDP (Theorem|[10.1). As stated in the in-
troduction, this is shown via a reduction from inapproximability of NCP; the main properties of the
reduction is stated below. (Here we omit the dimensions to avoid unnecessary cumbersomeness.)

Lemma 10.6. For any constants v' > 4 and v > 1 such that v < 421;,,

reduction that takes in an NCP instance (B, y,t) and produces an MDP instance (A, k) such that

there is a polynomial-time

o (Completeness) If there exists x € B(0,t) such that |Bx — y||o < t, then, with probability
t=9W), there exists z # 0 such that ||Azl, < k.

e (Soundness) If |Bx — y|| > v - t for all x, then ||Az|y > 7 - k for all z.
e (Bounded Parameter) k = O(t).

Before we prove Lemma[10.6] let us first argue why it implies our main theorem. Notice that, if
we have an algorithm that can solve the gap problem for MDP with gap -, then the above reduction
implies that we can solve the gap problem for NCP with gap 4/ (with high probability) as well,
since we can run the reduction t°® times and run the algorithm for MDP for each of the produced
instance. If the algorithm says YES in any of the instance, we output YES. Otherwise, output NO.
Recall that, from Theorem the gap version of NCP is hard for any " > 1 (and in fact even
for v/ = t1/27°(1)) " As a result, we have the following:

Lemma 10.7. Let 1 < v < 2 be a constant. Assuming randomized Gap-ETH, there is no v-FPT-
approximation algorithm for k-MDP.

Gap Amplification. Finally, the gap + can be boosted to any constant using the now standard
technique of tensoring the code (c.f. [DMSO03],[AK14]]). Recall from Section [I0.1.2]that if we take
an error-correcting code C and tensor with itself, then we arrive at the code C ® C with distance
equal to A(C)%. Hence, if there is an ?-FPT-approximation algorithm for k-MDP, then we can
run this on C ® C and get a y-approximation for A(C). In other words, by repeatedly tensoring the
instance in Lemma [10.7, we can amplify the gap to be any constant, which implies Theorem [[0.1]

Reduction Overview. Now that we have argued why the reduction in Lemma [10.6| implies our
main theorem, we turn our attention back to the proof of Lemma([10.6] Our reduction is inspired by
the reduction of Dumer, Micciancio and Sudan (henceforth DMS) [DMSO03]]. There, the authors
define the notions of Locally Dense Codes (LDC) and use it in their reduction. To make the
reduction works in the parameterized regime, we define a new notion called Locally Suffix Dense
Codes (LSDC) and show their existence in the next subsection (using BCH codes). Finally, we
show how to use them in the reduction in Subsection [10.3.2]
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10.3.1 Locally Suffix Dense Codes

Before we formalize the notion of Locally Suffix Dense Codes (LSDC), let is give an intuitive
explanation of LSDC: informally, LSDC is a linear code C C F} where, given any short prefix
x € F? where ¢ < h and a random suffix s € Fgfq, we can, with non-negligible probability, find
a code that shares the prefix x and has a suffix that is “close” in Hamming distance to s (i.e. one
should think of 7 below as roughly d/2). More formally, LSDC can be defined as follows.

Definition 10.8. A Locally Suffix Dense Code (LSDC) over Fy with parametersﬂ (m,q,d,r, o) an
m-dimensional systematic linear code with minimum distance (at least) d given by its generator

matrix L € F™ such that for any x € FL, the following holds:

Pr |3z € B,_,(s,7): (xoz) € L(Fy)| > 6. (10.1)

SN]Fgfq

We note that our notion of Locally Suffix Dense Codes is closely related and inspired by the
notion of Locally Dense Codes (LDC) of Dumer et al. [DMSO03]. Essentially speaking, the key
differences in the two definitions are that (i) Locally Dense Codes are for the case of ¢ = 0, i.e.,
there is no prefix involved, and (ii) s in LDC is not chosen at random from F4 but rather from
B,(0,7). Note that, apart from these, there are other subtle additional requirements in Locally
Dense Codes that we do not need in our reduction, such as the requirements that the “center” s is
close to not just one but many codewords; however, these are not important and we will not discuss
them further.

Unfortunately, the proof of Dumer et al. does not directly give us the desired LSDC; the main
issue is that, when there is no prefix, the set of codewords is a linear subspace, and their proof relies
heavily on the linear structure of the set (which is also why s is randomly chosen from B, (0, r)

instead of F%). However, the set of our interest is {z € Fh‘q’x 0z € L(IFZZ")}, which is not

a linear subspace but rather an affine subspace; Dumer et al.’s argument (specifically Lemma 13
in [DMSO03]]) does not apply in the affine subspace case.

Below, we provide a different proof than Dumer et al. for the construction of LSDC. Our
bound is more related to the Sphere Packing (aka Hamming) bound for codes. In particular, we
show below that BCH codes, which “near” the Sphere Packing bound gives us LSDC with certain
parameters. It should be noted however that the probability guarantee J that we have is quite poor,
ie. & > d=°W, but this works for us since d is bounded by a function of the parameter of our
problem. On the other hand, this would not work in NP-hardness reductions of [DMSO03] (and, on
top of this, our codes may not satisfy other additional properties required in LDC).

Lemma 10.9. For any q,d € N such that d is an odd number larger than one, there exist h,m € N
and L € F¥™ which is a LSDC with parameters (m, q,d, %, dd—l/g) Additionally, the following
holds:

hd ham <POZ)’(Q7 d) and m 2 9

"We remark that the parameter h is implicit in specifying LSDC.
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e L can be computed in poly(q, d) time.

Proof. Let h be the smallest integer such that h-+1 is a power of two and that » > max{2q, 10d log d},

and letm = h — (%) log(h + 1). Clearly, h and m satisfy the first condition.

Let L be the generator matrix of the [h, m, d|; linear code as given by Theorem With-
out loss of generality, we assume that the code is systematic on the first m coordinates. From
Theorem[10.3] L can be computed in poly(h) = poly(q, d) time.

It remains to show that for our choice of L, (10.1) holds for any fixed choice of x € F. Fix a

vector x € F4 and define the set C = {z e Fh

X0Z € L(]Fén)} Since the code generated by L

is systematic on the first m > ¢ coordinates, we have that |C| > 2™~ 9.
Moreover, since the code generated by L has distance d, every distinct z;,z, € C are at least
d-far from each other (i.e. ||z; — z2||o = d). Therefore, for any distinct pair of vectors z;,zs € C,
d—1

the sets Bj,_q(z1, 451) and Bj,_,(z2, 451) are disjoint. Hence the number of vectors in the union of

(d_l)-radius Hamming balls around every z € C is at least

2
~1 h— 2 ot
055 () () ()
d—1

2 2
On the other hand, [F 9| = 2/~7 = 2m~4(h41) “Z. Hence, with probability at least ((d_l)hw) B

dd%’ a vector s sampled uniformly from Fg “?lies in By, (z, %) for some vector z € C. This is
indeed the desired condition in (T0.I]), which completes our proof. O

2m

10.3.2 The Reduction

In this subsection, we prove the FPT reduction from the inapproximability of k-NCP problem to
that of k.-MDP (Lemma|10.6). It follows a general outline of the reduction from [DMSO03]], which
is then modified (and simplified) to work in combination with LSDC instead of LDC.

Proof of Lemma[l0.6] Let (B,y,t) be the input for NCP where B € F5,*, y € F%, and ¢ is the
parameter. We may assume without loss of generality that ¢ > % Let d be the smallest

2y —~y(4+
odd integer greater than 4't. Let h,m € N, L € F:*™ be as in Lemmam
We produce an instance (A, k) for MDP by first sampling a random s ~ Fg_q. Then, we set
k=2t+(d—1)/2,s' =0,0 —s and

B 0,«(m—
x(m—q) Y c F;n—l—h)x(m-&-l)‘
L s’

Note that the zeros are padded to the right of B so that the number of rows is the same as that of L.
Since k = 2t 4+ (d — 1)/2 = O./(t) and the reduction clearly runs in polynomial time, we are
only left to argue that it appropriately maps completeness and soundness cases.
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(Completeness) Suppose that there exists x € B,(0,t) such that |Bx — y||p < ¢. From

Lemma [10.9, with probability at least 1/ d?2, there exists u € Bh—q (s, %) such that x ou €
L(F7"). From this and from systematicity of L, there exists z’ € F5'~? such that L(x 0 z') = x o u.
Conditioned on this, we can pick z =xo0z' o1 € Fg”“, which yields

d—1
|Az|lo = ||Bx —y|lo+ [Ix]lo + ||lu —s|lo < 2t + —— = k.

(Soundness) Suppose that | Bx — y||o > 7/t for all x € F3. We will show that ||Az||q > ~'t for
all non-zero z; with our choices of &, d and assumption on t, it is simple to check that 7't > ~k.

To show that ||Az||o > ~'t for all z € F3"t* \ {0}, let us consider two cases, based on the last
coordinate z[m + 1] of z. Let us write z as x o z’ o z[m + 1], where x € F{ and z’ € F;' 7.

If zjm + 1] = 0, then ||Az||p = ||Bx]jo + |L(x 0 2')|lo = ||L(x o 2')||o > d, where the last
inequality comes from the fact that LL is a generator matrix of a code of distance d (and that z # 0).
Finally, recall that we select d > ~'t, which yields the desired result for this case.

On the other hand, if z,,,1 = 1, then [|Az]||o > [|Bx — y|lo = 7t.

In conclusion, ||Az||o >+t in all cases considered, which completes our proof. [l

10.4 Inapproximability of k-SVP: Following Khot’s
Reduction

We will now prove the parameterized inapproximability of SVP, by reducing from the inapprox-
imability of NVP (Theorem[I0.5)). This step is almost the same as that of Khot [KhoO5]], with small
changes in parameter selection. Despite this, we repeat the whole argument here (with appropriate
adjustments) for completeness.

The main properties of the (randomized) FPT reduction is summarized below. For succinctness,
we define a couple of additional notation: let £(A) denote the lattice generated by the matrix
A e 7" e, L(A) = {Ax | x € Z™}, and let A\,(L) denote the length (in the ¢, norm) of
the shortest vector of the lattice £, i.e., \,(£) = OIEQEHZHP. Furthermore, for y € Z", we define

Ap(L,y) as the ,-distance from y to the closest vector in L, i.e., \,(L,y) = rnelgHz —¥llp-

Lemma 10.10. Fix p > 1, and let n > 1 be such that % + 2% + % < 1. There is a randomized

polynomial time algorithm that takes in a NVP instance (B,y,t) and produces an SVP instance
(Bsvp, 7, 1) such that

o (Completeness) If \,(L(B),y)? < t, then with probability 0.8, \,(L(Bgyp))? < 7, 'L
o (Soundness) If \,(L(B),y)? > n - t, then with probability 0.9, \,(L(Bgyp))* > L.

o (Bounded Parameter) | =1 - t.

1

Here %y = ammy e

is strictly greater than 1 by our choice of 1.
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Combining the above lemma with Theorem [10.5] gives us Theorem[10.2

We devote the rest of this subsection to describing the reduction (which is similar to that
from [KhoO3]]) and proving Lemma [[0.10] In Section [I0.4.1) we define the BCH lattice, which
is the key gadget used in the reduction. Using the BCH lattice and the NVP instance, we con-
struct the intermediate lattice B;,; in Section @ The intermediate lattice serves to blow up
the number of “good vectors” for the completeness case, while controlling the number of “bad
vectors” for the soundness case. In particular, this step ensures that the number of good vectors
in the completeness case (Lemma [I0.12)) far outnumber the number of bad vectors in the sound-
ness case (Lemma [[0.13)). Finally, in Section [10.4.3] we compose the intermediate lattice with a
random homogeneous constraint (sampled from an appropriate distribution), to give the final SVP
instance. The additional random constraint is used to annihilate all bad vectors in the soundness
case, while retaining at least one good vector in the completeness case.

For the rest of the section, we fix (B,y,?) to be a NVP instance, and set [ := 7 - ¢ and
ri= (% + 2%, + %) [. For simplicity of calculations, we will assume that both [ and r are integers,
and that [ is even. Furthermore, we say that a vector u is good (for the completeness case) if
Jul[? < v,'1, and we say that u is bad (for the soundness case) if [|ul? < 1.

10.4.1 The BCH Lattice gadget

We begin by defining the BCH lattices which is the key gadget used in the reduction. Given
parameters [, h € N where h+1isapowerof 2and ! < h. Let g = (/2)-log(h+1). Theorem|10.3]
guarantees that there exists a BCH code with block length h, message length h — ¢ and distance

[+ 1. Let Ppcn € {0, 1}9%" be the parity check matrix of such code. The BCH lattice is defined
by

Bpcn = s Orixg e 7hta)x(hta),

l-Pgen 20-1d,

The following lemma, which is simply a restatemen of Lemma 4.3 in [KhoO5]], summarizes the
key properties of BCH lattices, as defined above.

Lemma 10.11 ([KhoO5])). Let Bgcy € Z"t9x(h+9) be as above. There exists a randomized
polynomial time algorithm that, with probability at least 0.99, returns a vector s € 7"*9 such that

the following holds: there are at least ﬁ?g (f) distinct vectors z € Z"*9 such that |IBecnz —

10.4.2 The Intermediate Lattice

We now define the intermediate lattice. Let (B,y,¢) be an instance of NVP, where B € Z"*1.
The intermediate lattice By, is constructed as follows. Let [ = nt. Let h be the smallest power of

8In fact, Lemma(10.11|is even weaker than Khot’s lemma, since we do not impose a bound on ||z]| .
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2 such that & > max{2n, (10'°1)?"}, and let Bgcy be constructed as above. Then

Bu=| 0 Ot W g

Oh+g)xq Bmon s

where s € Z9 is the vector given by Lemma|10.11

Bounding Good Vectors in Completeness Case. We now prove a lower bound on the number
of good vectors in the completeness case.

-1
Lemma 10.12. If \,(L(B),y)? < t, then, with probability at least 0.99, there are at least h" (200hl/2ll)

good non-zero vectors in L(Biy).

Proof. Since \,(L(B),y)? < t, there exists X € Z? such that [|[Bx — y||£ < t. From Lemma
10.11, with probability at least 0.99, there exist at least 279 (’1}) /100 distinct vectors z € Z"*9
such that [|[Bgcuz — s||) = r. For each such z, consider the vector x = X oz o —1. It follows
that Bj,;x = (2BX — 2y) o (Bgcuz — s) is a non-zero vector and || By, x|} = 27||Bx — y/||? +
|Bpcnz — s||p < 2Pt +1r = 9, !]. Since the number of such vectors x is at least the number of
distinct coefficient vectors z, it can be lower bounded by

1 B 1 R 1 % 1w
.99 > .9 glalhtl) > . >
100 (r) 00~ r) = 100 7 (h+ 1)2 7 200 1R

where the last inequality follows from » < [ and [ < h. Finally, observe that each z produces
different Bgcpz and hence all B, x’s are distinct. O

Bounding Bad Vectors in Soundness Case. We next bound the number of bad vectors in the
soundness case:

Lemma 10.13. If \,(L(B),y)? > n - t, then the number of bad vectors in L(Biy) is at most
-1
107°h (200hl/2zl> :
At the heart of the proof is the claim that every bad vector must have even coordinates:

Claim 10.14. If \,(L(B),y)? > n-t, then all coordinates of every bad u € L(Biy) must be even.

Proof. Let u be any bad vector in £(Bj,;) and let x € Z9t""9! be such that Biy;x = u. We
write X as X; o Xo 0  where x; € Z9, x5 € Z™" and z € Z. Using this, we can express u as
Binx = (2Bx; — 27 - y) o (Bpcuxa — z - s). Recall that u is bad means that [[u||} < I, which
implies that ||Bx; — z - y[|5 <1 =17 -t. Since A\,(L£(B),y)? > 7 - t, it must be that z = 0.

Note that we now have u = (2Bx;) o (Bgcuxz). Let us assume for the sake of contradiction
that u has at least one odd coordinate; it must be that (Bgcyxz) has at least one odd coordinate.
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Let us further write x5 as X, = W; o Wy where w; € Z™ and w, € Z". Notice that Bgcpxs =
w; o ([((Ppcuwi — 2wy)). Since every coordinate of Bgcpxs must be less than [ in magnitude,
it must be the case that Pgcyw; — 2wy = 0. In other words, (w; mod 2) is a codeword of the
BCH code. However, since the code has distance [ + 1, this means that, if w has at least one odd
coordinate, it must have at least / 4 1 odd (non-zero) coordinates, which contradicts |lul[p < 1. [

Having proved Claim[10.14] we can now prove Lemma [10.13|by a simple counting argument.

Proof of Lemmal|l0.13} From Claim [10.14} all coordinates of u must be even. Therefore, u must
have at most [ /27 non-zero coordinates, all of which have magnitude at most |/'/?| < [—1. Hence,
we can upper bound the total number of such vectors by

1/2p +h+ P p P
(o= 1) (") < et < fem <
op

where the second-to-last step holds since ¢ < 5 log(h + 1) < [h/2 and n < h/2. On the other

L
2

hand,
1 1 1
h’ h(ﬁﬁip)l 1/2v I 8 27 1/20
hi/2[t - hi/2] - h/ (h/l”) n =10 (<2l) h/ ) )
which follows from i > (101°7)?". Combining the two bounds completes the proof. O

10.4.3 The Final SVP Instance and Proof of The Main Lemma

Finally, we construct By, from B, by adding a random homogeneous constraint similar to
[KhoO5]. For convenience, let N, denote the lower bound on the number of distinct coefficient
vectors guaranteed by Lemma [10.12]in the completeness case. Similarly, let N, denote the upper
bound on the number of annoying vectors as given in Lemma [I0.13] Combining the two lemmas
we have N, > 10°N,, which will be used crucially in the construction and analysis of the final
lattice.

Construction of the Final Lattice : Let p be any prime number irﬂ {104]\7 5, 1072N,, |. Further-

unif

more, letr '~ [0, p — 1]"*"*9 be a uniformly sampled lattice point. We construct By, as

B..p = Bint 0 ¢ 7 nthtg+1)x(athtg+2)

1-v"Byy L-p

This can be thought of as adding a random linear constraint to the intermediate lattice. The choice
of parameters ensures that with good probability, in the completeness case, at least one of the good

Note that the density of primes in this range is at least 1/log N, = 1/rlogh. Therefore, a random sample
of size O(rlogh) in this range contains a prime with high probability. Since we can test primality for any p €

{10_4Ng7 10_2N9} in FPT time, this gives us an FPT algorithm to sample such a prime number efficiently .
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vectors x € Z4Tht9+1 evaluates to 0 modulo p on the random constraint, and therefore we can
pick u € Z such that B, (x 0 u) = (Biyx) o 0 still has small £, norm. On the other hand, since
N, < N,, with good probability, all of bad vectors in the soundness case evaluate to non-zeros,
and hence will contribute a coordinate of magnitude /. This intuition is formalized below.

Proof of Lemma Let By, be the corresponding final lattice of (B, y, ¢) as described above.
Observe that given the NVP instance (B, y,t), we can construct By, in poly(n, ¢, t)-time.

Moreover, observe that £(By,,,) is simply {uo (I - w) | u € L(Bjy),w =r’u mod p}.

(Completeness) Suppose that \,(L(B),y)? < t. We will show that, with probability at least
0.8, Ap(L(Bsvp))? < 7, 'l To do this, we first condition on the event that there exists at least N,
good vectors as guaranteed by Lemma Consider any two good vectors u; # u,. Since
each entry of u; and u, is of magnitude at most (7, 11)1/7 they are pairwise independent modulo
p > 2l. Therefore, instantiating Lemma 5.8 from [KhoOS5|] with the lower bound on the number
of good vectors Ny, and our choice of p, it follows that with probability at least 0.9, there exists
a good vector u such that r’u = 0 mod p, i.e., u o 0 belongs to £(By,,). Therefore, by union
bound, with probability at least 0.8 (over the randomness of Lemma [I0.12] and the choice of r),
there exists a good u € £(Biy;) such that u o 0 remains in £(Bg,},).

(Soundness) Suppose that \,(L(B),y)? > n-t. Consider any uo (I - w) € L(Bg,). If
Juo (I-w)|r < I, it must be that |[uf|? < [ and w = 0; the latter is equivalent to r’u = 0
mod p. However, from Lemma there are only N, bad vectors u in £(Byy;). For each such
non-zero u, the probability that rYu = 0 mod p is exactly 1/p. As a result, by taking union
bound over all such u # 0, we can conclude that, with probability at least 1 — N,/p > 0.9, we
have \,(L£(Bs,))? > [. This concludes our proof. O

10.5 Discussion and Open Questions

In this chapter, we have shown the parameterized inapproximability of £-Minimum Distance Prob-
lem (k-MDP) and k-Shortest Vector Problem (k-SVP) in the ¢, norm for every p > 1 and their
non-homogeneous counterpart £-NCP and k-NVP, assuming (randomized) Gap-ETH.

An immediate open question is whether k-SVP in the ¢; norm is in FPT:

Open Question 7. Is k-SVP in the {1 metric fixed-parameter tractable?

Khot’s reduction unfortunately does not work for /1 ; indeed, in the work of Haviv and Regev [HRO7],
they arrive at the hardness of approximating SVP in the /; norm by embedding SVP instances in
{5 to instances in ¢; using an earlier result of Regev and Rosen [RR06]. The Regev-Rosen em-
bedding inherently does not work in the FPT regime either, as it produces non-integral lattices.
Similar issue applies to an earlier hardness result for SVP on ¢; of [MicO0|], whose reduction
produces irrational bases.

An additional question regarding k-SVP is whether we can prove hardness of approxima-
tion for every constant factor. In the conference version of the work that this chapter is based
on [Bha+18], this is shown for p = 2; however, the question remains open for p # 2. Please
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refer to [Bha+18]|] for a more detailed discussion regarding the barrier to apply gap amplification
techniques of [KhoO5; HRO7], which yields NP-hardness of large factor for approximating SVP.

Furthermore, the Minimum Distance Problem can be defined for linear codes in [F,, for any
larger field of size p > 2 as well. It turns out that our result does not rule out FPT algorithms for k-
MDP over [F,, with p > 2. The issue here is that, in our proof of existence of LSDC (Lemma ,
we need the co-dimension of the code to be small compared to its distance. In particular, the co-
dimension h — m has to be at most (d/2 + O(1)) log, h where d is the distance. While the BCH
code over binary alphabet satisfies this property, we are not aware of any linear codes that satisfy
this for larger fields. It is an intriguing open question to determine whether such codes exist, or
whether the reduction can be made to work without existence of such codes.

Since the current reductions for both £-MDP and k-SVP are randomized, it remains open
whether we can find deterministic reductions for these problems. As stated in the introduction,
even in the non-parameterized setting, NP-hardness of SVP through deterministic reductions is
not known. On the other hand, MDP is known to be NP-hard even to approximate under determin-
istic reductions; in fact, even the Dumer et al.’s reduction [DMSO03|] that we employ can be deran-
domized, as long as one has a deterministic construction for Locally Suffix Dense Codes [CW 12a;
Mic14]. In our settings, if one can deterministically construct Sparse Covering Codes (i.e. deran-
domize Lemma([I0.9), then we would also get a deterministic reduction for k-MDP.

Finally, to the best of our knowledge, there is no g(k)-FPT-approximation algorithm for any
function g for any of the four problems consider in this chapter. Hence, similar to £-UNIQUE SET
COVER, it remains open whether these problems are totally FPT inapproximable:

Open Question 8. Are k-NCP, k-NVP, k-MDP and k-SVP totally FPT inapproximable?

Of course, due to the reduction in if we can show that k-UNIQUE SET COVER is totally
FPT inapproximable, then the total FPT inapproximability of k-NCP and k-NVP follow immedi-
ately. On the other hand, £-MDP and k-SVP seems to be much more challenging; all NP-hardness
of approximation proofs for the two problems proceed by showing a small factor inapproximabil-
ity, and then amplify the gap if possible. Such an approach is unlikely to even achieve a polynomial
ratio, let alone total inapproximability.



203

Part 111

Problems in P
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Chapter 11

Inapproximability in P: Closest Pair and
Maximum Inner Product

The Closest Pair of Points problem or Closest Pair problem (CP) is a fundamental problem in com-
putational geometry: given n points in a d-dimensional metric space, find a pair of distinct points
with the smallest distance between them. The Closest Pair problem for points in the Euclidean
plane [SH75; |BS76] stands at the origins of the systematic study of the computational complex-
ity of geometric problems [PS85; Man89; KTO0S5; Cor+09]. Since then, this problem has found
abundant applications in geographic information systems [Hen06], clustering [Zah71}; Alp10], and
numerous matching problems (such as stable marriage [Won+07]).

The trivial algorithm for CP examines every pair of points in the point-set and runs in time
O(n*d). Over the decades, there have been a series of developments on CP in low dimensional
space for the Euclidean metric [Ben80; HNS88; KM95; SH75; BS76], leading to a determinis-
tic O(2°@nlogn)-time algorithm [BS76] and a randomized O(2°(¥n)-time algorithm [Rab76;
KMO35|. For low (i.e., constant) dimensions, these algorithms are tight as a matching lower bound
of Q(nlog n) was shown by Ben-Or [Ben83] and Yao [Yao091] in the algebraic decision tree model,
thus settling the complexity of CP in low dimensions. On other hand, for very high dimensions
(for example, when d = n) there are subcubic algorithms [GS17; Ind+04] in the /1, {5, and {.-
metric{] using fast matrix multiplication algorithms [Gal14]]. However, CP in medium dimensions,
i.e., d = polylog(n), and in various ¢,-metrics, have been a focus of study in machine learning and
analysis of Big Data [Kle97]], and it is surprising that, even with the tools and techniques that have
been developed over many decades, when d = w(log n), there is no known subquadratic-time (i.e.,
O(QO(d)nQ*E)—time) algorithm, for CP in any standard distance measure [Ind00; ACO09; Ind+04] .
The absence of such algorithms was explicitly observed as early as the late nineties by Cohen and
Lewis [CL99] but there was not any explanation until recently.

David, Karthik, and Laekhanukit [DKL18]] showed that for all p > 2, assuming the Orthogonal
Vectors Hypothesis (OVH), for every £ > 0, no algorithm running in n2~¢ time can solve CP in the
¢,-metric, even when d = w(logn). Their conditional lower bound was based on the conditional

'In fact, when d = n there are subcubic algorithms for every £,-metric, where p is even [Ind+04].
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lower bound (again assuming OV H) of Alman and Williams [AW 15]] for the Bichromatic Closest
Pair problenﬂ (BCP) where we are given two sets of n points in a d-dimensional metric space,
and the goal is to find a pair of points, one from each set, with the smallest distance between
them. Alman and Williams showed that for all p € R, U {0}, assuming OVH, for every ¢ > 0,
no algorithm running in n?~¢ time can solve BCP in the w(logn)-dimensional £,-metric space.
Given that [AW15]] show their lower bound on BCP for all £,-metrics, the lower bound on CP of
[DKL18] feels unsatisfactory, since the ¢-metric is arguably the most interesting metric to study
CP on. On the other hand, the answer to the complexity of CP in the Euclidean metric might be
on the positive side, i.e., there might exist an algorithm that performs well in the /5-metric because
there are more tools available, e.g., Johnson-Lindenstrauss’ dimension reduction [JL84]. Thus we
have the following question:

Open Question 9 ([ARW17aﬂ[Wi118a; DKLI18|). Is there an algorithm running in time n>—¢
for some € > 0 which can solve CP in the Euclidean metric when the points are in w(logn)
dimensions?

Even if the answer to the above question is negative, this does not rule out strong approximation
algorithms for CP in the Euclidean metric, which might suffice for all applications. Indeed, we do
know of subquadratic approximation algorithms for CP. For example, LSH based techniques can
solve (1+6)-CP (i.e., (1+ ) factor approximate CP) in n>~©() time [IM98], but cannot do much
better [MNPO7; |(OWZ14]. In a recent breakthrough, Valiant [Vall5|] obtained an approximation

algorithm for (1 + §)-CP with runtime of n>9(V9)  The state of the art is an n2~©(®"*) time
algorithm by Alman, Chan, and Williams [ACW16]. Can the dependence on 4 be improved indef-
initely? For the case of (1 + 0)-BCP, assuming OVH, Rubinstein [Rub18] answered the question
in the negative. Does (1 + 0)-CP also admit the same negative answer?

Open Question 10. Is there an algorithm running in time n>=¢ for some ¢ > 0 which can solve
(14 0)-CP in the Euclidean metric when the points are in w(log n) dimensions for every § > 02

Another important geometric problem is the Maximum Inner Product problem (MIP): given
n points in the d-dimensional Euclidean space, find a pair of distinct points with the largest inner
product. This problem along with its bichromatic variant (Bichromatic Maximum Inner Prod-
uct problem, denoted BMIP) is extensively studied in literature (see [ARW17a] and references
therein). Abboud, Rubinstein, and Williams [ARW17al] showed that assuming OVH, for ev-
ery ¢ > 0, no 2(°8 ")170<1)—appr0ximation algorithm running in n2~¢ time can solve BMIP when
d = n°Y, Tt is a natural question to ask if their inapproximability result can be extended to MIP:

Research Question 6. Is there an algorithm running in time n?~¢ for some € > 0 which can solve
~-MIP in n°Y dimensions for even v = 9(logn)' o) o

We remark that BCP is of independent interest as it’s equivalent to finding the Minimum Spanning Tree in
£p-metric [Aga+91; [KLN99|. Moreover, understanding the fine-grained complexity of BCP has lead to better un-
derstanding of the query time needed for Approximate Nearest Neighbor search problem (see Razenshteyn’s thesis
[Raz17] for a survey about the problem) with polynomial preprocessing time [Rub1§]].

SPlease see the erratum in [ARW17b].
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Our Results

In this chapter we address all three previously mentioned open questions. First, we almost com-
pletely resolve Open Question[9] In particular, we show the following.

Theorem 11.1 (Subquadratic Hardness of CP; Informal, See Theorem [11.20). Ler p € Rx; U {0}.
Assuming OVH, for every € > 0, no algorithm running in n*>~¢ time can solve CP in the {,-metric,
even when d = (log n)QE(l).

In particular we would like to emphasize that the dimension for which we show the lower
bound on CP depends on €. We would also like to remark that our lower bound holds even when
the input point-set of CP is a subset of {0, 1}?. Finally, we note that the centerpiece of the proof
of the above theorem (and also the proofs of the other results that will be subsequently mentioned)
is the construction of a dense bipartite graph with low contact dimension, i.e., we construct a
balanced bipartite graph on n vertices with n?~¢ edges whose vertices can be realized as points in a
(log n)®=()-dimensional £,-metric space such that every pair of vertices which have an edge in the
graph are at distance exactly 1 and every other pair of vertices are at distance greater than 1. This
graph construction is inspired by the construction of locally dense codes introduced by Dumer,
Miccancio, and Sudan [DMSO03]] and uses special density properties of Reed Solomon codes. A
detailed proof overview is given in Section[IT.1.1]

Next, we improve our result in Theorem in some aspects by showing 1 + o(1) factor
inapproximability of CP even in O.(logn) dimensions, but can only rule out algorithms running
in n'°~¢ time (as opposed to Theorem which rules out exact algorithms for CP running in
n?~¢ time). More precisely, we show the following.

Theorem 11.2 (Subquadratic Hardness of gap-CP). Let p € R>, U{0}. Assuming OVH, for every
e > 0, there exists 6(¢) > 0 and c(g) > 1 such that no algorithm running in n*5~¢ time that can
solve (1 + 6)-CP in the (,-metric, even when d = clog n.

We remark that the n'5~¢ lower bound on approximate CP is an artifact of our proof strategy
and that a different approach or an improvement in the state-of-the-art bound on the number of
minimum weight codewords in algebraic geometric codes (which are used in our proof), will lead
to the complete resolution of Open Question

It should also be noted that the approximate version of CP and the dimension are closely
related. Namely, using standard dimensionality reduction techniques [JL84]ﬂ for (1 + 6)-CP, one
can always assume that d = Os(log n). In other words, hardness of (1 + §)-CP immediately yields
logarithmic dimensionality bound as a byproduct.

Finally, we completely answer Open Question [0] by showing the following inapproximability
result for MIP, matching the hardness for BMIP from [ARW17a].

Theorem 11.3 (Subquadratic Hardness of gap-MIP). Assuming OVH, for every ¢ > 0, no algo-
rithm running in n*< time can solve v-MIP for any v < 206" ™" even when d = n°W.

“In fact, since our results apply to {0, 1}-vectors, simply subsampling coordinates would also work.
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Recently, there have been a lot of results connecting BCP or (1+0(1))-BCP to other problems
(see [Rubl8}; (Chel&a; (Chel8b; (CW19]]). Now such connections can be extended to CP as well.
For example, the following conditional lower bound follows from [Rub18] for gap-CP in the edit
distance metric and for completeness a proof is given in Appendix

Theorem 11.4 (Subquadratic Hardness of gap-CP in edit distance metric). Assuming OVH, for
every € > 0, there exists () > 0 and c(g) > 1 such that no algorithm running in n*->~¢ time can
solve (1 + 0)-CP in the edit distance metric, even when d = clognloglogn.

11.1 Proof Overview

In this section, we provide an overview of our proofs. For ease of presentation, we will sometimes
be informal here; all notions and proofs are formalized in subsequent sections. Our overview
is organized as follows. First, in Subsection [I1.1.1} we outline our proof of running time lower
bounds for exact CP (Theorem|11.1)). Then, in Subsection|11.1.2] we abstract part of our reduction
using error-correcting codes, and relate them back to the works on locally dense codes [DMSO03;
CWI12bf Mic14] that inspire our constructions. Finally, in Subsection [[T.1.3] we briefly discuss
how to modify the base construction (i.e. code properties) to give conditional lower bounds for
approximate CP and MIP (Theorems [I1.2]and[T1.3).

11.1.1 Conditional Lower Bound on Exact Closest Pair

In this subsection, we provide a proof overview of a slightly weaker version of Theorem[IT.1] i.e.,
we show that assuming SETH, for every p € R>; U {0}, no subquadratic time algorithm can solve
CP in the ¢,-metric when d = (logn)“"). We prove such a result by reducing BCP in dimension
d to CP in dimension d + (logn)“(!), and the subquadratic hardness for CP follows from the
subquadratic hardness of BCP established by [AW15]]. Note that the results in this chapter remain
interesting even if SETH is false, as our reduction shows that BCP and CP are computationally
equivalen (up to n°M factor in the running time) when d = (logn)“("). The conditional lower
bound on CP is merely a consequence of this computational equivalence. Finally, we note that a
similar equivalence also holds between MIP and BMIP.

Understanding an obstacle of [DKL18]. Our proof builds on the ideas of [DKL18]] who showed
that assuming SETH, for every p > 2, no subquadratic time algorithm can solve CP in the /-
metric when d = w(logn). They did so by connecting the complexity of CP and BCP via the
contact dimension of the balanced complete bipartite graph (biclique), denoted by k&, ,,. We elab-
orate on this below.

SWe can reduce an instance of CP to an instance of BCP by randomly partitioning the input set of CP instance
into two, and the optimal closest pair of points will be in different sets with probability 1/2 (and this reduction can be
made deterministic).
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To motivate the idea behind [DKL18|], let us first consider the trivial reduction from BCP to
CP: given an instance A, B of BCP, we simply output A U B as an instance of CP. This reduction
fails because there is no guarantee on the distances of a pair of points both in A (or both in B).
That is, there could be two points a,a’ € A such that ||a — &’||, is much smaller than the optimum
of BCP on A, B. If we simply solve CP on A U B, we might find such a, a’ as the optimal pair
but this does not give the answer to the original BCP problem. In order to circumvent this issue,
one needs a gadget that “stretch” pairs of points both in A or both in B further apart while keeping
the pairs of points across A and B close (and preserving the optimum of BCP on A, B). It turns
out that this notion corresponds exactly to the contact dimension of the biclique, which we define
below.

Definition 11.5 (Contact Dimension [Pac80|). For any graph G = (V, E), a mapping 7 : V — R¢
is said to realize G (in the {,-metric) if for some 3 > 0, the following holds for every distinct
vertices U, v:

|7(u) —7(v)||, = Bif{u,v} € E, and, (11.1)
|7(uw) — 7(v)||, > B otherwise. (11.2)

The contact dimension (in the {,-metric) of G, denoted by cd,(G), is the minimum d € N such that
there exists 7 : V — R realizing G in the {,-metric.

In this chapter, we will be mainly interested in the contact dimension of bipartite graphs.
Specifically, [DKL18] only consider the contact dimension of the biclique K, ,. Notice that a
realization of biclique ensures that vertices on the same side are far from each other while vertices
on different sides are close to each other preserving the optimum of BCP; these are exactly the
desired properties of a gadget outlined above. Using this, [DKL18] give a reduction from BCP
to CP which shows that the two are computationally equivalent whenever d = §2(cd, (K, ,)), as
follows.

Let A, B C R? each of cardinality n be an instance of BCP and let 7 : AUB — R (Knn) be
a map realizing the biclique (AUB, A x B) in the ,-metric; we may assume w.l.o.g. that 5 = 1.
Let 0 be the distance between any point in A and any point in B (i.e., ¢ is an upper bound on the
optimum of BCP). Let p > 0 be such that ||7(a) — 7(b)|l, > 1+ pforalla € A,b € B (and this
is guaranteed to exist by (11.2])). Moreover, let k£ > 0/p be any sufficiently large number. Consider
the point-sets A, B C R*d»(Knr) of cardinality n each defined as

A={ao(k-7(a))|ac A}, B={bo(k-7(b))|be B},

where o denotes the concatenation between two vectors and £ - x denotes the usual scalar-vector
multiplication (i.e. scaling x up by a factor of k). For brevity, we write a and b to denote a o (k -
7(a)) and b o (k - 7(b)) respectively.

We now argue that, if we can find the closest pair of points in AU B, then we also immediately
solve BCP for (A, B). More precisely, we claim that (a*,b*) € A x B is a bichromatic closest
pair of (A, B) if and only if (a*, b*) is a closest pair of AU B.
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To see that this is the case, observe that, for cross pairs (a,b) € A x B, implies that the
distance [|a — b||, is exactly (k” +|ja — b||2)/7; hence, among these pairs, (a*, b*) is a closest pair
iff (a*, b*) is a bichromatic closest pair in A, B. Notice also that, since the bichromatic closest pair
in A, B is of distance at most 8, the closest pair in AU B is of distance at most (k? +67)"/? < k+4.

On the other hand, for pairs both from A or both from é, the distance must be at least k(14 p),
which is more than £ + § from our choice of k. As a result, these pairs cannot be a closest pair in
AUB , and this concludes the sketch of the proof.

There are a couple of details that we have glossed over here: one is that the gap p cannot be
too small (e.g., p cannot be as small as 1/2) and the other is that we should be able to construct 7
efficiently. Nevertheless, these are typically not an issue.

[DKL18]] show that cd, (K, ,,) = ©(logn) when p > 2 and that the realization can be con-
structed efficiently and with sufficiently large p. This implies the subquadratic hardness of CP (by
reduction from BCP) in the /,-metric for all p > 2 and d = w(logn). However, it was known that
cdy (K, ) = ©(n) [FM88]. Thus, they could not extend their conditional lower bound to CP in
the Euclidean metricE] even when d = o(n). In fact, this is a serious obstacle as it rules out many
natural approaches to reduce BCP to CP in a black-box manner. Elaborating, the lower bound on
cdy (K, ) rules out local gadget reductions which would replace each point with a composition
of that point and a gadget with a small increase in the number of dimensions, as such gadgets
can be used to construct a realization of /, ,, in the Euclidean metric in a low dimensional space,
contradicting the lower bound on cdy (K, ,,).

Overcoming the Obstacle: Beyond Biclique. We overcome the above obstacle by considering
dense bipartite graphs, instead of the biclique. More precisely, we show that there exists a balanced
bipartite graph G* = (A*UB*, E*) on 2n vertices such that |[E*| > n?~°(" and cd,(G*) is small
(i.e. cd,(G*) < (logn)“WM). We give a construction of such a graph below but before we do so, let
us briefly argue why this suffices to show that BCP and CP are computationally equivalent (up to
n°(") multiplicative overhead in the running time) for dimension d = Q(cd,,(G*)).

Let us consider the same reduction which produces A, B as before, but instead of using a
realization of the biclique, we use a realization 7 of G*. This reduction is of course incorrect: if
(a*,b*) is not an edge in G*, then ||7(a*) — 7(b*)||, could be large and, thus the corresponding
pair of points (a*, l?)v’*) € Ax B, may not be the closest pair. Nevertheless, we are not totally
hopeless: if (a*, b*) is an edge, then we are in good shape and the reduction is correct.

With the above observation in mind, consider picking a random permutation 7 of A U B such
that 7(A) = A and 7(B) = B and then initiate the above reduction with the map (7 o 7) instead
of 7. Note that 7 o 7 is simply a realization of an appropriate permutation G’ of G* (i.e., G’ is
isomorphic to G*). Due to this, the probability that we are “lucky” and (a*, b*) is an edge in G’
is p := | E|/n?; when this is the case, solving CP on the resulting instance would give the correct

®Note that plugging in the bound on cdz (K, ,,) in the result of [DKL18] yields that assuming SETH, no sub-
quadratic in 7 running time algorithm can solve CP when d = €2(n). This is not a meaningful lower bound as just the
input size of CP when d = Q(n) is Q(n?).
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answer for the original BCP instance. If we repeat this logn/p = n°) times, we would find the
optimum of the original BCP instance with high probability.

To recap, even when G* is not a biclique, we can still use it to give a reduction from BCP to
CP, except that the reduction produces multiple (i.e. O(n?/|E*|)) instances of CP. We remark
here that the reduction can be derandomized: we can deterministically (and efficiently) pick the
permutations so that the permuted graphs covers K, ,, (see Lemma[I1.8). As a minor digression,
we would like to draw a parallel here with a recent work of Abboud, Rubinstein, and Williams
[ARW17a]. The obstacle raised in [DKL18] is about the impossibility of certain kinds of many-
one gadget reductions. We overcame it by designing a reduction from BCP to CP which not only
increased the number of dimensions but also the number of points (by creating multiple instances
of CP). This technique is also utilized in [ARW 17a] where they showed the impossibility of Deter-
ministic Distributed PCPs (Theorem 1.2 in [ARW17a]]) but then overcame that obstacle by using an
advice (which is then enumerated over resulting in multiple instances) to build Non-deterministic
Distributed PCPs.

Constructing a dense bipartite graph with low contact dimension. We now proceed to con-
struct the desired graph G* = (A* U B*, E*). Note that any construction of a dense bipartite
graph with contact dimension n°(!) is non-trivial. This is because it is known that a random graph
has contact dimension §2(n) in the Euclidean metric with high probability [RRS89; BLO5], and
therefore our graph construction must be significantly better than a random graph.

Our realization 7% of G* will map into a subset of {0, 1}(10g M Aga result, we can fix p = 0,
since a realization of a graph with entries in {0, 1} in the Hamming-metric also realizes the same
graph in every ¢,-metric for any p # oo.

Fix ¢ = w(1). We associate [n] with F? where ¢ = ©((logn)?) is a prime and
h = © (g‘lg%gn). Let P be the set of all univariate polynomials (in =) over [F, of degree at

most h — 1. We have that |P| = ¢" = n and associate P with A*. Let Q be the set of all univariate
monic polynomials (in z) over I, of degree h, i.e.,

Q = {z" +p(z) | p(z) € P}.

We associate the polynomials in Q with the vertices in B* (note that |Q| = n). In fact, we view
the vertices in A* and B* as being uniquely labeled by polynomials in P and Q respectively. For
notational clarity, we write p, (resp. py) to denote the polynomial in P (resp. Q) that is associated
toa € A* (resp. b € B*).

For every a € A* and b € B*, we include (a, b) as an edge in E* if and only if the polynomial
Py — P (Which is of degree h) has h distinct roots. This completes the construction of G*. We have
to now show the following two claims about G*: (i) |E*| = n?=9("/9) = n2=°(1) and (ii) there is
7 A*UB* — {0, 1}0esm?? — 10 1}00em)* ™ that realizes G*.

To show (i), let R be the set of all monic polynomials of degree i with h distinct roots. We
have that |R| = (2) Fix a vertex a € A*. Its degree in G* is exactly |R| = (g) This is because,
for every polynomial » € R, r + a belongs to Q, and therefore (a,r + a) € E*. This implies the
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following bound on | E*|:
2

h i hh <1Ogn)@((logn)/(g-loglogn)) ’

Next, to show (ii), we construct a realization 7* : A*UB* — i of G*. We note that, it is
simple to translate the entries to {0, 1} instead of F,, by replacing ¢ € [, with the ¢-th standard
basis e; € {0, 1}9. This would result in a realization 7 : A*UB* — {0,1}?" of G**; notice that the
dimension of 7* is ¢*> = ©((logn)?) as claimed.

We define 7* as follows.

e For every a € A*, 7(a) is simply the vector of evaluation of p, on every element in [F,.
More precisely, for every j € [g], the j-th coordinate of 7*(a) is p,(7 — 1).

e Similarly, for every b € B* and j € [¢], the j-th coordinate of 7*(b) is py(j — 1).

We now show that 7* is indeed a realization of G*; specifically, we show that 7* satisfies (11.1])
and (11.2) with 8 = ¢ — h.

Consider any edge (a,b) € E*. Notice that ||7*(a) — 7*(b)|o is the number of = € F, such
that p,(x) — p,(x) # 0. By definition of £, p, — p, is a polynomial with A distinct roots over IF,.
Thus, ||7*(a) — 7*(b)|lo = ¢ — h = /3 as desired.

Next, consider a non-edge (a,b) € (A* x B*)\ E* . Then, we know that p, — p, has at most
h — 1 distinct roots over [F,. Therefore, the polynomial p, — p, is non-zero on at least ¢ — i + 1
coordinates. This implies that ||[7*(a) — 7*(b)||[o = ¢ —h+ 1 > (.

Finally, for any distinct a,a’ € A*, we have ||7*(a) — 7*(a’)||lo0 = ¢ — h + 1 because p, — pas
is a non-zero polynomial of degree at most ~ — 1 and thus can be zero over F, in at most h — 1
locations. Similarly, ||7*(b) — 7*(V')|lo = ¢ — h + 1 for any distinct b,/ € B*.

This completes the proof sketch for both the claims about G* and yields Theorem [T1.1] for
d = (logn)“"). Finally we remark that in the actual proof of Theorem we will set the
parameters in the above construction more carefully and achieve the bound cd,(G*) = (log n)%=(1).

11.1.2 Abstracting the Construction via Error-Correcting Codes

Before we move on to discuss the proofs of Theorems |l 1.3|and let us give an abstraction of
the construction in the previous subsection. This will allow us to easily generalize the construction
for the aforemention theorems, and also to explain where our motivation behind the construction
comes from in the first place.

For notational convenient, we use “code” or “error-correcting code” to refer to a set of code-
words C rather than the mapping C' throughout this chapter.

Dense Bipartite Graph with Low Contact Dimension from Codes. In order to construct a
balanced bipartite graph G* on 2n vertices with n?~°() edges such that cd,(G*) < d*, it suffices
to have a code C* with the following properties (for code-related definitions, see Section [2.7)):
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o C* C ]Ff; of cardinality n is a linear code with block length /¢, and distance A over alphabet
F

q-

e There exists a center s* € F, and r* < A such that [C*|'~°()) codewords are at Hamming
distance exactly 7* from s* and no codeword is at distance less than r* from s*.

e ¢ -V =d".

We also require that C* and s* can be constructed in poly(n) time; such a requirement holds for all
the codes we use, and we shall ignore this requirement for the ease of exposition.

We describe below how to construct G* from C*, but first note that the construction of G* we
saw in the previous subsubsection was just showing that Reed Solomon codes [RS60] of block
length ¢ = ©((logn)?) and message length h = O (g-l(lj(;glggn) over alphabet F, with distance
q — h + 1 has the above properties. The center s* in that construction was the evaluation of the
polynomial z" over F,, and r* was ¢ — h.

In general, to construct G* from C*, we first define a subset S* C Fg of cardinality n as follows:

S*={s"+clcelC}.

We associate the vertices in A* with the codewords of C* and vertices in B* with the strings in
S*. For any (a,b) € A* x B*, let (a,b) € E* if and only if |b — al|o = r*. This completes the
construction of G*. We have to now show the following claims about G*: (i) |E*| = n?>~°(!) and
(ii) there is 7 : A*UB* — {0, 1}9* that realizes G*.

Item (i) follows rather easily from the properties of C* and s*. Let 7™ be the subset of C* of
all codewords which are at distance exactly equal to r* from s*. From the definition of s*, we
have |T*| = |C*|'~°). Fix a € A*. Its degree in G* is |T*| = |C*|'~°(). This is because for
every codeword t € 7™ we have that t — a is a codeword in C* (from the linearity of C*) and thus
s* —t 4+ aisin S*, and therefore (a,s* —t +a) € £

For item (ii), consider the identity mapping 7* : A*UB* — Ff; that maps each string to itself.
It is simple to check that 7* realizes G* in the Hamming metric (with 8 = 7).

Recall from the previous subsection that given 7* : A*UB* — Iﬁ‘g that realizes G* in the
Hamming metric, it is easy to construct 7 : A*UB* — {0, 1} that realizes G* in the Hamming
metric with a ¢ multiplicative factor blow-up in the dimension. This completes the proof of both
the claims about G* and gives a general way to prove Theorem given the construction of C*
and s*.

Finding Center from Another Code. One thing that might not be clear so far is: where does
the center s* come from? Here we provide a systematic way to produce such an s*, by looking
at another code that contains C*. More precisely, let C* C c* - IE‘f; be two linear codes with the
same block length and alphabet. Suppose that the distance of C* is A, the distance of C* is r* and
that »* < A. It is easy to see that, by taking s* to be any element of C* \ C*, it holds that every
codeword in C* is at distance at least 7* from s*, simply because s* and any codeword of C* are
two distinct codewords of C*.
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Hence, we are only left to argue that there are many codewords of C* that is of distance exactly
r* from s*. While this is not true in general, we can show by an averaging argument that this is
true (for some s* € C *) if a large fraction (e.g. |C *|_O(1) fraction) of codewords of C* has Hamming
weight exactly * (see Lemma [[T.2T]).

Indeed, viewing in this light, our previous choice of center for Reed-Solomon code (i.e. evalu-
ation of z") is not coincidental: we simply take C* to be another Reed-Solomon code with message
length h + 1 (whereas the base code C* is of message length h).

Comparison to Locally Dense Codes. We end this subsection by remarking that the codes that
we seek are very similar to locally dense codes [DMSO03; (CW12bj Micl4], which is indeed our
inspiration. A locally dense code is a linear code of block length ¢ and large minimum distance A,
admitting a ball centered at s of radiu’| 7 < A and containing a large (i.e. exp(poly(¢))) number
of codeword Such codes are non-trivial to construct and in particular all known constructions of
locally dense codes are using codes that beat the Gilbert-Varshamov (GV) bound [G1l152; Var57[;
in other words we need to do better than random codes to construct them. This is because (as noted
in [DMSO03]), for a random code C C IFg (or any code that does not beat the GV bound), a random
point in F, acting as the center contains in expectation less than one codeword in a ball of radius
A. Of course, this is simply an intuition and not a formal proof that a locally dense code needs to
beat the GV bound, since there may be more sophisticated ways to pick a center.

Although the codes we require are similar to locally dense codes, there are differences between
the two. Below we list four such differences: the first two makes it harder for us to construct our
codes whereas the latter two makes it easier for us.

e We seek a center s* so that no codewords in C* lies at distance less than r*, as opposed to
locally dense codes which allows codewords to be close to s*. This is indeed where our
idea of using another code C* D C* comes in, as picking s* from % \ C* ensures us that no
codeword of C* is too close to s*.

e Another difference is that we need the number of codewords at distance r* from s* to be
very large, i.e., |C*|'~°(), whereas locally dense codes allow for much smaller number of
codewords. Indeed, the deterministic constructions from [CW12b; Mic14] only yield the

bound of 2°(V1°21€") Hence, these do not directly work for us.

e Locally dense codes requires 7 to be at most (1 — £)A for some constant € > 0, whereas we
are fine with any r* < A. In fact, our Reed-Solomon code based construction above only
yields 7* = A — 1 which would not suffice for locally dense codes. Nevertheless, as we
will see later for inapproximability of CP, we will also need the ratio 7*/A to be a constant

7Clearly, for the ball to contain more than a single codeword, it must be r > A /2. Here we are interested in balls
with radius not much bigger than that, say r < - - A for some constant 1/2 < v < 1.

8Strictly speaking, a locally dense code also requires an auxiliary matrix T used to index these codewords. How-
ever, in previous works, finding T is typically not hard given the center s. Hence, we ignore T in our discussion here
for the ease of exposition.
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bounded away from 1 as well and, since we need a code with these extraordinary properties,
they are very hard to find. Indeed, in this case we only manage to prove a weaker lower
bound on gap-CP.

e Finally, we remark that locally dense codes are required to be efficiently constructed in
poly(log [C*|) time, which is part of why it is hard to find. Specifically, while [DMS03]
shows that an averaging argument works for a random center, derandomizing this is a big
issue and a few subsequent works are dedicated solely to this issue [[CW12bj; Mic14]. On
the other hand, brute force search (over all codewords in C *) suffices to find a center for us,
as we are allowed construction time of poly(|C*|).

11.1.3 Inapproximability of Closest Pair and Maximum Inner Product

In this subsection, we sketch our inapproximability results for MIP and CP. Both these results
use the same reduction that we had from BCP to CP, except that we now need stronger properties
from the gadget, i.e., the previously used notions of contact dimension does not suffice anymore.
Below we sketch the required strengthening of the gadget properties and explain how to achieve
them.

Approximate Maximum Inner Product

Observe that the gadget we construct for CP in Subsection [I1.1.2] can also be written in terms
of inner product as follows: there exists a dense balanced bipartite graph G* = (A*UB*, E*), a
mapping 7 : A*UB* — {0, 1}9* such that the following holds.

(i) For all edges (a,b) € E*, (t(a), (b)) = —1*.
(ii) For all edges (a,b) € (A* x B*) \ E*, (1(a), (b)) < { —r*.
(iii) For all distinct a, b both from A* or both from B*, ((a), 7(b)) < ¢ — A.

Notice that we wrote the conditions above in a slightly different way than in previous subsections;
previously in the contact dimension notation, and would be simply written together as:
for all non-edge (a,b), (7(a), (b)) < ¢ — r*. This change is intentional, since, to get gap in our
reductions, we only need a gap between the bounds in (i) and (but not in (fi)). In particular, to
get hardness of approximating MIP, we require i:’z to be at least (1 + ) for some € > 0.

From our Reed-Solomon construction above, £ — A and ¢ — r* are exactly the message length
of C* minus one and the message length of C* minus one respectively. Previously, we selected
these two to be h and h + 1. Now to obtain the desired gap, we simply take the larger code C* to

be a Reed-Solomon code with larger (i.e. (1 + £)h) message length?]

This approach can in fact give not just (1 + £) but arbitrarily large constant gap between the two cases. In the
actual reduction, we take this gap to be 3 (Theorem[T1.3T), which makes some computations simpler.
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Finally, we note that even with the above gadget, the reduction only gives a small (i.e. 1+0(1))
factor hardness of approximating MIP (Theorem [[T.31)). To boost the gap to near polynomial, we
simply tensor the vectors with themselves (see Section[T1.5).

Approximate Closest Pair

Once again, recall that we have the following gadget from Subsection [IT.1.2} there exists a dense
balanced bipartite graph G* = (A*UB*, E*), a mapping 7 : A*UB* — {0,1}7¢ such that the
following holds.

(i) For all edges (a,b) € E*,

T(a) — 7(b)|lo = r*.
(ii) For all edges (a,b) € (A* x B*) \ E*,

T(a) — 7(b)]|o > r*.

(iii) For all distinct a, b both from A* or both from B*, ||7(a) — 7(b)||o = A.

Once again, we need an (1 + ¢) gap between the bounds in and H 1.e., T%. Unfortunately,

we cannot construct such codes using any of the Reed-Solomon code families. We turn to another
type of codes that beat the Gilbert-Varshamov bound: Algebraic- Geometric (AG) codes. Similar
to the Reed-Solomon code based construction, we take C* as an AG code and C*tobe a “higher
degree” AG code; getting the desired gap simply means that the distance of C* must be at least
(14 ¢) times the distance of C*.

Recall from Subsection [11.1.2]also that, to bound the density of G*, we need a lower bound
on the number of minimum weight codewords of C*. Such bounds for AG codes are non-trivial
and we turn to the bounds from [ABVO1; VIa18]]. Unfortunately, this only gives G* with density
|C*|~1/27°()  instead of |C*|~°(") as before. This is indeed the reason that our running time lower
bound for approximate CP is only n'5~¢.

11.2 Additional Preliminaries

11.2.1 Singleton Bound

We will use the following standard bound from coding theory called the Singleton bound:

Theorem 11.6 (Singleton bound [Sin64]]). For any linear [N, K, D], code, K + D < N + 1.

11.2.2 Miscellaneous Tools

Covering Biclique by Isomorphic Graphs. A useful fact we use to derandomize our reductions
is that the biclique can be covered by any dense bipartite graph GG with only a few graphs that are
isomorphic to G. To state this more formally, let us first define a few notions.

Definition 11.7. For any graph G = (V, E¢) and any permutation 7 : Vg — Vg, we use G to
denote the graph (Vi , E..) where the vertex set V_ is equal to Vg and Eq, = {(7(a), 7 (b)) |
(CL, b) € EG'}
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For brevity, we say that a permutation 7 : AUB — AUB of vertices of a bipartite graph
G = (AUB, Eg) is side-preserving if 1(A) = A and 7(B) = B.
We can now state the result as follows.

Lemma 11.8. For any bipartite graph G(AUB, Eg) where |A| = |B| = n and Eg # 0, there

exist side-preserving permutations my,...,m, : AUB — AU B where k < 27;21‘" + 1 such that

U EGTr = EK’!LTL
1€[k] v ’

Moreover, such permutations can be found in time O(n®logn).

The proof strategy for Lemma[I1.8]is similar to how the greedy approximation algorithms for
the set cover problem are analyzed: we show that at each step, we can pick a graph isomorphic
to G that covers at least |Eg|/n? fraction of the remaining edges of the biclique. By doing so,
we guarantee that the process ends in O(logn) - n?/|Eg| steps. Note however that, there are
exponential number of isomorphisms and thus we cannot simply enumerate all isomorphisms to
find one that covers the desired fraction of uncovered edges. Nevertheless, it is not hard to see
that we can use the method of conditional expectation to find one such isomorphism in polynomial
time. This is formalized below.

Lemma 11.9. For any two bipartite graphs G = (AUB, E¢) and H = (AUB, Ey), there exists a
side-preserving permutation 7 : AUB — AUB such that

|Eg| - |Ex|
By Eg| > 2l 1bu]
|Al - | B

Moreover, such a permutation m can be found (deterministically) in O((|A| + |B|)*) time.

Proof. Notice that, if we pick 7|4 and 7|p randomly among all permutations of A and B respec-
tively, then, for a fixed (a, b) € Ey, the probability that (a,b) belongs to E¢,_ is L2l Thus,

[A[[BI®
|Ec| - |EHn|
E:[|EgNEq| = —F—=—
Al - |B]
This proves the existence part of the claim. To deterministically find such a 7, we use the method
of conditional expectation. Suppose AUB = {1,...,n}. The algorithm works as follows:

1. Let Vassigned «— 0.
2. Fori=1,...,n:

a) Ifi € A, let ‘/;andidate =A \ V;ssigned- Otherwise, ifi € B, let ‘/candidate =B \ ‘/assigned-

b) For each k € V_ ndiqae, cOmpute the conditional expectation:

(i) = k A (l/\ m(j) = w*m)] .

J=1

E. ||Eg N Eg,|

Let k* be the maximizer for the above conditional expectation. We set 7%(i) = k*.
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3. Output 7*.

It is simple to see that the conditional expectation never decreases as we fill in the permutation.
As aresult, we must have |[Ey N Eg_ | > Ejl':"gf | as desired. Moreover, it is easy to see that the
conditional expectation can be computed in time O(|A| - | B|) because, for each edge (a,b) € Fy,
we can compute the probability that (a,b) € Eg, in O(1) time. As a result, the overall running

time of the algorithm is O((|A| + | B|)*). O

Finally using Lemma [[1.9] we prove Lemma [I1.8| using the strategy outlined earlier in this
section.

Proof of Lemma[l1.8] We describe below an algorithm for finding 74, . . ., 7. It works as follows.
1. Letk < 0.
2. While Ey := Eg, , \ 'L[Jk]EGW_ is non-empty, do the following:
’ i€ ¢
a) Letk < k+1.

b) Let H = (AUB, Ey).
¢) Use the algorithm from Lemma|l1.9|to find 7}, such that [Ex N Eg,, | > |Ex| -

|Ec]
n? °

3. Output 7y, ..., Tg.

It is obvious that the permutations are all side-preserving permutations and that the union of E¢,

over ¢ € [k] is equal to E, .. To see that k < 2?;21'”

Lemma | Ey| decreases by a multiplicative factor of (at most) (1 — | Eg|/n?) < e~ 1Fel/"” for
each permutation picked. Since the set £y remains non-empty after £ — 1 permutations are picked,
we have e~ (*=11Ecl/m* . p2 > 1 which implies that £ < 2n?Inn/|Eg| + 1 as desired. Finally, the
bottleneck in the running time is Step we execute this step & times and each execution takes
O(n*) time. Thus, the total running time is O(nk) = O(n%logn). O

+ 1, observe that due to the guarantee of

Translating Finite Fields Vectors to {0, 1}-Vectors. Another simple fact which was already
mentioned in the proof overview (Section|l 1.1) is that, we can embed Hamming metric on alphabet
of size ¢ to Hamming metric on Boolean alphabet, with only ¢ multiplicative factor blow-up in the
dimension:

Proposition 11.10. For any q, N € N, and alphabet 3. such that |¥| = q, there exists a mapping
P BN — {0, 119N such that, for all vy, vy € XV, we have ||¢)(vy) — ¥(va)]lo = 2 - A(vy, Vo)
and (1p(v1),¥(v2)) = N — A(v1, va).

Proof. The mapping v simply replaces each coordinate that is equal to j € X by the j-th standard
basis in the ¢g-dimensional space. More precisely, for v = (vy,...,vx) € F,, we define

1/}<V> :evlerQO'..oe'UNJ
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where o denotes concatenation of vectors and e; denote the j-th standard basis in R, i.e., the vector
whose j-th coordinate is one and the remaining coordinates are zeroes.
It is simple to check that this satisfies the two requirements. [

11.2.3 OVH-hardness of Exact Bichromatic Closest Pair

Alman and Williams [AW 15]] showed the conditional hardness (under OVH) of exact BCP in every
¢,-metric even when the point-sets are over {0, 1} via a Turing reduction from OV. David, Karthik,
and Laekhanukit [DKL18] gave an alternate proof of the same result where point-sets were over R
via a many-one reduction from OV. For independent interest, below we give an alternative proof,
which is both a many-one reduction and the point-sets are over {0, 1}.

Theorem 11.11. Assuming OVH, for every ¢ > 0, no algorithm running in time n*>~¢ can solve
BCP, even when the point-sets A, B are subsets of {0,1}¢ and d = c.logn, for some constant
c. > 1 (only depending on ¢).

Proof. Let A, B C {0,1}% where |A| = |B| = n be the input to an OV instance. We build an
instance (A’, B', o) of BCP where A’, B’ C {0,1}%¢, |A| = | B| = n, and a = 2d, using functions
Ty and T’z guaranteed by the following claim.

Claim 11.12. There are functions Ta, Tg : {0,1} — {0, 1}° such that for every z,y € {0,1} we
have:

o v -y =0implies ||Ts(x) — Tg(y)|lo = 2.
o z-y= Llimplies ||Ts(x) — Tg(y)|lo = 4

Forevery i € [n], the "™ point of A’, say a’ is constructed from the 7" point of A, say a by simply
applying T’y pointwise on each coordinate of a, i.e., ' = (Ta(a1),...,Ta(aq)). Similarly we apply
T’z pointwise on each coordinate of points in B. It is easy to see that there exists (aj, b)) € A" x B’
such that ||a} — V|| = 2d if and only if {(a;, b;) = 0, and otherwise every pair of points in A" x B’

is at Hamming distance at least 2d + 2. [

Proof of Claim|[I1.12] We define forall z,y € {0, 1}, Ta(x) = (Ta(2)0,0, Ta(2)01, Ta(2)1,0,x,0)
and Ts(y) = (T5(¥)0.0, T8(Y)o.1, TB(Y)10,0,y), where for all 7, j € {0,1} such thati - j = 0, we
have T'4(x); ; = 1 if and only if x = 7 and T5(y); ; = 1 if and only if y = j. More succinctly, T4
and 7' are described below as strings and the claim follows by a straight-forward calculation.

T4(0) = 11000 Tu(1) = 00110T5(0) = 10100 Tp(1) = 01001 O

11.2.4 Contact Dimension of a Graph

The central gadget in our reduction from BCP to CP is based on the contact dimension of a graph.
Below we reproduce its definition from the proof overview (i.e. Definition |1 1.5)) for convenience.
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Definition 11.13 (Contact Dimension [Pac80]). For any graph G = (V, E), a mapping 7 : V —
R? is said to realize G (in the {,-metric) if for some 3 > 0, the following holds:

(w) = (W)l = 4
(w) = (W, > 4

The contact dimension (in the {,-metric) of G, denoted by cd,,(G), is the minimum d € N such that
there exists 7 : V — R realizing G in the {,-metric.

(i) Forall (u,v) € E,

(ii) Forall (u,v) ¢ E,

We may also say that 7 3-realizes G if we wishes to emphasize the value of 3.

Note here that we may view points in 7(1/) as centers of spheres of radius 5/2. No two spheres
overlap but they may touch, and GG has an edge (u,v) if and only if the spheres centered at 7(u)
and 7(v) touches.

For a summary of the bounds on cd(G) for various graphs in the Euclidean metric see [Mae85;
FM86; FM88; Mae91] and for a summary of the bounds on cd(kK, ) in various metrics see
[DKLI18]]. For this chapter, the following bounds are relevant.

Theorem 11.14 (Frankl-Maehara [FM88])). (1.286)n — 1 < cda(K,, ) < (1.5)n.
Theorem 11.15 (David-Karthik-Laekhanukit [DKL18]). cdo(K,,.,) = n.

In particular, the above two theorems are the obstacles of the approach of [DKL18]|| for the /5
and Hamming metrics respectively. As discussed in the proof overview, we will overcome these
barriers by constructing dense bipartite graphs with low contact dimensions in every ¢,, metrics.

As discussed in Section[TT.1.3] we need a generalization of contact dimension in order to show
inapproximability for CP. This is formally defined below; it should be noted that the definition only
makes sense for bipartite graphs, whereas the original contact dimension is well-defined for any
graphs. Moreover, when A = 1, the notion of gap contact dimension coincides with the (non-gap)
contact dimension in bipartite graphs.

Definition 11.16 (Gap Contact Dimension). For any bipartite graph G = (AUB, E) and A > 1, a
mapping 7 : V — R is said to \-gap-realize G (in the {,-metric) if for some 3 > 0, the following
holds:

(i) Forall (u,v) € E,

(W) =7l = B
(ii) Forall (u,v) € (Ax B)\ E, ||[7(u) —1(v)||, > 5.
T(w) = 7(V)[l, > A- 5.

The \-gap contact dimension (in the {,-metric) of G, denoted by \-cd,,(G), is the minimum d € N
such that there exists 7 : V — R% \-gap-realizing G in the {,-metric.

(iii) For all distinct u, v both from A or both from B,

Again, we may say that 7 (3, \)-gap-realizes G to emphasize the value of .
Finally, we define an analogous notion for inner product:
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Definition 11.17 (Gap Inner Product Dimension). For any bipartite graph G = (AUB, E) and
A > 1, a mapping 7 : V — R% is said to \-gap-1P-realize G if for some 3 > 0, the following
holds:

(i) Forall (u,v) € E, (t(u), 7(v)) = B.
(ii) Forall (u,v) € (Ax B)\ E, (1(u),7(v)) < f.
(iii) For all distinct u,v both from A or both from B, (1(u), 7(v)) < B/

The A-gap inner product dimension of G, denoted by M-ipd(G), is the minimum d € N such that
there exists T : V — R \-gap-1P-realizing G.

We may say that 7 (3, \)-gap-IP-realizes G to emphasize the value of 3.

11.3 Lower Bound on (Exact) Closest Pair under OVH

In this section, we prove the subquadratic hardness for CP (assuming OVH) using the efficient
construction of a realization of a dense bipartite graph. The construction will be be formally stated
below and the details will be given in Section [I1.4.2] First, we define the notion of a log-dense
sequence of integers:

Definition 11.18. A sequence (n;);cn of increasing positive integers is said to be log-dense if there
exists a constant C' > 1 such that logn;.1 < C'-logn; forall i € N.

As outlined in Section [TT.1.T], we use Reed-Solomon codes to construct a family of dense
bipartite graphs with low contact dimensions. While the construction does not yield a graph for
every number of vertices n, it does yield a graph for a log-dense sequence of numbers of vertices,
which turns out to be sufficient for the purpose of the reduction. More formally, we will prove the
following in Section|[11.4.2]

Theorem 11.19. For every 0 < & < 1, there exists a log-dense sequence (n;);cn such that, for
every i € N, there is a bipartite graph G; = (A,UB;, E;) where |A;| = |B;| = n; and |E;| >
Q(n27°%), such that cd(G;) = (logn;)°/%). Moreover, for all i € N, a realization T - A;UB; —

101/ N S
{0, 1}00sm)Y™ e G can be constructed in time n2te®),

Notice that we did not specify any /,-metric in the notion of contact dimension above. This
is intentional, because our point sets 7(A;UB;) have coordinate entries in {0, 1}, for which the
distances in the Hamming metric are equivalent (up to power of p) to distances in any ¢,-metric
(p # 00). We also adopt this notational convenience below. Specifically, we will prove the follow-
ing theorem which states that CP is hard even when the points are from {0, 1}%; clearly, this also
implies Theorem due to the aforementioned equivalence to other /,-metrics.
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Theorem 11.20 (Subquadratic Hardness of {0, 1}-CP). Assuming OVH, for every ¢ > 0, there
exists s. > 0 such that no algorithm running in O(n?~¢) time can solve CP in the Hamming metric
even when d = (logn)** and all points have {0, 1} entries.

Proof. For any ¢ > 0, let Cy, be the constant such that the dimension guarantee for 7 in Theo-
rem is at most (log n;)“/¢ for § = £/2. We define s, as 2 - Ceyp/2 + 2.

Assume that there exists ¢ > 0 and an algorithm A that can solve CP in time n?~ in the
Hamming metric for any input of n points in {0, 1}(1°6™)°* We will construct an algorithm .4’ that
solves any instance of BCP in time n?~¢ for some constant ¢/ > 0 (to be specified below), on n
points in dimension d := c./ -1og n with coordinate entries in {0, 1}. Together with Theorem
this implies that OVH is false, arriving at a contradicition.

0g Mni+1

Let C. denote the log-density constant (i.e. sup W) of the sequence from Theorem|(11.19

for § = /2, and let &’ be 0.01 - ¢/C.. The algorithm A’ on input (A, B, ) where A, B C {0, 1}¢,
with |A| = |B| = n, and « € [d], works as follows:

1. Letn’ be the largest number in the sequence from Theorem|11.19\with § = /2 s.t. n’ < n%L.

2. Let ' = (AUB', E') be the graph from Theorem [I1.19| with |A'| = |B'| = n/,
Q((n')>9), and 7 : A'UB’ — {0, 1}008")%* be 3 B-realization of G’ where 3 € N.

B >

3. We use the algorithm from Lemma [ 1.§]to find 7, . .., m; where k = O((n')° logn’) such
that the union of EG’W e EG;‘I@ is B, .

4. We assume w.l.o.gm that n is divisible by n’. Partition A and B into A,,..., A,/ and
B, ..., By each of size n'. For each i, j € [n/n'],t € [k], do the following:

a) Let 7; be an appropriate permutation of 7 that 3-realizes G, . Label the vertices of G
with the points in A;UB;.

b) Leta’ = a + (d + 1) - §, and define Aj, B! as
Af = {a e} (1d+1 &® Tt(a)) | ac Az}7 B; = {b o (1d+1 & Tt<b)) | b e BJ}

where 14,1 ® v simply denotes v o v o --- o v, i.e., the concatenation of d + 1 copies
of v.

¢) Run Aon (AjUBY, o). If A outputs YES, then output YES and terminate.
5. If none of the executions of A returns YES, then output NO.

Observe that the bottleneck in the running time of the algorithm is in the executions of .A. The
number of executions is (n/n’)? - k and each execution takes O((n’)*~¢) time. Hence, in total the

10This is without loss of generality, since if 7 is not divisible by n’, we can use brute force for the remainder points.
This requires only O(n - n’ - logn) = O(n'! logn) which does not affect the overall asymptotic running time of the
algorithm.
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running time of the algorithm A’ is O((n/n)? - k - (n')>7¢) < O(n*logn - (n')~%/?). Now, from
the log-density of the sequence from Theorem we have n/ > n%/% = 10"/ As a result,
the running time of A is at most O(n?>~>"logn) < O(n*>~¢') as desired.

To see the correctness of the algorithm, first observe that the dimensions of vectors in Af, B;?
are at most d + (d + 1) - (logn/)%/¢ which is at most (logn)* for any sufficiently large n; that
is, the calls to A are valid. Next, observe that, if (A, B, «) is a YES instance of BCP, there must
bei,j € [n/n'] and a* € A;,b* € B; such that ||a* — b*||y is at most a. Since G, ,..., G,
covers K, s, there must be ¢ € [k] such that ||7(a*) — 7(b*)||o = . As aresult, [[(a* o (1441 ®
mi(a*))) — (b* o (1g41 @ 74(b*)))|lo < a+ (d+1)- B = . Thus, (A U B, o) is a YES instance
for CP and A’ outputs YES as desired.

Finally, assume that (A, B, «) is a NO instance of BCP. Consider any i, j € [n/n'] and t € [k].
To argue that (A} U B, o) is a NO instance for CP, we have to show that any two points in A} U B}

have distance more than o’. To see this, let us consider two cases.

1. Both points are either from A’ or from B;. Assume w.l.0.g. that the two points are from A’;
let them be a o (1417 ® 7y(a)) and a’ o (14,1 ® 7;(a’)). Recall that, from the definition of
p-realization, ||7:(a) — 7(a’)||o > B. Since ||7z(a) — 7(a’)||o is an integer, we must have
|m:(a) — m(a")]lo = B + 1. As a result, the Hamming distance between the two points is at
least (d+1)-(B+1)>d+(d+1)-=4a.

2. One of the point is from A and the other from Bj. Let them be a o (1441 ® 7(a)) and
b o (1441 ® 7(b)). Since (A, B, «) is a NO instance of BCP, ||a — b||o > «. Furthermore,
from definition of [-realization, we must have ||7;(a) — 7;(b)||o = . Combining the two
implies that the Hamming distance between a o (15,1 ® 7(a)) and b o (14,1 ® 7(b)) is
more than o/.

Hence, (A{UB!, o) must be a NO instance for CP for every ¢ € [k] and i, j € [n/n']. Thus, A’
outputs NO as desired. [

11.4 Gadget Constructions

In this section, we construct all the gadgets that are used in our reductions, including the basic
gadget (Theorem [11.19)) and more advanced gadgets used for MIP and approximate version of
CP.

11.4.1 Finding a Center of a Code via Another Code

At the heart of all our gadgets is the task of finding a code C; and a center s such that there are
|C1|*=°™) many codewords at Himming distance exactly equal to 7 (for some r > 0) from s but
there is no codeword in C; at distance less than r from s. The below lemma is useful in finding
such an s.
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Lemma 11.21. LetC; C Cy C Fév be two linear codes with the same block length N and alphabet
Fy such that A(Cy) < A(Cy). Then, there exists a center s € F) such that (1) A(s,Cy) > A(Cy)
and (2) |B(s, A(C2)) NC1|/|C1| = Aa(e,)(C2)/|Ca|. Moreover, given Cy, Cy, such an s can be found
in O(|Cy| - |Co - ¢N) time.

Proof. We show that there exists s € C \ C; such that (2) holds. Note that (1) immediately holds,
because s — ¢ must be a non-zero codeword of C, which implies that A(s, c) > A(Cy).

To show that there exists s € C, \ C; such that |[B(s, A(C3)) N Ci| = |Ci| - Aa(es)/|Cal. We
will in fact show a stronger statement: for a random s € C, \ Cy, we have E[|B(s, A(C2)) N Cy|] =
|C1| - Aa(e,)/|C2|. Consider Egce,\c, [|B(s, A(C2)) N Ci|]. Due to linearity of expectation, we have

Esecnei[IB(s, A(C2)) NCil] = > Pr [c € B(s,AC))]

ol s€C2\C1

=Y Pr [A(s—c) <A(G)]

o s€Ca\C1

_ c secPQ<<21 [A(s) < A(Cy)]
! 1C2 \ C1 '

Now, since A(Cy) > A(Cq), we have C; N B(0, A(Cy)) = {0}. Thatis, |(C2\C1)NB(0,A(C2))| =
[(C2\ {0}) N B(0,A(Cs))| = Aa(e,)(C2). Plugging this back into the above equality, we have

An(e)(Ca) An(ey)(Ca)
2= > ] —=.
a2 Al T

Thus, there must exist a center s € Cy \ C; that satisfies (2) (and also (1)) as desired.
Finally, note that s can be found by a brute force algorithm that tries every s € C, and check
whether (2) is satisfied; this algorithm takes O(|Cy] - |Ca| - ¢IV) time. O

Esee\a[IB(s; A(C)) NG| = |Gy -

11.4.2 Gadgets based on Reed-Solomon Codes

In this subsection, we construct gadgets based on the Reed Solomon codes, which are defined
below.

Theorem 11.22 (Reed-Solomon Codes). For every prime power q, and every K < N < g, there
exists a [N, K, N — K + 1], linear code, denoted by RS [N, K|. The generator matrix of this
code can be computed in time poly(N, K, q). Moreover, for every ¢ > N > K, > K, we have
RS,[N, K1] € RSy[N, K],

In order to find a good center s, we use the following (well-known) bound on the number of
minimum weight codewords of Reed Solomon codes (and more generally MDS codes). For a
reference of this bound, see e.g. [MS77, Ch. 11, Theorem 6].

Lemma 11.23. Let C be any linear [N, K, D], code that is MDS. Then, Ap(C) = (K]il) (g —1).
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The Basic Gadget: Dense Bipartite Graphs with Low Contact Dimensions

Now we construct a dense bipartite graph with low contact dimension. A proof sketch of this
construction was provided in Section|[I1.1.T]and was formally stated as Theorem[I1.19]

Proof of Theorem[11.19 Let g; be the i-th prime number and let n, = (¢:)1%D; it is simple to
see that the sequence (n;);cy is log-dense. For ¢ = ¢;, consider the Reed-Solomon codes C; =
RS,[¢, K1] and Co = RS, [q, K»] where K; = |¢°| and Ky = K + 1. Applying Lemma|l1.21|{with
(C1,Cs) implies that there exists a center s € Cy such that

|B(s, A(C2)) NCi < Ane)
|C1| |Ca|

(K:,l) ’ (q - 1)
(By Lemmal[11.23) = <

(qufl)Krl (¢—1)
g

q_l 1 Ko—1

g-1 1
g KM

1 1

R

= Q(|C1|_6)7

P

where the last equality follows from the fact that |C;| = ¢.

We construct the graph G; = (A;, B;, E;) and a realization 7 as follows. Let A; = C1, B; =
{s+c|ceC}and E; = {(a,b) € A; x B; | A(a,b) = A(Cy)}. G can be easily realized
by applying the mapping v : FZ — {0, 1}¢° from Proposition More precisely, let 7 be
the restriction of ¢ on A; U B;. Below we argue about the density of GG; and that 7 is a 2A(Cy)-
realization of G;.

e First, notice that | ;| is exactly |C1| - |B(s, A(C2)) N Ci| = Q(|C1>7%) = Q(nZ™0).

e Second, notice that, for every vy, v, both from A; or both from B;, we have v; — vy €
Cy \ {0}. This implies that ||7(v1) — 7(v2)|lo = 2A(v1, v2) = 2A(Cy) > 2A(Cy).

e Third, for every a € A; and b € B;, we have a — b € C; \ {0}. Thus, A(a,b) > A(Cy).
Hence, ||7(a) — 7(b)|lo = 2A(a,b) > 2A(C,). Moreover, the inequality is an equality if
and only if A(a,b) = A(Cy), i.e., (a,b) € E; as desired.

e Finally, observe that the dimension is ¢> = (logn;)?(/%).
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As for the running time of constructing G; and 7, observe that the bottleneck is the running time
needed to find the center s; according to Lemma|11.21} s can be computed in O(|C,| - |Ca] - ¢*) =

O(n? - ¢?), which is n2 ™" as desired. O

i

A Gadget for Maximum Inner Product

Now, we build gadgets (stated below) which will be used for proving the inapproximability of
MIP.

Theorem 11.24. For every 0 < ¢ < 1, there exists a log-dense sequence (n;);cn such that, for
every i € N, there is a bipartite graph G; = (A,UB;, E;) where |A;| = |B;| = n; and |E;| >
Q(n™), such that 3-ipd(G) = (logn;)°M9. Moreover, for all i € N, a 3-gap-IP-realization

1
o(1/5) 4+0(1)

7 AUB; — {0, 1} (gms) of G; can be constructed in time n, .

Proof. The proof here is exactly the same as the proof of Theorem [I1.19] except that we will not
pick Ky = K; + 1, but rather pick Ky > 3K; (and n; accordingly).

More precisely, let ¢; be the i-th prime number and let n; = (qi)(Lq? /3D it is simple to
see that the sequence (n;);cy is log-dense. For ¢ = ¢;, consider the Reed-Solomon codes C; =
RS,[¢, K1] and C; = RS, [q, K] where K; = |¢*3°/3] and K, = 3K + 1. Similar to the proof of
Theorem[11.19] applying Lemma[11.21]with (C;, C>) implies that there exists s € Cy \ C; such that

. Ko—1 _
BeACHNG] a1 (L yeT_aol L L),

|Cl‘ q K2 —1 q <3K1)(3K1) 2 q6K1

We construct the graph G; = (A;, By, F;) and a realization 7 as follows. Let A; = Cy, B; =
{s+c|celC}and E; = {(a,b) € A, x B; | A(a,b) = A(Cy)}. G, can be easily 3-gap-
IP-realized by applying the mapping ¢ : F? — {0, 1}‘12 from Proposition More precisely,
let 7 be the restriction of ) on A; U B;. Below we argue about the density of GG; and that 7 is a
(K5 — 1, 3)-gap-IP-realization of G;.

e First, notice that | | is exactly |C1| - |B(s, A(Co)) N Ci| = Q(|C1]*7%) = Q(n270).

)

e Second, for every vy, v, both from A; or both from B;, we have vi — v, € C; \ {0}. Thus,
(V1) m(v2)) = 4 — A(vi,Va) < 4 — AC) = Ky — 1 < (Ko — 1)/3.

e Third, foreverya € A; and b € B;, we have a — b € C; \ {0}. Thus, A(a,b) > A(Cs).
Hence, (7(a),7(b)) = ¢ — A(a,b) < ¢ — A(Cy) = K, — 1. Moreover, the inequality is an
equality if and only if A(a,b) = A(Cy), i.e., (a,b) € E; as desired.

e Finally, observe that the dimension is ¢> = (logn;)°%/9),

{l+o(1) o

1

Once again, the running time of the construction is O(|C| - [Ca| - ¢*) < n
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11.4.3 Gadgets based on AG Codes

In this subsection, we construct gadgets based on algebraic geometric (AG) codes. The definitions
of AG Codes are well beyond the scope of this work and we refer the readers to [StiO8; VNTO7]
for more thorough introductions.

Once again to find a good center, we need a bound on the number of minimum weight code-
words. On this front, we use the following boun(f;r] from [V1d18]. Throughout this subsection, we
follow the notations from [V1a18§]].

Theorem 11.25 (Theorem 4.3 of [V1al8]). Let q be a prime power, X be a curve of genus g over
F,, let S C X(F,) such that |S| = N, and let a € Nwith1 < a < N — 1. Then, there exists an
IF,-positive divisor D > 0, deg(D) = a, such that the corresponding AG Code C = C(X, D, S)
has minimum distance N — a and

(2)
AN—a(C) P W'

We also need the following well-known (central) fact about the parameters of AG codes.

Theorem 11.26. Let q be a prime power, X be a curve of genus g over F,, let S C X(IF,,) such that
|S| = N, andleta € Nwith1 < a < N—1. Then, the corresponding AG Code C = C(X, D, S) is
a linear code over IF, with block length N, distance at least N —a and message length k > a—g+1.

Recall also the tower of functions of Garcia and Stichtenoth [GS96]], whose parameters ap-
proach the TVZ bound. We note here that, it suffices for us to have the genus approaching
Q(N/,/q) and there are also other curves that satisfy this.

Theorem 11.27 ([GS96]). For any ( > 0 and any square of prime q, there exists a dense se-

quenc (N;)ien such that there exists a curve X; with genus at most \/15\[11 + ¢ where | X;(F,)| >
N;.

Plugging the bound from [VIal8] into the above family of curves immediately yields the fol-
lowing:

Lemma 11.28. For any ( > 0 and any square of prime q, there exists a dense sequence (N;);cn
such that the following holds. For any i € N and any a1, as € N such that 1 < a; < as < N; — 1,

there exist linear codes C; C Cy C ]Févi such that the following holds, where g; = \gﬁl + ¢

e Cy has message length at least a1 — g; + 1 and distance at least N; — a,.

Note that most of the proof of this bound was from [ABVO1]; [V1418] simply makes the bound more explicit,
which is more convenience for us.

12A sequence (N;);en of increasing positive integers is said to be dense if there exists a constant C' > 1 such that
Ni—i—l < C- Ni for all i € N.
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e Cy has message length at least as — g; + 1 and distance exactly N; — as and

(22)

Ay as(Co) > ——2)
N; ( 2) (\/a_‘_ 1)2g¢

(11.3)

Moreover, the generator matrices of C1, Co can be computed in O ((N“Q 1) |Ca| - poly(N; )) time.

Proof. Let (N;);en be a dense sequence as in Theorem[11.27] From Theorem[11.23] there exists an
[F,-positive divisor D of degree as such that the corresponding code C, = C(X;, D5, S;) (Where
S C X,(F,) of size N;) satisfies (IT.3) and that its distance is N; — ao; from Theorem [11.26] its
message length must also be at least a; — g; + 1. Next, let D, be any IF -positive divisor of degree
ay such that Dy — Dy > 0. Let C; = C(X;, Dy, .S;) be the corresponding AG code; once again,
Theorem [I1.26] yields the desired bounds on its message length and distance. Finally, observe that
Dy — Dy > 0 implies that C; C Cs as desired.

The main bottleneck to algorithmically construct such codes lies in finding Ds. Nevertheless,
the total number of degree-a, F,-positive divisor is only (N J“a‘” 1). We can use brute force to
enumerate all of them and check whether the corresponding code satisfies (I1.3), which further
takes |Cz| time. This results in the claimed running time. U

Finally, we can now construct our gadgets, by an appropriate setting of parameters. In particu-
lar, a; and a, will be selected to be close to each other and to both be slightly larger than N/, /g.
This results in the graphs whose degrees are roughly square root of the number of vertices.

Theorem 11.29. For every 0 < § < 1, there exist i > 0 and a log-dense sequence (n;);cn such
that, for every i € N, there is a bipartite graph G; = (A;UB;, E;) where |A;| = |B;| = n; and
|Es| = Q(n}>°), such that (1 4 p)-cd(G) = O(logn;). Moreover, for alli € N, a (3,1 + p)-
gap- realzzatzon 7 AUB; — {0,1}90em) of G can be constructed in time O(n}) for some
B = O(log ny).

Proof. Once again, the proof here is similar to those of Theorems[T1.19]and [11.24] except that we
use the (pairs of) AG codes from Lemma[I1.28]instead of Reed-Solomon codes.

Let ¢ > 49 be any sufficiently large square of prime and ¢ > 0 be any sufficiently small positive
real number (both to be precisely specified later).

Let (NV;);en be the sequence guaranteed by Lemma (11.28, Let a; = N; - (q“(%g) — %) and

ay = qosjyﬁ For convenience, we assume that a; and ay are integer Let Cy, C; be the codes
given by Lemma |1 1.28| The sequence (n;);cy is defined as n; = |Cy].
Applying Lemma|11.21|to (C;,Cy) implies that there exists s € Cy \ C; such that

|B(s, A(C2)) N Cy S Aney)(Ca)
|C1| ]

13Note that, for sufficiently large N;, one can take the ceilings (or floors) of the specified values to get integers with
negligible affect to the calculations.
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N;
()
(V@ + 1)%9i - |C]
N;
a2
(%)
\/g + 1)2_% . qa2+1
(Nifaz)™
= (\/a + 1)29@' . qa2+1
¢O5(1—0)az
(\/(_] +1)%0: . goat1
1
(\/a + 1>2gi . q(0.5+0‘56)a2+1

1
q(05+0.55+o(1))az

1
q(0.5+0.56+o(1))(a1+o(1))
_ 1
- |Cl |(o.5+0.56+o(1))

> Q(|C1 |—0‘5—0.56—o(1)) (1 1 .4)

(From Lemma|11.28)) >

(Singleton Bound) > (

where o(1) terms above denote the terms that go to zero as ¢ — oo and ( — 0. As a result, by
picking ¢ sufficiently large and ¢ sufficiently small, the term in is at least Q(|C;|79579).

We construct the graph G; = (A;, B;, E;) and a realization 7 as follows. Let A; = C1, B; =
{s+c|celC}tand E; = {(a,b) € A; x B; | A(a,b) = A(Cy)}. G; can be easily realized by
applying the mapping ¢ : F)i — {0,1}""7 from Proposition More precisely, let 7 be the
restriction of ¢ on A; U B;. Below we argue about the density of GG; and that 7 is a (2A(Cy), 1+ p)-

gap-realization of GG; where y = Aéc(g; — 1. Note that

as —a; — 1

N /)

o

Let us now check that G; and 7 satisfy all the claimed properties:
e First, notice that | E;| is exactly |C| - |B(s, A(C2)) N Cyi| = Q(IC1[*779) = Q(n>7°).

e For any v; = 1/(c;), va = ¥(cz) both from X; or both from Y;, we have ¢; — ¢y € C; \ {0}.
HCHCC, HVl — V2H0 =2- A(Vl,Vg) = 2. A(Cl) > (1 + ILL) . (ZA(CQ))

e Next, foreverya € A;and b € B;, we have a — b € C; \ {0}. Thus, A(a,b) > A(Cs).
Hence, ||7(a) — 7(b)||o = 2A(a,b) > 2A(Cy). Moreover, the inequality is an equality if
and only if A(a,b) = A(Cy), i.e., (a,b) € E; as desired.
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Given Cy, Co, the running time of constructing (X;,Y;) is O(|Cy] - [C2| - ¢*) = O(n}). Moreover,
the running time to construct C; and C,, as given by Lemma|[11.28] is

0 <<N +52 - 1) |G ‘POl}’(Ni)) < O ((e(N + az)/az)® - |Ca - poly(N;))

O ((2e4/q)* - |Co| - poly(NV;))
O (|C] - [Ca| - poly(NN;))
O

(n),

where the last two inequalities are true for any sufficiently large q. [

NN N

11.5 Inapproximability of Maximum Inner Product

In this section, we prove the hardness of approximating MIP. Once again, we show a stronger
version (than Theorem |l 1.3) where every point has Boolean coordinates, as stated below.

Theorem 11.30. Assuming OVH, for every € > 0, there is no algorithm running in O(n*=¢) time
for v-MIP even for points in {0, 1}, for any ~ < 20esm' =",

The proof proceeds in two steps: first, we show hardness of approximating MIP in low dimen-
sion but with a small (1 + o(1)) approximation factor. Second, we use tensor product operation to
amplify the gap to be almost polynomial, as stated in Theorem[I1.30] More specifically, in the first
step, we prove the following:

Theorem 11.31. Assuming OVH, for every € > 0, there exists s. > 0 such that no algorithm
running in O(n~¢) time can solve (1 + @) MIP even for points in {0, 1}(os™)™

Note that the factor —— 1 is not significant, and this can be replaced by any o(1) factor; we use
g logn

this just to make the calculations more concrete. Before we move on to the proof of Theorem|11.31]
let us first show how it implies Theorem [11.30]

Proof of Theorem O from Theorem[[1.31] Let (P, «) be an instance of (1 + loglogn) MIP where

P C {0,1}Uos™)™  For t = (logl?%, define P' = {x® | x € P},a/ = o' and v =
t —0 . . . . .

(1 + loglogn) = 200sn)'™™ " The dimension of points in P’ is (logn)** = n°®). Moreover,

it is easy to check, based on the identity (x®!, y®!) = (x,y)", that (P’ ') is a YES (resp. NO)
instance of y-MIP iff (P, «) is a YES (resp. NO) instance of (1 + ) -MIP.
In other words, if there is an O(n?~¢) time algorithm for v-MIP in n°®") dimension, then there

also exists an O(n?~¢) subquadratic time algorithm for (1 + 1o logn) MIP in (log n)® dimension.
Thus, Theorem [11.30[follows from Theorem|(11.31 O]

log log n

The rest of this section is devoted to proving Theorem [I1.31] To do so, we consider the gap-
Additive-BMIP problem.
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Definition 11.32 (y-Additive-BMIP problem). Let v > 0. In the v-Additive-BMIP problem we are
given two sets A, B each of n points in {0,1}? and an integer o € [d] as input, and the goal is to
distinguish between the following two cases.

o Completeness. There exists (a,b) € A x B such that (a,b) > c.
o Soundness. For every (a,b) € A x B we have (a,b) < o — 7.

We need the below hardness result from [Rubl8]. Note that the result is stated differently
in [Rub18]]; for how the result in [Rub18] implies the one below, see Section 3.2 of [[Chel8al].

Theorem 11.33 ([Rub18]). Assuming OVH, for every ¢ > 0, there is no algorithm running in
O(n*¢) time for the v-Additive-BMIP problem, for any d = w(logn) and v = o(d).

Proof of Theorem[I1.31] For any € > 0, let C¢y, be the constant such that the dimension of 7 in

Theorem [11.24]is at most (logn;)%/¢ for § = /2. We define s. as 2 - Ceyp/e + 2.
Suppose contrapositively that there exists ¢ > 0 and an algorithm .4 that can solve (1 + m) -
MIP of dimension (logn)* in time n>~¢. We will construct an algorithm A’ that solves (logn)-

Additive-BMIP in time n>~¢' for some constant £’ > 0 (to be specified below) for d = (log n+/Iog log n)
dimensions. Together with Theorem [I1.33] this implies that OVH is false, as desired.

Let C. denote the constant of the log-dense sequence from Theorem for § = £/2, and let
¢ be 0.01 - ¢/C.. The algorithm A’ on input (A4, B, ) where A, B C {0,1}%,a € [d] works as
follows:

1. Letn/ be the largest number in the sequence from Theorem|11.24{with § = /2 s.t. n/ < n%1.

2. Let G’ = (A'UB', E') be the graph from Theorem [[1.24] with |A'| = |B'| = n/, |E'| >
Q((n)>79), and 7 : AUB’ — {0,1}008m)°°" be 3 (8, 3)-gap-IP-relization of G’ where
£ e N.

3. We use the algorithm from Lemma [l 1.8]to find 7y, . .., m; where k = O((n')° logn’) such
that the union of Eg/ RS Eqr . is EKn/,n/

4. We assume w.l.o.g. that n is divisible by n'. Partition A and B into Ay,..., A,/ and
By, ..., By each of size n'. Foreach i, j € [n/n’],t € [k], do the following:

a) Let 7, be an appropriate permutation of 7 that (3, 3)-gap-IP-realizes .
b) Leta’ = -« + 3d- 3, and define A}, B} as

Al={(1p®a)o (133 ®@n(a)) |a € A}, B; ={(1@b)o (13a®@n(b)) | b € B;}.
¢) Run Aon (AjUBY, o). If A outputs YES, then output YES and terminate.

5. If none of the executions of A returns with YES, then output NO.
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Observe that the bottleneck in the running time of the algorithm is in the executions of .A. The
number of executions is (n/n’)? - k and each execution takes O((n’)*~¢) time. Hence, in total the
running time of the algorithm A’ is O((n/n")? - k - (n')>=%) < O(n%logn - (n')~/%). Now, from
the log-density of the sequence from Theorem we have n/ > n%/C = nl%'/2 Ag a result,
the running time of A is at most O(n?~5'logn) < O(n*~¢') as desired.

To see the correctness of the algorithm, first observe that the dimensions of vectors in A’Z‘f, B;
are at most 3 - d + 3d - (log n')/¢ which is at most (logn)* for any sufficiently large n; that is,
the calls to A are valid. Next, observe that, if (A, B, «) is a YES instance of Additive-BMIP,
there must be 7,j € [n/n'| and a* € A;,b* € B, such that (a*,b*) is at least o. Since
G5, Gy, covers Koy, there must be ¢ € [k] such that (r;(a*), 7(b*)) > 8. As a result,
(1p®a*)o(13g @ 7(a®), (15 @ b*) o (13¢ ® 7¢(b*))) = B-a+3d- 3 = o' Thus, (A;U B}, o)
is a YES instance for MIP and A’ outputs YES as desired.

Finally, let us assume that (A, B, «) is a NO instance of (log n)-Additive-BMIP. Consider any

i,j € [n/n'] and t € [k]. To argue that (A} U B%, o) is a NO instance for (1 )-MIP, we

). To see

1
+ loglogn’/
1

have to show that any two points in A} U B} have inner product less than o/ (1 + Tglogr

this, let us consider two cases.

1. The two points are either both from A’ or both from B;. Assume w.l.o0.g. that the two points
are from A%; let them be (15 ® a) o (13, @ 7(a)) and (15 @ a’) o (134 @ 74(a’)). Recall that,
from Theorem [11.24] we must have (7;(a), 7;(a’)) < 3/3. Moreover, since a,a’ € {0, 1}4,
we have (a,a’) < d. Thus, we can conclude that

(1s®a)o (g ®@7(a)), (g @a’) o (13 ® 7e(a’))) < B-d+3d-(B/3)
<(2/3)- o,

which is less than o'/ (1 + for any sufficiently large n.

_ 1
loglogn’

2. One of the point is from Aj and the other from B}. Let them be (13 ®a) o (133 ® 7(a)) and
(1®b)o(133@7(b)). Since (A, B, o) is a NO instance of (log n)-Additive-BMIP, we must
have (a,b) < o — log n. Furthermore, from Theorem[11.24] we must have (7;(a), 7;(b)) <
(. Combining the two implies that

(1p®@a)o(1sg®@m(a)), (15 ®@b)o (1sg @7 (v))) < B (v —logn) +3d-

= o~ - (logn)

1
Si '<4dp) < d |1l - ————
(Since fl<a ( 4 loglogn>

, 1
<o |l————
log log n/

<o/(1e —1
= loglogn' |’

where the second-to-last inequality holds for any sufficiently large n.
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Hence, (AjUB}, o’) must be a NO instance for (1 - m>—MIP forevery ¢t € [k] and i, j €
[n/n']. Thus, A’ outputs NO as desired. O

11.6 Inapproximability of Closest Pair

In this section, we prove the hardness of approximating CP (Theorem [IT.2]). As usual, we reduce
from the bichromatic version of the problem, and the lower bound for the bichromatic version is
stated below:

Theorem 11.34 (Rubinstein [Rub18|]). Assuming OVH, for every € > 0 there exists k > 0 such
that there is no algorithm running in n>~ time for (1+ )-BCP in the Hamming metric. Moreover,
this holds even for instances (A, B, «) of (1 + k)-BCP when d = O.(logn),a = ©.(logn) and
A, B C {0,1}%

Again, we prove below the inapproximability of the gap-CP problem for Boolean vectors.
Clearly, this immediately implies Theorem |[I1.2]

Theorem 11.35. Assuming OVH, for every ¢ > 0, there exists 0 > 0 and ¢ > 0 such that there
is no algorithm running in n*>=¢ time for (1 + 0)-CP in the Hamming metric for point-set in
{071}obgn‘

Proof. Assume towards a contradiction that there exists an ¢ > 0 and an algorithm A that, for
every 6 > 0 solves (1 + 6)-CP of dimension ¢ - logn in time O(n!'~¢), where ¢ := c(¢) is a
constant that will be specified later. Let ¢’ > 0 be a small constant (depending on ¢) that we will
specify below and let k = x(¢’) be as in Theorem We construct below an algorithm A’ that
solves (1 4 x)-BCP in time O(n?~¢') for any instance (A, B, a) such that A, B C {0, 1}°Uo&")
and o = ©(logn). Together with Theorem this implies that OVH is false, as desired.

Let C. denote the constant of the log-dense sequence from Theorem for § = £/2, and let
¢’ be 0.01 - £/C.. Let pu be the constant from Theorem Select 6 > 0 be a sufficiently small
constant such that =% > ¢

140 Kk—0
The algorithm A’ on (A, B, ) where A, B C {0,1}°0°8") o = ©(logn) works as follows:

1. Letn’ be the largest number in the sequence from Theorem|11.29|with § = /2 s.t. n’ < n%L.

2. Let G’ = (AUB', E') be the graph from Theorem [[1.29| with |A'| = |B'| = n/, |E'| >
Q((n)579), and 7 : AUB" — {0,1}°0°¢") be a (3,1 + yu)-gap-relization of G where
g € Nand 8 = O(logn’).

3. We use the algorithm from Lemma [I1.§]to find 7,..., m, where k = O((n')***logn’)
such that the union of Eg: EREE Eq: . is EKn/,n/

4. We assume w.l.o.g. that n is divisible by n’. Partition A and B into Ay,..., A,/ and
B, ..., B,y each of size n'. For each i, j € [n/n'],t € [k], do the following:
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a) Let 7; be an appropriate permutation of 7 that (3, 1 4 u)-gap-realizes G, .
b) Pick ry, o such that

AN
k—0 «

0 B Y M_Q 5
o (11.5)

1 0
Notice that the upper and lower bounds are @( ) and they are also ©(1) apart. Hence,
we can pick these 1, 75 so that 7,75 = O(1).

¢) Leta/ =1y - a+ry - 3 and define Al Bt as
Al ={(1,, ®a)o (1, ®7(a)) |a € A;}, B; ={(1,, ®b) o (1,, ® (b)) | b € B;}.
d) Run A on (A} U B}, /). If A outputs YES, then output YES and terminate.
5. If none of the executions of A returns with YES, then output NO.

Observe that the bottleneck in the running time of the algorithm is in the executions of .A. The
number of executions is (n/n’)? - k and each execution takes O((n’)!°~¢) time. Hence, in total the
running time of the algorithm A’ is O((n/n’)? - k - (n')*°=¢) < O(n%logn - (n')~%/?). Now, from
the log-density of the sequence from Theorem we have n/ > n%1/C = nl0'/s Ag a result,
the running time of A is at most O(n?>~%"logn) < O(n*~¢) as desired.

To see the correctness of the algorithm, first observe that the dimensions of vectors in Af, Bt
are at most 11 - a + ro - f which is O(log n’); that is, the calls to A are valid. Next, observe that
if (A, B, «) is a YES instance of BCP, there must be 7,j € [n/n’] and a* € A;,b* € B; such
that [[a* — b*||y is at most a.. Since G, ..., G, covers K, ,, there must be ¢ € [k| such that
ITe(a”) =7(b*)lo < (1, ®a")o (1, ®7n(a%)) = (1, @b") o (1, ®7(b")))[lo <
r1-a+ry- 3 =a'. Thus, (A] U B, o) is a YES instance for CP and A’ outputs YES as desired.

Finally, let us assume that (A, B, «v) is aNO instance of (14-x)-BCP. Consider any i, j € [n/n/]
and ¢ € [k]. To argue that (A} U Bf, o) is a NO instance for (1 + 6)-CP, we have to show that any
two points in A? U Bt- have distance more than o’. To see this, let us consider two cases.

1. Both points are either from A’ or from Bt Assume w.l.o.g. that they are from Al; let them
be (1,, ®a)o(1,,®7(a))and (1, ®a ) (1,, ® :(a’)). Recall that, from the definition of
X, and Theorem[11.29] we must have ||7;(a) — 7(a’)|jo > (1 + u) - 8. Thus, the Hamming
distance between the two points is more than ry- (14-p)- 5 > (1+6)- o/, where the inequality
comes from our choice of rq, rs.

2. One of the point is from A} and the other from Bj. Let them be (1,, ®a) o (1,, ® ;(a)) and
(1,, ® b) o (1,, ® 7¢(b)). Since (A, B, «) is a NO instance of (1 4+ x)-BCP, ||a — b||; >
(14 k) - &. Moreover, from definition of 7, we must have ||7.(a) — 7¢(b)||o > 5. Combining
the two implies that the distance between (1,, ®a)o(1,,®7(a)) and (1,, ®b)o(1,,7(b))
ismore than 7y - (1 + k) -+ 19 - f = (1 + 0) - &/, where the inequality is once again from
our choice of rq, ro.

Hence, (A;UB?, ') must be a NO instance for (1 + ¢)-CP for every ¢ € [k] and i,j € [n/n'].
Thus, A’ outputs NO as desired. O]
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11.7 Inapproximability of Closest Pair in Edit Distance Metric

In this section we prove Theorem|[IT.4] The proof is almost identical to Rubinstein’s [Rub18]] proof
for the OV H-hardness of gap-BCP in the edit distance metric and uses the following technical tool
established in [[Rub18]].

Lemma 11.36 (Rubinstein [Rub18]]). For large enough d € N, there is a function ¢ : {0,1}¢ —
{0,1}¥, where d = O(dlogd), such that for all a,b € {0,1} the following holds for some
constant A > 0:

led(¢(a), ¢(0)) — A -logd - |la = bljo] = o(d).

Moreover, for any a € {0,1}%, ((a) can be computed in 2°9 time.

At ahigh level, ¢ picks a random O(log d)-bit string s; ,, uniformly and independently for every
(i,x) € [d] x {0,1}, and for every vector u € {0,1}%, replaces the i coordinate u; by s;.,,. The
claims in the lemma statement follow by the known concentration bounds on the edit distance of
random strings [McD89; Lue09]. This construction is further efficiently derandomized by using
log d-wise independent strings [Kop13|.

Proof of Theorem We show that if there exists an algorithm .A running in time O(n'~¢) for
some £ > 0 that can solve (1 + §)-CP in the edit distance metric for some > 0 over point-sets in
{0,1}%, then A can be used to solve (1 + J — 0(1))-CP in the Hamming metric in time O(n'5~%)
over point-sets in {0, 1}%, where d’ = O(dlog d). Together with Theorem this implies that
OVH is false, as desired.

Let (P, ) be an instance of (1 + §)-CP in the Hamming metric over point-sets in {0, 1}%. It is
cleaﬂ from the proofs of Theorem and Theorem that & = Q(d). We now define an
instance of (P’, o/ := (1 4+ o(1)) - Alogd - ) of (1 + &6 — 0(1))-CP in the edit distance metric as
follows. Recall the function ¢ from Lemma[11.36|and define the set P’ = {{(p) | p € P}. Notice
that for every pair of distinct points p,q € P, we have |ed({(p),((q)) = A -logd - ||p — qllo] =
o(d’). In other words if we had a pair of distinct points p, g in P such that ||p — ¢l|o < « then,
ed(¢(p),C(q)) < Alogd-a+o(d') = (1 +0(1)) - Alogd - « and suppose for all pairs of distinct
points p,q € P we had ||p —q|lo > (1+ ) - a then ed({(p),((q)) > Alogd- (1 +9)-a—o(d) >
(140 —o0(1))Alogd - «, since o« = (d). This completes the analysis of the completeness and
soundness cases, and we can conclude that running A on input (P’, o) solves the instance (P, «)
of (1 + 0)-CP in the Hamming metric. O

11.8 Discussion and Open Questions

It remains open to completely resolve Open Questions [9]and [T0] It is still possible that our frame-
work can be used to resolve these problems: we just need to construct gadgets with better pa-
rameters! In particular, to resolve Question[9} we have to improve the dimension bound in Theo-

14In fact, one can design a 2% - nlogn time algorithm for CP in the Hamming metric, and therefore to assume
OVH, we require a = §(d).
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rem to Os(log n;). For Question [10| we just have to improve the bound in Theorem
i.e., improve the bound on the number of pairs in (3) of Lemma to Q(n?~°). Following
our observation from Lemma [[T.21] this motivates us to ask the following purely coding theoretic
question, which would imply the desired hardness (if the codes can be constructed in poly(|Cy])
time):

Open Question 11. For every 0 < § < 1, are there linear codes C; C Cy C Fév both of block
length N over alphabet I, such that the following holds:

o A(Cy) = (1+ f(9)) - A(Cy), for some f : (0,1) — (0, 1).
o [Aae)(C)I/ICo| = [Co] .

Apart from the aforementioned questions, Rubinstein [Rubl18] pointed out an interesting ob-
stacle, aptly dubbed the “triangle inequality barrier”, to obtain fine-grained lower bounds against
3-approximation algorithms for BCP (see Open Question 3 in [Rub18]). In the case of CP, this
barrier turns out to be against 2-approximation algorithms as noted in [DKL18|]. We reiterate this
below as an open problem to be resolved:

Open Question 12. Can we show that assuming SETH, for some constant £ > 0, no algorithm
running in time n'*¢ can solve 2-CP in any metric when the points are in w(logn) dimensions?

Another interesting direction is to extend the hardness of MIP to the k-vector generalization of
the problem, called k-MIP. In k-MIP, we are given a set of n points P C R? and we would like

to select k distinct points ay, . .., a; € P that maximizes
(ar, .. a) = (ar); - (an);
Jjeld]

Recall that, in Section we showed that the k-chromatic variant of k-MIP is hard to ap-
proximate but this is not known to be true for k-MIP itself. Our approach seems quite compatible
to tackling this problem as well; in particular, if we can construct a certain (natural) generaliza-
tion of our gadget for MIP, then we would immediately arrive at the inapproximability of £-MIP
even for {0, 1}-entries vectors. The issue in constructing this gadget is that we are now concerned
about agreements of more than two vectors, which does not correspond to error-correcting codes
anymore and some additional tools are needed to argue for this more general case.

It should be noted that the hardness of approximating k-MIP for {0, 1}-entry vectors is equiv-
alent to the one-sided k-biclique problem [Lin15], in which a bipartite graph is given and the goal
is to select k£ vertices on the right that maximize the number of their common neighbors. The
equivalence can be easily seen by viewing the coordinates as the left-hand-side vertices and the
vectors as the right-hand-side vertices. The one-sided k-biclique is shown to be W[1]| # FPT-hard
to approximate by Lin [Lin15]] who also showed a lower bound of n2V®) for the problem assuming
ETH. If the generalization of our gadget for £-MIP works as intended, then this lower bound can
be improved to 7**) under ETH and even n*—°(") under SETH.
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The one-sided k-biclique is closely related to the (two-sided) k-biclique problem, where we
are given a bipartite graph and we wish to decide whether it contains K, , as a subgraph. The k-
biclique problem was consider a major open problem in parameterized complexity (see e.g., [DF13]])
until it was shown by Lin to be W[1] # FPT-hard [Lin15]. Nevertheless, the running time lower
bound known is still not tight: currently, the best lower bound known for this problem is )
both for the exact version (under ETH) [Linl5] and its approximate variant (under GAP-ETH;
see Chapter [8). It remains an interesting open question to close the gap between the above lower
bounds and the trivial upper bound of n°*), Progresses on the one-sided k-biclique problem could
lead to improved lower bounds for k-biclique problem too, although several additional steps have
to be taken care of.
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Chapter 12

Discussion and Future Directions

Although this dissertation, together with many other recent works, has advanced our understanding
of approximation and hardness between P and NP, the area is still very much in its infancy. To
conclude this thesis, we provide several directions that we think are interesting for future research.

Direction 1. Prove Quasi-Polynomial Hardness for Problems with “Complicated” Algorithms

As touched upon slightly in Section the birthday repetition technique has so far been
mostly applied upon problems with “simple” algorithms: either it is a bilinear optimization prob-
lem of the form max,, ,, u" Av for which it suffices to enumerate over all sparse v, or it is a problem
which has a brute-force algorithm (e.g. VC Dimension). However, there are many other problems
which admit quasi-polynomial time algorithms that are far more complicated than these two types
of algorithms. These problems include (Approximate) Graph Isomorphism [Bab16; AFKOZ] Di-
rected Steiner Tree [Cha+99|], Max-Min Allocation [CCK09] and Maximum Independent Set of
Rectangles [AW13; (CE16]. It is a natural, yet challenging, direction to apply birthday repetition
techniques to these problems, and eventually map down the complexity and approximability of
quasi-polynomial time algorithms.

Direction 2. Toward Completeness Results for Quasi-Polynomial Hardness of Approximation?

Despite the success of the birthday repetition framework, it has a slight weakness: it does not
show that these gap/approximate problems are complete for any complexity class. In contrast, the
exact versions of problems such as VC Dimension and dominating set on tournaments are in fact
complete for the classes LOGNP and LOGSNP respectively [PY96]. The lack of completeness
in the body of works related to birthday repetition is undesirable for a variety of reasons. First,
although these gap/approximation problems are proved to be hard under ETH, it is unclear how
these problems related to each other. (The only relation known is the obvious fact that Dense
CSPs is harder than DENSEST k-SUBGRAPH with perfect completeness.) Second, it could be
troublesome if ETH turns out to be false; since all hardness of approximation results in this line of

ITo be clear, the QPTAS for an approximate version of graph isomorphism from [AFKO02] is also similar to the
bilinear optimization algorithm described earlier. However, Babai’s algorithm for graph isomorphism is not.
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work are based on ETH, it would not be clear anymore what we can even say about these problems.
Note that it is totally possible that ETH turns out to be false, while LOGNP and LOGSNP are still
not contained in P. As a result, it would be much more desirable if we can establish completeness
results for hardness of approximation as well; at this point, however, it is not even clear which
class these problems should be based on, and more works need to be done to achieve this goal.

Direction 3. Prove Gap-ETH (assuming ETH)

Given the applications of Gap-ETH in fine-grained hardness of approximation (as partly pre-
sented in this dissertation), an obvious open question is to determine whether Gap-ETH holds or
not. A specific question here is whether we can prove Gap-ETH, if we assume ETH. As discussed
earlier in Section[2.3] this would hold if a linear-size PCP exists, a well-known open problem in the
area of PCP. We would like to stress here that this might not be the only way to prove Gap-ETH.
For instance, the reduction could take exponential time and it could be (even adaptive) Turing
reduction, which might be useful.

On the other hand, if one were to attempt to disprove Gap-ETH, we encourage one to disprove
the following stronger conjecture, which we call Gap-SETH, first.

Conjecture 12.1 (Gap-SETH). For every ¢ > 0, there exists k = k() € Nand § = 6(¢) > 0 such
that no algorithm can distinguish between a satisfiable k-S AT formula and one that is not (1 — §)
satisfiable in O(21=5)") time where n is the number of variables.

To the best of our knowledge, such a conjecture had never been studied before and it is hence
unclear whether it should be true. In fact, it could also be that there is a simple algorithm that
refutes the conjecture. However, we are not aware of such an algorithm either. It should be noted
here that, if Gap-SETH holds, then it would immediately imply all the results that have so far been
achieved via the Distributed PCP framework.

Direction 4. Prove a “Parameterized Version of PCP Theorem”

We next move on to the questions more specifically about parameterized complexity/approx-
imability. On this front, the most obvious question is whether one can prove a “PCP-like Theorem”
for parameterized complexity. Before we go forward, let us first point out that the distributed PCP
framework is much different than the standard PCP (and this is the reason why we state it in terms
of communication complexity instead of using the terminology from [ARW17al]). In fact, if one
thinks about the framework in the PCP terminology, then the verifier can read the whole proof, un-
like the traditional PCP where the verifier can only query a few bits/positions of the proof. The only
restriction for distributed PCP however is that the accepting configuration for each randomness is
small (i.e. “small left alphabet” of MAXCoOV). Alternatively, one could think about distributed
PCP as a PCP where the verifier query a few positions, similar to the typical PCP formulation,
but when there are multiple provers and these provers are honest; this is indeed the original view-
point in [ARW17a]. On the other hand, there is only one prover who is (possibly) cheating in the
standard PCP Theorem, which is the whole point of the PCP Theorem. Both of these viewpoints
demonstrate that distributed PCP is fundamentally different from the (standard) PCP Theorem.
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So what should be the “parameterized PCP Theorem”? First, if we think of the PCP Theorem
as a characterization of NP, then one might hope for a PCP characterization of some fundamental
class in the area of parameterized complexity. In this case, W[1] is a natural candidate and, similar
to the PCP characterization of NP, the characterization would be that every parameterized language
in W[1] has a PCP verifier that uses a constant number of queries, f(k) randomness (for some
function f that can depends on the language), has completeness one and soundness 1/2. We
remark here that the verifier is now allowed to run in FPT time, and the alphabet size is allowed to
be as large as g(k) - poly(n) for any function g.

Note here that, due to the clause-variable game transformation (see Definition[3.20) and parallel
repetition [Raz98]], we may assume without loss of generality that the number of queries is two. It
is also simple to observe that all languages with such PCPs lie in W[1]. As a result, in the PCP
language (cf. [MR10]), such a characterization would translate to the following:

Conjecture 12.2. W[1] = PCP1 15[ f(k), 2]g(k)poiy(n) (Where the prover is allowed to run in FPT
time).

In terms of hardness of approximation, the above conjecture translates to the hardness of ap-
proximating 2CSP where the parameter is the number of variables, the exact same setting as in
Chapter [9] except that here the gap is only some constant. (It should be noted, once again, that the
gap can then be amplify to any constant factor via parallel repetition [Raz98||; however, this does
not get super constant factor as in Chapter[9]) Such a conjecture was made before in by Lokshtanov
et al. [Lok+17] under the name Parameterized Inapproximability Hypothesis (PIH):

Conjecture 12.3 (Parameterized Inapproximability Hypothesis (PIH) [Lok+17]). For some € > 0,
it is W[1]-hard to distinguish a satisfiable instance of parameterized 2-CSP from one which is not
even (1 — ¢)-satisfiable.

Indeed, the hypothesis above can sometimes be used in place of Gap-ETH to obtain inapprox-
imability results, but often fails to yield as stronger inapproximability factor as that from Gap-ETH.
For instance, it is simple to see that PIH implies that k-Clique is hard to approximate to some con-
stant factor, and this factor can be amplify to any constant factor. However, it is not known whether
the inverse is true; that is, it is not known whether hardness of approximating k-Clique (to within
some constant factor) implies PIH. This leaves us with another conjecture that is not known to be
equivalent to PIH:

Conjecture 12.4. For some € > 0, it is W[1]-hard to approximate k-Clique to within a factor of
(1—¢).

It is now a good point to also note that, when taking the hardness of approximation perspective,
the PCP Theorem is about NP-completeness of gap problems (e.g. Gap-3SAT). In this regards,
Conjectures [12.3]and [12.4] can both be viewed as this form of “parameterized PCP Theorems”.

For other parameterized complexity classes, such as W[t] for ¢ > 2, it is not clear what their
PCP characterization should be (in the sense of Conjecture [12.2] for W[1]); in fact, even machine-
based definition for these classes are pretty complicated (see [[CFGOS5]] and references therein).
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Nevertheless, if one takes the hardness of approximation perspective, then one can attempt to
generalize conjectures similar to Conjectures [[2.3] [12.4]to higher classes in the W hierarchy. Still,
we have to be slightly careful here, since the “canonical” problems used to defined these classes are
the weighted circuit satisfiability for weft-¢ circuits. However, when the circuits are not monotone
or anti-monotone, it is not even clear at all what approximation even means.

When the circuits are monotone (resp. anti-monotone), we have a well-defined optimization
problem: find an assignment with minimum (resp. maximum) weight that satisfies the circuit.
Let WEIGHTED t-MONOTONE SATISFIABILITY (resp. WEIGHTED ¢-ANTIMONOTONE SATISFI-
ABILITY) be this problem. The following is known for the exact version of the problem [DF95b;
DF95al]. For even t > 2, WEIGHTED t-MONOTONE SATISFIABILITY and WEIGHTED (¢ + 1)-
MONOTONE SATISFIABILITY are W|t]-complete. For odd ¢ > 3, WEIGHTED ¢{-ANTIMONOTONE
SATISFIABILITY and WEIGHTED (t 4+ 1)-ANTIMONOTONE SATISFIABILITY are W [t]-complete.
Moreover, the variants of the problems with no bound on the weft, which are simply called
WEIGHTED MONOTONE SATISFIABILITY and WEIGHTED ANTIMONOTONE SATISFIABILITY,
are known to be W|P]-complete.

We can then ask for the approximability of these problems. This has been studied before
in literature [AROS; [EGGO8; Mar13]]. In particular, Marx [Marl3]] showed that both WEIGHTED
MONOTONE SATISFIABILITY and WEIGHTED ANTIMONOTONE SATISFIABILITY are totally FPT
inapproximable, assuming W[P] # FPT and W[1] # FPT respectively. In fact, for the monotone
case, he show a finer-grained result that, for even ¢ > 2, WEIGHTED (¢ + 2)-MONOTONE SATIS-
FIABILITY and WEIGHTED (¢ + 3)-MONOTONE SATISFIABILITY are W|[t]-hard to approximate
to within f(k) ration for any function f. However, this does not give completeness result yet as
the weft is “off”” by additive factor of 2, and hence we can try to ask the following questions:

Open Question 13. Forevent > 2, are WEIGHTED {-MONOTONE SATISFIABILITY and WEIGHTED
(t +1)-MONOTONE SATISFIABILITY W|t|-hard to approximate to within f(k) ratio for any f?

For oddt > 3, are WEIGHTED t- ANTIMONOTONE SATISFIABILITY and WEIGHTED (t + 1)-
ANTIMONOTONE SATISFIABILITY W |t]-hard to approximate to within f(k) ratio for any f =
o(k)?

Note that, if the above question is positively resolved for ¢ = 2, then it would imply the total
inapproximability of k-DOMSET under W[2] # FPT (i.e. answer Question .

Direction 5. Toward Tight Hardness of Approximation for Parameterized Problems?

A recurring feature of the hardness of approximation results for parameterized problems through-
out this thesis is that the problems we consider are so hard, that even parameterization and approx-
imation together can hardly help beyond some straightforward algorithm. While one might view
these as satisfactory “tight” results, they prompt the obvious question: what happens to the prob-
lems that parameterization does help achieve better approximation?

To be more precise, let us focus on the problems for which (i) are hard to solve exactly in
FPT time, (ii) admit a “considerably better” approximation ratio in FPT time, but (iii) are not
known to admit an FPT approximation scheme. Note that (i) and (iii) are here so that there is at
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least something to prove in terms of hardness of approximation. As for (ii), it not only serves to
ensure that these are the problems with “non-trivial” parameterized approximation algorithms, but
also helps to force us to think differently if we are to prove hardness of approximation for these
problems. The latter is a technical motivation for this research direction, because so fatﬂ many
of the parameterized hardness of approximation proofs borrow a lot of ideas from the theory of
NP-hardness of approximation (with the exception of distributed PCP). It would be much more
interesting if we can also develop some additional techniques that are completely different from
those in the NP-hardness regime.

To the best of our knowledge, there are not too many such candidate problems that fit into these
restrictions. Nonetheless, there are already interesting examples. In fact, Lokshtanov et al. [Lok+17]]
proposed the PIH conjecture partially to tackle one such problem: the DIRECTED ODD CYCLE
TRANSVERSAL (DOCT) problem. In the non-parameterized regime, DOCT is UGC-hard to
approximation to within any constant factor. However, Lokshtanov et al. gives an FPT time 2-
approximation algorithm for the problem. Furthermore, they show that, for some £ > 0, no FPT
algorithm achieves an approximation ratio of (1 + ¢), assuming PIH. Since then, several more
problems of this kind are known. For instance, in [CFM 18], Chitnis, Feldman and the author point
out two additional problems with these properties: the STRONGLY CONNECTED STEINER SUB-
GRAPH (SCSS) and the DIRECTED STEINER NETWORK ON BIDIRECTED GRAPHS (BI-DSN).

Obtaining tight hardness of approximation results for such problems (i.e. (2 — §)-factor hard-
ness for DOCT) is an interesting question. Drawing parallel to the theory of NP-hardness of
approximation, the quest to obtain optimal hardness of approximation has led to many fascinat-
ing development, including the innovative use of long codes and fourier analysis (e.g. [BGS98;
Has01; STO0]) and later the unique games conjecture and its implications (e.g. [Kho02; Kho+07;
MOOO05; |Rag08]]). It is thus interesting to understand whether there is a similar depth to the theory
of parameterized hardness of approximation in this sense. For instance, a crucial notion to obtain
optimal inapproximability results in the NP regime is the notion of dictatorship test/gadget (see
e.g. [Kho+07; RagO8]]). Is there a similar notion in the parameterized regime that can be used to
prove optimal parameterized hardness of approximation?

We end by remarking that, for one of the aforementioned problems (SCSS), a tight hardness
of approximation was shown [CFEM18|]. However, the gadget seems to be ad-hoc and it is unclear
how to generalize this to work for other problems.

Direction 6. Prove Hardness of Approximation in P Beyond “PSP-Style” Problems

Finally, as described in Chapter|[6] the distributed PCP framework, which is currently the main
method to prove hardness of approximation in P, naturally starts with a PSP problem and produces
MAXCov instance. The latter can also be viewed as a PSP problem, with the distinction that
now the predicate f is not boolean, but rather returns the number of left super-nodes covered by
the selected labeling instead. The last direction we suggest is to try to come up with a different

%For instance, in this thesis, we have seen that the parameterized inapproximability for Dominating Set, Clique,
Even Set and Shortest Vector Problem borrow ideas (to some degree) from their NP-hardness of approximation coun-
terpart [Fei98}; |Fei+91; DMSO03; KhoO5].
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gap-producing technique for problems in P that either (i) does not start with a PSP problem or (i1)
does not produce a “PSP-style” problem. The hope for (i) would be to apply the techniques to
other fine-grained complexity hypotheses that are not of the PSP form, such as the APSP hypoth-
esis [WW18]. The goal for (ii) is of course to prove hardness of approximation for problems in P
that are not of the PSP forms; for instance, there are many problems with dynamic programming
algorithms for which tight running time lower bounds (in P) are known, and these problems are not
of the PSP form. Perhaps the most prominent such example is the Longest Common Subsequent
(LCS) problem, for which, despite a considerable amount of afford [AB17; AR18]], no hardness of
approximation is yet known under “standard” fine-grained complexity assumptions.
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