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Abstract
We present the first large-scale characterization of attacker
activity in compromised enterprise accounts based on our
dataset of 989 enterprise accounts spanning 120 real-world
enterprise organizations. Given the wealth of confidential and
sensitive information that enterprises have access to, mali-
cious access to enterprise accounts can incur major damage.
We develop a novel forensic technique for distinguishing be-
tween attacker activity and benign activity in compromised
enterprise accounts that yields few false positives and enables
us to perform fine-grained analysis. Applying our forensic
methods to these accounts, we quantify the length of time
attackers spend in enterprise accounts, surface clues about
the economy of enterprise accounts, explore a potential at-
tack vector of compromise, and identify what these accounts
are used for by attackers. We find that attackers dwell a long
time in accounts and there appears to be a specialized market
for these accounts in which one set of attackers compromise
the accounts and another set of attackers utilize the accounts,
possibly for extracting monetary value. Taken together, our
findings illuminate differences in how attackers exploit en-
terprise accounts compared to personal accounts and inform
organizations of new defense strategies that can address the
state of threats today.

1 Introduction

With the advent of cloud computing, many organizations have
changed the way they store and operate on their data. Rather
than storing their documents and hosting applications on in-
ternally managed, on-premise servers, companies frequently
choose from a plethora of third-party cloud applications to
perform these same business functions. For example, services
such as Microsoft Office 365 and Google Drive have shifted
traditionally local document, presentation, and spreadsheet
processing to cloud-backed web applications; likewise, com-
monplace business operations ranging from sales negotiations
to time sheet tracking to customer support interactions also

have a number of third party web-applications that organi-
zations can choose from. This transition to a cloud-centric
world has created a growing reliance on the security of enter-
prise cloud accounts and their credentials. An attacker who
compromises a legitimate employee account now has access
to a wealth of internal business information and functionality,
in addition to the employee’s sensitive enterprise emails.

As a result of the growing value of cloud accounts and the
difficulty of compromising an enterprise’s internal network, at-
tackers have increasingly shifted to compromising enterprise
cloud accounts through attacks such as phishing. For example,
several government agencies have issued advisories and re-
ports warning that phishing represents “the most devastating
attacks by the most sophisticated attackers” and detailing the
billions of dollars in financial harmed caused by enterprise
phishing and account compromise [18, 31]. Not limited to
financial gain, attackers have also compromised enterprise
cloud accounts for personal and political motives, such as
in the 2016 US presidential election, when nation-state ad-
versaries dumped a host of internal emails from high-profile
figures involved with Hillary Clinton’s presidential campaign
and the Democratic National Committee [37].

Given the growing importance of online accounts and cre-
dentials, a large body of existing work has focused on building
mechanisms to defend against attacks through better creden-
tial hygiene, detecting phishing attacks, and stronger user
authentication [14, 15, 20, 22, 23, 33, 36]. Despite these ad-
vances, account hijacking (compromise and malicious use of
cloud accounts) remains a widespread and costly problem [8].
Moreover, this existing body of work often focuses on cloud
accounts through the specific lens of preventing an account
compromise by detecting credential phishing; in particular,
most detection work crafts features specific to emails, with
the goal of preventing an account from having its credentials
phished. However, no detection method is perfect, and there
can be many sources of compromise beyond just phishing.

There remain a number of valuable technical questions re-
lated to the activity of the attacker after they have successfully
compromised an account. For example, how can an organiza-
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tion comprehensively identify all of the data that an attacker
accessed throughout the lifetime of the account compromise?
And how much value does post-initial-compromise detection
provide (e.g., by developing compromise detection signals
based off account and application access behaviors by a user)?
Although a number of prior works have characterized what
attackers do with an account post-compromise [13,30,35], ex-
isting work focuses heavily on compromised personal email
accounts. While these insights are useful, it remains unclear
how well they generalize to compromised enterprise accounts
and whether attacks on enterprise accounts have different
characteristics. Unlike personal accounts, enterprise accounts
often have access to a wealth of additional sensitive data and
functionality through their organization’s suite of cloud-based
work applications. In addition, an attacker who compromises
one enterprise account can use the identities of the compro-
mised account to launch additional attacks on other users,
potentially gaining access to other accounts within that enter-
prise.

Thus, a number of important questions remain unanswered.
For example, what is the end-to-end lifecycle of a compro-
mised account: how are these accounts compromised, how
long do attackers retain access to a hijacked account, and
how useful is detection and mitigation after an account has
been initially compromised? What is the economy of enter-
prise accounts and what modes of attackers compromise these
accounts? In particular, what kinds of cloud data and func-
tionality do attackers exploit, and does this vary based on the
organization where compromise occurred?

In this joint work between academia and Barracuda Net-
works, we attempt to close the loop on these unanswered
questions and conduct a large-scale analysis of attacker activ-
ity within compromised enterprise accounts. First, we present
a technique for distinguishing between attacker and benign
activity in compromised enterprise accounts, enabling more
comprehensive incident forensics. Evaluating our approach
on a random sample of enterprise accounts, we find that our
forensic technique yields a false positive rate of 11% and a
precision of 94%.

Second, we conduct a large-scale analysis of attacker ac-
tivity in real-world enterprises. We find that although several
types of attackers appear to compromise enterprise accounts,
in over one-third of the hijacked accounts in our dataset, the
attacker dwells in the account for more than one week. This
suggests that delayed non-real-time detection can still be ben-
eficial by mitigating an attack even after a compromise has
occurred. Furthermore, our analysis suggests the majority
of these long-duration compromises reflect an increasingly
specialized market of account compromise, where one set of
attackers focuses on compromising enterprise accounts and
subsequently sells account access to another set of attackers
who focus on utilizing the hijacked account. This existence of
a specialized underground economy also suggests that the sec-
ond set of attackers likely use the compromised accounts for

monetary purposes. Correlating the compromised accounts
in our dataset against a commercial data breach service, we
find that 20% of our dataset’s compromised accounts appear
in at least one online password data breach, which suggests
that one potential vector for compromise involves exploiting
credential reuse across an employee’s personal and enterprise
accounts.

Finally, examining the kinds of data and applications that
attackers access via these enterprise accounts, we find that
most attackers in our dataset do not access many applications
outside of email, which suggests that either many enterprise
cloud accounts do not have access to interesting data and
functionality outside of email, or that attackers have yet to
adapt to and exploit these additional sources of information.

Overall, this work yields two main contributions that ex-
pand our knowledge and ability to remediate compromised
enterprise accounts. First, we present a forensics method for
distinguishing between attacker and benign activity in com-
promised enterprise accounts. Second, we illuminate a num-
ber of surprising characteristics of enterprise attacks. We show
that in many cases, account compromise remains focused on
“traditional” malicious email activity, such as sending phishing
or spam from compromised accounts. We also demonstrate
signs of a growing sophistication with attackers beginning to
specialize and differentiate between those focused on the ini-
tial compromise and those focused on utilizing compromised
accounts, likely for extracting monetary value. The combina-
tion of these two contributions improves our understanding
of the nature of enterprise account compromise and informs
future directions for remediation and defenses.

2 Background

From an attacker’s point of view, it is lucrative to gain ac-
cess to enterprise email accounts for several reasons. The
accounts themselves may have access to sensitive and valu-
able information through email and cloud-based applications.
In addition, the compromised account may be used to imper-
sonate the identity of the employee and their organization
in order to gain access to other employee accounts or other
related organizations.

The space of enterprise email account security has been
relatively understudied, yet is extremely important given the
value of the data that can be accessed through these accounts.
In general, prior work has been primarily focused on charac-
terizing attacker behavior in compromised personal accounts
and has involved relatively small-scale observation of honey-
pot accounts. Also, much prior work has focused on phishing
detection, but doesn’t look beyond that to post-compromise
analysis. Our work studies and characterizes attacker activity
post-compromise at scale in real world enterprises, expanding
our understanding of the threats enterprise organizations face
and the types of defense strategies needed in practice.
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2.1 Related Work

Forensics. There has been an extensive amount of literature
proposing various techniques from machine learning and
anomaly detection for detecting phishing attacks in personal
and enterprise accounts on a smaller scale [9,11,19,24] and on
a large scale [14, 22, 23, 33]. In addition, a limited amount of
prior work exists on detecting compromised accounts [16,26]
through the use of honeypot accounts and personal accounts
on social networks. These works focus on building detectors
for phishing emails or detecting compromised accounts in real
time, but don’t study enterprise accounts post compromise.

Liu et al. in [26] monitored the dangers of private file leak-
age in P2P file-sharing networks through the use of honeyfiles
containing forged private information. Their work focused
more on the use of honeyfiles instead of account credentials
and doesn’t study compromised accounts outside of P2P.

Egele et al. in [16] developed a system, called COMPA, for
detecting compromised personal accounts in social networks.
COMPA constructs behavior profiles for each account and
evaluates new messages posted by these social networking ac-
counts by comparing features such as time of day and message
text to the behavioral profiles. They measured a false positive
rate of 4% on a large-scale dataset from Twitter and Facebook.
However, their work only studies how to detect compromised
personal accounts and doesn’t include enterprise accounts.

Overall, none of the works in the literature have performed
forensic analysis to understand attacker activity in personal
or enterprise accounts post-compromise. We therefore are
the first to experiment with forensic methods on enterprise
accounts and present a novel technique for distinguishing
between attacker and benign activity in these accounts.

Characterization. Although there has been prior work
on understanding attacker behavior and patterns within
compromised accounts, most of this research has been
primarily focused on attacker characteristics within personal
accounts on a small scale; few efforts have been examined
the nature of attackers in compromised enterprise accounts at
large scale. TimeKeeper, proposed by Fairbanks et al. [17],
explored the characteristics of the file system in honeypot
accounts controlled by attackers. Although their work applied
forensic techniques to honeypot accounts post-compromise,
they operated at small scale and only characterized attacker
behavior in relation to file systems on these accounts.
Onaolapo et al. [30] studied attacker behavior in hijacked
Gmail accounts post-compromise, but their work did not
examine compromised enterprise accounts. In addition, they
were only able to monitor certain actions, such as opening
an email or creating a draft of an email. Bursztein et al. [13]
examine targeted account compromise, but their work focuses
on compromised personal accounts and not on enterprise
accounts at scale.

Open Questions. Prior work illuminates the fact that
the space of understanding enterprise accounts post-
compromise is understudied; yet, compromises to these
accounts pose large threats to enterprise organizations.
There are many key questions that remain unanswered in
the space of compromised enterprise accounts: how can we
distinguish between attacker activity and benign activity for
forensic purposes? What can we infer about the economy
of compromised enterprise accounts and its relationship to
detection and mitigation post-compromise? What kinds of
techniques do attackers employ to compromise accounts?
What types of data and functionality are attackers interested
in exploiting? Our work investigates these questions at a
large-scale.

2.2 Ethics and Justification
This work consisted of a team of researchers from UC Berke-
ley and Columbia University, as well as from a large security
company, Barracuda Networks. The set of organizations in-
cluded in our dataset are customers of Barracuda Networks
and are anonymized and stored encrypted by Barracuda.

In addition, due to the confidential nature of account data,
no sensitive data was released to anyone outside of Bar-
racuda. This project also received approval from Barracuda,
and strong security controls were implemented to ensure con-
fidentiality and limited scope of access.

3 Data

In order to be able to characterize attacker activity in com-
promised enterprise accounts, we must first obtain a set of
enterprise accounts that have been confirmed to be compro-
mised. In this section, we give an overview of various data
sources that were used to address the key questions as laid out
above in Section 2. For the remainder of the paper, we will
use the terms compromised enterprise account, compromised
user, and account interchangeably.

3.1 Schema and Data Sources
Each organization in our dataset is a registered customer of
Barracuda Networks through Barracuda Sentinel. Barracuda
Sentinel is a fraud detection platform that protects enter-
prises and their employees from phishing attacks and account
takeover (ATOs) [2, 14]. All organizations in our dataset uti-
lize Microsoft Office 365 as their email account provider. In
collaboration with Barracuda Networks, we have access to
various data sources for each compromised user in our dataset.
For each user, we have anonymized access to their respective
Microsoft Office 365 audit events. These audit events are
metadata about a user’s access to their respective Office 365
account. Audit events are generated by Office 365 for research
purposes and allow organizations to maintain a record of how
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their employees are utilizing their accounts. At a high level,
an Office 365 audit event includes the following fields:

• Id - Unique identifier for an audit event

• UserId - Email of user who performed the operation

• UserAgent - User agent string of device that performed
the operation

• ClientIp - IP address of device that performed the op-
eration

• Operation - Operation performed by the user

• ApplicationId - Id of Office 365 application that was
acted upon

The Operation field indicates which operation was per-
formed by the user; some examples of operations that are
logged include UserLoggedIn, UserLoginFailed, and Rese-
tUserPassword. The UserAgent and ClientIp fields are
populated with non-empty values only when the user suc-
cessfully logs in, i.e., when Operation = UserLoggedIn and
LogonError = None. The LogonError field identifies any
errors resulting from a user logging into their account. For
more details, the Office 365 schema for audit events can be
found in [3, 6]. In addition, we use MaxMind [28] to map
each IP address of a successful login audit event to a country
and a country subdivision. For simplicity, we will refer to a
successful login audit event as a login audit event or login
event throughout the remainder of the paper.

Other data sources that are available to us include raw
emails sent by users in our dataset, as well as any audit events,
emails, and email forwarding rules flagged by Barracuda’s
machine learning detectors for the compromised users. Each
email contains many fields including a unique identifier, the
sender of the email, the recipient of the email, the time the
email was sent, and an extended properties field which in
many cases contains the IP address of the device from which
the email was sent. More details on the Office 365 schema
for emails can be found in [4].

3.2 Size of Data Sources
Our dataset consists of 989 compromised users between Oc-
tober 1, 2019 – December 27, 2019 across 120 total organi-
zations. 887 of the compromised users were flagged at least
once by Barracuda’s detector that examines login audit events,
while 101 users were flagged at least once by the detector
that examines emails sent from an account. 106 users were
flagged at least once by the detector that examines changes to
the mail forwarding rules associated with an email account.
We note that the total number of compromised users flagged
by each detector adds up to more than 989 because some
account compromises were detected by multiple detectors.

Barracuda Networks then verified with the IT teams at
the users’ respective organizations that these users’ accounts

Figure 1: Categorization of the 120 organizations in our
dataset across various economic sectors.

were in fact compromised. To protect the effectiveness of
Barracuda’s detectors, we are not able to disclose further
details on how these detectors work for the remainder of the
paper.

Figure 1 shows the distribution of the 120 organizations
by economic sector. A majority of these organizations belong
to the industrials, education, health, and people services eco-
nomic sectors, with counts of 28, 26, 14, and 10 respectively.
These four sectors represent 65% of the set of organizations
in our dataset.

For each of the 989 compromised users, we also collect all
audit events over the time period of August 1, 2019 – January
27, 2020. We choose a larger date range for collecting audit
events as part of our forensic technique for identifying attacker
behavior, which will be discussed in Section 4. For all 989
users, there were a total of 927,822 audit events, 565,165 of
which were login events to certain Office 365 applications.
Most of our analysis relies primarily on login events because
Office 365 records the IP address and user agent string for
each of these events.

4 Detecting Attacker Activity

Given a known compromised account, one of our goals is to
distinguish between attacker activity and benign activity for
forensic purposes. In this section, we develop a set of rules
for identifying which of a user’s logins are from an attacker
vs from the legitimate user. Our rule set is not guaranteed
to find every attack, nor does it guarantee robustness against
motivated attackers trying to evade detection. However our
rule set is still relatively comprehensive and generates few
false positives, as shown in Section 5.

4.1 Overview
We use well-known ideas from the field of anomaly-based
detection. Anomaly-based detection [10, 32] is the identifi-
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cation of a group of data points in a larger set of data that
doesn’t follow the general pattern of the majority of values in
the dataset. Anomaly-based detection is useful in many fields
and contexts, from intrusion detection to credit-card fraud
detection. At a high level, we aim to design a rule set that will
identify the events where the attacker accesses the compro-
mised account. Throughout this section, when describing the
components of our rule set, we use the name Bob to refer to
a generic compromised user from our dataset. Our rule set
first builds a historical profile for Bob that represents his typi-
cal IP addresses, location, and user agent strings that he uses
to log into his account. Then, we use this profile to classify
future login events as either attacker-related or benign. The
following subsections describe the components of our rule set
in detail.

4.2 Historical User Profile and Features
In order to be able to identify login events as suspicious
or not, we need an indication of true user activity in an
account. Our idea involves creating a historical user profile
using historical login events from a user’s account that
occurred significantly before the account was first confirmed
as compromised. We assume that the historical events are
benign and reflect the true user’s characteristics. We then
extract several features from each login event.

Historical User Profile. The historical user profile for
a user Bob characterizes how Bob typically logs into his
account. The idea of a behavioral profile has been proposed
in many earlier works. Egele et al. [16] create a behavioral
profile for each social network user based on a stream
of messages the user posts and use it to detect if a user’s
social network account has been compromised based on
examining messages subsequently posted by the user’s
account. Stringhini et al. [33] create a behavioral profile
based on the emails sent by a user in order to determine if an
attacker has compromised the user’s account and is sending
phish or spam.

As mentioned in Section 3, each user’s account in our
dataset was flagged by at least one of Barracuda’s detectors
and their respective organization’s IT team confirmed
the user’s account to have been compromised. For each
compromised user Bob, we find the earliest time that he was
flagged by one of Barracuda’s detectors between October 1,
2019 – December 27, 2019; call this time t. Bob could have
been compromised earlier than t, but we assume that Bob
has definitely been compromised by time t. To create Bob’s
historical user profile, we first retrieve his historical login
events from the time window of 2 months prior to t until 1
month prior to t (a one-month time window). Bob’s historical
user profile consists of 3 sets of values: the set of country
subdivisions that he has been observed to log in from during
that time period, the set of countries he has logged in from,

and the set of user agents that he has logged in with. For some
context, a country subdivision [38] is a portion of a country
delimited by a government body. For US-based IP addresses,
MaxMind treats each state as a country subdivision, while for
IP addresses residing outside the US, a country subdivision
corresponds to a province.

Features. Our rule set extracts 2 features for each lo-
gin event based on the information stored in a user’s historical
user profile. First, for each login event e we wish to classify,
we extract a geolocation feature by geolocating the IP address
used to log into the account and comparing this location to
the historical profile of the account (Bob) that is being logged
into:

(a) If e represents a login from a country that was never seen
in Bob’s historical user profile, then assign e’s geoloca-
tion feature value a 2 (most suspicious).

(b) Otherwise, if e represent a login from a country sub-
division not found in in Bob’s historical user profile,
then assign e’s geolocation feature value a 1 (medium
suspicion).

(c) Otherwise, assign e’s geolocation feature value a 0 (least
suspicious).

We also extract a user agent feature from e that captures
the suspiciousness of the user agent of e. All user agents
are normalized in a pre-processing step: the version number
is removed and only the device and model identifiers are
retained, so a user agent string such as iPhone9C4/1706.56
is normalized to iPhone9C4. Thus, iPhone9C4/1706.56 and
iPhone9C4/1708.57 yield the same normalized user agent.
The user agent feature is then defined as follows:

(a) If e’s normalized user agent does not match any of the
normalized user agents in Bob’s historical user profile,
then assign e’s user agent feature value a 1 (most suspi-
cious).

(b) Otherwise, assign e’s user agent feature value a 0 (least
suspicious).

For each user Bob, we classify all login events from one
month prior to t to t using a historical user profile based on
events from two months prior to t to one month prior to t.
Then, we classify all events from t to one month after t using
a historical user profile based on events from two months prior
to t to one month prior to t, and all events from one month
prior to t to t that were classified as benign. Thus we update
the historical user profile for each user after classifying the
first month of login events [7]. Malekian et al. also describes
a similar approach [27] where the historical profile is up-
dated to reflect new patterns in user behaviors in e-commerce
for the purposes of detecting online user profile-based fraud.
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Therefore, the last month of Bob’s events are analyzed using
an updated historical user profile that incorporates benign
activity from his previous month of login events.

4.3 Applying the Rule Set
In this section, we combine the historical user profile and the
two features discussed above in Section 4.2 using a set of
rules for distinguishing between attacker and benign activity.

Rules. To classify a new login event e for Bob, we
first extract its geolocation feature, denoted as geo, and its
user agent feature, denoted as ua. We then apply a set of rules
to the values of geo and ua to obtain a classification of the
event e. The pseudocode below outlines the rule set.

if geo == 2
mark e as attacker-related

else if (geo == 1) and (ua == 1)
mark e as attacker-related

else
mark e as benign

Justification and Assumptions. The geolocation and user
agent features quantify the suspiciousness of a new login
event in relation to a user’s historical profile. We assume that
the historical login events for each user do not contain attacker
activity. Since we don’t know precisely when each user was
compromised in our dataset, we conservatively analyze events
at least one month prior to when the user was first flagged as
compromised by Barracuda’s detectors in an effort to limit the
amount of poisoning of the historical login events by potential
attacker events.

We also assume that it is less common for users to travel
to another country than to another state or province within
their home country. Although traveling abroad is common in
some industries, we assume that most employees travel more
frequently to another country subdivision than to a different
country. As a result, if a login event contains an IP address
mapped to a country that was never seen before in a user’s
historical login events, the event in question is marked as an
attacker event. For travel within the same country, the country
subdivision and user agent need to be new for a login event
to be marked as an attacker event.

Applying Rule Set to Compromised Users. We apply
the same procedure that was done for Bob to each of the 989
compromised users in our dataset. For each user, a historical
user profile is created based on their historical login events,
features are extracted for login events within a two-month
time window of when the user first appeared in at least one
of Barracuda’s detectors, and the rule set is applied to each
user’s login events, generating a set of attacker events and
benign events.

Figure 2: Categorization of the 111 organizations in our
dataset based on number of compromised user accounts.

276 of the 989 compromised users didn’t have any histori-
cal login events due to the fact that these users’ enterprises
registered with Barracuda as a customer after the start of our
study period, and we did not have logs from before then. As
a result, our rule set couldn’t be applied to these users. Of the
remaining 713 users that had historical login events, 653 had
at least one attacker event that our rule set classified. These
653 users were found in 111 different organizations. Across
the 653 compromised users that had attacker events, our at-
tacker rule set labelled 17,842 audit events as attacker-related.
Figure 2 shows the distribution of compromised accounts
among organizations. 98 of the 111 organizations (89%) had
1–5 compromised users, 12 organizations had 6–200 compro-
mised users, and 1 organization had over 200 compromised
users, precisely 206. Moreover, 68% of the 653 compromised
accounts belong to 6 organizations. We do not know what
accounts for this skewed distribution, but it is possible that
one or a few attackers specifically targeted those 6 organi-
zations. Therefore, to ensure that we obtain many different
attackers and our results are not biased by a few attackers
that compromise many accounts, we grouped each of the 653
compromised users by organization and month of earliest at-
tack event flagged by our rule set and randomly selected one
compromised user from each group. This resulted in a final
sample of 159 compromised users across the 111 organiza-
tions, which is the dataset we use to evaluate our rule set in
Section 5 and obtain our findings in Section 6.

5 Evaluation of Rule Set

In this section, we evaluate our attacker rule set. We first de-
scribe how we sampled a set of users and established ground
truth labels for login events. We then show how well our rule
set performs on the sample of users. Overall, our rule set gen-
erates few false positives and offers a promising direction for
distinguishing between attacker activity and benign activity
at the granularity of login events.
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5.1 Evaluation Methodology

As described at the end of Section 4.3, we obtained a set of
159 compromised enterprise accounts that each have attacker
events classified by the rule set. To understand how effective
our rules are, we randomly sample 20 users and manually
evaluate the accuracy of the rule set on these users. For each
of the 20 sampled users, we also randomly sample up to
2 sessions labelled by our rule set as attacker-related and
1 session labelled as benign, where we define a session to
consist of all events with the same (IP address, user agent)
pair value; all events within the same session are assigned the
same label by our rule set. Across the sample of 20 users, we
evaluate a total of 54 sessions, 34 of which are labelled as
attacker-related sessions and 20 as benign.

5.2 Establishing Ground Truth

In order to evaluate whether the labels our rule set applies
to sessions are correct, we must develop a way to reason
about what the ground truth labels for sessions are. Just
knowing that a user has been compromised does not give
us much information on which particular login events are
from the attacker. In this section, we describe four basic
indicators that we apply to each of the 54 sessions to help us
gain confidence on what the “true” labels are for the sessions
when evaluating the rule set. We note that since the four basic
indicators discussed in this section are not perfect in terms
of determining the true label for sessions, we also perform
a more extensive manual analysis for sessions in which the
basic indicators label a session as benign and our rule set
labels the session as attacker-related. Due to our conservative
approach, we aim to limit the false positives of our rule
set and thus obtain a more refined label through manual
analysis when the basic indicators are not comprehensive
enough. Throughout the remainder of this section, we refer to
a compromised user out of our sample of 20 as Bob and one
of Bob’s sessions as s.

Phishing Email Indicator. For some session s, we re-
trieve all emails sent from Bob’s account within ±5 hours
from a login event in s. The time window of ±5 hours serves
as a heuristic for relating the email to the login event it is
close in time to, as users may not send email immediately
after logging into their accounts. In addition, there are
sometimes delays as to when Office 365 creates login events
in the data buckets for retrieval by Barracuda.

Once all emails are retrieved that are close in time to s, we
first determine if any of the emails were flagged as phishing
by Barracuda; if so, then we assign the phishing email
indicator for s a value of 1. If none of the emails were flagged,
we then iterate over all emails and manually label them as
phishing or not, using properties of the email header and
body. Our method for manually labeling emails as phishing

is similar to approaches taken in previous work [14, 22], in
which we first analyze the subject of an email in the context
of the sender’s organization and the number and domains of
recipients of the email. For example, an email of the form
"Bob has shared a file with you" sent to many recipients
across many types of domains is very likely to be phishing.
For emails in which the subject is not suspicious and the
number of recipients is small, we look through the bodies
of the emails along with any links present to determine
if the domains of the links are unrelated to the sender’s
organization. For many of the emails that we looked at, these
steps were sufficient to determine if emails were related to
phishing or not. We assign the phishing email indicator for
s a value of 1 if there was at least one phishing email we
labelled; else, we assign the phishing email indicator for s a
value of 0 if there were no flagged emails by Barracuda and
no manually labelled phishing emails.

Inbox Rules Detection Indicator. We retrieve all in-
box rules detections that are ±5 hours from a login event
during Bob’s session s. An inbox rule detection indicates that
a suspicious rule was created in a user’s account, such as
emails being forwarded to the trash or to an external account.
The inbox rules detection indicator is assigned a value of 1
for session s if at least one inbox rules detection exists close
in time to s.

Interarrival Time Indicator. The interarrival time
between 2 login events e1 and e2 is the absolute value of the
difference in timestamps between e1 and e2. The general idea
for including this interarrival time indicator is for detecting
if the absolute time difference between login events for the
same user with two different locations is shorter than the
expected travel time between the two locations. We first
obtain the country subdivision that is most common in Bob’s
historical user profile (i.e. the country subdivision that is
associated with the most number of Bob’s historical login
events). For simplicity, we call this country subdivision Bob’s
home territory. Then, for each of Bob’s login events e during
session s, we compute the interarrival time between e and
the closest login event in time to e that contains Bob’s home
territory. Among all events during Bob’s session s, we take
the smallest interarrival time and if that value is smaller than
the expected travel time between Bob’s home territory and
the location mapped to session s, we mark the interarrival
time indicator for s with a value of 1.

An example of a set of login events (anonymized for
privacy) is shown in Table 1. If IL, US is Bob’s home territory
and we are evaluating one of Bob’s sessions tied to 27, JP, the
interarrival time for a login event tied to 27, JP (last login
event in the table) would be about 46 minutes. However, the
expected travel time between Illinois and Japan is about
13 hours. Therefore, the session tied to 27, JP would be
suspicious and would be marked with a value of 1 by the
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Country Subdivision Timestamp

MO, US 2019-11-29 08:00:05
IL, US 2019-11-29 15:06:45
IL, US 2019-11-29 21:14:32
27, JP 2019-11-29 22:00:07

Table 1: Illustration of an example of a set of login events,
with country subdivision in the first column and timestamp in
the second column.

indicator. Note that in applying the indicator to some session
s, we use Bob’s home territory for computing interarrival
times for login events during s to reduce the amount of
manual analysis needed to be done in evaluating the rule
set (we had to manually look up the expected travel time
between all sessions and the respective home territories for
our random sample of 20 users). To make this indicator
more general, for each event during s, we could calculate the
smallest interarrival time between the event and any country
subdivision within Bob’s historical user profile. However,
using the home territory for each user was sufficient for the
evaluation.

Tor Exit Node Indicator. If the IP address for s is a
Tor exit node, then we assign the Tor exit node indicator for
session s as a 1.

Applying the Basic Indicators and Refinement. For
each of the 54 sessions across our random sample of 20
users that we evaluate our rule set on, we apply the four
basic indicators described above. If at least one indicator
labels a session with a value of 1, then we say that it is an
attacker-related session; otherwise, we label it a benign
session.

Out of the 54 sessions, there were seven that were labeled
as benign by the basic indicators and attacker by our rule set.
To ensure that we obtained the highest confidence ground
truth label for these seven sessions (possible false positives),
we performed manual analysis to obtain a more refined label.
Each of the seven sessions involved a different compromised
user. From their respective historical user profiles, four users
primarily use US-based IP addresses and the remaining three
primarily use IP addresses based in countries outside the US.
Through our analysis that we present below for each of the
seven sessions, we find that five of these sessions should be
labelled as attacker-related by ground truth. For simplicity in
our analysis, we will refer to each of the 7 sessions as session
x, where x is a number between 1–7.

For session 1, the IP address mapped to a country that
had never been seen before in the historical user profile. In
addition, there was only one login event from this new country
and it occurs implausibly soon after a benign login event

where it is impossible to travel between the two locations
within the interarrival time. The interarrival time indicator
didn’t flag for session 1 because interarrival times were only
calculated with respect to user’s home territories and not any
location seen in a historical user profile. As a result, this
session is truly an attack. In both session 2 and session 3,
the user agent string matches that of the second randomly
sampled session in which our rule set correctly labelled as
attacker (verified via ground truth). As a result, we declare
session 2 and session 3 as attacker-related sessions.

The analysis for session 4 and session 5 is very similar.
Both sessions map to new countries that have never been seen
before in their respective users’ login events from August 1,
2019 - January 27, 2020. In addition, both sessions involve
user agents that are totally different from what their respective
users use during their benign sessions (historical login events
+ benign sessions labelled by rule set). In session 4, there
are a total of 6 login events over a time period of 3.5 weeks
from the new country. Halfway through the time period, there
is an interspersed login mapped to the user’s home territory
(most common country subdivision in historical user profile).
Then, 2 weeks later, there is a final login from the new country.
The only way that session 4 could be benign is if the user
decided to travel back-and-forth between the new country
and their home territory over the 3.5 week window; based on
the fact that there was one interspersed login from the user’s
home territory, the user would need to make 3 total back-
and-forth trips between the home territory and new country
over the 3.5 week period, which seems unlikely. Also, since
the country has never been seen before throughout any of
the user’s previous login events, we declare this an attacker-
related session. Similarly, in session 5, at least 4 back-and-
forth trips between the home territory and the new country
would be required over a 2 week period. As a result, session
5 is attacker-related.

Sessions 6 and 7 are likely benign sessions, as captured
by the basic indicators above. For session 6, login events
during the session do not happen close in time to other at-
tacker sessions that our rule set correctly classifies for the
user. In addition, the user agent doesn’t stand out as sus-
picious and is a standard Firefox user agent string similar
to the form "Mozilla/5.0 (Windows NT 10.0; Win64; x64)
Gecko/20100101 Firefox/70.0". Even though the country
mapped to session 6 is a new country that has never been
seen before in the historical user profile, the user’s organiza-
tion has offices in this country. As a result, we believe this is
a benign session. For session 7, the associated country sub-
division has never seen before in the user’s historical profile,
but the country appears in all of the user’s historical login
events. This session was flagged by our rule set because the
user agent had never been seen before in the historical user
profile, as the the device that the user typically uses was of
an older model. An example is if the user’s historical login
events frequently contain the user agent string iPhone9C4
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Metric
Compromised Users 20
Sessions 54
False Positives (FP) 2
False Positive Rate 11%
Precision 94%
False Negatives (FN) 9
False Negative Rate 22%
Recall 78%

Table 2: Evaluation results of our rule set. ’False Positives
(FP)’ shows the number of sessions that the rule set labels
as attack but ground truth labels as benign. ’False Negatives
(FN)’ shows the number of sessions that the rule set labels as
benign but ground truth labels as attack.

and this session in question contains the user agent string
iPhone10C2. However, during the two-month window of lo-
gin events that we applied our rule set on, the typical user
updated their device before we see any session 7 events, but
this update wasn’t reflected in the historical user profile until
after running the rule set on session 7. We also continue to see
the use of session 7’s user agent after the two-month window
in login events tied to the user’s home territory. As a result,
we label session 7 as benign.

Therefore, through our manual analysis, we obtain more
refined labels for the seven sessions mentioned above and
find that five of the sessions are attacker-related and two are
benign.

5.3 Evaluation Results
Tables 2 and 3 summarize the performance metrics of our
rule set and display the confusion matrix for the 54 sessions
we evaluate the rule set on across the set of 20 randomly
sampled users. As mentioned above in Section 5.1, our rule set
labelled 34 of the sessions as attacker and 20 of the sessions as
benign. Based on the ground truth analysis discussed above,
each session also has a “true” label. Our rule set generates 2
false positive sessions (FP) and a false positive rate of 11%.
Precision is defined as the number of sessions that our rule
set correctly marks as attacker divided by the total number
of sessions that our rule set marks as attacker (true attacker
sessions plus false positives). The precision for our rule set is
94%. We base our evaluation numbers on ground truth labels
that we assign to sessions and we acknowledge that these are
not perfect. However, due to the extensive manual analysis
we perform to obtain more refined labels after applying the
four basic indicators as discussed in Section 5.2, our source
of ground truth is relatively comprehensive.

Our rule set also generates 9 false negative sessions (FN)
and a false negative rate of 22%. This seems to suggest that
attackers show some level of sophistication in trying to evade

True Label
Attacker Benign Total

Attacker 32 2 34
Rule Set Benign 9 11 20

Label Total 41 13 54

Table 3: Confusion Matrix for 54 sessions across 20 users.

detection (i.e. accessing user accounts with locations that
blend or match with the user’s typical login locations).

6 Characterizing Attacker Behavior

In this section, we conduct an analysis of attacker behavior
across our dataset of 159 compromised users belonging to a
total of 111 organizations. Examining the duration of com-
promises in enterprise accounts, our analysis suggests that a
substantial number of accounts (51%) are compromised for 1
or more days and 38% of accounts are compromised for 1 or
more weeks. In addition, out of 11 enterprise accounts that
had at least one email flagged by Barracuda’s email detec-
tor, 7 had a 3-day gap between their first attacker event and
first sent phishing email. These findings together suggest that
the space of enterprise account security has much room for
improvement and that even taking steps post compromise to
mitigate the threat of attack can prevent a lot of damage to
enterprise accounts.

At the same time, we find that the economy of compro-
mised enterprise accounts is impacted by many modes of
attackers operating in tandem. We uncover at least two modes
of attackers that compromise enterprise accounts and offer
the first-large scale analysis of the prevalence of these at-
tacker modes. We estimate that 50% of enterprise accounts
are compromised by one attacker who also utilizes the ac-
count themselves. However, we also uncover a specialized
economy of enterprise accounts in which 31% of accounts
are compromised by one attacker and utilized by a different
attacker that mines for information. We also hypothesize that
the second set of attackers use the accounts to extract mon-
etary value from the accounts. As a result, a more mature
and specialized economy around compromised accounts is
emerging, where some attackers specialize in compromising
accounts, while others specialize in extracting information
and potentially monetary value from accounts.

In trying to understand how enterprise accounts are com-
promised, we find that 20% of the accounts were found in
data breaches of online company databases, indicating a po-
tential source of compromise for these accounts if password
reuse was omnipresent among these accounts. We also find
that attackers compromising enterprise accounts primarily
use the accounts for accessing email-related Office 365 appli-
cations; 78% of the enterprise accounts only accessed email
applications through their attacker events. As a result, either
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many enterprise cloud accounts don’t have access to much
interesting data outside of email or attackers have yet to adapt
to and exploit additional cloud based applications. In addi-
tion, since email seems to be a common attack vector within
enterprise accounts, the nature of the compromised enterprise
does not seem to influence the ways in which an attacker
utilizes an enterprise account. As measured by our study, it
is likely not beneficial for enterprises to develop features for
defenses that measure accesses to many cloud-based appli-
cations, as these are rarely accessed by attackers. However,
we acknowledge that things could change in the future with
the emerging popularity of other applications that may store
sensitive information or be used for communication within
the Office 365 ecosystem, like Microsoft Teams or OneDrive.

Taken together, our findings expand upon the limited re-
search in the space of compromised enterprise accounts and
uncover similarities and differences between compromised
enterprise and personal accounts.

6.1 Duration of Account Compromises and
Damage Prevention

In this section, we estimate the duration of compromise for
enterprise accounts. We also illustrate that detectors don’t
necessarily need to react in real time; in fact, those that
operate over long periods of time can still prevent attackers
from inflicting a lot of damage in enterprise accounts.

Duration of Account Compromises. Given our dataset of
159 compromised users and their respective login events,
we can not definitively determine how long an attacker
compromised the account for, but we can form a reasonable
estimation of the duration of compromise using the attacker
events our rule set classified over each user’s two-month
window surrounding the earliest time they were flagged
by Barracuda’s detectors. For each user, we computed the
difference in seconds of the time of the earliest attacker
login event and the time of the latest attacker login. The
distribution of time differences is shown in Figure 3
across all 159 compromised enterprise accounts. From the
figure, we notice that accounts tend to be compromised
for long periods of time. Assuming our random sample of
organizations reflects the larger population of organizations,
almost 51% of all enterprise accounts (81 out of 159) are
compromised for at least 1 day and 37% of all enterprise
accounts are compromised for at least 1 week. As a result,
while it’s important to detect attacks in real-time, detectors of
compromised accounts at organizations do not necessarily
need to operate in this fashion to provide useful defense;
namely, it is equally important to build detectors that operate
over longer time periods to gather more detection signals for
forensics and remediation of accounts post-compromise. This
second point in particular will be illustrated below through
an analysis of phishing in our set of enterprise accounts.

Figure 3: CDF of the distribution of differences in time in
seconds between the first and last attacker login for each of
the 159 compromised enterprise accounts. Red lines represent
days, green lines represent weeks, and yellow lines represent
months. Note: The x-axis has been log-scaled and each user’s
time difference was increased by 1 second as part of the log
scaling.

Damage Prevention. To illustrate the importance of
early intervention of compromised enterprise accounts, we
analyzed accounts that sent at least one email flagged by
Barracuda’s email detector during their respective two-month
time window in which login events were classified. There
were 11 out of the 159 compromised enterprise accounts
that sent emails flagged by Barracuda during their respective
two-month windows.

Figure 4 shows the distribution of differences in time
in seconds between first phishing email and first attacker
login event for each of the 11 compromised enterprise
accounts. We can see that 4 out of 11 compromised accounts
(37%) had less than 1 day between the first phishing email
and first attacker login event. The remaining 7 compromised
accounts (73%) had over 3 days of time difference. Although
a small sample size, this finding suggests that attackers who
aim to send phish vary their approach upon first accessing
a compromised account; some send phishing emails almost
immediately, while others wait for some time to pass.

For our sample of 11 compromised accounts that sent phish-
ing email, a detector that can react within 3 days of initial
attacker access can prevent damage from phishing for the
majority of enterprise accounts. However, how much damage
is actually prevented by detector intervention? For the 7 com-
promised accounts that had over 3 days of time difference
between first phishing email sent and first attacker login event,
we found that in 6 of the 7 compromised enterprise accounts
(all from different organizations), the first phishing email was

10



Figure 4: CDF of the distribution of differences in time in
seconds between first phishing email and first attacker login
event for each of the 11 compromised enterprise accounts that
sent at least one phishing email during their attack windows.
Note: The x-axis has been log-scaled.

part of a large “burst” of emails sent in 25 minutes or less,
where each email in the burst had the same subject. 4 of these
accounts had 400 or more emails as part of the “burst”, while
the remaining 2 accounts had fewer than 100 emails as part of
the “burst”. The 6 accounts with “bursts” sent emails to vari-
ous numbers of accounts within and outside their respective
organizations and 3 of these accounts had at least one email
where BCC was used to send phishing emails.

This finding, along with the duration of compromises, illus-
trates the importance of detectors to react as soon as possible
to attacker activity, though not necessarily in real-time. For
accounts with phishing email, since the majority of attackers
wait for some time before sending their first phishing email,
detectors at organizations have a time window of around
3 days to intervene and react to potential attacker activity
in enterprise accounts before more damage is done through
phishing emails. From our analysis, most of the damage can
be done in a short period of time through the mass amounts of
phishing emails that are sent to various numbers of recipients.

6.2 Economy of Compromised Enterprise Ac-
counts

In this section, we explore the economy of compromised
enterprise accounts and the different modes of attackers that
operate in this space. We estimate that in 50% of our sample
of enterprise accounts, a single attacker conducts both the
compromise and utilization of the account. We also uncover a
specialized underground economy of compromised enterprise
accounts where in 31% of our enterprise accounts, one
attacker conducts the compromise and another likely buys the
compromised account and utilizes it to extract information.

In addition, we find that within this specialized economy,
in the majority of compromised enterprise accounts, the
second set of attackers that gain access to the account inflict
more damage than the first set of attackers that perform
the compromise, leading to an even greater importance of
early detection and mitigation. For the remaining 19% of
compromised enterprise accounts, it is unclear as to what
mode of attacker these accounts face (i.e. one of the 2 modes
we have discovered or another mode not yet explored).

First Mode of Attackers. Revisiting our findings from
Section 6.1, we found that 81 out of 159 enterprise accounts
(51%) are compromised for at least 1 day and 59 out of
159 enterprise accounts (37%) are compromised for at
least 1 week. This finding suggests that there are largely
two main segments of compromised enterprise accounts;
those that are compromised for less than a day and the
remaining that appear to be compromised for a day or more.
Given this preliminary result, we aim to investigate the
relationship between compromise duration and the economy
and existence of various modes of attackers operating in the
enterprise account space.

We start by trying to investigate whether enterprise ac-
counts are generally accessed regularly by attackers or in iso-
lated pockets of time during the compromise lifecycle. Using
a similar idea to our interarrival time ground truth
indicator from Section 5.2, for each of the 159 compro-
mised enterprise accounts, we compute the interarrival time
between every pair of successive attack events. We then take
the max interarrival time for each user, which represents the
longest time gap between any two successive attacker ac-
cesses within an account. From Figure 5, which shows a CDF

Figure 5: CDF of the max attacker interarrival times in sec-
onds for all 159 enterprise accounts. Note: The x-axis has
been log-scaled and each account’s max interarrival time was
increased by 1 second as part of the log scaling.

of the max attacker interarrival times in seconds for all 159
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compromised enterprise accounts, we can see that at around
the 1 day mark (first red line from the left), the inflection and
trend of the CDF starts to change. In 53% of compromised
enterprise accounts, the largest time gap between successive
attacker accesses is less than 1 day, while the remaining 47%
of compromised enterprise accounts (74 out of 159) have 1
or more days as their longest time gap.

Assuming our random sample of 159 enterprise accounts
generalizes to a broader range of enterprises, we believe
that accounts with small max attacker interarrival times and
compromise duration, both less than 1 day, comprise one
segment of the economy of compromised enterprise accounts.
In our dataset, 78 out of the 159 enterprise accounts (50%)
fall into this category. Due to the small time gaps between
successive attacker events and relatively small compromise
duration, these 78 accounts are likely compromised by a
single set of attackers that both perform the compromise and
use the accounts for a short period of time. We also note
that there were 7 enterprise accounts that had small max
attacker interarrival times (< 1 day), but longer duration of
compromise of over a day. It is unclear if the same mode of
attackers compromise these accounts or if a different mode
presents itself.

Second Mode of Attackers. As we saw above from
the CDF of max attacker interarrival times in Figure 5,
53% of enterprise accounts (74 out of 159) experienced a
maximum of 1 or more days between successive attacker
events. One possible explanation of the large time gap is that
the initial set of attackers that compromised these accounts
sell them to another set of attackers; hence, the time gaps
represent the time needed for the transaction to complete. To
accrue evidence for this claim, we compared attacker events
before and after the max attacker interarrival time in these 74
accounts on the basis of geolocation, user agent, and internet
service providers (ISPs). The goal was to determine if there
was a discernible difference in these 3 properties of attacker
events before and after the time gap, which could uncover the
presence of two sets of attackers operating in these accounts.

To quantify the similarity of two sets of values before and
after the max interarrival time for each of the 74 compromised
enterprise accounts, we use the Jaccard Index, also know as
the Jaccard Similarity Coefficient. The Jaccard Similarity
Coefficient is a method for quantifying how similar 2 sets of
data A and B are by relating the number of elements in the set
intersection of A and B to the number of elements in the set
union of A and B, as shown below.

J(A,B) =
|A\B|
|A[B|

In general, the smaller the Jaccard similarity coefficient for A
and B, the less similar A and B are to one another. It has been
widely used in many fields [12, 21, 29, 39] such as keyword
similarity matching in search engines, test case selection for

industrial software systems, and in secure multi-party compu-
tation.

For each of the 74 compromised enterprise accounts, we
gather a set of country subdivisions mapped to attacker events
before the max attacker interarrival time and a set of coun-
try subdivisions mapped to attacker events after. Similarly,
we gather two sets of user agents and two sets of ISPs in
the same manner. For each account, we compute 3 Jaccard
similarity coefficients for geolocation, user agent, and ISP re-
spectively. In Figure 6, we can see that generally, most of the

Figure 6: CDF of Jaccard Similarity Coefficients for Ge-
olocation, User Agent, and ISP usage for 74 compromised
enterprise accounts.

enterprise accounts have low Jaccard similarity coefficients
for geolocation and ISP; one reason the user agent curve fol-
lows a different pattern is because of the normalization we
performed for user agents, where we treat user agent strings
with different device versions as the “same” underlying user
agent. 50 of the enterprise accounts (around 70% of 74) had
Jaccard similarity coefficients of 0.3 or less for geolocation
and ISP indicating that the set of country subdivisions and set
of ISPs before and after the large time gaps in these accounts
were substantially different.

One can argue that the low geolocation Jaccard similar-
ity coefficients might be a result of attackers using unstable
anonymized IP proxies or even Tor. For each of the 74 ac-
counts, we computed the number of unique hours and number
of unique country subdivisions seen across all attack events
after the account’s respective max attacker interarrival time.
For each account, we calculated the following stability ratio
of the form

stability =
number of unique country subdivisions

number of unique login hours
.

If attackers are using unstable proxy services or Tor, we would
expect this ratio to be large for many of the enterprise ac-
counts. As we can see from Figure 7, which shows a CDF of
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Figure 7: CDF of the Stability Ratios for each of the 74
Compromised Enterprise Accounts

the stability ratios for each of the 74 enterprise accounts, 85%
of the accounts have stability ratios of at most 1 and 45% of
the accounts have stability ratios less than 1. After looking
into the enterprise account that had a stability ratio of 9.67, it
was obvious that the attacker was using a specialized proxy
service that generated a different IP address upon each login.
In general, if attackers are using proxy services to obtain IP
addresses, these services seem to be fairly stable and as a
result, geolocation seems to be a viable way to distinguish
between different attackers.

Given the large time gaps between successive attacker
events and low Jaccard similarity coefficients, we believe that
50 of the 159 enterprise accounts (31%) comprise a special-
ized economy in the space of enterprise accounts, where one
set of attackers compromise the accounts and sells the account
credentials to another set of attackers that utilize the accounts
for extracting information. The presence of this second mode
of attackers implies that a more mature and specialized econ-
omy around compromised accounts has or is emerging, where
attackers are starting to specialize in their roles (a skill set to
compromise accounts vs. a skill set to extract value out of the
compromised account’s data and functionality).

In terms of understanding the potential damage inflicted by
the two sets of attackers, we developed an application access
rate metric that measures the number of Office 365 appli-
cations accessed by attack events divided by the number of
unique hours the attack events span over a certain time period.
For each of the 50 accounts, we computed the application
access rate before and after the max attacker interarrival time
and in 30 of the 50 accounts (60%), we find that the appli-
cation access rate after the max attacker interarrival time is
larger than that before the max attacker interarrival time. As a
result, this further shows the importance of early mitigation in
compromised enterprise accounts and that detectors that don’t
run in real-time should be designed to monitor continuous

activity in order to prevent future damage after an account is
sold.

Given that we have found the presence of a specialized
underground economy for enterprise accounts that involves
credential selling between attackers, as well as evidence of
the second set of attackers inflicting more damage (higher
application access rates) than the first set of attackers that
perform the compromise, we believe that the second set of
attackers utilizes the accounts for extracting monetary value.
As a result, monetary information is likely obtained through
sending phishing emails or looking through various applica-
tions within the accounts. We note that this is more of an
observation, but it is guided by our evidence of the presence
of a specialized underground economy of enterprise accounts
and a second mode of attackers.

Overall, in this section, we were able to identify modes
of attackers for 81% of enterprise accounts; however, for the
remaining 19%, future work would involve determining if
these accounts uncover a different mode of attackers or follow
similar patterns to what we have discussed above.

6.3 How Enterprise Accounts Are Compro-
mised

There are many ways in which enterprise accounts are com-
promised [1]. Some common methods include phishing, lat-
eral phishing [22], password reuse, and the compromise of
web-based databases. In this section, we analyze how enter-
prise accounts are compromised from the perspective of data
breaches.

Data Breaches. We obtained data from a company, whom
we will keep anonymous for security purposes, that mines
the criminal underground and dark web for compromised cre-
dentials involved in breaches of online company databases.
From our dataset of 159 compromised enterprise accounts,
31 of the accounts (20%) were involved in data breaches.

Economic Sector Total
Consumer 1
Education 11
Food 1
Government 1
Health 2
Industrials 4
Technology 1
Tourism 1
Grand Total 23

Table 4: Table representing the number of organizations
within each economic sector had at least one of its employee
accounts found in the data breach.
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Figure 8: Bar chart of number of organizations within each
economic sector that had at least one of its employee accounts
found in a data breach.

Users of these accounts likely used their enterprise email ad-
dress to create personal accounts on websites and when the
websites’ databases were breached, their associated personal
account credentials were leaked. As a result, if these users
reused credentials across their personal and enterprise ac-
counts, their corresponding enterprise account was also likely
compromised through the same data breach.

Figure 8 and Table 4 display economic sectors and the
number of organizations within those economic sectors that
had at least one of their accounts involved in a data breach.
The 31 enterprise accounts belong to 21% of the organizations
in our dataset (23 out of 111 organizations). We can see these
23 organizations span 8 of the 15 economic sectors that were
shown in Figure 1. Although data breaches and credential
leaks do not seem to discriminate against economic sectors,
the education and industrials sectors seem to be hit the hardest
in our dataset; there were 11 education organizations that had
at least one compromised enterprise account found in a data
breach and similarly, 4 industrials organizations.

From our findings, educational accounts, such as those be-
longing to .edu organizations, are the most common accounts
involved in data breaches and credential leaks. In many cases,
users of these academic accounts tend to also create personal
accounts on study websites and password reuse is common;
as a result, if the databases backing the websites are breached,
then the original academic accounts are also subject to com-
promise. There has been previous research in the field of
analyzing the lure of compromising academic accounts, such
as the work done by Zhang et al. [25]. Zhang et al. note that
academic accounts often offer free and unrestrained access to
information due to less stringent security restrictions on these
accounts. In addition, given that universities and schools are
dormant for periods of time during the year and that upon
graduation, users rarely access their educational accounts, at-
tackers can go unnoticed for certain amounts of time in these
accounts.

The findings in this section offer an insight into how en-

terprise accounts can be compromised. We saw that 21% of
enterprise accounts were found in a data breach of online
company databases; although we don’t know for sure if these
enterprise accounts were compromised as a result of the data
breach, we nevertheless show that data breaches are fairly
common among enterprise accounts and credential reuse with
personal accounts can cause a lot of damage. As a result,
enterprises should frequently remind their employees of the
dangers of credential reuse among their accounts to avoid
additional compromises of their accounts.

6.4 Uses of Compromised Enterprise Ac-
counts

In this section, we aim to understand if there are certain
operations attackers perform once inside an enterprise
account. We find that attackers rarely change account
passwords and never grant OAuth to cloud applications.
In addition, within the Office 365 ecosystem, we find that
attackers are not very interested in many cloud applications
outside of email; 78% of the enterprise accounts only
accessed email applications through attack events.

Other Operations Performed During Attacker Win-
dow. As we discussed in Section 3, every audit event has
an Operation field that specifies the action that was taken
through the audit event. The operations we are most interested
in learning if attackers perform are ones that affect a user’s
ability to access their account; namely, operations such as
“Change user password" and “Add OAuth". The operation
“Change user password" enables the user to change the
password to their account, while the “Add OAuth" operation
enables a user to grant applications access to certain data
within their account. Since our rule set only classifies
successful login audit events due to the non-empty IP and
user agent fields, we gather all “Change user password"
and “Add OAuth" audit events that are close in time to each
account’s attack events.

We find that only 2 out of 159 compromised enterprise
accounts (2%) had at least one “Change password for
user" operation performed close in time to attacker activity.
Looking deeper into the 2 accounts, we see the presence of
more attacker activity after the change password operations
were performed, indicating that these operations were
performed by the attacker themselves. None of the 159
accounts had a single “Add OAuth" operation performed
during the time period of attacker activity. Taken together,
these findings suggest that attackers are not interested in
changing a user’s password or adding OAuth to a user’s
account, as this might reveal to the user that their account has
been compromised and limit the amount of time the attacker
can operate in the account. As a result, a “Change password”
event or “Add OAuth” event are likely not good features for
detectors, as they are rarely found performed by an attacker.
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Figure 9: Bar chart comparing number of accounts access-
ing each of the 21 non-email applications via only attacker-
labelled events and number of accounts accessing non-email
applications via only benign successful login audit events
from August 1, 2019 – January 27, 2020.

Unusual Applicaton Accesses by Attackers. A com-
mon finding among previous works is that many attackers
tend to access email applications within accounts. Given
that we have information on specific applications that are
accessed through attack events, we aim to understand if there
are specific Office 365 applications outside of frequently
accessed email applications, such as Microsoft Exchange and
Microsoft Outlook, that attackers access but the true users of
the accounts don’t access.

Across all audit events for the 159 enterprise accounts,
there were a total of 21 non email-related Office 365
applications that were accessed by at least one account.
For each of the 21 non-email applications, we determined
the number of accounts that only accessed the application
through their attack events and the number of accounts that
only accessed the application through their benign events.
The results for each of the 21 non-email applications are
shown in the stacked bar chart in Figure 9. Surprisingly,
other than Ibiza Portal, none of the remaining 20 applications
had the characteristic of more accounts accessing it only
through attack events than number of accounts accessing
it through benign events. For Ibiza Portal, there were 3
accounts that accessed it only through attack events, while
only one account accessed it solely through benign events.
Ibiza Portal, or Microsoft Azure portal, [5] is an application
that allows users to build and monitor their enterprise’s web
and cloud applications in a simple, unified place. Microsoft
Azure Portal might allow an attacker to view confidential data
within an enterprise’s applications, but retrieving that data
may take longer compared to other file-sharing applications,
such as Microsoft SharePoint and Microsoft Forms. In

addition, Microsoft Azure Portal is very rarely accessed
by true users of enterprise accounts (only one account ever
accessed Microsoft Azure Portal during their benign events).
Overall, based on our dataset of compromised enterprise
accounts, it does not appear that attackers are accessing
unusual cloud-based applications that typical users don’t
access within the Office 365 ecosystem. Therefore, in the
current state, building features for detectors around atypical
accesses to cloud-based applications may not aid much in
detecting attacker activity post-compromise. In future work,
we hope to explore additional cloud-based applications
outside of Office 365 to determine attacker interest.

Applications that Attackers Commonly Use. In the
previous subsection, we saw that attackers who compromise
cloud enterprise accounts don’t seem to be accessing any
exotic cloud applications that are unusual for enterprises to
access. Therefore, in this section, we aim to understand the
types of cloud applications that attackers exploit in enterprise
accounts, regardless of how common the application is for
enterprises to use.

Most attackers favor email-related applications. We found
that in 98% of compromised enterprise accounts (156 out
of 159), attackers accessed at least one email-related Office
365 application. Much of the previous work in understanding
compromised personal accounts found that attackers tended
to go through user’s inboxes and send phishing emails; we
now see that at scale, attackers seem to be exhibiting sim-
ilar behavior in enterprise accounts. We also found that in
78% of compromised enterprise accounts (124 out of 159),
attackers only accessed email-related Office 365 applications.
We speculate that this may be because examining a user’s
inbox is sufficient for attackers who want to learn more about
the user and the enterprise the account belongs to. Attackers

Figure 10: Bar chart showing the percentage of enterprise
accounts that access each non-email related Office 365 appli-
cation through attack events.
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accessed non-email-related Office 365 applications in only
22% of compromised enterprise accounts (34 out of 159).
In Figure 10, we can see that of the non-email related appli-
cations, Microsoft Sharepoint has the highest percentage of
accounts that access it through attack events (17%), with Bing
as the second highest percentage at 3%. Microsoft Sharepoint
is a document management and storage application within
Office 365 that allows users to share documents amongst one
another. As a result, an attacker can use Microsoft Sharepoint
as a way to gain access to confidential documents pertaining
to the enterprise in a quick and easy way. Bing is a search
engine developed by Microsoft so it is likely not a useful tool
for an attacker.

Given the wide range of Office 365 cloud applications ac-
cessible by attackers, such as Office Delve and Microsoft
Forms, and the abundance of documents and files shared
among enterprises, it is surprising that attackers don’t access
these applications more often. Other than Microsoft Share-
point, attackers of enterprise accounts still favor email-related
applications, such as Microsoft Outlook, which offer a quick
and convenient way for an attacker to gain access to contact
lists and learn about any confidential and financial informa-
tion tied to the employee and or enterprise. Taking all our
findings in this section together, email appears to be by far the
most common way of exploitation by attackers of enterprise
accounts.

6.5 Compromised Enterprise Accounts and
Personal Accounts

In this section, we compare characteristics of attacker activity
within compromised enterprise accounts and personal
accounts, showing that although the two spaces share some
overlap, enterprises in particular face a different set of threats
that inform new types of defense strategies.

Compromise Duration. There has been an extensive
amount of prior work aimed at understanding duration of
compromises within personal accounts, but none have studied
this characteristic in compromised enterprise accounts.
Thomas et al. [34] studied criminal account hijacking through
the analysis of 40 million tweets a day over a ten-month
period originating from personal accounts on Twitter. They
found that 60% of compromises of Twitter accounts lasted a
single day and 90% of compromises lasted fewer than 5 days.
However, in our work with compromised enterprise accounts,
we find that 38% of accounts are still compromised after 1
or more weeks. As a result, this suggests that compared to
personal accounts, the state of enterprise account security
actually has a lot of room to grow in terms of improving
detection.

Economy of Compromised Accounts. Onaolapo et
al [30] studied the motives of attackers accessing a 100 stolen

Gmail accounts based on where the account credentials
were leaked. They devised a taxonomy of attacker activity
accessing the Gmail accounts, noting the presence of
four attacker types (curious, gold diggers, spammers, and
hijackers). They also observed that spammers tend to send
phishing emails in bursts for a certain period of time. In
our work, we found similar behavior for some enterprise
accounts; attackers in 6 of the 11 compromised enterprise
accounts that had at least one phishing email flagged by
Barracuda sent their first phishing email as part of a large
burst of emails sent in 25 minutes or less.

Onaolapo et al.’s findings are based on personal honey-
pot accounts leaked to paste sites, underground forums, and
information-stealing malware. In our work, we analyzed the
economy of compromised enterprise accounts at scale where
the source of compromise was not definitively known. As a re-
sult, we illuminated at least 2 distinct modes of attackers that
operate in the space of compromised enterprise accounts and
devised techniques for distinguishing between the two. One
mode of attackers in which a single attacker compromises and
utilizes the account for a short period of time comprises 51%
of the compromised enterprise accounts in our dataset. We
also uncover a second mode of attackers: for 31% of accounts
in our dataset, one set of attackers compromise the accounts
and another set of attackers utilize these purchased accounts
to extract information. This second set of attackers are similar
in motive to the gold diggers defined by Onaolapo et al.

We also find that the second set of attackers inflict more
damage to the account than the first set of attackers, which
shows that in the space of enterprise accounts, detectors
need not react in real-time; rather, given the long duration
of compromises in enterprise accounts and presence of
a specialized economy of attackers, detectors should be
designed with more signals in mind in order to prevent future
damage after an account is sold.

Uses of Compromised Accounts. Much of the prior
work in the space of enterprise and personal accounts have
studied attacker activity from the perspective of email
applications and phishing. For example, Ho et al. [22]
conducted the first large-scale detection of lateral phishing
attacks in enterprise accounts. With the continued transition
of data to cloud applications, part of our work aimed to
understand if attackers are interested in different applications
outside of email in enterprise accounts. What we find is that
even in enterprise accounts, most attackers do not access
many applications outside of email (78% of accounts access
only email-related applications), which suggests that either
many enterprise cloud accounts may not have access to
interesting data outside of email or that attackers have yet to
exploit these additional sources of information in enterprise
accounts. Overall, based on our findings, attackers seem to be
primarily interested in email applications in both personal
and enterprise accounts.
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7 Summary

In this work, we presented the first large-scale characteriza-
tion of attacker activity in compromised enterprise accounts
using a dataset of 159 compromised accounts from 111 enter-
prise organizations. We also developed and evaluated a novel
forensics technique for distinguishing between attacker activ-
ity and benign activity in compromised enterprise accounts,
yielding few false positives and enabling us to perform com-
prehensive incident forensics. Through a thorough analysis
of compromised enterprise organizations in our dataset, we
discovered many important findings that contribute to the
understanding of the threats enterprises face everyday in rela-
tion to employee accounts and how to better defend against
compromises in the future. Enterprise accounts tend to be
compromised for long periods of time (51% of our accounts
were compromised for at least one day). We also brought to
light the economy of compromised enterprise accounts and
the various modes of attackers that operate in this space. We
find that a majority of enterprise accounts are compromised
and utilized by a single set of attackers, but there also exists
a specialized market of account compromises in which one
set of specialized attackers compromise enterprise accounts
and another set of attackers utilize the accounts. Using a com-
mercial data breach service, we also note that 20% of our
dataset’s enterprise accounts appeared in at least one online
password data breach, which suggests that credential reuse
across an employee’s personal and enterprise accounts can be
a potential attack vector for compromise. Finally, we find that
most attackers in our dataset do not access many applications
outside of email, which suggests that attackers have yet to ex-
plore the wide-range of information within cloud applications.
Overall, our work provides the first large-scale characteriza-
tion of attacker behavior in compromised enterprise accounts
and opens the door for better defenses and further research in
the avenues of attacks these accounts face.
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