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Abstract

Language-Guided Out-of-Distribution Detection

by

William Gan

Master of Science in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Trevor Darrell, Chair

In machine learning, most models are trained under the assumption that their test data will come from the same distribution as their training data. However, in the real world, this may not be true, necessitating a method to detect out-of-distribution (OOD) inputs. Thus far, prior works mostly evaluate when the OOD inputs are different classes, e.g. an image of a dog passed to a cat breed classifier. They do not consider OOD inputs that are of the same class but with a stylistic change, e.g. a cat under red lighting. In this work, we distinguish these two types as semantic and stylistic OOD data, respectively. We also propose to use a new modality, natural language, for the problem. As both the in-distribution dataset and stylistic OOD differences can be described with natural language, a model that utilizes it can be beneficial. We use OpenAI CLIP to encode style-contextual descriptions of our training dataset and at test time compare these to the encoded image. Our method, which we call DesCLIPtions, requires no additional training yet outperforms baselines for certain tasks. Overall, we conclude that natural language supervision is a promising direction for OOD detection.
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Chapter 1

Introduction

In machine learning research, the training and testing data almost always come from the same distribution. In fact, they are usually constructed by randomly dividing a single dataset into two. However, in the real world, the data seen by a model at inference time may be different than that at training time. For example, an autonomous vehicle may suddenly encounter road conditions it has never seen before. As another example, a model trained to classify viral diseases may encounter a new strain. In these cases, instead of relying on the model, we want to defer to, say, a human expert.

To safely deploy real world machine learning models, there must be a mechanism to detect these different inputs. This is what out-of-distribution (OOD) detection, also known as outlier, novelty, or anomaly detection, seeks to do. A good amount of research has been done on this topic in computer vision, but thus far, prior works mostly evaluate when the OOD inputs are different classes, e.g. an image of a dog passed to a cat breed classifier. They do not consider OOD inputs that are of the same class but with a stylistic change, e.g. a cat under red lighting. In this work, we categorize OOD into different types and call the aforementioned two semantic and stylistic OOD data, respectively. We also propose to use a new modality, natural language, for the problem. As both the in-distribution dataset and stylistic OOD differences can be described with natural language, a model that utilizes it can be beneficial. We use OpenAI CLIP to encode style-contextual descriptions of our training dataset and at test time compare these to the encoded image. Our method, which we call DesCLIPtions, requires no additional training yet outperforms baselines for certain tasks. To the best of our knowledge, our method is novel for OOD detection.

The rest of this thesis is organized as follows. In Chapter 2 we give an overview of OOD detection and prior methods. In Chapter 3, we describe the method, going over motivations. In Chapter 4, we detail our experiments and discuss our results. Lastly, in Chapter 5, we conclude our study and discuss future work. Overall we would describe our contributions as developing distinctions between and benchmarks for different types of OOD data, demonstrating the potential of natural language supervision for the problem, and evaluating its limits.
Chapter 2

Background

In this chapter, we go over the OOD detection problem statement, clarify different types of OOD detection, draw distinctions between different types of OOD data, and go over prior work.

2.1 Problem Statement

Out-of-distribution detection, also known as outlier, novelty, or anomaly detection, seeks to determine if an input belongs to the same distribution as the training dataset, called the In dataset. To do so, most OOD detection methods devise a confidence score corresponding to how in-distribution an input is. The higher the confidence score is, the more likely that the input is from the training distribution, and a threshold can be set to classify inputs as in-distribution or not. Sometimes, an anomaly score, which can be treated as simply the inverse, is devised instead. To evaluate methods, one can use detection accuracy assuming the optimal threshold, but as this depends on the amount of in-distribution and OOD data, typically the area under the receiver operating characteristic (AUROC) is used instead. The AUROC can be interpreted as the probability that the confidence score for a random in-distribution sample is higher than that for a random OOD sample. This is mathematically appealing since it means that the AUROC is invariant to simple transformations on the confidence score. Figure 2.1 shows an example histogram for a confidence score on In and Out datasets and the corresponding ROC curve.

2.2 Types of OOD Detection

With OOD detection, there are three variants: unsupervised, semi-supervised, and supervised. In unsupervised OOD detection, a method may use the training data of the In dataset to formulate its confidence score, but not data from Out datasets. In semi-supervised OOD detection, the use of auxiliary Out datasets at training time is allowed, though not the Out dataset that is being evaluated. For example, Hendrycks et al. [25] uses CIFAR-10 (In)
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(a) Our confidence score is generally higher for In data, which is good. (b) The corresponding ROC curve and AU-ROC.

Figure 2.1: Histogram of confidence scores and ROC curve for an example OOD detection method.

and TinyImages (auxiliary Out) at training time to evaluate on CIFAR-10 (In) and SVHN (Out). In supervised OOD detection, access to samples from the evaluated Out dataset at training time is allowed. In this setting, the OOD detection problem reduces to a binary classification problem, and thus is generally less considered. Between semi-supervised and unsupervised OOD detection, semi-supervised generally performs better, but comes with the question of how to choose the auxiliary Out dataset, if such data is even available.

2.3 Types of OOD Data

Generally, OOD data are considered to be inputs that differ from the training dataset and have a high likelihood of being misclassified. However, this can come in different forms, which we illustrate in Figure 2.2. For a classifier trained to determine cat breed, the OOD input could simply be a different object such as a car or a tiger. It could also be a cat but in a different background, such as if the cat is on a beach but all our training images are cats in homes, backyards, etc. It could be a cat but under a different style, such as a painting or a photo under red lighting. It could also be a cat but with the photo corrupted, such as a blurry photo. For these last 3 types, we note that it’s important to detect as the classifier’s accuracy can be reduced by 50% or more on them.

We note that this list of types of OOD inputs is not exhaustive. Alcorn et al. [1] use 3D renderers to alter the pose of objects in natural images and find that, for example, while a classifier can correctly identify a schoolbus in its canonical pose, it will fail to do so 97% of the time if the schoolbus is in a different pose, e.g. rotated, flipped over, etc. While admittedly some of their renders are unrealistic, this shows that pose is also an OOD factor. We are sure there are many more as well.
Each type of OOD input comes with its own challenges. Tigers are clearly different from cats but at the pixel level, they may be hard to distinguish. They have similar colors and their pictures may have similar backgrounds. Certainly, the pixel-level variations between different images of cats are just as large as that between images of cats and tigers. On the other hand, a picture of a cat under red lighting is clearly different from a color standpoint, though depending on how the neural network operates, it may not be able to distinguish it anyway, e.g. if it only looks at edges instead of colors. Hendrycks et al. [27] point out that there are many faces of robustness such as camera quality, geography, etc. However, from our understanding, most prior works in OOD detection do not make the distinction between different types of OOD data. To develop this, we introduce new terms describing different types of OOD data. We call OOD data of a different object or class semantic OOD data, OOD data of a different background contextual OOD data, and OOD data of a different style (e.g. painting) or texture (e.g. blurry photo) stylistic OOD data. In this work, we focus on semantic and stylistic OOD data.\footnote{We skip over contextual due to lack of datasets.}

We do want to distinguish OOD detection from robust OOD detection [7]. Similar to how classifiers can be fooled by images that appear identical to training samples but that have been adversarially perturbed, Chen et al. [7] showed that good OOD detectors can be
fooled as well. While this is an important problem, we believe it to be its own unique issue, and thus in this work, we only focus on images that are naturally occurring.

2.4 Prior Work

In this section, we go over prior work. OOD detection is a long running topic of research that extends beyond images. A survey from 2009 by Chandola et al. reveals various techniques in different domains such as Cyber-Intrusion Detection, Fraud Detection, Medical Anomaly Detection, and Industrial Damage Detection. From our understanding, however, the topic became less active until research done by Hendrycks and Gimpel reintroduced the topic in a deep learning context (particularly deep image classification). In this section, we do our best to cover prior work before and after Hendrycks and Gimpel, but as our work is on OOD detection for deep image classification, we only focus on works after Hendrycks and Gimpel in later sections.

Methods Before Deep Learning Era

For methods before Hendrycks and Gimpel, we summarize from the previously mentioned survey. These methods are mostly unsupervised and can be categorized as classifier-based, nearest-neighbor-based, clustering-based, or statistical. Classifier-based methods such as that proposed by Stefano et al. train a classifier, but instead of applying a softmax function to the output logits for each class, apply sigmoid activations to each logit. This can be interpreted as having one-class classifiers (with a shared backbone), where each classifier is trained with the corresponding class as the In dataset and the rest of the classes as the Out dataset. When a new input is tested, the method looks at each of the outputs and thresholds based on them. Stefano et al. apply this to multi-layer perceptrons (MLPs), learning vector quantization (LVQ), and probabilistic neural networks (PNNs) as the classifier. Another classifier-based method proposed by Hawkins et al. involves Replicator Neural Networks, which reconstructs the input as output. They use reconstruction error as the anomaly score as it is expected to be higher for OOD inputs. Overall, an advantage of classifier-based methods is usually that they are fast at testing time.

Nearest neighbor methods, like their name suggests, form their confidence score by looking at the distance of a test input to the training data of the In dataset. For example, Byers and Raftery use the k-th nearest neighbor distance as the anomaly score and find success in detecting land mines from satellite ground images. As an alternative, Eskin et al. use the sum of the distances from the k nearest neighbors. As another alternative, Knorr and Ng use the number of neighbors that are not more than d distance from the test input as the confidence score. This last alternative in particular can be viewed as estimating the density of the test input, since it calculates the number of neighboring points in a radius-d.
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hypersphere, and it leads us to other similar techniques based around relative density. Breunig et al. [4] devise an anomaly score called Local Outlier Factor (LOF) using the inverse of the $k$-th nearest neighbor distance. As the $k$-th nearest neighbor distance tells us the radius of a hypersphere that contains $k$ points, its inverse represents local density. LOF calculates its anomaly score by looking at average of the local density of an input’s $k$ nearest neighbors compared to its own local density. The advantage of nearest neighbor methods is that they require little training but are less efficient at test time, as finding the nearest neighbors is expensive. Structures like $k$-d trees can be used, but such structures do not scale well with dimension.

Clustering-based methods are similar to nearest neighbor methods. The most common technique is to cluster the training In dataset into centroids, and use the distance to the nearest centroid as the anomaly score at test time. Smith et al. [49] try this with Self-Organizing Maps (SOM), K-means clustering, and Expectation Maximization (EM). Clustering-based methods are fast at test time, but highly depend on the effectiveness of the clustering algorithm.

Finally, among methods before the deep learning area, there are statistical methods, which generally fit a probability model to the In distribution. In statistics, there is a long history of outlier detection involving hypothesis tests, and statistical OOD methods can be seen as based on them. A common method is to fit a normal distribution to the data using maximum likelihood estimation (MLE) and then reject if the test input is a number of standard deviations away. For multivariate data, this becomes equivalent to thresholding on the Mahalanobis distance $\sqrt{(x - \mu)\Sigma^{-1}(x - \mu)}$, where $\mu$ and $\Sigma$ are the mean and covariance matrix. Other statistical tests have also been researched, with Surace and Warden [51] using student’s $t$-test in detecting damage to structural beams and Ye and Chen [58] using a chi-square test statistic in detecting OOD inputs in operating system call data. Additionally, more complicated statistical models have been used, such as Gaussian mixture models. Spence et al. [50] use them to detect anomalies in mammographic image analyses.

Methods Since Deep Learning Era

Despite the abundance of OOD detection research done before the deep learning era, most techniques cannot be directly applied to image classification. This is because images are high-dimensional (even a 32x32 RGB image has $32 \times 32 \times 3 = 3072$ values) and because they do not follow Euclidean distance well. An image that is close in Euclidean distance to another image will look similar but the converse is not true: two images of dogs that humans would say are similar may actually be far apart in pixel space due to where the dogs are positioned, the dogs’s pose, background objects, etc. This means that nearest neighbor, clustering, and statistical methods will not work well in pixel space, and the use of deep convolutional neural networks (CNNs) are needed. CNNs generally project an image down into a lower dimensional space where the desired task is performed. For example, in a ResNet-18 [21]
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model, 224x224 RGB images are converted to a 512 dimensional vector \(^2\) and then are passed through a fully-connected layer to make a classification. Early deep OOD detection methods tried to use the CNNs directly. For example, Hendrycks and Gimpel \(^23\) use the maximum softmax probability (MSP) as the confidence score. CNN classifiers output logits that are transformed to a probability distribution under the softmax function. This is trained with cross entropy loss so that all the probability mass is put on the correct class. At testing time, the class with the maximum probability is used as the prediction, and we expect its value to represent the confidence, leading to MSP. Liang et al. \(^37\) later show that scaling the logits before applying the softmax function improves AUROC, as well as perturbing the input. For the input perturbation, their method, called ODIN \(^3\) performs a backpropogation on the test input and uses the sign of the gradient at the input to shift it. The confidence is obtained after passing in the modified input. This input preprocessing is the negative of the fast gradient sign method introduced by Goodfellow et al. \(^16\) to generate adversarial examples. Adversarial examples are small perturbations designed to decrease the probability of the true class, perhaps leading to a different classification. By adding the perturbation in the opposite direction, Liang et al. \(^37\) increase the probability of the true class, and importantly it happens to have a larger increase for in-distribution inputs. This leads to better AUROC, but from our understanding, their best results requires hyperparameter tuning on OOD data. In another line of work, Lee et al. \(^35\) use the outputs of the CNN at different layers and calculate the class-conditional mean \(\mu_c^{(\ell)}\) and total variance \(\Sigma^{(\ell)}\) for the training In dataset. At test time, they used the predicted class and these means / variances to calculate the Mahalanobis distance \(\sqrt{(x - \mu_c^{(\ell)})^\top \Sigma^{(\ell)^{-1}}(x - \mu_c^{(\ell)})}\) at each layer, and these are linearly weighted to form the anomaly score. Their method can be thought of as an extension of statistical methods before the deep learning era to CNNs. However, their method requires Out dataset samples to calculate the linear weights.

MSP and Mahalanobis distance on CNN outputs are rooted in methods before the deep learning era. While one can similarly apply other methods before to CNNs, research has halted in this direction. This is because it turns out CNNs are quite overconfident in their predictions. Guo et al. \(^19\) devise a metric called the Expected Calibration Error (ECE) and find that it is high for modern deep neural networks. The ECE works by looking at the MSP for the test data of the In dataset. MSP values are binned; for example, those between 0.5-0.6 will be put into a bin, those between 0.6-0.7 will be put into a bin, etc. Within each bin, the accuracy is calculated. For well-calibrated classifiers, the accuracy in the 0.5-0.6 bin should be roughly 50%-60%, but Guo et al. \(^19\) find that this is not the case. In particular, many values have high MSP (ex. 0.9-1) but the accuracies in these bins do not match. Ovadia et al. \(^41\) perform a similar study, looking at how accurate the MSP is under dataset shift, i.e. under OOD inputs. They find that even a classifier that has been calibrated to give accurate confidence estimates on the test dataset will still give

\(^2\)These are generally called the features.

\(^3\)Not to be confused with the ODIN mentioned earlier as a nearest neighbor method.
confident predictions for OOD inputs. Jiang et al. [29] modify the MSP confidence score by also looking at distance in the CNN output space. In particular, they look at the distance of the test input from an $\alpha$-high-density-set of training samples of the predicted class and from an $\alpha$-high-density-set of training samples from the nearest other class. If the distance to the predicted class is greater than the nearest class, this is an indication that the classifier is making a mistake, leading to low confidence. However, they find that while their score works well in low dimensions, it does offer much improvement over MSP on images. These works together suggest that CNNs may not naturally be able to distinguish OOD inputs, and applying classical methods on their outputs is futile. This also appears to be a general issue with deep neural networks, as Nalisnick et al. [40] show that likelihood models such as VAEs also assign higher probabilities to OOD inputs than their training dataset. For example, they show that a CIFAR-10 Variational Autoencoder (VAE) [33] assigns higher likelihood probabilities to SVHN. This may be telling in the case of Pidhorskyi et al. [44], whose work revolves around the principle that the In dataset lies on a manifold and that distance from the manifold can be used as the anomaly score. To learn the manifold, they use a VAE but with an adversarial loss on the $N(0,1)$ prior in the latent space as opposed to the usual KL divergence, as well as an adversarial loss on the reconstruction in addition to the usual mean square reconstruction error. From our understanding, their method shows improvements on CIFAR-100 but not CIFAR-10, and we believe this is due to the issue Nalisnick et al. describes. Much of the OOD research work following these findings about deep neural networks have been on how to train better calibrated CNNs or likelihood models, such as by modifying the training loss function.

For the remainder of this section, we will be covering these works. Mandelbaum and Weinshall [38] once again look at the $k$ nearest neighbors in the CNN feature space to form their confidence score. For each neighbor, the Euclidean distance $d$ is raised to $e^{-d}$, and the confidence score is the sum of the $e^{-d}$ that have the predicted class label over the total. However, unlike methods before, they add terms to the loss during training so that features of the same class are minimized in distance while features of different classes are at least $m$ distance apart. They also experiment with a different loss based around the fast gradient sign method [16].

Devries and Taylor [13] add a separate branch to the penultimate layer of the CNN classifier, representing confidence. To train the branch [4], they use cross entropy loss between $c \cdot p + (1 - c) \cdot y$ and $y$. Here, $c$ is the output confidence, $p$ is the output probability distribution, and $y$ is a one-hot vector representing the ground truth label. Under this training scheme, if the classifier is unconfident, it may use the ground truth. However, it generally becomes more confident (increasing $c$) on the training dataset as it is also trained to minimize $- \log c$ (i.e. maximize confidence). After training, Devries and Taylor [13] use $c$ as the confidence score and find improvements over MSP.

\[4\]Normal cross entropy loss is used to train the main branch.
Lee et al. [36] add a KL divergence term $KL(U(Y)\|p)$ to the training loss for OOD inputs. For these inputs, the KL divergence encourages their output probability distribution to be uniform and reduces their MSP at test time. However, this requires OOD data at training time. The authors try using noise and as a semi-supervised variant, auxiliary Out datasets. They also try jointly training a Generative Adversarial Network (GAN) [17] to generate OOD data. While the semi-supervised variant shows success, the GAN variant has smaller gains. Hendrycks et al. [25] further evaluate the semi-supervised variant with more datasets. Referring to the technique as Outlier Exposure, they find it offers large improvements over most unsupervised methods.

Vyas et al. [54] extend upon ODIN [37], attempting to resolve the inherent issues of overconfidence with CNNs by training an ensemble of leave-out classifiers. In particular, they partition the training In dataset into the $K$ parts and output $K$ classifiers, each classifier being trained under standard cross entropy loss for $K-1$ partitions and being trained under a separate loss for the remaining partition. It should be noted that the classes of each partition must be mutually exclusive. For example, on CIFAR-100, they let $K = 5$ and partition the 100 classes into parts with 20 classes each. In effect, the $K-1$ partitions are the In dataset and the remaining partition is the Out dataset. The separate loss is a margin loss that ensures the average entropy of OOD inputs is at least $m$ higher than that of in-distribution inputs. At test time, their method applies ODIN on the ensemble. It shows good improvements over ODIN, but requires a lot more training.

For likelihood models, Ren et al. [47] suggest that the reason why they assign higher probabilities to OOD inputs is because the probabilities are dominated by background statistics. For example, a Fashion-MNIST likelihood model will learn to simply assign black pixels high likelihood, since Fashion-MNIST images are mostly black. This becomes an issue when the model is fed MNIST images, as MNIST images contain even more black. To solve this issue, the authors divide likelihood into background and semantic components, and argue that for OOD detection we only care about the semantic component. They train a normal likelihood model and a background likelihood model, with the background likelihood model being fed perturbed inputs. These perturbed inputs mess with the semantic component but not the background component, so when looking at the test inputs, one can divide the normal likelihood by the background likelihood to obtain the semantic confidence score. Their method shows success on Fashion-MNIST [57], MNIST and CIFAR-10.

Hendrycks et al. [28] show that training the CNN classifier with auxiliary self-supervised objectives makes the model better for OOD detection and generally more robust. In particular, they randomly rotate images by 0, 90, 180, or 270 degrees and add rotation prediction (done through a separate branch) as a task. At test time, their anomaly score uses the KL divergence between the output probability distribution and a uniform distribution (which they argue performs similarly to MSP) and the average cross entropy loss for the 4 rotat-

---

*Similar to MNIST but black and white images of clothing.*
tions. In particular, it is 

\[ KL(U(Y)\|p) + \frac{1}{4} \sum_{r \in \{0^\circ, 90^\circ, 180^\circ, 270^\circ\}} \mathcal{L}_{CE}(r, p_{rot}) \]

They find that their method performs better than even Outlier Exposure in certain cases.

Thulasidasan et al. \[53\] and Yun et al. \[59\] approach better OOD detection through data augmentation, which is known to improve classification accuracy. Thulasidasan et al. \[53\] evaluate mixup training, which convexly combines different images (and their labels) in the training In dataset to create new images (and labels). They find that for mixup-trained models, the MSP has higher AUROC. Yun et al. \[59\] extend this with their own data augmentation strategy, CutMix. A disadvantage of mixup training is that it augments an entire image as opposed to just regions. Cutout \[12\], which randomly replaces patches with black pixels, does this, but black pixels are not ideal. CutMix patches the regions of other images instead, and like mixup training reweights the label vectors. Yun et al. \[59\] show further improvements for a CutMix-trained classifier.

Shalev et al. \[48\] propose a novel training method utilizing word embeddings. In particular, they utilize pretrained word embedding models such as the Google News Skip-Gram model \[39\], GloVe \[43\], and Fast-Text \[30\]. For each of these word embedding models, they train their own embedding model on the training images. These models seek to return a vector that is close to the embedding of their class’s name. If the vectors \(e^k(y)\) denote the embedding from the \(k\)-th pretrained word embedding model on the name of class \(y\), then the loss for a sample \(x\) with label \(y\) is \(\ell(x, y; \theta) = \sum_{k=1}^K d_{\cos}(e^k(y), f^k_{\theta}(x))\). Here \(f^k_{\theta}\) is the image embedding model corresponding to the \(k\)-th pretrained word embedding model, and \(d_{\cos}\) is cosine distance, which is \(d_{\cos}(u, v) = \frac{1}{2} \left( 1 - \frac{u \cdot v}{\|u\|\|v\|} \right)\). For OOD detection, they use the sum of the Euclidean norms of the image embeddings as the confidence score, i.e. \(\sum_{k=1}^K \|f^k_{\theta}(x)\|_2^2\). Their method shows improvements over ODIN \[37\], although not to the same degree as some of the previous methods mentioned.

Hendrycks et al. \[24\] show that using pretrained models improves OOD detection. For a given In dataset, they finetune a model pretrained on Downsampled-ImageNet, and afterwards, simply use the MSP as the confidence score. This leads to decent AUROC gains when CIFAR-10 and Tiny ImageNet are the In dataset and large gains when CIFAR-100 is the In dataset. This method is somewhat similar to the previously mentioned Outlier Exposure \[25\]. In particular, it shows that exposing the model to large amounts of data is important for OOD-detection, which we believe as well.

The last set of prior works we cover are related to contrastive learning, a recently popular, alternative, and more general way to train neural networks. In contrastive learning, specifically in the SimCLR \[8\] objective, a model is trained to produce features that have high cosine similarity with the features for transformations of the image. Given a set of transformations \(\mathcal{T}\) (such as brightness adjustment, cropping, and always the identity transformation), a minibatch of \(N\) images is augmented to \(2N\) images by randomly applying a transformation to each image. The images are then passed to the model to obtain a repre-
sentation, and then to an additional model to project it to a lower dimension\textsuperscript{7} Letting $z_i$ be the projections for each of the $2N$ images (with $i = 2k - 1$ and $i = 2k$ corresponding to the same original image) the loss between a pair of images is defined as

$$
\ell_{i,j} = -\log \frac{\exp(\text{sim}(z_i, z_j)/\tau)}{\sum_{k=1}^{2N} \mathbb{1}_{[k \neq i]} \exp(\text{sim}(z_i, z_k)/\tau)}
$$

(2.1)

with $\text{sim}$ indicating cosine similarity and $\tau$ being a temperature scaling parameter. The overall loss for the minibatch is then defined as

$$
\mathcal{L} = \frac{1}{2N} \sum_{k=1}^{N} [\ell(2k - 1, 2k) + \ell(2k, 2k - 1)]
$$

(2.2)

The goal of contrastive learning is to learn good features for images that can later be used for other tasks. For example, if a model learns class-clustered features, the features can be passed to a single fully-connected layer (sometimes known as a linear probe \textsuperscript{46}) for classification. It turns out that this does happen, and for OOD detection, Winkens et al. \textsuperscript{56} show that the features are also good. The authors fit a multivariate normal distribution to the features of each class, using the empirical mean and covariance matrix. At test time, they use the maximum probability over the distributions as the confidence score. The method outperforms rotation prediction \textsuperscript{28} and even Outlier Exposure. Tack et al. \textsuperscript{52} take this further by adding shifting transformations, which are a set of transformations $S$ (e.g. rotation) that are considered to make an image OOD. Their basic method augments a minibatch with the shifting transformations before applying SimCLR, essentially making the transformations different samples. They find while such training does not improve features for image classification, they help for OOD detection. They also add rotation prediction as an auxiliary task. At test time, they compute their basic confidence score as

$$
s(x) = \max_m \text{sim}(z(x_m), z(x)) \cdot \|z(x)\|
$$

(2.3)

Here the maximum over $m$ is the maximum over the training In dataset, and $z(\cdot)$ represents the feature\textsuperscript{8}. The multiplication by the norm of the feature $\|z(x)\|$ seems to follow the results of Shalev et al. \textsuperscript{48}, i.e. that in-distribution features have high norm. Tack et al. further improve their confidence score by taking an expectation over shifting transformations, using the rotation branch, and ensembling over non-shifting transformations, but we refer to their paper for those details.

\textsuperscript{7}This additional model is only used during training.

\textsuperscript{8}We technically also used $z$ to denote the projection during training earlier.
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Language-Guided Out-of-Distribution Detection

In this chapter, we discuss the motivation behind natural language supervision, provide background on CLIP, and describe our method.

3.1 Motivation

As mentioned in the Introduction, our work incorporates natural language as an additional modality for OOD detection. We utilize natural language supervision, which refers to training a model with image-caption pairs. That is, instead of using a number (0, 1, 2, ...) corresponding to a class as the label for an image, a piece of text describing it is used instead. Our motivation for this is two-fold. For one, captions are more informative. Two images might be similar but in the real world they will contain many differences. For example, in ImageNet, one image of a swimsuit is actually a group people of posing for a photo at a backyard party. The swimsuit label comes from the fact that the people in the image are wearing swimsuits. On the other hand, another image is simply a swimsuit laid out against a white background. In standard image classification, these two images would be given the same label, but the issue with this is that it ignores the nuances. This is okay and may even be desirable only for classification, but with OOD detection in mind, we believe this is detrimental. Using captions as labels can lead to better representations.

Our second motivation is that using captions as labels enables supervised learning on an infinite variety of data. With classes, every concept needs its own label. Adding additional concepts requires additional labels, which usually requires adding another entry in the final weight matrix of the model. However, because natural language labels are continuous, they do not suffer from this issue. For OOD detection, we believe we want to learn from an infinite variety of data, i.e. semi-supervised over unsupervised. Prior works \cite{25, 24} show that using auxiliary Out datasets leads to substantial performance gains. Furthermore, it does not appear that the way the auxiliary Out datasets are used is important, only that the model
be exposed to it. We believe this makes sense, as when the goal of a neural network is only to classify in-distribution images correctly, it cannot fully learn the abstractions (shape, pose, texture, color, identifying the subject) and knowledge (tigers may look like cats but they are larger, have a unique striped pattern, etc.) that are required to distinguish OOD images. Humans have these abstractions and knowledge because we have a lifetime of training data.

### 3.2 CLIP

To incorporate the motivations above, we need a model trained on enormous amounts of image-caption data. Such a model is prohibitively hard to train for most researchers and organizations, but fortunately, researchers at OpenAI have recently done so. Their model, Contrastive Language-Image Pretraining (CLIP for short) [46], consists of an image encoder and text encoder trained on 400 million image-caption pairs. The encoders are trained to embed images and text in the same feature space, with an image and text encoding being similar if they are similar in concept. For example, a photo of a dog lying on the grass and the sentence “A photo of a dog lying on the grass” will be similar. The authors learn such a model under a contrastive learning framework, which we note is promising for OOD detection as mentioned in the Prior Works section. At each iteration during training, an image minibatch of size $N$ and the corresponding caption minibatch are fed to their respective encoders to obtain features. These features are optimized so that the $N$ pairs of corresponding image-captions are maximized in cosine similarity while the other $N^2 - N$ pairs are minimized in cosine similarity.\footnote{Technically this is done after projecting the features into a different space, as done in SimCLR [8].} With a large minibatch size (they use 32768), the authors learn good representations. Figure 3.1, which is taken from their paper, illustrates this process.

### 3.3 Methods

Using CLIP, we devise two zeroshot OOD detection methods, which we collectively call DesCLIPtions. One method is meant specifically for semantic OOD data, while the other method is meant for other types of OOD data, e.g. stylistic. Our first method mostly follows the zeroshot classifier described in the CLIP paper [46] and is as follows. For a given training dataset, we encode and then normalize the dataset classes using CLIP. For example, if the classes are airplanes, cats, etc., we encode then normalize “a photo of an airplane”, “a photo of a cat”, etc. Normalization is done as the features are also normalized in CLIP’s training process, and we find it leads to slightly better results. In some cases, it is better to have multiple descriptions for a given category. For example, for airplanes, we might want to have multiple sentences such as “a photo of an airplane on a runway”, “a photo of an airplane in the sky”, ”a cropped photo of an airplane in the sky”, etc. In these cases, we normalize each sentence, average them\footnote{We also experimented with different ways to use them, but found that averaging works well.} and renormalize again.
At test time, we encode an image input and normalize it. We then take a dot product with each of our descriptions and simply use the max as the confidence score. The dot product here represents cosine similarity, and so if an image belongs to our In dataset, it will have high cosine similarity with one of the descriptions. With our cosine similarities, we could apply the softmax function to obtain probabilities, however, we find that this slightly worsens results. With the softmax function, if we have $K$ descriptions, our maximum probability is guaranteed to be at least $1/K$, but with maximum cosine similarity, we may get a number close to $-1$ if the image is far from every description. The softmax probability also does not work in a one-class scenario, where the In dataset only has one class. Figure 3.2 contains PyTorch code describing our algorithm. It provides a function that returns confidence scores for a minibatch of images.

For other types of OOD data, the above method will not work. CLIP is relatively robust and will return a high cosine similarity between, for example, a painting of a cat and “a photo of a cat”. We suspect this is also due to the fact that a photo is general word; it is not unusual to say “a photo of a painting of a cat”. However, CLIP still has knowledge that a painting is a painting. A painting of a cat will have even higher cosine similarity with “a painting of a cat”. If we have a general idea of kinds of OOD data that we want to guard against, we can use this to our advantage. For our second method, we do this for stylistic OOD data by also encoding other styles of classes, which we call out descriptions. For example, if our classes are again airplanes, cats, etc., we encode “a painting of an airplane”, “a painting of a cat”, etc. in addition to a “a photo of an airplane”, “a photo of a cat”, etc. At test time, we again look at the cosine similarity with all these descriptions. However, this time, we scale the similarities by a temperature parameter and then apply the softmax function, returning a probability distribution. We then use the max probability among “a photo of an airplane”, “a photo of a cat”, etc. The idea here is that if we, for example,
import torch
import torch.nn.functional as F

import clip

def descriptions_semantic(clip_model, class_descriptions):
    weights = []
    for descriptions in class_descriptions:
        texts = clip.tokenize(descriptions).cuda()
        text_encodings = clip_model.encode_text(texts)
        text_encodings = F.normalize(text_encodings, dim=-1)
        average = torch.mean(text_encodings, dim=0)
        average = F.normalize(average, dim=-1)
        weights.append(average)
    weights = torch.stack(weights, dim=1)

    def confidence_score(image_minibatch):
        image_encodings = clip_model.encode_image(image_minibatch)
        image_encodings = F.normalize(image_encodings, dim=-1)
        cosine_similarity = image_encodings @ weights
        scores, _ = torch.max(cosine_similarity, dim=-1)
        return scores
    return confidence_score

Figure 3.2: DesCLIPtions Algorithm for Semantic OOD Data

receive a painting of a cat at test time, all the probability mass will be placed there, leaving

to low probability to “a photo of a cat”.

Figure 3.3 illustrates our second method and Figure 3.4 provides PyTorch code describing
the algorithm. We note that the method does require knowledge of the kinds of OOD data
that will be passed in at test time. However, it does not need to know a specific kind. In
our Experiments, we show that providing many kinds e.g. (painting, sketch, stone engraving,
sculpture) is fine. In other words, one can come up with a superset. We also believe that
having knowledge of kinds of the OOD data is not an unrealistic assumption, as for example
all models want to guard against styles like blurry photos. Finally, we note that while it is
possible to train a model to distinguish each kind on its own, e.g. detect if something is a
painting, this may not be easy. To do so, the model of course we need to be fed images of
the kind (as the positives), as well as every possible other kind (as the negatives). Failing to
include a kind may lead unexpected results if it is encountered at test time. In other words,
such a model may have its own OOD concerns.

This leads into another advantage of CLIP. CLIP is pretrained and as a result our methods
are zero-shot. This is a nice bonus, especially compared to prior works, some of which require training VAEs [47] and GANs [36]. Additionally, though our method is semi-supervised, it does not have the issue of choosing an auxiliary Out dataset like other semi-supervised methods. We note that CLIP itself does require an enormous amount of training. However, it can be used for many cases beyond our own. Overall, we believe CLIP follows a trend seen with models like GPT-2 [45] in natural language processing where extremely large models that learn general representations are used for downstream tasks.
import torch
import torch.nn.functional as F
import clip

def descliplinations_other(clip_model, in_descriptions, out_descriptions, temperature=0.01):
    weights = []
    for description in in_descriptions + out_descriptions:
        text = clip.tokenize([description]).cuda()
        text_encoding = clip_model.encode_text(text)
        text_encoding = F.normalize(text_encoding, dim=-1)
        weights.append(text_encoding[0])
    weights = torch.stack(weights, dim=1)

    def confidence_score(image_minibatch):
        image_encodings = clip_model.encode_image(image_minibatch)
        image_encodings = F.normalize(image_encodings, dim=-1)
        cosine_similarity = image_encodings @ weights
        logits = cosine_similarity / temperature
        probs = torch.softmax(logits, dim=-1)
        in_probs = probs[:, :len(in_descriptions)]
        scores, _ = torch.max(in_probs, dim=-1)
        return scores

    return confidence_score

Figure 3.4: DesCLIPtions Algorithm for Semantic OOD Data
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Experiments

In this chapter, we evaluate our method on various datasets covering different types of OOD data. In particular, we cover semantic and stylistic OOD inputs. We skip over contextual OOD inputs as we are unable to find datasets for it \(^1\). For semantic OOD inputs, we also have a section for fine-grained settings. We evaluate on higher-resolution datasets (224x224), as that is the resolution that CLIP was trained with. For lower-resolution datasets such as CIFAR-10, we find that zero-shot CLIP provides a lower classification accuracy compared to standard classification models, and that its OOD detection AUROC is lower than baseline methods.

For our method, OpenAI has released two CLIP models, one where the image encoder is based on Resnet-50 \(^2\) and the other on ViT-B/32 \(^3\). The former has roughly 100M parameters while the latter has roughly 150M. We find they perform similarly, though we include results on both for completeness. CLIP does have more parameters than the average image classification model.

4.1 Semantic OOD Data

For semantic OOD data, we evaluate on ImageNet-30, a 30-class subset of ImageNet \(^4\) introduced by Hendrycks et al. \(^5\). Only 30 classes are used because fuller versions of ImageNet (e.g. ImageNet-1K) contain objects present in OOD datasets. We primarily compare against Tack et al. \(^6\), which from our understanding is state-of-the-art. They consider one-class OOD detection, where each of the 30 classes is treated as the In dataset with the rest as the Out dataset, as well as multi-class OOD detection, where the 30 classes are collectively treated as the In dataset. In this case, the Out datasets are CUB-200 (Birds) \(^7\), Stanford Dogs \(^8\), Oxford Pets \(^9\), Food-101 \(^10\), Places-365 \(^11\), Caltech-256 \(^12\), and Describable Textures Dataset (DTD) \(^13\). Example ImageNet-30 images are shown in

\(^1\)We believe Streetview Storefronts \(^14\), which varies images by country, may be a good choice but the dataset is not publicly available.

\(^2\)For ImageNet-30, we use only the test split. For the Out datasets, we use all the available images.
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Figure 4.1 and example Out images are shown in Figure 4.2. For the latter, the 8 columns show the 8 datasets, respectively.

For our method, we base our descriptions on the class names in ImageNet-30. For each class, we come up with a few phrases, such as “an airplane on the runway”, “a passenger airplane”, etc. ³ We then apply these phrases to templates such as “a photo of ”, “i took a picture of ”, “an origami of ”. This leads to a large variety of sentences which as previously mentioned get averaged in the encoding process. We base our templates off those used in zeroshot classification in the CLIP paper [46]. They include a wide variety of domains (e.g. the origami example) and this is desirable purely for semantic OOD detection. We note that using these sentences leads to an AUROC improvement of about 2-3% compared to simply using “a photo of an airplane”, though we believe further gains can be achieved with even more tuning.

Table 4.1 shows our results for the one-class scenario, with AUROC values averaged over the 30-classes. Here, we compare against Hendrycks et al.’s method with rotation

³The exact texts we use can be found in our code.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Average AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rot</td>
<td>65.3</td>
</tr>
<tr>
<td>Rot+Trans</td>
<td>77.9</td>
</tr>
<tr>
<td>Rot+Attn</td>
<td>81.6</td>
</tr>
<tr>
<td>Rot+Trans+Attn</td>
<td>84.8</td>
</tr>
<tr>
<td>Rot+Trans+Attn+Resize</td>
<td>85.7</td>
</tr>
<tr>
<td>CSI</td>
<td>91.6</td>
</tr>
<tr>
<td>DesCLIPtions ResNet-50 (ours)</td>
<td>99.7</td>
</tr>
<tr>
<td>DesCLIPtions ViT-B/32 (ours)</td>
<td>99.8</td>
</tr>
</tbody>
</table>

Table 4.1: One-class results on ImageNet-30.

prediction, as well as against extensions with translation, attention, and resize prediction. These are not mentioned in our Prior Works section but are shown to further improve AUROC in their paper. Tack et al.’s method is labeled CSI, and we use their results for the baselines. Both ResNet-50 and ViT-B/32 CLIP models show substantial improvement over these baselines. More importantly, the AUROC is near perfect!

Table 4.2 shows our results for the multi-class scenario, with the Birds, Dogs, etc. columns denoting when that dataset is used as the Out dataset. Here, we compare against the MSP baseline [23] on a model trained with cross entropy loss. We also compare with CSI using both their own confidence score and using a linear probe on their features (followed by MSP) 4. We note that for the latter, the authors modify the training scheme by incorporating class label information, even though this is normally not present in SimCLR 5. Furthermore, their method inherently also performs rotation prediction 6, which to the best of our knowledge was state-of-the-art before works with contrastive learning. We once again refer to Tack et al. for these baseline results. We also compare to MSP with pre-training [24], where the pre-trained dataset is ImageNet-1K. Our finetuned ResNet-18 achieves 98.23% accuracy on ImageNet-30. As this is above that of CLIP and other baselines, we believe it gives an accurate assessment of the method. Both ResNet-50 and ViT-B/32 CLIP models offer improvement over the baselines! Against fine-grained datasets like Birds, Dogs, Pets, Flowers, and Food, it is also near perfect. We note that our method does not offer as much improvement on Caltech-256 and DTD. We suspect Caltech-256 is difficult because it contains a wide variety of objects. Indeed, grand piano, revolver, rotary phone, snowmobile, toaster, and airplane are Caltech-256 classes that are actually also in ImageNet-30 7. We suspect DTD is difficult because the textures it describes, e.g. quilted, sometimes come from objects like pillows, which are in ImageNet-30.

4We specifically use the CSI-ens version.
5This is based on SupCLR [32].
6Rotation is one of their shifting transformations.
7We find a 1% increase in AUROC by pruning these samples.
4.2 Semantic OOD Data in a Fine-Grained Setting

The previous section showed that CLIP is good at detecting semantic OOD inputs. However, in that evaluation, the classes of the In dataset (acorn, airplane, ambulance, etc.) were all of relatively common objects, and the classes of the Out dataset were all relatively different (birds, flowers, etc.). In this section, we test our method further by using fine-grained In dataset and Out datasets. Specifically, we perform two evaluations. The first is on Food-101, which contains 101 classes of different types of food. The second is the Oxford Flowers dataset, which consists of 102 classes of flowers. For the Food-101, we use the first 51 classes as the In dataset and the last 50 as the Out dataset. For Oxford Flowers, we use the last 51 classes as the In dataset the first 51 classes as the Out dataset. Examples of In and Out images are shown in Figure 4.3 and Figure 4.4 for Food-101 and Oxford Flowers, respectively.

For our method, we again base our descriptions off the class names (e.g. apple pie, guacamole, etc. for Food-101 and sunflower, bird of paradise, etc. for Oxford Flowers). For Food-101, the class names are provided in the dataset. For Oxford Flowers, the classes are listed on the dataset website, but we modify some of the names. For example, we sometimes

---

Our goal was to simply split the classes in half, but since the dataset is class-imbalanced and the last 51 classes have more training samples, we decided to use it as the In dataset.
change the class name to a more common name, such as “pink evening primrose” instead of “pink primrose” and “matilija poppy” instead of “tree poppy”. We also believe that some of the names may be inaccurate, e.g. “watercress” seems to be more accurately described as “nasturtium”, and alter them. For templates, we only use one template, “a photo of a ”. We find that using the wide variety of templates as in the ImageNet-30 benchmark leads to poor results. We suspect this is because while objects in ImageNet-30 can come in a variety of forms, every image in Food-101 and Oxford Flowers is a simple photo of the class.

Table 4.3 shows our results. For this benchmark, we compare to MSP w/ pretraining [24]. Our finetuned classifiers on Food-101 and Oxford Flowers achieve 89.27% and 99.2% accuracy, respectively, which is standard for these datasets. While for Food-101, the ViT-B/32 CLIP model remains on par with the baseline, our method falls short for Oxford Flowers. This implies that unfortunately CLIP can not be simply used out of the box for fine-grained OOD data.

### 4.3 Stylistic OOD Data

Despite the results in the previous section, our method shows much promise on stylistic OOD data, which we evaluate in this section. We use the second variant as mentioned
(a) ImageNet-R renditions. We note for tattoo, the class is actually great white shark. The dataset does not have every rendition for every class.

(b) ImageNet-C corruptions, taken from their paper [22].

Figure 4.5: Stylistic OOD Data.

in the Methods section and for our datasets we use ImageNet-R [27] and ImageNet-C [22]. ImageNet-R is a dataset containing different renditions of 200 classes in ImageNet-1K. While the authors provide quite a few, we use 8 of them: embroidery, graffiti, origami, painting, sculpture, sketch, tattoo, and toy. We choose this subset as we found that some of the other categories were a bit noisy. ImageNet-C is a dataset containing different corruptions of ImageNet-1K, such as photos with zoom blur, gaussian noise, and snowy artifacts. We use the 15 main corruptions provided at the 3rd (middle) intensity level. For both of these datasets, it is important to detect them as OOD. We find that ImageNet-R reduces the accuracy of a classifier by two-thirds while ImageNet-C reduces by half. Figure 4.5 shows example images from these datasets.

For our method on ImageNet-R, we use the 8 different renditions to form our out descriptions. However, to show that a superset may be used, we also add 8 additional renditions: art, cartoon, deviantart, mural, stained glass, sticker, stone engraving, and video game. For our method on ImageNet-C, we form 10 different out description sets that cover the 15 corruptions.

- “an overexposed photo of a”
- “a low contrast photo of a”
- “a stretched photo of a”
- “a blurry photo of a”
- “a foggy photo of a”
- “a frosty photo of a”
- “a noisy photo of a”
- “a pixelated photo of a”
- “a photo of a with JPEG artifacts”
- “a snowy photo of a”

9 Ex. n02138441/cartoon_8.jpg is more like a sketch.
10 Ex. n02701002/sculpture_0.jpg is LEGOs.
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Table 4.4: Results on ImageNet-R.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average</th>
<th>Embroidery</th>
<th>Graffiti</th>
<th>Origami</th>
<th>Painting</th>
<th>Sculpture</th>
<th>Sketch</th>
<th>Tattoo</th>
<th>Toy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP</td>
<td>88.52</td>
<td>91.6</td>
<td>92.6</td>
<td>88.7</td>
<td>81.7</td>
<td>89.2</td>
<td>85.4</td>
<td>91.3</td>
<td>87.9</td>
</tr>
<tr>
<td>DesCLIPtions ResNet-50 (ours)</td>
<td>98.1</td>
<td>99.1</td>
<td>99.2</td>
<td>98.5</td>
<td>98.5</td>
<td>97.2</td>
<td>97.9</td>
<td>99.7</td>
<td>94.8</td>
</tr>
<tr>
<td>DesCLIPtions ViT-B/32 (ours)</td>
<td>98.0</td>
<td>99.3</td>
<td>99.4</td>
<td>98.5</td>
<td>98.5</td>
<td>97.5</td>
<td>97.1</td>
<td>99.5</td>
<td>94.3</td>
</tr>
</tbody>
</table>

Table 4.5: Results on ImageNet-C.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average</th>
<th>Brightness</th>
<th>Contrast</th>
<th>Defocus Blur</th>
<th>Elastic</th>
<th>Fog</th>
<th>Frost</th>
<th>Gaussian Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP</td>
<td>78.8</td>
<td>60.8</td>
<td>79.6</td>
<td>85.6</td>
<td>71.5</td>
<td>76.9</td>
<td>84.5</td>
<td>82.3</td>
</tr>
<tr>
<td>DesCLIPtions ResNet-50 (ours)</td>
<td>93.8</td>
<td>69.3</td>
<td>90.6</td>
<td>98.6</td>
<td>84.4</td>
<td>88.8</td>
<td>94.0</td>
<td>99.7</td>
</tr>
<tr>
<td>DesCLIPtions ViT-B/32 (ours)</td>
<td>90.6</td>
<td>66.4</td>
<td>85.9</td>
<td>97.8</td>
<td>65.5</td>
<td>90.8</td>
<td>93.7</td>
<td>99.0</td>
</tr>
</tbody>
</table>

We also add 10 additional descriptions to form our superset.

- “an saturated photo of a”
- “a rainy photo of a”
- “a distorted photo of a”
- “a high contrast photo of a”
- “a dim photo of a”
- “a cracked photo of a”
- “a grainy photo of a”
- “a photo of a _ with a lot of glare”
- “a photo of a _ under red light”
- “a photo of a _ under green light”

Table 4.4 and Table 4.5 show our results. Each column denotes when that rendition / corruption is used as the Out dataset. In both cases, we compare to MSP on a ResNet-50 model. Overall, our method tends to do much better! We note that for ImageNet-R, we have a bit of trouble with toy, and for ImageNet-C, a bit of trouble with brightness, contrast, and elastic transform corruptions. We suspect the brightness and contrast issue may be due to the natural variability in brightness and contrast that makes it hard to determine if a new photo is bright or low/high contrast. We also suspect the elastic transform is simply difficult since it is unlikely to be encountered in CLIP’s training dataset (it seems to require a computer-engineered transformation on the image). Finally, we note that interestingly the smaller ResNet-50-based CLIP model edges out the larger ViT-B/32-based model on ImageNet-R and solidly beats it on ImageNet-C.
Chapter 5
Conclusion and Future Work

In this work, we develop distinctions between different types of OOD data (semantic vs. stylistic), propose two zeroshot OOD detection methods using pretrained natural language supervision models, and show that it performs well on certain types of OOD data. Our findings from this research (both related to our method and generally speaking) are that

- Stylistic OOD data can be harder to detect than semantic OOD data. This is shown by MSP’s worse performance on ImageNet-R and ImageNet-C compared to ImageNet-30, Food-101, and Oxford Flowers. We believe future research should evaluate in this setting.

- For semantic OOD data, AUROC performance is positively correlated with classification accuracy on the in-distribution data. The publicly released CLIP models both have relatively low accuracy and AUROC on fine-grained datasets, so a bit more work is needed before they can be used in these situations.

- For MSP, the more the accuracy is lowered by a type of OOD data, the easier it is to detect.

- Natural language supervision enables a broad variety of data to be learned. Since it can describe style, it significantly improves stylistic OOD detection.

For future work, we believe evaluating CLIP with other types of OOD data (contextual, pose, etc.) would be enlightening. We also feel there is potential with finetuning CLIP. This may help it in fine-grained semantic OOD settings. However, ideally one can finetune it in a way that does not cause it to lose its performance on stylistic OOD data. Finally, recent works [26] have explored OOD detection in the context of image segmentation. Specifically, certain parts of an image are declared in-distribution and other parts OOD. We think this is an interesting problem that CLIP and natural language supervision in general can potentially still be applicable to.
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