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Abstract

Designing Algorithms for Learning and Decision-Making in Societal Systems

by

Eric Mazumdar

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Michael I. Jordan, Co-chair

Professor S. Shankar Sastry, Co-chair

The ability to learn from data and make decisions in real-time has led to the rapid deployment of machine learning algorithms across many aspects of everyday life. Despite their potential to enable new services and address persistent societal issues, the widespread use of these algorithms has led to unintended consequences like flash crashes in financial markets or price collusion on e-commerce platforms. These consequences are the inevitable result of deploying algorithms— that were designed to operate in isolation— in uncertain dynamic environments in which they interact with other autonomous agents, algorithms, and human decision makers.

To address these issues, it is necessary to develop an understanding of the fundamental limits of learning algorithms in societal-scale systems. The work in this thesis is divided into three parts, each addressing a different aspect of learning and decision-making in societal-scale systems: (i) learning in the presence of strategic agents, (ii) learning and decision-making in uncertain and dynamic environments, and (iii) learning models of human decision-making from data.

In the first part, we blend ideas from game theory and optimization to demonstrate both theoretically and empirically how current machine learning approaches fail in multi-agent settings. We then leverage our understanding of the underlying structure of competitive settings to design efficient algorithms with provable guarantees of performance.

In the second part of this thesis, we combine ideas from statistics— namely the analysis of Langevin Markov Chain Monte Carlo Algorithms (MCMC)— and machine learning to design a versatile and computationally efficient model-based algorithm for the multi-armed bandit problem that has guarantees of optimal performance. In, particular, we develop new characterizations of posteriors in log-concave families of likelihoods and priors and finite-
time convergence rates for Langevin MCMC algorithms and use these theoretical results to show that approximate sampling algorithms like Langevin MCMC can be integrated into Thompson Sampling (the original multi-armed bandit algorithm) without sacrificing performance.

In the final part of this thesis we bring together ideas from behavioral economics and reinforcement learning to develop a method for inverse risk-sensitive reinforcement learning. We first develop a forward model that combines ideas from prospect theory with reinforcement learning to capture the nuances of risk-sensitive decision-making in dynamic environments. We then propose an algorithm for solving the inverse problem of learning a model of an agents’ decision-making process from observations of their sequential decisions in dynamic environments.

Altogether, this thesis represents a small step in an emerging research area at the intersection of economics, statistics, machine learning, and control. We conclude with a short discussion of emerging problems and themes in this wider area.
For my family. À ma famille.
Contents

1 Introduction 1
  1.1 Dissertation Overview 2

1 Learning in Games 5
  1.1 Gradient-Play in Continuous Games 7
  1.2 Related Work 10
  1.3 Overview of Part II 12

2 Linking Games and Dynamical Systems 13
  2.1 Equilibrium Notions in Games and Dynamical Systems 14
  2.2 Differential Topology of Local Nash Equilibria 22
  2.3 Chapter Summary 31

3 Gradient-Based Learning in Continuous Games 33
  3.1 Classes of Gradient-Based Learning Algorithms 34
  3.2 Convergence and Non-Convergence of Deterministic Gradient-Play 37
  3.3 Convergence and Non-Convergence of Stochastic Gradient-Play 42
  3.4 Chapter Summary 48

4 Gradient-Based Learning in Multi-Agent Reinforcement Learning 49
  4.1 Linear Quadratic Games 51
  4.2 Analyzing the Optimization Landscape of LQ Games 52
  4.3 Sufficient Conditions for Policy-Gradient to Avoid Nash 55
  4.4 Generating Counterexamples 58
  4.5 Chapter Summary 63

5 Finding Local Nash Equilibria (and Only Local Nash Equilibria) in Zero-sum Games 64
5.1 Preliminaries ...................................................... 65
5.2 The limiting differential equation .............................. 71
5.3 Rates in Structured Games ..................................... 73
5.4 Efficient Implementation through a Two-Timescale Approximation ......................... 77
5.5 Numerical Examples .............................................. 82
5.6 Time-varying adjustment ....................................... 88
5.7 Chapter Summary ................................................ 90

II Decision-Making under Uncertainty ............................ 91

6 Model-Based Approaches for Multi-Armed Bandits .......... 92
  6.1 Preliminaries .................................................. 94
  6.2 Overview of Part II .......................................... 99

7 Posterior Concentration Results ............................... 100
  7.1 Posterior Concentration in Log-Concave Families .......... 101
  7.2 Chapter Summary ............................................. 107

8 Exact Thompson Sampling ................................. 108
  8.1 Regret Bounds for Exact Thompson Sampling in Log-Concave Bandits .................. 108
  8.2 Detailed Proofs of the Regret of Exact Thompson Sampling .......................... 111
  8.3 Chapter Summary ............................................. 120

9 Approximate Thompson Sampling .......................... 121
  9.1 Convergence Rates for Langevin Algorithms ................ 122
  9.2 Regret of Approximate Thompson Sampling with Langevin Algorithms ............... 126
  9.3 Detailed Proofs of the Convergence of Langevin Algorithms ......................... 127
  9.4 Detailed Proofs of the Regret of Approximate Sampling ................................ 143
  9.5 Numerical Experiments ....................................... 150
  9.6 Chapter Summary ............................................. 151

III Learning Models of Human Decision-Making ........... 153

10 Models of Human Decision-Making ......................... 154
  10.1 Related Work ............................................... 155
  10.2 Overview of Part III ...................................... 156

11 Risk-Sensitive Reinforcement Learning .................. 157
  11.1 Markov Decision Processes ................................ 157
  11.2 Value Functions ............................................. 158
  11.3 Valuation Functions via Coherent Risk Metrics ................ 160
11.4 Risk-Sensitive Q-Learning .................................................. 162
11.5 Chapter Summary .............................................................. 168

12 Inverse Risk-Sensitive Reinforcement Learning ........................ 169
12.1 An Optimization approach to Inverse Risk-Sensitive Reinforcement Learning 170
12.2 Examples ........................................................................... 178
12.3 Chapter Summary .............................................................. 188

IV Future Directions: Algorithms in Societal-Systems .................. 189

13 Future Directions .................................................................. 190
13.1 Concluding Remarks .......................................................... 191

Bibliography ............................................................................. 192
Acknowledgments

During my six years at Berkeley I have had the great fortune of interacting with, learning from, and being mentored by a great number of people who have shaped my graduate school experiences and research interests. The work in this thesis would not have been possible with them.

First and foremost I owe a great debt of gratitude to my two advisors Michael Jordan and Shankar Sastry for their support and mentorship over the course of my studies. When I joined Berkeley in 2015, Shankar was my main advisor and his encouragement and positivity throughout the past six years gave me the confidence to investigate new research directions and helped me grow as a researcher. From day one of my PhD I was—and remain—impressed by his ability to ask big, insightful, and thought-provoking research questions while still being able to dive deep into the weeds on any problem. It is something I really look up to and hope to emulate as I continue on in academia.

Joining Mike’s group, SAIL, later in my PhD was a real privilege that introduced me to a number of new ideas and problems and ultimately broadened my horizons as a researcher. Mike has a wonderful way of distilling problems to their simplest forms and communicating ideas clearly without stripping away their complexity—something that I really admire. Further, his remarkable breadth of knowledge and insightful advice was an invaluable resource throughout the final years of graduate school and his excitement about the intersection of machine learning and economics re-kindled my interest in the research area, for which I am extremely grateful.

I would be remiss if I did not mention Lillian Ratliff in the same breadth as Mike and Shankar. Lillian mentored and guided me from day one of my PhD, and has a creativity and tenacity in solving problems that I really admire. I was fortunate to have Lillian to throw around research ideas and brainstorm with throughout my PhD and she was really instrumental in setting me on the research path that I am on today.

I also would like to thank professors Ruzena Bajcsy, Shachar Kariv, Sanjoy Mitter, Claire Tomlin, and Pravin Varaiya for taking the time to read my papers, discuss research, and advise me throughout my PhD, their advice and encouragement was invaluable throughout my time at Berkeley.

My time as a graduate student would not have been nearly so enjoyable if it wasn’t for all my friends and lab-mates in Shankar’s group, Semi-autonomous, and SAIL. From early on in my PhD, I had wonderful thought-provoking chats in 337 Cory with Oladapo Afolabi, Frank Chiu, David Friedovitch-Keil, Chinmay Maheshwari, David McPherson, Kamil Nar, and Dexter Scobee that really influenced my research interests. I give a lot of credit to Dan Calderone and Roy Dong for helping me develop intuition and a mathematical background and curiosity that has served me again and again during grad school. I also have to thank Tyler Westenbroek for entertaining my many control theory questions and ideas over the past couple years and for the engaging discussions on learning and control. Later in my PhD, I was fortunate to find a new set of wonderful collaborators and friends in SAIL and
in the creation of the class DS102 that I also need to thank: Karl Krauth, Tianyi Lin, Horia Mania, Esther Rolf, Yaodong Yu, and Tijana Zrnic.

In the past year I also was extremely privileged to be able to turn to Jaime Fisac, Dorsa Sadigh, and Sylvia Herbert for advice as I navigated the job market in the age of covid. Their advice and encouragement was really invaluable.

Finally, I have to thank a number of good friends from Berkeley who I was fortunate to share my graduate school experience with: Andrea Bajcsy, Somil Bansal, Niladri Chatterjee, Ghassen Jerfel, Anusha Nagabandi, Aldo Pachianno, and Nilesh Tripuraneni.

Last, but most certainly not least, this thesis would not have been possible without the unwavering support, guidance, and love of my family. In particular, I have to thank my parents Ravi Mazumdar and Catherine Rosenberg who are my biggest inspirations and sources of strength, nothing would have been possible without them.
Chapter 1

Introduction

From matching drivers and riders on ride-sharing platforms to approving loans, the ability to learn from data and make decisions in real-time has led to the rapid deployment of machine learning algorithms at scale across many aspects of everyday life. The use of these algorithms on such a massive scale, however, has highlighted key failings in our current approach to algorithm design in machine learning. Indeed, the traditional machine learning paradigm largely treats algorithms as operating in isolation, but they are in fact increasingly deployed in uncertain dynamic environments in which they have to interact with other autonomous agents, algorithms, and human decision makers. These interactions can give rise to surprising and undesired behaviors, like flash crashes in financial markets\(^1\) or price collusion on platforms\(^2\).

To confidently deploy machine learning algorithms in real world settings, it is imperative to view them as parts of complex societal-scale systems, and to take this complexity into account in our analysis and algorithm design. Indeed, we need to design algorithms that take into account not only their own objectives, but also their impacts on—and interactions with—humans and other autonomous agents in the larger system.

This dissertation lays the groundwork for developing an understanding of the fundamental limits of learning algorithms in dynamic and multi-agent environments, and designing practical algorithms with provable guarantees of performance for societal-scale systems. In particular, this dissertation addresses three of the core themes of this emerging research agenda:

1. **Learning in games** — where we demonstrate both theoretically and empirically how current machine learning approaches fail in multi-agent settings and then leverage an understanding of the underlying structure of competitive settings to design efficient algorithms with provable guarantees of performance \(^37, 113, 114, 116, 119\).

---

\(^1\)The stock market is now run by computers, algorithms and passive managers, *The Economist*, 2019.
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2. **Model-based learning in uncertain dynamic environments** – where we investigate how to design efficient and provably optimal model-based algorithms which can adapt online to uncertainty in dynamic environments [117, 118, 194, 195, 196].

3. **Learning interpretable and expressive models of human decision-making** – where we combine ideas from game theory and behavioral economics with machine learning to learn models of human decision-making in dynamic environments from data [32, 115, 153, 154].

Throughout this dissertation, we combine techniques and analysis tools from dynamical systems theory, stochastic processes, machine learning, and statistics with ideas from game theory and behavioral economics to understand the dynamics and inherent uncertainty of systems where multiple agents interact. We apply our results to problems in transport systems [32, 115, 153, 154] and more traditional machine learning domains like the training of generative adversarial networks (GANs) [113] and robotics [117, 195].

1.1 Dissertation Overview

This dissertation expands upon several recent publications which span three broad aspects of learning and decision-making in societal-scale systems: (i) learning and decision-making in the presence of other autonomous agents and algorithms, (ii) learning and decision-making in uncertain and dynamic environments, and (iii) learning models of human decision-making from data. Each of these areas are considered separately in parts I,II, and III respectively, and brief discussion on future work and combining these themes is presented in Part IV. We now give a broad overview of the high-level takeaways and results of each part.

Part I: Learning in Games

With machine learning algorithms increasingly being deployed in the real world, it is crucial that we improve our understanding of how algorithms interact, and the dynamics that can arise from their interactions. In Part I of this dissertation, we present a sequence of results that expand upon [37, 113, 114, 116, 119].

After introducing the class of games we consider and discussing related work on learning in continuous games in Chapter 1 in Chapter 2, we analyze the equilibria of continuous games using tools and ideas from dynamical systems theory. We make several connections between the equilibria of the game and dynamical systems characterizations of equilibria for gradient-play and discuss their implications for gradient-based learning algorithms. In Chapter 3 we expand upon these connections and present convergence rates and non-convergence guarantees for (stochastic) gradient-play in several classes of games. To emphasize the relevance of these results for practitioners we present in Chapter 4 strong negative results showing that existing multi-agent reinforcement learning algorithms have no guarantees of convergence even in simple Markov games. We conclude this part in Chapter 5 by using our...
understanding of the optimization landscape of non-convex-non-concave zero-sum games to design an efficiently-implementable gradient-based algorithm that does not suffer the failures of gradient-play.

Part II: Model-Based Decision-Making Under Uncertainty

Algorithms which are deployed into societal-scale systems need to make decisions in an online manner (i.e. make decisions as data arrives) and adapt to uncertainty in dynamic environments while having performance and safety guarantees. The dominant paradigm for decision-making under uncertainty is currently that of model-free learning, whereby a large number of general-purpose algorithms with non-asymptotic guarantees have been developed in recent years. Despite this, there is growing evidence that model-based algorithms are more efficient in terms of data (largely because they allow for the incorporation of prior knowledge about the problem structure), and are more amenable to safety and performance guarantees. As such there is a pressing need to design versatile model-based algorithms for decision-making under uncertainty.

To understand how to optimally adapt a model to uncertainty, in Part II we analyze model-based approaches in the simplest dynamic environment: a multi-armed bandit setting. Despite its widespread use in industry and the fact that it is nearly 100 years old, the main model-based algorithm, Thompson Sampling, is still not well understood theoretically. In particular, the fact that the algorithm requires samples from posterior distributions makes it difficult to analyze outside of particularly nice problems, and it remains an open question whether using approximate posteriors can give an optimal algorithm. In this dissertation we present recent work that makes use of ideas from statistical machine learning and the continuous-time analysis of Langevin Markov Chain Monte Carlo algorithms to design an approximate Thompson Sampling algorithm with provably optimal performance guarantees for the multi-armed bandit problem. Unlike prior work, our proof techniques were also able to accurately capture the dependence of prior information on performance. The resulting algorithm is the first provably optimal approximate Thompson Sampling algorithm.

Part III: Learning interpretable and expressive models of human decision-making

As autonomous agents interact more with humans as economic agents, there is an increasing need to design algorithms that can reason about the impact of their decisions on people in real-time. Doing so requires efficiently making decisions in regimes with little data and using interpretable and actionable models of human decision-making. Motivated by the observation that firms are collecting increasingly fine-grained data on people’s sequential decisions in dynamic environments, in Part III we focus on incorporating ideas from behavioral economics into inverse reinforcement learning.

Most work on inverse reinforcement learning assumes that humans are simple utility maximizers. Following the Nobel prize winning findings of economists Daniel Kahneman
and Amos Tversky, we combine ideas from *Prospect Theory* and reinforcement learning to model humans as *risk-sensitive* decision makers in dynamic environments. We then derive a procedure to learn prospect-theoretic utility functions from data. In particular, we expand upon prior work on risk-sensitive reinforcement learning to provably incorporate prospect-theoretic utility functions into risk-sensitive Q-learning and then demonstrate how to solve the inverse problem of finding a utility function that could best explain observed behaviors \[115, 153\]. Unlike prior work, the learned utilities capture key aspects of human decision-making like risk preferences and reference points. To validate our algorithm we implemented it on data from ride-sharing platforms where our method was able to capture agents’ risk-attitudes towards surge-pricing \[115\].
Part I

Learning in Games
With machine learning algorithms increasingly being deployed in real world settings, it is crucial that we understand how the algorithms can interact, and the dynamics that can arise from their interactions. In recent years, there has been a resurgence in research efforts on multi-agent learning, and learning in games. The recent interest in adversarial learning techniques also serves to show how game theoretic tools can be being used to robustify and improve the performance of machine learning algorithms. Despite this activity, however, machine learning algorithms are still being treated as black-box approaches and being naively deployed in settings where other algorithms are actively changing the environment.

In general, outside of highly structured settings, there exists no guarantees on the performance or limiting behaviors of learning algorithms in such settings. Indeed, previous work on understanding the collective behavior of coupled learning algorithms, either in competitive or cooperative settings, has mainly looked at games where the global structure is well understood like bilinear games \cite{76, 99, 121, 176}, convex games \cite{123, 164}, or potential games \cite{129}, among many others. Such games are more conducive to the statement of global convergence guarantees since the assumed global structure can be exploited.

In games with fewer assumptions on the players’ costs, however, there remains a lack of understanding of the dynamics and limiting behaviors of learning algorithms. Such settings are becoming increasingly prevalent as deep learning is increasingly being used in game theoretic settings \cite{2, 55, 68, 203}.

Gradient-based learning algorithms are extremely popular in a variety of these multi-agent settings due to their versatility, ease of implementation, and dependence on local information. There are numerous recent papers in multi-agent reinforcement learning that employ gradient-based methods (see, e.g. \cite{2, 55, 203}), yet even within this well-studied class of learning algorithms, a thorough understanding of their convergence and limiting behaviors in general continuous games is still lacking.

Generally speaking, in both the game theory and the machine learning communities, two of the central questions when analyzing the dynamics of learning in games are the following:
Q1. Do learning algorithms employed by agents find equilibria that are relevant to the underlying game?

Q2. Can all equilibria relevant to the game be found by the learning algorithms that agents employ?

In the following chapters, we provide some answers to the above questions for the class of gradient-based learning algorithms by analyzing their limiting behavior in general continuous games. In particular, we leverage the continuous time limit of the more naturally discrete multi-agent learning algorithms. This allows us to draw on the extensive theory of dynamical systems and stochastic approximation to make statements about the limiting behaviors of these algorithms in both deterministic and stochastic settings. The latter is particularly relevant since it is common for stochastic gradient methods to be used in multi-agent machine learning contexts.

Analyzing gradient-based algorithms through the lens of dynamical systems theory has recently yielded new insights into their behavior in the classical optimization setting [98, 170, 197]. We show that a similar type of analysis can also help understand the limiting behaviors of gradient-based algorithms in games. We remark, however, that there is a fundamental difference between the dynamics that are analyzed in much of the single-agent, gradient-based learning and optimization literature and the ones we analyze in the competitive multi-agent case: the combined dynamics of gradient-based learning schemes in games do not necessarily correspond to a gradient flow. This may seem a subtle point, but it turns out to be extremely important.

Gradient flows admit desirable convergence guarantees—e.g., almost sure convergence to local minimizers—due to the fact that they preclude flows with the worst geometries [146]. In particular, they do not exhibit non-equilibrium limiting behavior such as periodic orbits. Gradient-based learning in games, on the other hand, does not preclude such behavior. Moreover, as we show, asymmetry in the dynamics of gradient-play in games can lead to surprising behaviors such as non-relevant limiting behaviors being attracting under the flow of the game dynamics and relevant limiting behaviors, such as a subset of the Nash equilibria being almost surely avoided.

In the next section we introduce the general framework for modeling competitive gradient-based learning that we analyze throughout Part I and then discuss some recent work on gradient-based learning in games.

1.1 Gradient-Play in Continuous Games

Consider $N$ agents indexed by $\mathcal{I} = \{1, \ldots, N\}$. Each agent $i \in \mathcal{I}$ has its own decision variable $x_i \in X_i$, where $X_i$ is its finite-dimensional strategy space of dimension $d_i$. Define $X = X_1 \times \cdots \times X_N$ to be the finite-dimensional joint strategy space with dimension $d = \sum_{i \in \mathcal{I}} d_i$. Each agent is endowed with a cost function $f_i \in C^s(X, \mathbb{R})$ with $s \geq 2$ and such that $f_i : (x_i, x_{-i}) \mapsto f_i(x_i, x_{-i})$ where we use the notation $x = (x_i, x_{-i})$ to make the dependence on the action of
the agent $x_i$, and the actions of all agents excluding agent $i$, $x_{-i} = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$ explicit. The agents seek to minimize their own cost, but only have control over their own decision variable $x_i$. In this setup, agents’ costs are not necessarily aligned with one another, meaning they are competing.

Given the game $\mathcal{G} = (f_1, \ldots, f_N)$, agents are assumed to update their strategies simultaneously according to a gradient-based learning algorithm of the form

$$x_{i,t+1} = x_{i,t} - \gamma_{i,t} h_i(x_{i,t}, x_{-i,t}),$$

where $\gamma_{i,t}$ is agent $i$’s step-size at iteration $t$.

We analyze the following two settings:

1. Agents have oracle access to the gradient of their cost with respect to their own choice variable:

$$h_i(x_{i,t}, x_{-i,t}) = D_i f_i(x_{i,t}, x_{-i,t}),$$

where $D_i f_i \equiv \partial f_i / \partial x_i$ denotes the derivative of $f_i$ with respect to $x_i$.

2. Agents have an unbiased estimator of their gradient:

$$h_i(x_{i,t}, x_{-i,t}) = D_i f_i(x_{i,t}, x_{-i,t}) + w_{i,t+1},$$

where $\{w_{i,t}\}$ is a zero mean, finite variance stochastic process.

We refer to the former setting as deterministic gradient-based learning and the latter setting as stochastic gradient-based learning. To simplify notation, we define:

$$\omega(x) = (D_1 f_1(x), \ldots, D_N f_N(x)),$$

to be the vector of player derivatives of their own cost functions with respect to their own choice variables. This is the core object of our analysis throughout the following sections.

Assuming that all agents are employing such algorithms, we aim to analyze the limiting behavior of the agents’ strategies. To do so we leverage the following notion of a Nash equilibrium from game theory.

**Definition 1** (Local Nash equilibrium). A strategy $x \in X$ is a local Nash equilibrium for the game $(f_1, \ldots, f_N)$ if, for each $i \in I$, there exists an open set $W_i \subset X_i$ such that that $x_i \in W_i$ and $f_i(x_i, x_{-i}) \leq f_i(x_i', x_{-i})$ for all $x_i' \in W_i$. If the above inequalities are strict, then we say $x$ is a strict local Nash equilibrium.

The focus on local Nash equilibria is due to our lack of assumptions on the agents’ cost functions and an implicit assumption that agents do not cooperate and that there is no order-of-play in the game. If $W_i = X_i$ for each $i$, then a local Nash equilibrium $x$ is a global Nash equilibrium. Depending on the agents’ costs, a game $(f_1, \ldots, f_N)$ may admit anywhere from one to a continuum of local or global Nash equilibria; or none at all.
We now introduce several broad classes of games which are of particular interest in various application domains. We call games in which we make no particular assumptions on the players’ losses $f_1, \ldots, f_N$ beyond $f_i \in C^s(X, \mathbb{R})$ with $s \geq 2$ for $i \in I$, $N$-player general-sum games or general-sum games for short.

To begin, we first define a class of games that admits particularly strong structure guarantees: potential games \cite{129}.

**Definition 2 (Potential Games).** An $N$-player potential game is a game in which $\omega$ corresponds to a gradient flow under a coordinate transformation—that is, there exists a function $\phi$ (commonly referred to as the potential function) such that for each $i \in I$, $D_i f_i \equiv D_i \phi$ for $f_i \in C^s(X, \mathbb{R})$ where $s \geq 2$.

We remark that due to the equivalence this class of games is sometimes referred to as an exact potential game, and that such games enjoys many particularly nice properties owing to the fact that the entire $N$-player game be characterized by one function $\phi$.

A second important class of games are two-player zero-sum games, which often arise when training GANs \cite{68}, adversarial learning \cite{140}, multi-agent reinforcement learning\cite{39}, and more broadly in the context of min-max optimization \cite{101, 135, 151}.

**Definition 3 (Zero-sum game).** A zero-sum game is a 2-player game where one player seeks to minimize a function $f$ with respect to their decision-variable and the second seeks to maximize $f$ (or equivalently they seek to minimize $-f$) with respect to theirs:

$$f_1 = f \quad f_2 = f$$

for $f \in C^s(X, \mathbb{R})$,

where $s \geq 2$.

The fact that zero-sum games are fully characterized by a single function gives zero-sum games a particularly nice structure, that, while considerably more difficult to analyze than simple minimization problems (and therefore potential games), allows us to make stronger statements than in the more arbitrary class of 2-player general-sum games.

To conclude, we introduce several classes of structured games that have been well analyzed in the literature. We start with the class of convex games which have been the focus of a large body of work stretching back to Rosen in 1965\cite{164}.

**Definition 4 (Convex game).** A $N$-player convex game is a $N$-player game where, for each $i \in I$, $f_i(x_i, x_{-i})$ is convex in $x_i$ for fixed $x_{-i} \in X_{-i}$:

Convex games are know to admit either a unique global Nash equilibrium or a continuum of Nash equilibria. A subset of convex games of particular interest in recent years is the class of monotone (or diagonally strictly convex) games:

**Definition 5 (Monotone game).** A monotone game is a $N$-player convex game where $\omega$ satisfies:

$$\langle \omega(x) - \omega(x'), x - x' \rangle \geq 0 \quad \forall x, x' \in X.$$

If the inequality is strict, the game is strictly monotone.
While monotone games are in general a strict subset of convex games, in the class zero-sum games assuming convexity of the players’ costs is equivalent to assuming monotonicity. That is, convex zero-sum games (alternatively known as convex-concave zero-sum games) are equivalent to monotone zero-sum games \[120\]. A particularly common form of monotone zero-sum game which has garnered much attention in recent years \[44, 63\] is that of bilinear games where \( f(x_1, x_2) = x_1^T Ax_2 \) for a given matrix \( A \in \mathbb{R}^{d_1 \times d_2} \).

The last class of structured games of particular interest is the class of strongly-monotone games.

**Definition 6** (Strongly monotone game). A strongly monotone game is a \( N \)-player convex game where \( \omega \) satisfies:

\[
\langle \omega(x) - \omega(x'), x - x' \rangle \geq \mu \|x - x'\|^2 \quad \forall x, x' \in X
\]

for \( \mu > 0 \).

Once again, it is clear that this is a subset of monotone games. In zero-sum games, this is equivalent to assuming that \( f \) is strongly convex in its first argument and strongly concave in its second.

### 1.2 Related Work

The study of continuous games is quite extensive (see e.g. \[19, 141\]), though in large part the focus has been on games admitting a fair amount of structure. The behavior of learning algorithms in games is also well-studied (see e.g. \[57\]). In this section, we comment on the most relevant prior work.

Characterizing the properties of Nash equilibria in games has been a topic of interest going back to Nash in his seminal work \[134\]. In continuous games—the area of interest of this dissertation—the literature goes back to work by Rosen \[164\], in which \( n \)-player concave games are shown to either admit a unique global Nash equilibrium or a continuum of Nash equilibria, all of which (under the additional assumption of monotonicity) are attracting under gradient-play. Understanding how to efficiently compute Nash equilibria in such games continues to attract interest in machine learning (see e.g., \[14, 29\] and the references therein) and theoretical computer science more generally \[43\].

The majority of the existing work on learning in games has focused on understanding and designing learning rules that be used to find Nash equilibria i.e., attempting to answer \( Q_1 \). Proceeding under various structural assumptions on the players’ costs and strategies—most of which preclude the existence of non-Nash equilibria—answering \( Q_1 \) reduces to analyzing the convergence of various learning algorithms (including gradient-play) to the unique Nash equilibrium or the set of Nash equilibria of the game. Examples of classes of structured games amenable to such strong guarantees are potential games \[129\], concave or monotone games \[29, 123, 164\], and gradient-play over the space of stochastic policies in two-player
finite-action bilinear games [176]. In [176], the authors investigate the convergence of the gradient dynamics in such games. Additionally, the dynamics of other (non gradient-based) algorithms like multiplicative weights have been studied in [76] among many others. In these classes of structured games, a large line of recent work in machine learning has begun to use tools developed in the analysis of gradient descent in optimization to understand how to efficiently compute Nash equilibria [14, 29, 72].

In more general classes of continuous games, recent works have also looked at characterizing when Nash equilibria are attracting for gradient-based approaches. Sufficient conditions for this to occur are the conditions for stable differential Nash equilibria introduced in [155, 156, 157] (which we adopt in our treatment) and the condition for variational stability later analyzed in [123]. We remark that these conditions are equivalent for the classes of games we consider and that the results in these papers only characterize the local properties of these equilibria. In the work presented in this dissertation we focus on giving global non-convergence results and comment on other non-equilibrium attracting behaviors (i.e., answering Q2).

Another line of recent work worth mentioning introduces new equilibrium concepts. Whereas the focus of the work presented in the subsequent sections is simultaneous-play games, two recent papers [78] and [52] analyze Stackelberg (or leader-follower) continuous games and introduce the notion of a local Stackelberg equilibrium (the analogous equilibrium concept to local Nash equilibria). While the focus is mainly on zero-sum games due to their links with min-max optimization, these local Stackelberg equilibria have a number of desirable properties (e.g., existence under weaker assumptions) and warrant investigation in their own right. However, since the focus of this dissertation is on simultaneous-play games these equilibria are of unknown relevance to the underlying games. For a more in depth discussion on local Stackelberg equilibria, we refer the reader to [52] and [78].

The last line of relevant work to the results presented in subsequent chapters is the emerging research area of efficient algorithms for min-max optimization. Driven by the interest in adversarial and robust learning paradigms in machine learning, a large number of recent work have leveraged tools from the analysis of gradient descent in convex optimization to understand how to compute saddle points (or Nash equilibria) in zero-sum games (see. e.g., [44, 78, 121, 128]). A number of works have shown that gradient-play in such games can converge to cycles (see, e.g., [121, 193]) or even diverge completely [128]. Several papers (including the one this dissertation draws from [116]) pointed our concurrently that there also exist non-Nash attracting equilibria for gradient-play in zero-sum games [6, 44], meaning that not all equilibria for gradient-play in zero-sum games are necessarily relevant to the game.

Expanding on this rich body of literature (only the most relevant of which is covered in our short review), in Part I of this dissertation we provide answers to Q1 without imposing structure on the game outside regularity conditions on the cost functions by exploiting the observation that gradient-based learning dynamics are not gradient flows. We also provide answers to Q2 by demonstrating that a non-trivial set of games admit Nash equilibria that are almost surely avoided by gradient-play. We give explicit conditions for when this occurs. Using similar analysis tools, we also provide new insights into the behavior of gradient-based
learning in structured classes of games such as zero-sum and potential games.

1.3 Overview of Part I

In Chapter 2, we draw connections between the limiting behavior of this class of algorithms and game-theoretic and dynamical systems notions of equilibria. In particular, we construct general-sum and zero-sum games that admit non-Nash attracting equilibria of the gradient dynamics. Such points are attracting under the learning dynamics, yet at least one player—\textit{and potentially all of them}—has a direction in which they could unilaterally deviate to decrease their cost. Thus, these non-Nash equilibria are of questionable game theoretic relevance and can be seen as artifacts of the players’ algorithms. In the context of zero-sum games we also present strong characterizations of Nash equilibria that hold for ‘almost all’ zero-sum games in a formal mathematical sense.

In Chapter 3, we show that policy gradient multi-agent reinforcement learning (MARL), generative adversarial networks (GANs), and gradient-based multi-agent multi-armed bandits, among several other common multi-agent learning settings all fit into the framework of gradient-based learning algorithms we analyze. We then proceed to prove that a subset of the local Nash equilibria in general-sum games and potential games is avoided almost surely when each player employs a gradient-based algorithm. We show that this holds in two broad settings: the full information setting when each player has oracle access to their gradient but randomly initializes their first action, and a partial information setting where each player has access to an unbiased estimate of their gradient.

Altogether, in Chapters 2 and 3 we provide a negative answer to both \textbf{Q1} and \textbf{Q2} for $N$-player general-sum games, and highlight the nuances present in zero-sum and potential games. We also show that the dynamics formed from the individual gradients of agents’ costs are \textit{not gradient flows}. This in turn implies that competitive gradient-based learning in general-sum games may converge to periodic orbits, and other complex $\omega$ limit sets, possibly including chaotic dynamics.

To highlight the fact that these issues are not of merely theoretical interest, in Chapter 4 we expand upon our non-convergence results to show that policy gradient algorithms have no guarantees of convergence in even the simplest continuous action and state multi-agent reinforcement learning problems—linear quadratic games.

In Chapter 5 we move away from gradient-play and develop an efficiently implementable algorithm for zero-sum games that, unlike gradient-play, has provable guarantees of convergence to Nash equilibria even in non-convex-non-concave zero-sum games. In doing so, we highlight how many recently proposed algorithms for min-max optimization have no guarantees of finding game relevant equilibria.
Chapter 2  

Linking Games and Dynamical Systems

With machine learning algorithms increasingly being placed in more complex, real world settings, there has been a renewed interest in continuous games [52, 123, 203], and particularly zero-sum continuous games [44, 68, 78, 116] because of their links to adversarial learning [45, 121], robust reinforcement learning [101, 151], min-max optimization [135], and generative adversarial networks [68].

Despite this, a systematic characterization of the equilibria of such games and of even the limiting behaviors of simple learning algorithms in these games is sorely lacking. In this chapter, we draw links between the limiting behavior of dynamical systems and game-theoretic notions of equilibria in three broad classes of continuous games. A high-level summary of the links we draw is shown in Figure 2.1.

Key to our analysis is the fact that, when each player is employing a gradient-based learning algorithm, the joint strategy of the players—in the limit as the agents’ step-sizes go to zero—follows the differential equation

$$\dot{x} = -\omega(x).$$

(2.1)

Thus, by analyzing properties of (2.1) we are able to say something about the dynamics of players using gradient-based algorithms in games.

Chapter Overview

This chapter is organized as follows. In Section 2.1 we highlight connections between critical points of (2.1) and the underlying game and further characterize the behavior of gradient-play in neighborhoods of Nash equilibria in broad classes of games. In doing so we uncover previously unknown phenomena like the existence of spurious stationary points in the gradient dynamics which have no relevance to the underlying games.
In Section 2.2, we also present a series of strong characterizations of the differential topology of local Nash equilibria in zero-sum continuous games. These results expand upon characterizations of local Nash equilibria in general-sum games that first appeared in [157]. The results presented in this chapter are a combination of results that first appeared in [116] and [114] that have been combined for clarity of exposition.

2.1 Equilibrium Notions in Games and Dynamical Systems

To begin, we draw links between equilibria in dynamical systems theory and equilibria of the game.

A point $x \in X$ is said to be an equilibrium, critical point, or stationary point of the dynamics if $\omega(x) = 0$. Stationary points of $\dot{x} = -\omega(x)$ are joint strategies from which, under gradient-play, the agents do not move. We note that $\omega(x) = 0$ is a necessary condition for a point $x \in X$ to be a local Nash equilibrium [155]. Hence, all local Nash equilibria are critical points of the joint dynamics $\dot{x} = -\omega(x)$.

Central to dynamical systems theory is the study of limiting behavior and its stability properties. A classical result in dynamical systems theory allows us to characterize the stability properties of an equilibrium $x^\ast$ by analyzing the Jacobian of the dynamics at $x^\ast$. The Jacobian of $\omega$ is defined by:

$$J(x) = \begin{bmatrix} D^2_1f_1(x) & \cdots & D_{N1}f_1(x) \\ \vdots & \ddots & \vdots \\ D_{1N}f_N(x) & \cdots & D^2_Nf_N(x) \end{bmatrix}.$$  

Since $J$ is a matrix of second derivatives, it is sometimes referred to as the ‘game Hessian’. Similar to the Hessian matrix of a gradient flow, $J$ allows us to further characterize the critical points of $\omega$ by their properties under the flow of $\dot{x} = -\omega(x)$. Let $\lambda_i(x) \in \text{spec}(J(x))$ for $i \in \{1, \ldots, m\}$ denote the eigenvalues of $J$ at $x$ where $\text{Re}(\lambda_1(x)) \leq \cdots \leq \text{Re}(\lambda_m(x))$—that is, $\lambda_1(x)$ is the eigenvalue with the smallest real part. Given these definitions, we first define important class of critical points known as hyperbolic critical points.

**Definition 7.** A critical point $x$ is hyperbolic if $J(x)$ has no eigenvalues with zero real part.

Hyperbolic critical points are of particular importance from the point of view of convergence since they are either exponential stable or exponentially unstable under the joint dynamics [168].

A further important property of a critical point of $\omega$ is non-degeneracy.

**Definition 8.** A critical point $x$ is non-degenerate if $\det(J(x)) \neq 0$ (i.e. $x$ is isolated).
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Non-degenerate equilibria are isolated, meaning there exists an open neighborhood around them devoid of critical points \[157\]. We remark that by definition, all hyperbolic critical points are non-degenerate, but not all non-degenerate critical points are hyperbolic.

Given these building blocks, we now define different classes of equilibria which have different characteristics under the flow \( \dot{x} = -\omega(x) \). Of particular interest are asymptotically stable equilibria.

**Definition 9.** A point \( x \in X \) is a locally asymptotically stable equilibrium of the continuous time dynamics \( \dot{x} = -\omega(x) \) if \( \omega(x) = 0 \) and \( \text{Re}(\lambda) > 0 \) for all \( \lambda \in \text{spec}(J(x)) \).

Locally asymptotically stable equilibria have two properties of interest. First, they are non-degenerate critical points, meaning that there exists a neighborhood around them in which no other equilibria exist. Second, they are hyperbolic, and in fact exponentially attracting under the flow of \( \dot{x} = -\omega(x) \), meaning that if agents initialize in a neighborhood of a locally asymptotically stable equilibrium \( x^* \) and follow the dynamics described by \( \dot{x} = -\omega(x) \), they will converge to \( x^* \) exponentially fast \[168\]. This, in turn, implies that a discretized version of \( \dot{x} = -\omega(x) \), namely

\[
x_{t+1} = x_t - \gamma \omega(x_t),
\]

converges locally for appropriately selected step size \( \gamma \) at a rate of \( O(1/t) \). Such results motivate the study of the continuous time dynamical system \( \dot{x} = -\omega(x) \) in order to understand convergence properties of gradient-based learning algorithms of the form \[1.1\].

Another important class of critical points of a dynamical system are saddle points.

**Definition 10.** A point \( x \in X \) is a saddle point of the dynamics \( \dot{x} = -\omega(x) \) if \( \omega(x) = 0 \) and \( \lambda_1(x) \in \text{spec}(J(x)) \) is such that \( \text{Re}(\lambda_1(x)) \leq 0 \). A saddle point such that \( \text{Re}(\lambda_i) < 0 \) for \( i \in \{1, \ldots, \ell\} \) and \( \text{Re}(\lambda_j) > 0 \) for \( j \in \{\ell + 1, \ldots, m\} \) with \( 0 < \ell < m \) is a strict saddle point of the continuous time dynamics \( \dot{x} = -\omega(x) \).

Strict saddle points are especially relevant to our analysis since they are hyperbolic critical points whose neighborhoods are characterized by stable and unstable manifolds \[168\]. When the agents evolve according to the dynamics solely on the stable manifold, they converge exponentially fast to the critical point. However, when they evolve solely on the unstable manifold, they diverge from the equilibrium exponentially fast. Agents whose strategies lie on the union of the two manifolds asymptotically avoid the equilibrium. We make use of this general fact in Section \[3.2\].

To better understand the links between the critical points of the gradient dynamics and the Nash equilibria of the game, we make use of an equivalent characterization of strict local Nash that leverages first and second order conditions on player cost functions. This makes them simpler objects to link to the various dynamical systems notions of equilibria than local Nash equilibria.

**Definition 11** (\[155, 156\]). A point \( x \in X \) is a differential Nash equilibrium for the game defined by \( (f_1, \ldots, f_N) \) if \( \omega(x) = 0 \) and \( D_i^2f_i(x) \succ 0 \) for each \( i \in I \).
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Figure 2.1: Links between the equilibria of generic continuous games $\mathcal{G}$ and their properties under the gradient dynamics $\dot{x} = -\omega(x)$.

If $x \in X$ is a differential Nash equilibrium where $\det(J(x)) \neq 0$ (i.e., $x$ is non-degenerate), then $x$ is referred to a non-degenerate Nash equilibrium. Non-degenerate differential Nash equilibria are necessarily isolated critical points of gradient-play [157].

Given these different equilibrium notions of the learning dynamics and the underlying game, let us define the following sets which will be useful in stating the results in the following sections. For a game $\mathcal{G} = (f_1, \ldots, f_N)$, denote the sets of strict saddle points and locally asymptotically stable equilibria of the gradient dynamics, $\dot{x} = -\omega(x)$, as $\text{SSP}(\omega)$ and $\text{LASE}(\omega)$, respectively, where we recall that $\omega(x) = (D_1 f_1(x), \ldots, D_N f_N(x))$. Similarly, denote the set of local Nash equilibria, differential Nash equilibria, and non-degenerate differential Nash equilibria of $\mathcal{G}$ as $\text{LNE}(\mathcal{G})$, $\text{DNE}(\mathcal{G})$, and $\text{NDDNE}(\mathcal{G})$, respectively. As we show in the subsequent section, $\text{NDDNE}(\mathcal{G}) = \text{LNE}(\mathcal{G})$ in ‘almost all’ continuous games. The key takeaways of this section are summarized in Figure 2.1.

Equilibria in General-Sum Games

We first characterize the properties of local Nash equilibria under the joint gradient dynamics in $N$-player general-sum games.

**Proposition 1.** A non-degenerate differential Nash equilibrium is either a locally asymptotically stable equilibrium or a strict saddle point of $\dot{x} = -\omega(x)$—i.e., $\text{NDDNE}(\mathcal{G}) \subset \text{SSP}(\omega) \cup \text{LASE}(\omega)$.

**Proof of Proposition** Suppose that $x \in X$ is a non-degenerate differential Nash equilibrium. We claim that $\text{tr}(J(x)) > 0$. Since $x$ is a differential Nash equilibrium, $D_i^2 f_i(x) > 0$ for each $i \in \mathcal{I}$; these are the diagonal blocks of $J(x)$. Further $D_i^2 f_i(x) > 0$ implies that $\text{tr}(D_i^2 f_i(x)) > 0$. Since $\text{tr}(J) = \sum_{i=1}^n \text{tr}(D_i^2 f_i(x))$, $\text{tr}(J(x)) > 0$. Thus, it is not possible
for all the eigenvalues to have negative real part. Since $x$ is non-degenerate, $\det(J(x)) \neq 0$ so that none of the eigenvalues can have zero real part. Hence, at least one eigenvalue has strictly positive real part.

To complete the proof, we show that the conditions for non-degenerate differential Nash equilibrium are not sufficient to guarantee that $x$ is locally asymptotically stable for the gradient dynamics—that is, not all eigenvalues of $J(x)$ have strictly positive real part. We do this by constructing a class of games with the strict saddle point property. Consider a class of two player games $G = (f_1, f_2)$ on $\mathbb{R} \times \mathbb{R}$ defined as follows:

$$(f_1(x_1, x_2), f_2(x_1, x_2)) = \left(\frac{a}{2} x_1^2 + bx_1 x_2, \frac{d}{2} x_2^2 + cx_1 x_2\right).$$

In this game, the Jacobian of the gradient dynamics is given by

$$J(x) = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$$

with $a, b, c, d \in \mathbb{R}$. If $x$ is a non-degenerate differential Nash equilibria, $a, d > 0$ and $\det(J(x)) \neq 0$ which implies that $ad \neq cb$. Choosing $c, d$ such that $ad < cb$ will guarantee that one of the eigenvalues of $J(x)$ is negative and the other is positive, making $x$ a strict saddle point. This shows that non-degenerate differential Nash equilibria can be strict saddle points of the combined gradient dynamics.

Hence, for any game $(f_1, \ldots, f_n)$, a non-degenerate differential Nash equilibrium is either a locally asymptotically stable equilibrium or a strict saddle point, but it not strictly unstable or strictly marginally stable (i.e. having eigenvalues all on the imaginary axis).

Locally asymptotically stable differential Nash equilibria satisfy the notion of variational stability introduced in [123]. In fact, a simple analysis shows that the definitions of variationally stable equilibria and locally asymptotically stable differential Nash equilibria [156] are equivalent in the games we consider—i.e., games where each players’ cost is at least twice continuously differentiable. We remark that, from the definition of asymptotic stability, the gradient dynamics have an exponential convergence rate in the neighborhood of such equilibria.

An important point to make is that not every locally asymptotically stable equilibrium of $\dot{x} = -\omega(x)$ is a non-degenerate differential Nash equilibrium. Indeed, the following proposition provides an entire class of games whose corresponding gradient dynamics admit locally asymptotically stable equilibria that are not local Nash equilibria.

**Proposition 2.** In the class of general-sum continuous games, there exists a continuum of games containing games $G$ such that $LASE(\omega) \not\subset NDDNE(G)$, and moreover, $LASE(\omega) \not\subset LNE(G)$.

**Proof.** Consider a two player game $G = (f_1, f_2)$ on $\mathbb{R}^2$ where

$$f_1(x_1, x_2) = \frac{a}{2} x_1^2 + bx_1 x_2, \text{ and } f_2(x_1, x_2) = \frac{d}{2} x_2^2 + cx_1 x_2$$
for constants $a, b, c, d \in \mathbb{R}$. The Jacobian of $\omega$ is given by

$$J(x_1, x_2) = \begin{bmatrix} a & b \\ c & d \end{bmatrix}, \quad \forall (x_1, x_2) \in \mathbb{R}^2. \quad (2.4)$$

If $a > 0$ and $d < 0$, then the unique stationary point $x = (0, 0)$ is neither a differential Nash nor a local Nash equilibria since the necessary conditions are violated (i.e., $d < 0$). However, if $a > -d$ and $ad > cb$, the eigenvalues of $J$ have positive real parts and $(0, 0)$ is asymptotically stable. Further, this clearly holds for a continuum of games. Thus, the set of locally asymptotically stable equilibria that are not Nash equilibria may be arbitrarily large.

The preceding proposition shows that there exists attracting critical points of the gradient dynamics in general-sum continuous games that are not Nash equilibria and may not be even relevant to the game. Thus, this provides a negative answer to $Q2$ (whether all attracting equilibria in general-games are game-relevant for the learning dynamics).

**Remark 1.** We note that, by definition, the non-Nash locally asymptotically stable equilibria (or non-Nash equilibria) do not satisfy the second-order conditions for Nash equilibria. Thus, at these joint strategies, at least one player — and maybe all of them — has a direction in which they would unilaterally deviate if they were not using gradient descent. Some— but as shown in both [78] and [52], not all— non-Nash attracting equilibria might be local Stackelberg equilibria under different orders-of-play in the game. Since the focus of this dissertation is on simultaneous-play games, these non-Nash local Stackelberg equilibria are not relevant to the game. As such, we view convergence to these points to be undesirable.

**Equilibria in Potential Games**

We now specialize our results to a class of games with interesting connections between the Nash equilibria and the critical points of the gradient dynamics: potential games. Note that a necessary and sufficient condition for $(f_1, \ldots, f_N)$ to be a potential game is that $J$ is symmetric [129]—that is, $D_{ij}f_j \equiv D_{ji}f_i$. This gives potential games the desirable property that the only locally asymptotically stable equilibria of the gradient dynamics are local Nash equilibria.

**Proposition 3.** For an arbitrary potential game, $G = (f_1, \ldots, f_N)$ on $\mathbb{R}^m$, if $x$ is a locally asymptotically stable equilibrium of $\dot{x} = -\omega(x)$ (i.e., $x \in \text{LASE}(\omega)$), then $x$ is a non-degenerate differential Nash equilibrium (i.e., $x \in \text{NDDNE}(G)$).

The proof that all locally asymptotically stable equilibria in potential games are differential Nash equilibria relies on the symmetry of $J$ in potential games.

**Proof of Proposition 3.** The proof follows from the definition of a potential game. Since $(f_1, \ldots, f_n)$ is a potential game, it admits a potential function $\phi$ such that $D_i f_i(x) = D_i \phi(x)$ for
all $x$. This, in turn, implies that at a locally asymptotically stable equilibrium of $\dot{x} = -\omega(x)$, $J(x) = D^2\phi(x)$, where $D^2\phi$ is the Hessian matrix of the function $\phi$. Further $D^2\phi(x)$ must have strictly positive eigenvalues for $x$ to be a locally asymptotically stable equilibrium of $\dot{x} = -\omega(x)$. Since the Hessian matrix of a function must be symmetric, $D^2\phi(x)$, must be positive definite, which through Sylvester’s criterion ensures that each of the diagonal blocks of $D^2\phi(x)$ is positive definite. Thus, we have that the existence of a potential function guarantees that the only locally asymptotically stable equilibria of $\dot{x} = -\omega(x)$, are differential Nash equilibria.

The preceding proposition rules out non-Nash locally asymptotically stable equilibria of the gradient dynamics in potential games, and implies that every local minimum of a potential game must be a local Nash equilibrium. Thus, in potential games, unlike in general-sum and zero-sum games, the answer to $Q2$ is positive. However, the following proposition shows that the existence of a potential function is not enough to rule out local Nash equilibria that are saddle points of the dynamics.

**Proposition 4.** In the class of continuous games, there exist a continuum of potential games containing games $G$ that admit Nash equilibria that are saddle points of the dynamics $\dot{x} = -\omega(x)$—i.e., $\exists G$ such that for some $x \in LNE(G)$, $x \in SSP(\omega)$.

**Proof.** Consider the game $(f,f)$ on $X = \mathbb{R}^2$ described by

$$f(x_1, x_2) = \frac{a}{2}x_1^2 + bx_1x_2 + \frac{c}{2}x_2^2$$

where $a, b, d \in \mathbb{R}$. The Jacobian of $\omega$ is given by

$$J(x_1, x_2) = \begin{bmatrix} a & b \\ b & c \end{bmatrix}, \quad \forall (x_1, x_2) \in \mathbb{R}^2.$$

If $a, c > 0$, then $x = (0, 0)$ is a local Nash equilibrium. However, if $ac < b^2$, $J(x)$ has one positive and one negative eigenvalue and $(0, 0)$ is a saddle point of the gradient dynamics. Thus, there exists a continuum of potential games where a large set of differential Nash equilibria are strict saddle points of $\dot{x} = -\omega(x)$.

Proposition 4 demonstrates a surprising fact about potential games. Even though all minimizers of the potential function must be local Nash equilibria, not all local Nash equilibria are minimizers of the potential function.

**Equilibria in Zero-Sum Games**

The following proposition shows that all differential Nash equilibria in two-player zero-sum games are locally asymptotically stable equilibria under the flow of $\dot{x} = -\omega(x)$. 

Proposition 5. For an arbitrary two-player zero-sum game, \((f, -f)\) on \(\mathbb{R}^m\), if \(x\) is a differential Nash equilibrium, then \(x\) is both a non-degenerate differential Nash equilibrium and a locally asymptotically stable equilibrium of \(\dot{x} = -\omega(x)\) — that is, \(DNE(\mathcal{G}) \equiv \text{NDDNE}(\mathcal{G}) \subset LASE(\omega)\).

The proof of Proposition 5 which claims that all differential Nash equilibria in zero-sum games are locally asymptotically stable, again just relies on basic linear algebra and the definition of a differential Nash equilibrium.

Proof of Proposition 5: Consider a two player game \((f, -f)\) on \(X_1 \times X_2 = \mathbb{R}^m\) with \(X_i = \mathbb{R}^{m_i}\). For such a game,

\[
J(x) = \begin{bmatrix}
D_1^2 f(x) & D_{12} f(x) \\
-D_{12} f(x) & -D_2^2 f(x)
\end{bmatrix}.
\]

Note that \(D_{21} f(x) = (D_{12} f(x))^T\). Suppose that \(x = (x_1, x_2)\) is a differential Nash equilibrium and let \(v = [v_1, v_2] \in \mathbb{R}^m\) with \(v_1 \in \mathbb{R}^{m_1}\) and \(v_2 \in \mathbb{R}^{m_2}\). Then, \(v^T J(x) v = v_1^T D_1^2 f(x) v_1 - v_2^T D_2^2 f(x) v_2 > 0\) since \(D_1^2 f(x) > 0\) and \(-D_2^2 f(x) > 0\) for \(x\), a differential Nash equilibrium. Since \(v\) is arbitrary, this implies that \(J(x)\) is positive definite and hence, clearly non-degenerate. Thus, for two-player zero-sum games, all differential Nash equilibria are both non-degenerate differential Nash equilibria and locally asymptotically stable equilibria of \(\dot{x} = -\omega(x)\).

This result guarantees that the differential Nash equilibria of zero-sum games are isolated and exponentially attracting under the flow of \(\dot{x} = -\omega(x)\). This in turn guarantees that simultaneous gradient-play has a local linear rate of convergence to all local Nash equilibria in all zero-sum continuous games. Thus, the answer to \(\text{Q1}\) is the context of zero-sum games is “yes”, since all Nash equilibria are attracting for the gradient dynamics.

In fact, in the next result we strengthen Proposition 5 to show that not only are differential Nash equilibria attracting, but they are hyperbolic.

Proposition 6. Consider a two-player, zero-sum continuous game \((f, -f)\). If \(x\) is a differential Nash equilibrium, it is non-degenerate, and furthermore, it is hyperbolic.

Proof. It is enough to show that all differential Nash are hyperbolic since all hyperbolic equilibria correspond to a non-degenerate \(J\). Further, just as we noted in the proof of Lemma 2, stationarity, definiteness, and non-degeneracy are coordinate-invariant properties. Thus, we simply treat the Euclidean case here.

By definition, at a differential Nash equilibrium \(x\) of a zero-sum game, \(\omega(x) = 0\), \(D_1^2 f(x) > 0\), and \(-D_2^2 f(x) > 0\). Further, in zero-sum games, \(D_{12} f = (D_{21} f)^T\). Thus, the bilinear map \(J\), takes the form

\[
J(x) = \begin{bmatrix}
D_1^2 f(x) & D_{12} f(x) \\
-D_{12} f(x) & -D_2^2 f(x)
\end{bmatrix} = \begin{bmatrix}
D_1^2 f(x) & D_{12} f(x) \\
-D_{12} f(x) & -D_2^2 f(x)
\end{bmatrix}.
\]
Let \((\lambda, v)\) be an eigenpair of \(J(x)\). The real part of \(\lambda\), denoted \(\text{Re}(\lambda)\), can be written as
\[
\text{Re}(\lambda) = \frac{1}{2}(\lambda + \bar{\lambda}) = \frac{1}{2}(v^* J^T(x)v + v^* J(x)v)
\]
\[
\frac{1}{2} v^* (J^T(x) + J(x)) v
\]
\[
\frac{1}{2} v^* \begin{bmatrix} D_1^2 f(x) & 0 \\ 0 & -D_2^2 f(x) \end{bmatrix} v > 0
\]
where the last line follows from the positive definiteness of \(\text{diag}(D_1^2 f(x), -D_2^2 f(x))\) at a differential Nash equilibrium. Hence, \(x\) is hyperbolic therefore \(\det(J(x)) \neq 0\).

The above proposition provides a strong result for the class of zero-sum games. In particular, simply due to the structure of \(J\), all differential Nash have the nice property of being hyperbolic, and hence, exponentially attracting under gradient-play dynamics—that is, \(\dot{x} = -\omega(x)\) or its discrete time variant \(x^{+} = x - \gamma \omega(x)\) for appropriately chosen stepsize \(\gamma\). Note that numerous learning algorithms in machine learning applications of zero-sum games take this form (see, e.g., [68, 113, 116]).

Unfortunately, it is not true that every locally asymptotically stable equilibrium in two-player zero-sum games are non-degenerate differential Nash equilibria. Indeed, there may be many locally asymptotically stable equilibria in a zero-sum game that are not local Nash equilibria. The following proposition highlights this fact.

**Proposition 7.** In the class of zero-sum continuous games, there exists a continuum of games such that for each game \(G\), \(\text{LASE}(\omega) \not\subset \text{DNE}(G) \subset \text{LNE}(G)\).

**Proof.** Consider the two-player zero-sum game \((f, -f)\) on \(\mathbb{R}^2\) where
\[
f(x_1, x_2) = \frac{a}{2} x_1^2 + bx_1 x_2 + \frac{c}{2} x_2^2;
\]
and \(a, b, c \in \mathbb{R}\). The Jacobian of \(\omega\) is given by
\[
J(x_1, x_2) = \begin{bmatrix} a & b \\ -b & -c \end{bmatrix}, \quad \forall (x_1, x_2) \in \mathbb{R}^2.
\]
If \(a > c > 0\) and \(b^2 > ac\), then \(J(x_1, x_2)\) has eigenvalues with strictly positive real part, but the unique stationary point is not a differential Nash equilibrium—since \(-c < 0\)—and, in fact, is not even a Nash equilibrium. Indeed,
\[
-f(0, 0) > -f(0, x_2) = -\frac{c}{2} x_2^2, \quad \forall x_2 \neq 0.
\]
Thus, there exists a continuum of zero-sum games with a large set of locally asymptotically stable equilibria of the corresponding dynamics \(\dot{x} = -\omega(x)\) that are not differential Nash.

The, preceding proposition again shows that there exists non-Nash equilibria of the gradient dynamics in zero-sum continuous games. Thus, this proposition also provides a negative answer to \(Q2\) in the context of zero-sum games.
2.2 Differential Topology of Local Nash Equilibria

In this section we analyze local Nash equilibria using tools from differential topology. A line of previous work [155, 156, 157] characterized properties of local Nash equilibria in ‘generic’ general-sum continuous games. In particular they showed that in ‘almost all’ general-sum games, local Nash equilibria are in fact differential Nash equilibria (meaning they are isolated and strict local Nash equilibria), and that these equilibria satisfy robustness in the sense of ‘structural stability’.

In this section, we take a similar approach in the context of zero-sum games where we show that local Nash equilibria have several important properties which make them particularly amenable to computation. Since the set of zero-sum games is of zero measure in the space of general-sum continuous games the results of this section are not a direct implication of previous results. Furthermore, with the growing interest in gradient-play in zero-sum games from the machine learning community [14, 44, 78], such an understanding of Nash equilibria is becoming increasingly crucial.

In particular, most recent convergence analysis on gradient-play in min-max optimization depends on an assumption of local convexity in the game space around a local Nash equilibrium—that is, nearby Nash equilibria the Jacobian of the gradient-based learning rule is assumed to be locally positive definite (e.g., [14, 45, 62]).

This implicit structural assumption gives rise two natural questions:

- Is this assumption satisfied for ‘almost all zero-sum games’ in the sense of genericity—i.e., how restrictive is this assumption?;

- Is this a ‘robust’ assumption in the sense of structural stability—i.e., does the property persist under smooth perturbations to the game?

Building on the work in [155, 156, 157] on understanding these questions in general-sum games, this section addresses these two questions in the context of zero-sum games where the additional structure allows for stronger results.

In particular, the results of this section are summarized as follows:

1. We prove that differential Nash equilibria are generic amongst local Nash equilibria in continuous zero-sum games (Theorem 2). This implies that almost all zero-sum games played on continuous functions admit local Nash equilibria that are strict and isolated.

2. Combining this fact with the fact that all differential Nash equilibria are hyperbolic in zero-sum games (Proposition 6 from Section 2.1), we show that local Nash equilibria are generically hyperbolic (Corollary 1) which implies strong local convergence guarantees in ‘almost all’ zero-sum games.

3. We prove that zero-sum games are structurally stable (Theorem 3); that is, the structure of the game—and hence, its equilibria—is robust to smooth perturbations within the space of zero-sum games.
We remark that 2 is a much stronger statement than the genericity of differential Nash equilibria shown in [157]. This is only possible by exploiting the additional structure of zero-sum games, namely the fact that they are defined completely in terms of a single sufficiently smooth function—i.e., given \( f \in C^r(X, \mathbb{R}) \), the corresponding zero-sum game is \((f, -f)\).

**Remark 2.** Many recent works have made the assumption of hyperbolicity of local Nash equilibria without a thorough understanding of whether or not such an assumption is restrictive (see e.g. [15, 44, 63, 72, 78]). The results in this section show that this assumption simply rules out a measure zero set of zero-sum games.

**Preliminaries**

Before developing the main results of this section, we present our general setup, as well as some preliminary game theoretic and mathematical definitions. To deal with the situation where players’ action spaces are more general manifolds we re-introduce many of the objects from Chapter 1 and Section 2.1 with the necessary mathematical rigor. We first introduce the necessary mathematical preliminaries. An interested reader should see standard references for a more detailed introduction [5, 97].

**Mathematical Preliminaries**

Throughout this section we consider full information continuous, two-player zero-sum games. Each player \( i \in I = \{1, 2\} \) selects an action \( x_i \) from a topological space \( X_i \) in order to minimize its cost \( f_i : X \to \mathbb{R} \) where \( X = X_1 \times X_2 \) is the joint strategy space of all the agents. Note that \( f_i \) depends on \( x_{-i} \) which is the collection of actions of all other agents excluding agent \( i \)—that is, \( f_i : (x_i, x_{-i}) \mapsto f_i(x_i, x_{-i}) \in \mathbb{R} \). Furthermore, each \( X_i \) can be finite-dimensional smooth manifolds or infinite-dimensional Banach manifolds.

A smooth manifold is a topological manifold with a smooth atlas. In particular, we use the term manifold generally; we specify whether it is a finite– or infinite–dimensional manifold only when necessary. If a covering by charts takes their values in a Banach space \( E \), then \( E \) is called the model space and we say that \( X \) is a \( C^r \)-Banach manifold. For a vector space \( E \), we define the vector space of continuous \((r + s)\)-multilinear maps \( T^r_s(E) = L^{r+s}(E^*, \ldots, E^*, E, \ldots, E; \mathbb{R}) \) with \( s \) copies of \( E \) and \( r \) copies of \( E^* \) and where \( E^* \) denotes the dual. Elements of \( T^r_s(E) \) are tensors on \( E \), and \( T^r_s(X) \) denotes the vector bundle of such tensors [5, Definition 5.2.9].

Suppose \( f : X \to M \) is a mapping of one manifold \( X \) into another \( M \). Then, we can interpret the derivative of \( f \) on each chart at \( x \) as a linear mapping \( df(x) : T_xX \to T_{f(x)}M \). When \( M = \mathbb{R} \), the collection of such maps defines a 1–form \( df : X \to T^*X \). Indeed, a 1–form is a continuous map \( \omega : X \to T^*X \) satisfying \( \pi \circ \omega = \text{Id}_X \) where \( \pi : T^*X \to X \) is the natural projection mapping \( \omega(x) \in T^*_xX \) to \( x \in X \).

At a critical point \( x \in X \) (i.e., where \( df(x) = 0 \)), there is a uniquely determined continuous, symmetric bilinear form \( d^2f(x) \in T^*_2(X) \) such that \( d^2f(x) \) is defined for all \( v, w \in T_xX \).
by $d^2(f \circ \varphi^{-1})(\varphi(x))(v, w)$ where $\varphi$ is any product chart at $x$ and $v, w$ are the local representations of $v, w$ respectively [142, Proposition in §7]. We say $d^2 f(x)$ is positive semi–
definite if there exists $\alpha \geq 0$ such that for any chart $\varphi$,

$$d^2(f \circ \varphi^{-1})(\varphi(x))(v, v) \geq \alpha ||v||^2, \quad \forall v \in T_{\varphi(x)} E.$$  \hspace{1cm} (2.5)

If $\alpha > 0$, then we say $d^2 f(x)$ is positive–
definite. Both critical points and positive definiteness are invariant with respect to the choice of coordinate chart.

Now, consider smooth manifolds $X_1, X_2$. The product space $X_1 \times X_2$ is naturally a smooth manifold [5, Definition 3.2.4]. Further, there is a canonical isomorphism at each

point such that the cotangent bundle of the product manifold splits:

$$T^*_\{x_1, x_2\}(X_1 \times X_2) \cong T^*_{x_1} X_1 \oplus T^*_{x_2} X_2$$ \hspace{1cm} (2.6)

where $\oplus$ denotes the direct sum of vector spaces. There are natural bundle maps $\psi_{X_1} : T^*(X_1 \times X_2) \to T^*(X_1 \times X_2)$ annihilating the all the components other than those corres-
dponding to $X_i$ of an element in the cotangent bundle. In particular, $\psi_{X_1}((\omega_1, \omega_2)) = (0, \omega_2)$ and $\psi_{X_2}(\omega_1, \omega_2) = (\omega_1, 0)$

where $\omega = (\omega_1, \omega_2) \in T^*_{x_1}(X_1 \times X_2)$ and $0_j \in T^*_j X_j$ for each $j \in \{1, 2\}$ is the zero functional.

For smooth manifolds $X$ and $Y$ of dimension $n_x$ and $n_y$ respectively, an $k$–jet from $X$ to $Y$ is an equivalence class $[x, f, U]_k$ of triples $(x, f, U)$ where $U \subset X$ is an open set, $x \in U$, and $f : U \to Y$ is a $C^k$ map. The equivalence relation satisfies $[x, f, U]_k = [y, g, V]_k$ if $x = y$ and in some pair of charts adapted to $f$ at $x$, $f$ and $g$ have the same derivatives up to order $k$. We use the notation $[x, f, U]_k = j^k f(x)$ to denote the $k$–jet of $f$ at $x$. The set of all $k$–jets from $X$ to $Y$ is denoted by $J^k(X, Y)$. The jet bundle $J^k(X, Y)$ is a smooth manifold (see [168, Chapter 2 for the construction]). For each $C^k$ map $f : X \to Y$ we define a map $j^k f : X \to J^k(X, Y)$ by $x \mapsto j^k f(x)$ and refer to it as the $k$–jet extension.

**Definition 12.** Let $X, Y$ be smooth manifolds and $f : X \to Y$ be a smooth mapping. Let $Z$ be a smooth submanifold of $Y$ and $p$ a point in $X$. Then $f$ intersects $Z$ transversally at $p$ (denoted $f \cap Z$ at $p$) if either $f(p) \notin Z$ or $f(p) \in Z$ and $T_{f(p)} Y = T_{f(p)} Z + (f_*)_p(T_p X)$.

For $1 \leq k < s \leq \infty$ consider the jet map $j^k : C^s(X, Y) \to C^{s-k}(X, J^k(X, Y))$ and let $Z \subset J^k(X, Y)$ be a submanifold. Define

$$\bigcap^s(X, Y; j^k, Z) = \{ h \in C^s(X, Y) | j^k h \cap Z \}. \hspace{1cm} (2.7)$$

A subset of a topological space $X$ is residual if it contains the intersection of countably many open–dense sets. We say a property is generic if the set of all points of $X$ which possess this property is residual [30]. Given these definitions, we now present two key results from differential geometry that are crucial to our results.

**Theorem 1.** (Jet Transversality Theorem, Chap. 2 [168]). Let $X, Y$ be $C^\infty$ manifolds without boundary, and let $Z \subset J^k(X, Y)$ be a $C^\infty$ submanifold. Suppose that $1 \leq k < s \leq \infty$. Then, $\bigcap^s(X, Y; j^k, Z)$ is residual and thus dense in $C^s(X, Y)$ endowed with the strong topology, and open if $Z$ is closed.
Proposition 8. (Chap. II.4, Proposition 4.2 [65]). Let \(X, Y\) be smooth manifolds and \(Z \subset Y\) a submanifold. Suppose that \(\dim X < \text{codim} Z\). Let \(f : X \to Y\) be smooth and suppose that \(f \pitchfork Z\). Then, \(f(X) \cap Z = \emptyset\).

The Jet Transversality Theorem and Proposition can be used to show a subset of a jet bundle having a particular set of desired properties is generic. Indeed, consider the jet bundle \(J^k(X, Y)\) and recall that it is a manifold that contains jets \(j^k f : X \to J^k(X, Y)\) as its elements where \(f \in C^k(X, Y)\). Let \(Z \subset J^k(X, Y)\) be the submanifold of the jet bundle that does not possess the desired properties. If \(\dim X < \text{codim} Z\), then for a generic function \(f \in C^k(X, Y)\) the image of the \(k\)-jet extension is disjoint from \(Z\) implying that there is an open–dense set of functions having the desired properties. It is exactly this approach we use to show the genericity of non-degenerate differential Nash equilibria of zero-sum continuous games.

Setup

Given the preliminaries we now re-define many of the objects from previous sections with the necessary mathematical rigor. To begin, we formally define the object \(\omega\) as a differential 1-form \(\omega : X \to T^*X\) defined by

\[
\omega = \psi_{X_1} \circ df - \psi_{X_2} \circ df
\]

where \(\psi_{X}\) are the natural bundle maps \(\psi_{X_1} : T^*X \to T^*X\) that annihilate those components of the co-vector field \(df\) corresponding to \(X_1\) and analogously for \(\psi_{X_2}\). Note that when each \(X_i\) is a finite dimensional manifold of dimensions \(m_i\) (e.g., Euclidean space \(\mathbb{R}^{m_i}\)), then the differential game form has the coordinate representation,

\[
\omega_{\psi} = \sum_{j=1}^{m_1} \frac{\partial(f \circ \psi^{-1})}{\partial y^1_j} dy^1_j + \sum_{j=1}^{m_2} \frac{\partial(-f \circ \psi^{-1})}{\partial y^2_j} dy^2_j,
\]

for product chart \((U, \psi)\) in \(X\) at \(x = (x_1, \ldots, x_n)\) with local coordinates \((y^1_1, \ldots, y^m_1, y^1_2, \ldots, y^{m_2}_2)\) and where \(U = U_1 \times U_2\) and \(\psi = \psi_1 \times \psi_2\). This form captures a differential view of the strategic interaction between the players. Note that each player’s cost function depends on its own choice variable as well as all the other players’ choice variables. However, each player can only affect their payoff by adjusting their own strategy.

We also define, \(J\) the generalization of the Jacobian, as the bilinear map induced by \(d\omega\) which is composed of the partial derivatives of components of \(\omega\), where \(d\omega = d(\psi_{X_1} \circ df) - d(\psi_{X_2} \circ df)\). Intrinsically, \(d\omega \in T^*_Y(X)\) is a tensor field; at a point \(x\) where \(\omega(x) = 0\), it determines a bilinear form constructed from the uniquely determined continuous, symmetric, bilinear forms \(\{d^2 f_i(x)\}_{i=1}^n\). For example, consider a two-player, zero-sum game \((f_1, f_2) = (f, -f)\) on \(\mathbb{R}^{d_1} \times \mathbb{R}^{d_2}\). In this case the matrix representation of this bilinear form is given by

\[
J(x) = \begin{bmatrix}
D_1^2 f(x) & D_{12} f(x) \\
-\frac{D_2}{D_{12}} f(x) & -D_2^2 f(x)
\end{bmatrix},
\]
which is exactly the Jacobian we analyzed previously.

Given these definitions the definition of critical points for the game is as before. Further the definitions of hyperbolicity, and non-degeneracy of critical points are the same as in Section 2.1. We note that even in the more general manifold setting, these definitions are invariant with respect to the coordinate chart \([30, 155]\).

**Theoretical Results**

Given this setup, we specialize the results in \([156]\) and \([155]\) on genericity and structural stability of differential Nash equilibria to the class of zero-sum games.

**Genericity**

To develop the proof that local Nash equilibria of zero-sum games are generically non-degenerate differential Nash equilibria, we leverage the fact that it is a generic property of sufficiently smooth functions that all critical points are non-degenerate.

**Lemma 1** \([30, \text{Chapter 1}]\). For \(C^r\) functions, \(r \geq 2\) on \(\mathbb{R}^n\), or on a manifold, it is a generic property that all the critical points are non-degenerate.

The above lemma implies that for a generic function \(f \in C^r(X, \mathbb{R})\) on an \(m\)-dimensional manifold \(X\), the Hessian

\[
H(x) = \begin{bmatrix}
D_1^2 f(x) & \cdots & D_{1m} f(x) \\
\vdots & \ddots & \vdots \\
D_{m1} f(x) & \cdots & D_m^2 f(x)
\end{bmatrix}
\]

is non-degenerate at critical points—that is, \(\det(H(x)) \neq 0\). Since a zero-sum game is completely characterized by a function \(f\), and the critical points of \(f\) are the same as critical points of the game, we then show that all critical points of gradient-play in zero-sum games are generically non-degenerate.

**Lemma 2.** Consider \(f \in C^r(X, \mathbb{R})\) and the zero-sum game \((f, -f)\). For any critical point \(x \in X\) (i.e., \(x \in \{x \in X | \omega(x) = 0\}\)), \(\det(H(x)) \neq 0 \iff \det(D\omega(x)) \neq 0\).

**Proof.** Before proceeding we note that in the case that \(X\) is a smooth manifold, the stationarity of critical points and definiteness of \(H\) and \(D\omega\) are coordinate-invariant properties and hence, independent of coordinate chart \([30, 155, 156, 157]\). Thus, to shorten the presentation of proofs, we simply treat the Euclidean case here; showing the more general case simply requires selecting a coordinate chart defined on a neighborhood of the differential Nash, showing the results with respect to this chart, and then invoking coordinate invariance.

Let \(x = (x_1, x_2)\) where \(X = X_1 \times X_2\) and \(X_i\) is \(m_i\)-dimensional. Note that \(H(x)\) is equal to \(D\omega(x)\) with the last \(m_2\) rows scaled each by \(-1\). Indeed,

\[
D\omega(x) = \begin{bmatrix}
D_1^2 f(x) & D_{12} f(x) \\
-D_{12}^T f(x) & -D^2_2 f(x)
\end{bmatrix}
\]
where \( D^2_i f(x) \) is \( m_i \times m_i \) dimensional for each \( i \in \{1, 2\} \) and \( D_{12} f(x) \) is \( m_1 \times m_2 \) dimensional. Clearly, \( D \omega(x) = PH(x) \) where \( P = \text{blockdiag}(I_{m_1}, -I_{m_2}) \) with each \( I_{m_i} \) the \( m_i \times m_i \) identity matrix, so that \( \det(H(x)) = (-1)^{m_2} \det(D \omega(x)) \). Hence, the result holds. \(\square\)

This equivalence between the non-degeneracy of the Hessian and the game Jacobian \( D \omega \) allows us to lift the fact that non-degeneracy of critical points is a generic property to zero-sum games. This leads to the following, strong result that non-degenerate differential Nash equilibria are generic in zero-sum games.

**Theorem 2.** For two-player, zero-sum continuous games, non-degenerate differential Nash equilibria are generic amongst local Nash equilibria. That is, given a generic \( f \in C^r(X, \mathbb{R}) \), all local Nash equilibria of the game \((f, -f)\) are (non-degenerate) differential Nash equilibria.

**Proof.** First, critical points of a function \( f \) are those such that \((D_1 f_1(x), D_2 f_2(x)) = 0\) and hence they coincide with critical points of the zero-sum game—i.e., those points \( x \) such that \( \omega(x) = (D_1 f(x), -D_2 f(x)) = 0 \). By Lemma 2, for any critical point \( x \), \( \det(H(x)) = 0 \) if and only if \( \det(D \omega(x)) = 0 \). Hence, critical points of \( f \) are non-degenerate if and only if critical points of the zero-sum game are non-degenerate.

Consider a generic function \( f \) and the corresponding zero-sum game \((f, -f)\). If \( X \) is a smooth manifold, let \((U, \varphi)\) be a product chart on \( X_1 \times X_2 \) that contains \( x \). Suppose that \( x \) is a local Nash equilibrium so that \( \omega(x) = 0 \) and \( D^2_i f(x) \geq 0 \) and \( -D^2_i f(x) \geq 0 \). By the above argument, since \( f \) is generic and the critical points of \( f \) coincide with those of the zero-sum game, \( \det(D \omega(x)) \neq 0 \). By Lemma 1, critical points of a generic zero-sum game are non-degenerate. That is, there exists an open-dense set of functions \( f \) in \( C^r(X, \mathbb{R}) \) such that critical points of the corresponding game are non-degenerate.

Let \( J^2(X, \mathbb{R}) \) denote the second-order jet bundle containing 2-jets \( j^2 f \) such that \( f : X \to \mathbb{R} \). Then, \( J^2(X, \mathbb{R}) \) is locally diffeomorphic to

\[
\mathbb{R}^m \times \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^{\frac{m(m+1)}{2}}
\]

and the 2-jet extension of \( f \) at any point \( x \in X \) in coordinates is given by

\[
(\varphi(x), (f \circ \varphi^{-1})(\varphi(x)), D^2 f(x), (D^2 f)^2 f(x))
\]

where \( D^2 f = [D^2_1 f \ D^2_2 f] \) with \( D^2 j = [\partial(f \circ \varphi^{-1})/(\partial y^1_j) \cdots \partial(f \circ \varphi^{-1})/(\partial y^m_j)] \) and similarly for \((D^2 f)^2 f\). Again, we note that the properties of interest (stationarity, definiteness, and non-degeneracy) are known to be coordinate invariant.

Consider a subset of \( J^2(X, \mathbb{R}) \) defined by

\[
\mathcal{D} = \mathbb{R}^m \times \mathbb{R} \times \{0_m\} \times Z(m_1) \times \mathbb{R}^{m_1 \times m_2} \times Z(m_2)
\]

where \( Z(m_i) \) is the subset of symmetric \( m_i \times m_i \) matrices such that for \( A \in Z(m_i) \), \( \det(A) = 0 \). Each \( Z(m_i) \) is algebraic and has no interior points; hence, we can use the Whitney stratification theorem [61, Chapter 1, Theorem 2.7] to get that each \( Z(m_i) \) is the
union of submanifolds of co-dimension at least 1. Hence $D$ is the union of submanifolds and has co-dimension at least $m + 2$. Applying the Jet Transversality Theorem (Theorem 1) and Proposition 8 yields an open-dense set of functions $f$ such that when $\omega(x) = 0$, $\text{det}(D_i^2 f(x)) \neq 0$, for $i = 1, 2$.

Now, the intersection of two open-dense sets is open-dense so that we have an open-dense set of functions $f$ in $C^r(X, \mathbb{R})$ such that when $\omega(x) = 0$, $\text{det}(D_i^2 f(x)) \neq 0$ for each $i \in \{1, 2\}$ and $\text{det}(D\omega(x)) \neq 0$. This, in turn, implies that there is an open-dense set $F$ of functions $f$ in $C^r(X, \mathbb{R})$ such that for zero-sum games constructed from these functions, local Nash equilibria are non-degenerate differential Nash equilibria. Indeed, consider an $f \in F$ in this set such that $x$ is a local Nash equilibrium of $(f, -f)$. Then necessary conditions for Nash imply that $\omega(x) = 0$, $D_1^2 f(x) \geq 0$ and $-D_2^2 f(x) \geq 0$. However, since $f \in F$, $\text{det}(D_i^2 f(x)) \neq 0$ and $\text{det}(-D_2^2 f(x)) = (-1)^{m^2} \text{det}(D_2^2 f(x)) \neq 0$. Hence, $x$ is a differential Nash equilibrium. Moreover, since $f \in F$, $\text{det}(H(x)) \neq 0$ which is equivalent to $\text{det}(D\omega(x)) \neq 0$ (by Lemma 2). Thus, $x$ is a non-degenerate differential Nash.

As shown in Proposition 6, all differential Nash for zero-sum games are non-degenerate simply by the structure of $D\omega$. This further implies that local Nash equilibria are generically hyperbolic critical points, meaning there are no eigenvalues of $D\omega$ with zero real part.

**Corollary 1.** Within the class of two-player zero-sum continuous games, local Nash equilibria are generically hyperbolic critical points.

**Proof.** Consider a two-player, zero-sum game $(f, -f)$ for some generic sufficiently smooth $f \in C^r(X, \mathbb{R})$. Then, by Theorem 2 a local Nash equilibrium $x$ is a differential Nash equilibrium. Moreover, by Proposition 6 $x$ is hyperbolic so that all eigenvalues of $D\omega(x)$ must have strictly positive real parts. This implies that all such points are hyperbolic critical points of the gradient dynamics $\dot{x} = -\omega(x)$.

**Remark 3.** Genericity gives a formal mathematical rigor to the term ‘almost all’ for a certain property—in this case, non-degeneracy and further hyperbolicity of local Nash. Thus, corollary 1 implies that in ‘almost all’ zero-sum games, local Nash equilibria are locally exponentially attracting for gradient-play (or gradient-descent-ascent as it is known in the min-max optimization literature).

**Structural Stability**

In this section we show that local Nash equilibria in generic zero-sum games are structurally stable, meaning that they persist under smooth perturbations within the class of zero-sum games.

**Theorem 3.** For zero-sum games, differential Nash equilibria are structurally stable: given $f \in C^r(X_1 \times X_2, \mathbb{R})$, $g \in C^r(X_1 \times X_2, \mathbb{R})$, and a differential Nash equilibrium $(x_1, x_2) \in X_1 \times X_2$, there exists a neighborhoods $U \subset \mathbb{R}$ of zero and $V \subset X_1 \times X_2$ such that for all
t ∈ U there exists a unique differential Nash equilibrium \((\tilde{x}_1, \tilde{x}_2) \in V\) for the zero-sum game \((f + tg, -f - tg)\).

**Proof.** Define the smoothly perturbed cost function \(\tilde{f} : X_1 \times X_2 \times \mathbb{R} \to \mathbb{R}\) by \(\tilde{f}(x, y, t) = f(x, y) + tg(x, y)\), and its differential game form \(\tilde{\omega} : X_1 \times X_2 \times \mathbb{R} \to T^*(X_1 \times X_2)\) by

\[
\tilde{\omega}(x, y, t) = (D_1(\tilde{f}(x, y) + tg(x, y)), -D_2(\tilde{f}(x, y) + tg(x, y)));
\]

for all \(t \in \mathbb{R}\) and \((x, y) \in X_1 \times X_2\).

Since \((x_1, x_2)\) is a differential Nash equilibrium, \(D\tilde{\omega}(x, y, 0)\) is necessarily non-degenerate (see the proof of Corollary [1]). Invoking the implicit function theorem [97], there exists neighborhoods \(V \subset \mathbb{R}\) of zero and \(W \subset X_1 \times X_2\) and a smooth function \(\sigma \in C^r(V, W)\) such that for all \(t \in V\) and \((x_1, x_2) \in W\),

\[
\tilde{\omega}(x_1, x_2, s) = 0 \iff (x_1, x_2) = \sigma(t).
\]

Since \(\tilde{\omega}\) is continuously differentiable, there exists a neighborhood \(U \subset W\) of zero such that \(D\tilde{\omega}(\sigma(t), t)\) is invertible for all \(t \in U\). Thus, for all \(t \in U\), \(\sigma(t)\) must be the unique Nash equilibrium of \((f + tg|_W, -f - tg|_W)\).

We note that both the genericity and structural stability results follow largely from the fact that the class of two-player zero-sum games are defined completely in terms of a single (sufficiently) smooth function \(f \in C^r(X, \mathbb{R})\), so that its fairly straightforward to lift the properties of genericity and structural stability to the class of zero-sum games from the class of smooth functions. We also remark that the perturbations considered here are those such that the game remains in the class of zero-sum games; that is, the function \(f\) is smoothly perturbed and this induces the perturbed zero sum game \((f + tg, -f - tg)\).

**Examples**

To illustrate the implications of structural stability, we provide a simple example. Consider a classic set of zero-sum continuous games known as bilinear games. Such games have similar characteristics as bimatrix games played on the simplex; in particular, bimatrix games have the same cost structure as bilinear games where the strategy space of the former is considered to be a probability distribution over the finite set of pure strategies. This is particularly interesting since it demonstrates that interior equilibria of such games can be altered arbitrarily small perturbations.

**Example 1.** Consider two-players with decision variables \(x \in \mathbb{R}^{d_x}\) and \(y \in \mathbb{R}^{d_y}\) respectively, playing a zero-sum game on the function:

\[
f(x, y) = x^T Ay
\]
Where \( A \in \mathbb{R}^{d_x \times d_y} \). The \( x \) player would like to minimize \( f \) while the \( y \) player would like to maximize it. Looking at \( \omega \) for this game, we can see that the local Nash equilibria live in \( \mathcal{N}(A) \times \mathcal{N}(A^T) \), where \( \mathcal{N}(A) \) and \( \mathcal{N}(A^T) \) denote the nullspaces of \( A \) and \( A^T \) respectively:

\[
\omega(x, y) = \begin{bmatrix} Ay & -A^T x \end{bmatrix}
\]

We note that the local Nash equilibria are not differential Nash equilibria, and that \( D\omega \) has purely imaginary eigenvalues everywhere since it is skew-symmetric. Thus the local Nash equilibria are non-hyperbolic and this a non-generic case. Letting \( f_\epsilon = f(x, y) - \frac{\epsilon}{2}||x||^2 \), we see that \( \omega \) for this perturbed game (denoted \( \omega_\epsilon \)) has the form:

\[
\omega_\epsilon(x, y) = \begin{bmatrix} Ay - \epsilon x & -A^T x \end{bmatrix}
\]

This perturbation fundamentally changes the critical points, and looking at \( D\omega_\epsilon \), we can see that for any \( \epsilon > 0 \), there are no more local Nash equilibria:

\[
D\omega_\epsilon(0, 0) = \begin{bmatrix} -\epsilon I_{d_x} & A \\ -A^T & 0 \end{bmatrix}
\]

Since any arbitrarily small perturbation of this form can cause all of the local Nash equilibria to change, these games cannot be structurally stable.

We now show how this behavior extends to more complicated settings. Specifically we present an example of a game of rock-paper-scissors where both players have stochastic policies over the three actions which are parametrized by weights. The following example highlights how this classic problem is non-generic and the behavior changes drastically when the loss is perturbed in a small way.

**Example 2.** Consider the game of rock-paper-scissors where each player has three actions \( \{0, 1, 2\} \), with payoff matrix:

\[
M = \begin{bmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{bmatrix}
\]

Each player \( i \in \{1, 2\} \) has a policy or mixed strategy \( \pi_i \) parametrized by a set of weights \( \{w_{ij}\}_{j \in \{0, 1, 2\}} \) of the form:

\[
\pi_i(j) = \frac{\exp(-\beta_i w_{ij})}{\sum_{k=0}^2 \exp(-\beta_i w_{ik})}
\]

Where \( \beta_i \) is a hyper-parameter for player \( i \) that determines the 'greediness' of their policy with respect to their set of weights. For simplicity, we treat \( \pi_i \) as a vector in \( \mathbb{R}^3 \). Each player would like to maximize their expected reward given by

\[
f(w_1, w_2) = \pi_1^T M \pi_2.
\]

We note that there is a continuum of local Nash equilibria for the policies \( \pi_i = \left[ \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right] \) for \( i \in \{1, 2\} \) and that this is achieved whenever each player has all of their weights equal.
Figure 2.2: The trajectory of the policy of player 1 under gradient-play for A. rock-paper-scissors and B. a perturbed version of rock-paper-scissors. A. Player 1 cycles around the local Nash equilibrium of \((\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\) from either initialization (shown with circles). We remark that player 1’s time average policy is in fact \((\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\). B. Player 1 diverges from the local Nash equilibrium from either initialization for the perturbed game given by (2.8).

In Fig. 2.2 we show the trajectories of the policy of player 1, when \(\beta_1 = \beta_2 = 1\) and both players use gradient descent to update their weights at each iteration. In Figure 2.2A, we see that player 1 cycles around the local Nash equilibrium in policy space. In Figure 2.2B, we show the trajectories of the policy of player 1, starting from the same initializations, but for a perturbed version of the game defined by

\[
f_{\epsilon}(w_1, w_2) = \pi_1^T M \pi_2 + \epsilon g(w_1, w_2)
\]

where \(\epsilon = 1e-3\) and \(g(x, y) = ||y||^2 - ||x||^2\). Here we can see that this relatively small perturbation causes a drastic change in the behavior where player 1 diverges from the Nash of the original game and converges to the sub-optimal policy of always playing action zero.

### 2.3 Chapter Summary

Most general-purpose learning algorithms are based on local information such as gradient updates, and as such, representations of Nash equilibria that are amenable to computation such as the differential Nash concept studied in this section are extremely relevant. Much of the existing convergence analysis for machine learning algorithms proceeds under the structural assumptions implicit in the definition of the differential Nash equilibrium concept. In this chapter, we show that characterizations such as these are generic and structurally stable and we further investigate the implications of their structure for gradient-play. In particular, in zero-sum games our results show that local Nash equilibria have very strong local guarantees of convergence for gradient-play in ‘almost all’ zero-sum games.
More generally, the main takeaways of this chapter are summarized in Figure 2.1. In particular, the results from both Sections 2.1 and 2.2 allow us to answer Q2 from Chapter 1 for the class of gradient-based learning algorithms. For zero-sum games and general-sum games, Propositions 7 and 2 (combined with the genericity results from Section 2.2 and 157 respectively) shows that \( \text{LNE}(G) \subset \text{LASE}(\omega) \), meaning that there exist attracting, non-Nash equilibria for gradient-play. Thus, in these classes of games the answer to Q2 (whether all attractors for gradient-play are relevant to the game) is “no”. In potential games, however, since \( \text{LASE}(\omega) \subset \text{LNE}(G) \) the answer is “yes”.

In the next chapter, we provide answers to Q1 (whether all game relevant equilibria can be reliably found using gradient-based algorithms) by showing that all local Nash equilibria in \( \text{LNE}(G) \cap \text{SSP}(\omega) \) are avoided almost surely by gradient-based algorithms. In particular, since \( \text{LNE}(G) \cap \text{SSP}(\omega) \neq \emptyset \) in potential and general-sum games, one cannot give a positive answer to Q1 in either of these classes of games.
Chapter 3

Gradient-Based Learning in Continuous Games

In this chapter, we provide convergence and non-convergence results for gradient-based algorithms. Recall that agents are assumed to update their strategies simultaneously according to a gradient-based learning algorithm of the form

\[ x_{i,t+1} = x_{i,t} - \gamma_{i,t} h_i(x_{i,t}, x_{-i,t}), \]

(3.1)

where \( \gamma_{i,t} \) is agent \( i \)'s step-size at iteration \( t \), and the map \( h \) reflects one of two settings:

1. Each agent has oracle access to the gradient of its cost with respect to its own choice variable:

\[ h_i(x_{i,t}, x_{-i,t}) = D_i f_i(x_{i,t}, x_{-i,t}), \]

where \( D_i f_i \equiv \partial f_i / \partial x_i \) denotes the derivative of \( f_i \) with respect to \( x_i \).

2. Each agent has an unbiased estimator of their gradient:

\[ h_i(x_{i,t}, x_{-i,t}) = D_i f_i(x_{i,t}, x_{-i,t}) + w_{i,t+1}, \]

where \( \{w_{i,t}\} \) is a zero mean, finite variance stochastic process.

Throughout this section we refer to the former setting as deterministic gradient-based learning and the latter setting as stochastic gradient-based learning. In Section 3.1 we show that a large number of multi-agent learning algorithms and machine learning paradigms fit into one of these two settings.

Given the characterizations of Nash equilibria and their behaviors under the continuous-time flow \( \dot{x} = -\omega(x) \) for

\[ \omega(x) = (D_1 f_1(x), \ldots, D_N f_N(x)), \]

from Chapter 2 in this chapter we build upon the intuition that both settings outlined above should have the same limiting behavior as the limiting continuous-time ODE. Indeed, the
first can simply be seen as the forward Euler discretization of the ODE while the second is simply a stochastic approximation of the first. We make this intuition formal in subsequent sections.

Before doing so, we comment briefly on the large body of recent work on understanding gradient-play (and variants of gradient-play) in continuous games. As mentioned in Chapter 1, the machine learning community has recently begun adapting tools and techniques first developed in optimization to understanding how to solve min-max optimization problems (or equivalently zero-sum games) \[44, 45, 62, 128\], and more general classes of games \[14, 29\]. The vast majority of these works proceed under strong structural assumptions on the games (like e.g., monotonicity or convexity) and analyze (sometimes stochastic) gradient-play. In the context of zero-sum games, many works in recent years have also analyzed the proximal point algorithm \[53\], and its approximations like extra-gradient algorithms \[135\] or optimistic gradient descent-ascent \[45, 128\]. We remark that this class of algorithms can simply be seen as the backward Euler discretization of \( \dot{x} = -\omega(x) \), and as such, it retains the same essential behaviors as gradient-play with respect to Nash equilibria. Differences only appear in degenerate classes of games like bilinear games where the discretization has a large impact on the convergence of the algorithms.

In this chapter we proceed without making strong structural assumptions on the players losses and give global non-convergence guarantees to a subset of Nash equilibria for gradient-play. These results also extend to the analysis of proximal point algorithms as well.

### 3.1 Classes of Gradient-Based Learning Algorithms

The stochastic gradient-based learning setting we study is general enough to include a variety of commonly used multi-agent learning algorithms. The classes of algorithms we include is hardly an exhaustive list, and indeed many extensions and altogether different algorithms exist that can be considered members of this class. In this section, we provide a detailed analysis of these different algorithms including the derivation of the gradient-based update rules. In each of these cases, one can view an agent employing the given algorithm as building an unbiased estimate of their gradient from their observation of the environment. We note that the derivation of gradient-based approaches for multi-armed bandits can be found in \[179\] among other classic references on reinforcement learning.

The takeaways of this section are shown in Table 3.1 in which we provide the gradient-based update rule for six different example classes of learning problems: (i) gradient-play in non-cooperative continuous games, (ii) GANs, (iii) multi-agent policy gradient, (iv) individual Q-learning, (v) multi-agent gradient bandits, and (vi) multi-agent experts.

**Online Optimization: Gradient Play in Non-Cooperative Games**

We first show that classical online optimization algorithms fit into the framework we describe. In this case, each agent is directly trying to minimize its own function \( f_i(x_i, x_{-i}) \), which
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<table>
<thead>
<tr>
<th>Class</th>
<th>Gradient Learning Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient-Play</td>
<td>$x_i^+ = x_i - \gamma_i D_i f_i(x_i, x_{-i})$</td>
</tr>
</tbody>
</table>
| Training GANs              | $\theta^+ = \theta - \gamma \mathbb{E}[D_\theta L(\theta, w)]$  
                             $w^+ = w + \gamma \mathbb{E}[D_w L(\theta, w)]$ |
| MA Policy Gradient         | $x_i^+ = x_i - \gamma_i \mathbb{E}[D_i J_i(x_i, x_{-i})]$ |
| Individual Q-learning      | $q_i^+(u_i) = q_i(u_i) + \gamma_i (r_i(u_i, \pi_{-i}(q_{i}, q_{-i})) - q_i(u_i))$ |
| MA Gradient Bandits        | $x_{i,\ell}^+ = x_{i,\ell} - \gamma_i \mathbb{E}[\beta_i R_i(u_i, u_{-i})|u_i = \ell], \ell = 1, \ldots, m_i$ |
| MA Experts                 | $x_{i,\ell}^+ = x_{i,\ell} - \gamma_i \mathbb{E}[R_i(u_i, u_{-i})|u_i = \ell], \ell = 1, \ldots, m_i$ |

Table 3.1: Example problem classes that fit into competitive gradient-based learning rules. Details on the derivation of these update rules as gradient-based learning schemes is provided in Section 3.1.

can depend on the current iterate of the other agents. There are many examples in the optimization literature of this type of setup. We note that in the full information case, the competitive gradient-based learning framework we describe here is simply gradient play \cite{57}, a very well-studied game-theoretic learning rule.

Of more interest are some gradient-free online optimization algorithms that also fit into the framework we describe. The game can be described as follows. At each iteration, $t$ of the game, every player publishes its current iterate $x_{i,t}$. Player $i$, implementing this algorithm, then updates its iterate by taking a random unit vector $u$, and querying $f_i(x_i + \delta_i u, x_{-i})$. The update map is given by $x_{i,t+1} = x_{i,t} - \gamma_i f_i(x_i + \delta_i u, x_{-i})$. It is shown in \cite{54} that $f_i(x_i + \delta_i u, x_{-i})$ is an unbiased estimate of the gradient of a smoothed version of $f_i$—i.e. $f_i(x_i, x_{-i}) = \mathbb{E}_v[f_i(x + \delta v, x_{-i})]$. Thus the loss function being minimized by the agent is $\hat{f}_i$. In this case, the results on characterizing limiting behavior presented in Section 3.3 apply.

Training of Generative Adversarial Networks

Generative adversarial networks take a game theoretic approach to fitting a generative model in complex structured spaces. Specifically, they approach the problem of fitting a generative model from a data set of samples from some distribution $Q \in \Delta(Y)$ as a zero-sum game between a generator and a discriminator. In general, both the generator and the discriminator are modeled as deep neural networks. The generator network outputs a sample $G_\theta(z) \in Y$ in the same space $Y$ as the sampled data set given a random noise signal $z \sim F$ as an input. The discriminator $D_w(y)$ tries to discriminate between a true sample and a sample generated by the generator—that is, it takes as input a sample $y$ drawn from $Q$ or the generator and tries to determine if its real or fake. The goal, is to find a Nash equilibrium of the zero-sum game
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under which the generator will learn to generate samples that are indistinguishable from the
true samples—i.e. in equilibrium, the generator has learned the underlying distribution.

To prevent instabilities in the training of GANs with zero-one discriminators, the Wasser-
stein GAN attempts to approximate the Wasserstein-1 metric between the true distribution
and the distribution of the generator. In this setting, $D_w(\cdot)$ is a 1-Lipschitz function leading
to the problem

$$\inf_{\theta} \sup_w \mathbb{E}_{y \sim Q}[D_w(y)] - \mathbb{E}_{z \sim F}[D_w(G_\theta(z))]$$

which has corresponding dynamics $w_{t+1} = w_t + \gamma \nabla_w L(\theta_t, w_t)$ and $\theta_{t+1} = \theta_t - \gamma \nabla_\theta L(\theta_t, w_t)$
where $L(\theta, w) = \mathbb{E}_{y \sim Q}[D_w(y)] - \mathbb{E}_{z \sim F}[D_w(G_\theta(z))]$ and where $\gamma$ is the learning rate.

GANs are notoriously difficult to train. The typical approach is to allow each player to
perform (stochastic) gradient descent on the derivative of their cost with respect to their
own choice variable. There are two important observations about gradient-based learning
approaches to training GANs that are relevant to this chapter. First, the equilibrium that
is sought is generally a saddle point and second, the dynamics of GANs are complex enough
to admit limit cycles [121]. None-the-less, training GANs with gradient descent is still very
common. We note that our results suggest that, on top of periodic orbits and oscillations,
training GANs with gradient descent can result in convergence to non-Nash equilibria.

Multi-Agent Reinforcement Learning Algorithms

Consider a setting in which all agents are operating in an MDP. There is a shared state space $S$. Each agent, indexed by $\mathcal{I} = \{1, \ldots, n\}$ has its own action space $U_i$ and reward function $R_i : S \times U \rightarrow \Delta_R$ where $U = U_1 \times \cdots \times U_n$. We note the reward functions could themselves
be random, but for illustrative purposes we suppose they are deterministic. Finally, the
dynamics of the MDP are described by a state transition kernel $P : S \times U \rightarrow \Delta_S$ and an
initial state distribution $P_0$. Each agent $i$ also has a policy, $\pi_i$, that returns a distribution
over $U_i$ for each state $s \in S$. We define a trajectory of the MDP, $\tau$ as $\tau = \{(s_t, u_{i,t}, u_{i-1})\}_t^{T-1}$. Thus, a trajectory is a finite sequence of states, the actions of each player in that state, and
the reward agent $i$ received in that state, where $T$ is the time horizon. Given fixed policies
we can define a distribution over the space of all trajectories $\Gamma$, namely $P_T(\pi)$, by

$$P_T(\tau; \pi) = P_0(s_0) \prod_{i \in \mathcal{I}} \pi_i(u_{i,0}|s_0) \cdots P(s_t|s_{t-1}, u_{t-1}) \prod_{i \in \mathcal{I}} \pi_i(u_{i,t}|s_t) \cdots$$

The goal of each single agent in this setup is to maximize its cumulative expected reward
over a time horizon $T$. That is, the agent is trying to find a policy $\pi_i$ so as to maximize some
function, which in keeping with our general formulation in Section 1.1 we write as $-f_i$ since
this problem is a maximization. When an agent is employing policy gradient in this MARL
setup, we assume that its policy comes from a parametric class of policies parametrized by
$x_i \in X_i \subset \mathbb{R}^{m_i}$. To simplify notation, we write the parametric policy as $\pi_i(x_i)$ where for
each $x_i$, given an state $s$, $\pi_i(x_i)$ is a probability distribution on actions $u_i$ which we denote
by $\pi_i(x_i)(\cdot|s)$.
The policy gradient MARL algorithm can be reformulated in the competitive gradient-based learning framework. An agent $i$ using policy gradient is trying to tune the parameters $x_i$ of their policy to maximize their expected reward over a trajectory of length $T$. We define the reward of agent $i$ over a trajectory of the MDP, $\tau \in \Gamma$, to be $R_i(\tau) = \sum_{t=0}^{T-1} R_i(s_{t,i,t}, u_{-i,t})$. Thus, each agent’s loss function $f_i$, in keeping with our notation, is given by $f_i(x_i, x_{-i}) = -J_i(\pi_i(x_i)), \pi_{-i}) = -\mathbb{E}_{\tau \sim \mathcal{P}_i(\pi)}[R_i(\tau)]$. The actions of agent $i$ in the continuous game framework described in previous sections are the parameters of its policy, and thus their action space is $X_i \subset \mathbb{R}^{m_i}$. We note that we have made no assumptions on the other player’s actions $x_{-i}$. That is, they do not need to be employing the same parameterized policy class or exactly the same gradient-based update procedure; the only requirement is that they also be using a gradient based multi-agent learning algorithm, and that their actions give rise to a set of policies $\pi_{-i}$ that govern the way they choose their actions in the MDP.

In the full information case, at each round, $t$ of the game, a player plays according to $\pi_i(x_{i,t})$ for a time horizon $T$, and then performs a gradient update on their parameters where $D_i f_i(x_i, x_{-i}) = D_i J_i(\pi_i(x_i), \pi_{-i,t})$ is given by

$$D_i J_i(\pi_i(x_i), \pi_{-i}) = \mathbb{E}_{\tau \sim \mathcal{P}_i(\pi)} \left[ \sum_{t=0}^{T-1} R_i(s_t, u_t) \sum_{j=0}^{T} \nabla x_i \log \pi_i(x_i) (u_{i,j}|s_j) \right]$$

(3.2)

The derivation of this gradient is exactly the same as that of classic policy gradient. From [3.2] it is clear that an unbiased estimate of the gradient can be constructed. At each time $t$ in the policy gradient update procedure, agent $i$ receives a $T$ horizon roll-out, say $z_{i,t} = \{(s_k, u_{i,k}, r_{i,k})\}_{k=0}^{T-1}$, and constructs the unbiased estimate of the gradient—i.e. $\hat{D}_i J_i = \sum_{k=0}^{T-1} r_{i,k} \left( \sum_{j=0}^{T} \nabla x_i \log \pi_i(x_{i,t}) (u_{i,j}|s_j) \right)$. We note that in this case, the agent does not need to know the policies of the other agents, or anything about the dynamics of the MDP. The agent can construct the estimator solely from the sequence of states, the reward they received in those states, and their own actions. With these two derivations of the gradient for the full information and gradient-free cases, policy gradient for MARL conforms to the competitive gradient-based learning framework and hence, the results of Section 3 apply under appropriate assumptions.

### 3.2 Convergence and Non-Convergence of Deterministic Gradient-Play

We first address convergence to equilibria in the deterministic setting in which agents have oracle access to their gradients at each time step. This includes the case where agents know their own cost functions $f_i$ and observe their own actions as well as their competitors’ actions—and hence, can compute the gradient of their cost with respect to their own choice variable.
Since we have assumed that each agent $i \in \mathcal{I}$ has their own learning rate (i.e. step sizes $\gamma_i$), the joint dynamics of all the players are given by

$$x_{t+1} = g(x_t) \tag{3.3}$$

where $g : x \mapsto x - \gamma \odot \omega(x)$ with $\gamma = (\gamma_i)_{i \in \mathcal{I}}$ and $\gamma > 0$ element-wise. By a slight abuse of notation, $\gamma \odot \omega(x_t)$ is defined to be element-wise multiplication of $\gamma$ and $\omega(\cdot)$ where $\gamma_1$ is multiplied by the first $m_1$ components of $\omega(\cdot)$, $\gamma_2$ is multiplied by the next $m_2$ components, and so on.

We remark that this update rule immediately distinguishes gradient-based learning in games from gradient descent. By definition, the dynamics of gradient descent in single-agent settings always correspond to gradient flows — i.e $x$ evolves according to an ordinary differential equation of the form $\dot{x} = -\nabla \phi(x)$ for some function $\phi : \mathbb{R}^d \to \mathbb{R}$. Outside of the class of exact potential games we defined in Chapter 2, the dynamics of players’ actions in games are not afforded this luxury—indeed, $J$ is not in general symmetric (which is a necessary condition for a gradient flow). This makes the potential limiting behaviors of $\dot{x} = -\omega(x)$ highly non-trivial to characterize in general-sum games.

The structure present in a gradient-flow implies strong properties on the limiting behaviors of $x$. In particular, it precludes the existence of limit cycles or periodic orbits (limiting behaviors of dynamical systems where the state of system cycles infinitely through a set of states with a finite period) and chaos (an attribute of nonlinear dynamical systems where the system’s behavior can vary extremely due to slight changes in initial position) \cite{168}. We note that both of these behaviors can occur in the dynamics of gradient-based learning algorithms in games\footnote{The Van der Pol oscillator and Lorenz system (see e.g \cite{168}) can be seen as the resulting gradient dynamics in a 2-player and 3-player general-sum game respectively. The first is a classic example of a system where players converge to cycles and the second is an example of a chaotic system.}

Despite the wide breadth of behaviors that gradient dynamics can exhibit in competitive settings, we are still make statements about convergence (and non-convergence) to certain types of equilibria. To do so, we first make the following standard assumptions on the smoothness of the cost functions $f_i$ and the magnitude of the agents’ learning rates $\gamma_i$.

**Assumption 1.** For each $i \in \mathcal{I}$, $f_i \in C^s(X, \mathbb{R})$ with $s \geq 2$, $\sup_{x \in X} \|J(x)\|_2 \leq L < \infty$, and $0 < \gamma_i < 1/L$ where $\| \cdot \|_2$ is the induced 2-norm.

Given these assumptions, the following result rules out converging to strict saddle points.

**Theorem 4.** Let $f_i : X \to \mathbb{R}$ and $\gamma$ satisfy Assumption[4] Suppose that $X = X_1 \times \cdots \times X_N \subseteq \mathbb{R}^m$ is open and convex. If $g(X) \subseteq X$, the set of initial conditions $x \in X$ from which competitive gradient-based learning converges to strict saddle points is of measure zero.

We remark that the above theorem holds for $X = X_1 \times \cdots \times X_N = \mathbb{R}^m$ in particular, since $g(X) \subseteq X$ holds trivially in this case. It is also important to note that, as we point out in
Chapter 2 local Nash equilibria can be strict saddle points. Thus, all local Nash equilibria that are strict saddle points for \( \dot{x} = -\omega(x) \) are avoided almost surely by gradient-play even with oracle gradient access and random initializations. This holds even when players randomly initialize uniformly in an arbitrarily small ball around such Nash equilibria. In Chapter 4, we show that many linear quadratic dynamic games have a strict saddle point as their global Nash equilibrium.

The core of the proof of Theorem 4 is the celebrated stable manifold theorem from dynamical systems theory. Using the notation \( \phi^t = \phi \circ \cdots \circ \phi \) to denote the \( t \)-times composition of a function \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}^d \), we present the theorem below for completeness.

**Theorem 5** (Center and Stable Manifolds [175, Theorem III.7], [177]). Let \( x_0 \) be a fixed point for the \( C^s \) local diffeomorphism \( \phi : U \rightarrow \mathbb{R}^d \) where \( U \subset \mathbb{R}^d \) is an open neighborhood of \( x_0 \) in \( \mathbb{R}^d \) and \( r \geq 1 \). Let \( E^s \oplus E^c \oplus E^u \) be the invariant splitting of \( \mathbb{R}^d \) into generalized eigenspaces of \( D\phi(x_0) \) corresponding to eigenvalues of absolute value less than one, equal to, and greater than one. To the \( D\phi(x_0) \) invariant subspace \( E^s \oplus E^c \) there is an associated local \( \phi \)-invariant \( C^r \) embedded disc \( W^c_{loc} \) called the local stable center manifold of dimension \( \dim(E^s \oplus E^c) \) and ball \( B \) around \( x_0 \) such that \( \phi(W^c_{loc}) \cap B \subset W^c_{loc} \), and if \( \phi^t(x) \in B \) for all \( t \geq 0 \), then \( x \in W^c_{loc} \).

Importantly, this theorem allows us to characterize—locally—the set of initial conditions under which dynamics converge to equilibria. This is a crucial step in the proof of Theorem 4.

**Proof of Theorem 4**. The proof is composed of two parts: (a) the map \( g \) is a diffeomorphism, and (b) application of the stable manifold theorem to conclude that the set of initial conditions is measure zero.

(a) \( g \) is diffeomorphism We claim the mapping \( g : \mathbb{R}^m \rightarrow \mathbb{R}^m \) is a diffeomorphism. If we can show that \( g \) is invertible and a local diffeomorphism, then the claim follows. Consider \( x \neq y \) and suppose \( g(y) = g(x) \) so that \( y - x = \gamma \cdot (\omega(y) - \omega(x)) \). The assumption \( \sup_{x \in \mathbb{R}^m} \|J(x)\|_2 \leq L < \infty \) implies that \( \omega \) satisfies the Lipschitz condition on \( \mathbb{R}^m \). Hence, \( \|\omega(y) - \omega(x)\|_2 \leq L\|y - x\|_2 \). Let \( \Gamma = \text{diag}(\Gamma_1, \ldots, \Gamma_n) \) where \( \Gamma_i = \text{diag}(\gamma_i^{m_i}) \)—that is, \( \Gamma_i \) is an \( m_i \times m_i \) diagonal matrix with \( \gamma_i \) repeated on the diagonal \( m_i \) times. Then, \( \|x - y\|_2 \leq L\|\Gamma\|_2\|y - x\|_2 < \|y - x\|_2 \) since \( \|\Gamma\|_2 = \max_i |\gamma_i| < 1/L \).

Now, observe that \( Dg = I - \Gamma J(x) \). If \( Dg \) is invertible, then the implicit function theorem [97, Theorem C.40] implies that \( g \) is a local diffeomorphism. Hence, it suffices to show that \( \Gamma J(x) \) does not have an eigenvalue of \( 1 \). Indeed, letting \( \rho(A) \) be the spectral radius of a matrix \( A \), we know in general that \( \rho(A) \leq \|A\| \) for any square matrix \( A \) and induced operator norm \( \|\cdot\| \) so that \( \rho(\Gamma J(x)) \leq \|\Gamma J(x)\|_2 \leq \|\Gamma\|_2 \sup_{x \in \mathbb{R}^m} \|J(x)\|_2 < \max_i |\gamma_i| L < 1 \). Of course, the spectral radius is the maximum absolute value of the eigenvalues, so that the above implies that all eigenvalues of \( \Gamma J(x) \) have absolute value less than 1.

Since \( g \) is injective by the preceding argument, its inverse is well-defined and since \( g \) is a local diffeomorphism on \( \mathbb{R}^m \), it follows that \( g^{-1} \) is smooth on \( \mathbb{R}^m \). Thus, \( g \) is a diffeomorphism.
(b) Application of the stable manifold theorem. Consider all critical points to the game—i.e. \( X_\epsilon = \{ x \in X \mid \omega(x) = 0 \} \). For each \( p \in X_\epsilon \), let \( B_p \) be the open ball derived from Theorem 5 and let \( B = \bigcup_p B_p \). Since \( X \subseteq \mathbb{R}^m \), Lindelöf’s lemma \(^{[84]}\)—every open cover has a countable subcover—gives a countable subcover of \( B \). That is, for a countable set of critical points \( \{ p_i \}_{i=1}^\infty \) with \( p_i \in X_\epsilon \), we have that \( B = \bigcup_{i=1}^\infty B_{p_i} \).

Starting from some point \( x_0 \in X \), if gradient-based learning converges to a strict saddle point, then there exists a \( t_0 \) and index \( i \) such that \( g^i(x_0) \in B_{p_i} \) for all \( t \geq t_0 \). Again, applying Theorem 5 and using that \( g(X) \subseteq X\)—which we note is obviously true if \( X = \mathbb{R}^m \)—we get that \( g^i(x_0) \in W^c_{\text{loc}} \cap X \).

Using the fact that \( g \) is invertible, we can iteratively construct the sequence of sets defined by \( W_1(p_i) = g^{-1}(W^c_{\text{loc}} \cap X) \) and \( W_{k+1}(p_i) = g^{-1}(W_k(p_i) \cap X) \). Then we have that \( x_0 \in W_t(p_i) \) for all \( t \geq t_0 \). The set \( X_\epsilon = \bigcup_{i=1}^\infty \bigcup_{t=0}^\infty W_t(p_i) \) contains all the initial points in \( X \) such that gradient-based learning converges to a strict saddle. Since \( p_i \) is a strict saddle, \( I - \Gamma J(p_i) \) has an eigenvalue greater than 1. This implies that the co-dimension of \( E^a \) is strictly less than \( m \). (i.e. \( \text{dim}(W^c_{\text{loc}}) < m \)). Hence, \( W^c_{\text{loc}} \cap X \) has Lebesgue measure zero in \( \mathbb{R}^m \).

Again since, \( g \) is a diffeomorphism, \( g^{-1} \in C^1 \) and is further locally Lipschitz and null set preserving. Hence, \( W_k(p_i) \) has measure zero for all \( k \) by induction so that \( X_\epsilon \) is a measure zero set since it is a countable union of measure zero sets.

In potential games we can strengthen the above non-convergence result and give convergence guarantees.

**Corollary 2.** Consider a potential game \( (f_1, \ldots, f_N) \) on open, convex \( X = X_1 \times \cdots \times X_N \subseteq \mathbb{R}^m \) and where each \( f_i \in C^s(X, \mathbb{R}) \) for \( s \geq 3 \). Let \( \nu \) be a prior measure with support \( X \) which is absolutely continuous with respect to the Lebesgue measure and assume \( \lim_{t \to \infty} g^t(x) \) exists. Then, under Assumption 7, competitive gradient-based learning converges to non-degenerate differential Nash equilibria almost surely. Moreover, the non-degenerate differential Nash to which it converges is generically a local Nash equilibrium.

Corollary 2 guarantees that in potential games, gradient-play will converge to a differential Nash equilibrium. The proof of follows from the symmetry of \( J \) in potential games, and our observations in Chapter 2.

**Proof of Corollary 2.** Since the game admits a potential function \( \phi \), there is a transformation of coordinates such that agents following the dynamics \( x_{t+1} = x_t - \gamma \circ \omega(x_t) \) converge to the same equilibria as the gradient dynamics \( x_{t+1} = x_t - \gamma \circ D\phi(x_t) \). Hence, the analysis of the gradient-based learning scheme reduces to analyzing gradient-based optimization of \( \phi \). Moreover, existence of a potential function also implies that \( D_{ij}f_j \equiv D_{ji}f_i \) so that \( J \) is symmetric. Indeed, writing \( \omega(x) \) as the differential form \( \sum_{i=1}^n D_i f_j(x)dx_i \) and noting that \( d \circ d = 0 \) for the differential operator \( d \), we have that \( d(\omega) = \sum_i d(D_i f_j) \wedge dx_i = \sum_{i,j;i,j > 1} (D_{ij}f_j - D_{ji}f_i) dx_i \wedge dx_j = 0 \) where \( \wedge \) is the standard exterior product \(^{[97]}\). Symmetry of \( J \) implies that all periodic orbits are equilibria—i.e. the dynamics do not possess any limit cycles. By Theorem 4, the set of initial points that converge to strict saddle points is
of measure zero. Since all the stable critical points of the dynamics are equilibria, with the assumption that \( \lim_{t \to \infty} g^t(x) \) exists for all \( x \in X \), we have that \( P_\nu[\lim_{t \to \infty} g^t(x) = x^*] = 1 \) where \( x^* \) is a non-degenerate differential Nash equilibrium which is generically a local Nash equilibrium \[157\].

Combining this with Theorem 4 and the insights from Chapter 2 guarantees that the differential Nash equilibrium it converges to is a local minimizer of the potential function. A simple implication of this result is that gradient-based learning in potential games cannot exhibit limit cycles or chaos.

Of note is the fact that the agents do not need to be performing gradient-based learning on \( \phi \) to converge to Nash almost surely. That is, they do not need to know the function \( \phi \); they simply need to follow the derivative of their own cost with respect to their own choice variable, and they are guaranteed to converge to a local Nash equilibrium that is a local minimizer of the potential function.

Remark 4. We note that convergence to Nash equilibria is a known characteristic of gradient-play in potential games. However, our analysis also highlights that gradient-play will avoid a subset of the Nash equilibria of the game (namely local Nash equilibria that are saddle points of the potential function as shown in Proposition 4). This is surprising given the particularly strong structural properties of such games.

Implications and Interpretation of Convergence Analysis

Both Theorem 4 and Corollary 2 show that gradient-play in multi-agent settings avoids strict saddles almost surely even in the deterministic setting. Combined with the analysis in Chapter 2 which shows that (local) Nash equilibria can be strict saddles of the dynamics for general-sum games, this implies that a subset of the Nash equilibria are almost surely avoided by individual gradient-play, a potentially undesirable outcome in view of Q1 (whether all Nash equilibria are attracting for the learning dynamics). In Chapter 4, we show that the global Nash equilibrium is a saddle point of the gradient dynamics in a large number of randomly sampled LQ dynamic games. This suggests that policy gradient algorithms may fail to converge in such games, which is highly undesired. This is in stark contrast to the single agent setting where policy gradient has been shown to converge to the unique solution of LQR problems \[51\].

In Chapter 2, we also showed that local Nash equilibria of potential games can be strict saddles points of the potential function. Non-convergence to such points in potential games is not necessarily a bad result since this in turn implies convergence to a local minimizer of the potential function (as shown in \[98, 144\]) which are guaranteed to be local Nash equilibria of the game. However, these results do imply that one cannot answer “yes” to Q1 in potential games since some of the Nash equilibria are not attracting under gradient-play.

In zero-sum games, where local Nash equilibria cannot be strict saddle points of the gradient dynamics, our result suggests that eventually gradient-based learning algorithms
will escape saddle points of the dynamics, though it is impossible to rule out converging to cycles or non-Nash equilibria without making additional structural assumptions.

The almost sure avoidance of all equilibria that are saddle points of the dynamics further implies that if (2.1) converges to a critical point \( x \), then \( x \in \text{LASE}(\omega) \) —i.e., \( x \) is locally asymptotically stable for \( \dot{x} = -\omega(x) \). This may not be a desired property however, since we showed in Chapter 2 that zero-sum and general-sum games both admit non-Nash LASE.

Since gradient-play in games generally does not result in a gradient flow, other types of limiting behaviors such as limit cycles can occur in gradient-based learning dynamics. Theorem 4 says nothing about convergence to other limiting behaviors. In the following sections we prove that the results described in this section extend to the stochastic gradient setting. We also formally define periodic orbits in the context of dynamical systems and state stronger results on avoidance of some more complex limiting behaviors like linearly unstable limit cycles.

### 3.3 Convergence and Non-Convergence of Stochastic Gradient-Play

We now analyze the stochastic case in which agents are assumed to have an unbiased estimator for their gradient. The results in this section allow us to extend the results from the deterministic setting to a setting where each agent builds an estimate of the gradient of their loss at the current set of strategies from potentially noisy observations of the environment. Thus, we are able to analyze the limiting behavior of a class of commonly used machine learning algorithms for competitive, multi-agent settings. In particular, we show that agents will almost surely not converge to strict saddle points. In Theorem 8, we show that the gradient dynamics will actually avoid more general limiting behaviors called linearly unstable cycles which we define formally.

To perform our analysis, we make use of tools and ideas from the literature on stochastic approximations (see e.g [26]). We note that the convergence of stochastic gradient schemes in the single-agent setting has been extensively studied [28, 122, 147, 161]. We extend this analysis to the behavior of stochastic gradient algorithms in games.

We assume that each agent updates their strategy using the update rule

\[
x_{i,t+1} = x_{i,t} - \gamma_{i,t}(D_i f_i(x_{i,t}, x_{-i,t}) + w_{i,t+1})
\]

for some zero-mean, finite-variance stochastic process \{\( w_{i,t} \)\}.

In particular, we make the following standard assumptions on the noise processes [161, 163].

**Assumption 2.** The stochastic process \{\( w_{i,t+1} \)\} satisfies the assumptions \( \mathbb{E}[w_{i,t+1} | \mathcal{F}_t] = 0, \) \( t \geq 0 \) and \( \mathbb{E}[|w_{i,t+1}|^2 | \mathcal{F}_t] \leq \sigma^2 < \infty \) a.s., for \( t \geq 0 \), where \( \mathcal{F}_{i,t} \) is an increasing family of \( \sigma_i \)-fields—i.e. filtration, or history generated by the sequence of random variables—given by \( \mathcal{F}_{i,t} = \sigma_i(x_{i,k}, w_{i,k}, k \leq t), \ t \geq 0 \).
We also make new assumptions on the players’ step-sizes. These are standard assumptions in the stochastic approximation literature and are needed to ensure that the noise processes are asymptotically controlled.

**Assumption 3.** For each \( i \in I \), \( f_i \in C^s(X, \mathbb{R}) \) with \( s \geq 2 \), \( D_i f_i \) is \( L_i \)-Lipschitz with \( 0 < L_i < \infty \), the step-sizes satisfy \( \gamma_{i,t} \equiv \gamma_t \) for all \( i \in I \) and \( \sum_t \gamma_t = \infty \) and \( \sum_t (\gamma_t)^2 < \infty \), and \( \sup_t \|x_t\| < \infty \) a.s.

Once again, our results make use classical results from dynamical systems theory, namely Theorem 1 from [147] which guarantees that stochastic approximation schemes avoid unstable equilibria of the limiting ode.

**Theorem 6 (Theorem 1 [147]).** Consider a general stochastic approximation framework of the form:

\[
x_{t+1} = x_t + \gamma_t(h(x_t)) + \epsilon_t
\]

for \( h : X \to TX \) with \( h \in C^2 \) where \( X \subset \mathbb{R}^d \) and \( TX \) denotes the tangent space. Suppose \( \gamma_t \) is \( \mathcal{F}_t \)-measurable and \( \mathbb{E}[\epsilon_t | \mathcal{F}_t] = 0 \).

Let the stochastic process \( \{x_t\}_{t \geq 0} \) be defined as above for some sequence of random variables \( \{\epsilon_t\} \) and \( \{\gamma_t\} \) and let \( p \in X \) with \( h(p) = 0 \) with \( W \) a neighborhood of \( p \). Assume that there are constants \( \eta \in (1/2, 1] \) and \( c_1, c_2, c_3, c_4 > 0 \) for which the following conditions are satisfied whenever \( x_t \in W \) and \( t \) sufficiently large:

1. \( p \) is a strict saddle point of \( \dot{x} = -h(x) \),
2. \( c_1/t^n \leq \gamma_t \leq c_2/t^n \),
3. \( \mathbb{E}[(w_t \cdot v)^+ | \mathcal{F}_t] \geq c_3/t^n \) for every unit vector \( v \in TX \),
4. \( \|w_t\|_2 \leq c_4/t^n \).

Then \( P(x_t \to p) = 0 \).

Given this result, the following theorem extends the results of Theorem 4 to the stochastic gradient dynamics in games.

**Theorem 7.** Consider a game \( (f_1, \ldots, f_N) \) on \( X = X_1 \times \cdots \times X_n = \mathbb{R}^m \). Suppose each agent \( i \in I \) adopts a stochastic gradient algorithm that satisfies Assumptions 2 and 3. Further, suppose that for each \( i \in I \), there exists a constant \( b_i > 0 \) such that \( \mathbb{E}[(w_{i,t} \cdot v)^+ | \mathcal{F}_{i,t}] \geq b_i \) for every unit vector \( v \in \mathbb{R}^m \). Then, competitive stochastic gradient-based learning converges to strict saddle points of the game on a set of measure zero.

The proof follows directly from showing that (3.4) satisfies Theorem 6. The assumption that \( \mathbb{E}[(w_{i,t} \cdot v)^+ | \mathcal{F}_{i,t}] \geq b_i \) rules out degenerate cases where the noise forces the stochastic dynamics onto the stable manifold of strict saddle points.
Theorem 7 implies that the dynamics of stochastic gradient-based learning defined in (3.4), have the same limiting properties as the deterministic dynamics vis-à-vis saddle points. Thus, the implications described in Section 3.2 extend to the stochastic gradient setting. In particular, stochastic gradient-based algorithms will avoid a non-negligible subset of the Nash equilibria in general-sum and potential games. Further, in zero-sum and general-sum games, if the players converge to a critical point, that point may be a non-Nash equilibrium.

Further Convergence Results for Stochastic Gradient-Play in Games

As we demonstrated in Section 3.2, outside of potential games, the dynamics of gradient-based learning algorithms in games are not gradient flows. As such, the players’ actions can converge to more complex sets than simple equilibria. A particularly prominent class of limiting behaviors for dynamical systems are known as limit cycles (see e.g. [168]). Limit cycles (or periodic orbits) are sets of states $S$ such that each state $x \in S$ is visited at periodic intervals ad infinitum under the dynamics. Thus, if the gradient-based algorithms converge to a limit cycle they will cycle infinitely through the same sequence of actions. Like equilibria, limit cycles can be stable or unstable under the dynamics $\dot{x} = -\omega(x)$, meaning that the dynamics can either converge to or diverge from them depending on their initializations.

We remark that the existence of oscillatory behaviors and limit cycles has been observed in the dynamics of gradient-based learning in various settings like the training of Generative Adversarial Networks [45], and multiplicative weights in finite action games [121]. We simply emphasize that the existence of such limiting behaviors is due to the fact that the dynamics are no longer gradient flows. This fact also allows for other complex limiting behaviors like chaos to exist in the dynamics of gradient-based learning in games.

In the following subsections we formalize the notion of a limit cycle and its stability in the stochastic setting. Using these concepts, we then provide an analogous theorem to Theorem 7 which states that competitive stochastic gradient-based learning converges to linearly unstable limit cycles—a parallel notion to strict saddle points but pertaining to more general limit sets—on a set of measure zero, provided that analogous assumptions to those in the statement of Theorem 7 hold. Providing such guarantees requires a bit more mathematical formalism which we develop in the next subsection.

Avoidance of Repelling Sets

To show that stochastic gradient-based learning avoid more general limiting behaviors than saddle points, we need further assumptions on our underlying space—i.e. we need the underlying decision spaces of each agent—i.e. $X_i$ for each $i \in I$—to be smooth, compact manifolds.

\footnote{A general term used to characterize dynamical systems where arbitrarily small perturbations in the initial conditions lead to drastically different solutions to the differential equations}
Theorem 8. Consider a game \((f_1, \ldots, f_n)\) where each \(X_i\) is a smooth, compact manifold without boundary. Suppose each agent \(i \in \mathcal{I}\) adopts a stochastic gradient-based learning algorithm that satisfies Assumptions 2 and 3 and is such that sample points \(x_t \in X\) for all \(t \geq 0\). Further, suppose that for each \(i \in \mathcal{I}\), there exist a constant \(b_i > 0\) such that \(\mathbb{E}[(w_{i,t} \cdot v)^+ | \mathcal{F}_{i,t}] \geq b_i \) for every unit vector \(v \in \mathbb{R}^{m_i}\). Then competitive stochastic gradient-based learning converges to linearly unstable cycles on a set of measure zero—i.e., \(P(L(x_t) = \xi) = 0\) where \(\{x_t\}\) is a sample path.

As we noted, periodic orbits are not necessarily excluded from the limiting behavior of gradient-based learning in games. We leave out the proof of Theorem 8 since after some algebraic manipulation, it is a direct application of Theorem 2.1 in [24] which is re-stated below.

Theorem 9 (Theorem 2.1 [24]). Consider a general stochastic approximation framework of the form:

\[
x_{t+1} = x_t + \gamma_t(h(x_t)) + \epsilon_t
\]

for \(h : X \to TX\) with \(h \in C^2\) where \(X \subset \mathbb{R}^d\) and \(TX\) denotes the tangent space. Suppose \(\gamma_t\) is \(\mathcal{F}_t\)-measurable and \(\mathbb{E}[\epsilon_t | \mathcal{F}_t] = 0\).

Let \(\xi \subset X\) be a hyperbolic linearly unstable cycle of \(h\). Assume the following:

\begin{itemize}
  \item \(a\) \(h \in C^2;\)
  \item \(b\) \(c_1/t^n \leq \gamma_t \leq c_2/t^n\) with \(0 < c_1 \leq c_2\) and \(0 < \eta \leq 1;\)
\end{itemize}

\(^3\)The torus \(T = \mathbb{S}^1 \times \mathbb{S}^1\) is an example. The interested reader can consult, e.g., [97] for more details on differential geometry.
c there exists $b \geq 0$ such that for all unit vectors $v \in \mathbb{R}^m$, $E[(w_t \cdot v)^+ | \mathcal{F}_t] \geq b$.

Then $P(L(\{x_t\}) = \xi) = 0$.

**Morse-Smale Games**

In pursuit of a more general class of games with desirable convergence properties, we now introduce a generalization of potential games, namely Morse-Smale games, for which the combined gradient dynamics correspond to a Morse-Smale vector field \[74, 143\]. In such games players are guaranteed to converge to only (linearly stable) cycles or equilibria. In such games, however, players may still converge to non-Nash equilibria and avoid a subset of the Nash equilibria.

For a class of games admitting gradient-like vector fields we can go beyond non-convergence results and give convergence guarantees. Following \[24\], we introduce a new class of games, which we call **Morse-Smale games**, that are a generalization of potential games. Such games represent an important class since the vector field of $\omega$ corresponds to Morse-Smale vector field which is known to be generic in $\mathbb{R}^2$ and are otherwise structurally stable \[74, 143\].

**Definition 13.** A game $(f_1, \ldots, f_n)$ with $f_i \in C^r$ for some $r \geq 3$ and where strategy spaces $X_i$ is a smooth, compact manifold without boundary for each $i \in \mathcal{I}$ is a Morse-Smale game if the vector field corresponding to the differential $\omega$ is Morse-Smale—that is, the following hold: (i) all periodic orbits $\xi$ (i.e. equilibria and cycles) are hyperbolic and the stable and unstable manifolds of any two periodic orbits $\xi$ and $\xi'$ intersect transversally: $W^s(\xi) \cap W^u(\xi')$, (ii) every forward and backward omega limit set is a periodic orbit, (iii) and $\omega$ has a global attractor.

The conditions of Morse-Smale in the above definition ensure that there are only finitely many periodic orbits. The dynamics of games with more general vector fields, on the other hand, can admit chaos (e.g. the classic Lorentz attractor can be cast as gradient-play in a 3-player game). Hyperbolic equilibria and periodic orbits are the only types of limiting behavior that have been shown to correspond to strategies relevant to the underlying game \[21\]. The simplest example of a Morse-Smale vector field is a gradient flow. However, not all Morse-Smale vector fields are gradient flows and hence, not all Morse-Smale games are potential games.

**Example 3.** Consider the $n$-player game with $X_i = \mathbb{R}$ for each $i \in \mathcal{I}$ and $f_n(x) = x_n(x_1^2 - 1)$, $f_i(x) = x_i x_{i+1}$, $\forall i \in \mathcal{I}/\{n\}$ This is a Morse-Smale game that is not a potential game. Indeed, $\dot{x} = -\omega(x)$ where $\omega = [x_2, x_3, \ldots, x_{n-1}, x_1^2 - 1]$ is a dynamical system with a Morse-Smale vector field that is not a gradient vector field \[40\].

Essentially, in a neighborhood of a critical point for a Morse-Smale game, the game behavior can be described by a Morse function $\phi$ such that near critical points $\omega$ can be written as $D\phi$ and away from critical points $\omega$ points in the same direction as $D\phi$—i.e. $\omega \cdot D\phi > 0$. Specializing the class of Morse-Smale games, we have stronger convergence guarantees.
Theorem 10. Consider a Morse-Smale game \((f_1, \ldots, f_n)\) on smooth boundaryless compact manifold \(X\). Suppose Assumptions \([2]\) and \([3]\) hold and that \(\{x_t\}\) is defined on \(X\). Let \(\{\xi_i, i = 1, \ldots, l\}\) denote the set of periodic orbits in \(X\). Then \(\sum_{i=1}^{l} P(L(\{x_t\})) = \xi_i = 1\) and \(P(L(\{x_t\})) = \xi_i > 0\) implies \(\xi_i\) is linearly stable. Moreover, if the periodic orbit \(\xi_i\) with \(P(L(\{x_t\})) = \xi_i > 0\) is an equilibrium, then it is either a non-degenerate differential Nash equilibrium—which is generically a local Nash—or a non-Nash locally asymptotically stable equilibrium.

The proof of Theorem 10 follows by invoking Corollary 3 which is stated below.

Corollary 3 (Corollary 2.2 \([24]\)). Assume that there exists \(\delta \geq 1\) such that \(\sum_{n \geq 0} \gamma_n^{1+\delta} < \infty\) and that \(h\) is a Morse-Smale vector field. If we denote by \(\{\xi_i, i = 1, \ldots, l\}\) the set of periodic orbits in \(X\), then \(\sum_{i=1}^{l} P(L(\{x_t\})) = \xi_i = 1\). Further, if conditions (i)–(iii) of Theorem 9 hold, then \(P(L(\{x_t\})) = \xi_i > 0\) implies \(\xi_i\) is linearly stable.

Thus, in Morse-Smale games, with probability one, the limit sets of competitive gradient-based learning with stochastic updates are attractors (i.e., periodic orbits, which includes limit cycles and equilibria) of \(\dot{x} = -\omega(x)\) and if any attractor has positive probability of being a limit set of the players’ collective update rule, then it is (linearly) stable. Moreover, attractors that are equilibria are either non-degenerate differential Nash equilibria (generically local Nash equilibria) or non-Nash locally asymptotically stable equilibria, but not saddle points.

If we further restrict the class of games to potential games, the results for Morse-Smale games imply convergence to Nash almost surely, a particularly strong convergence guarantee.

Corollary 4. Consider the game \((f_1, \ldots, f_n)\) on smooth boundaryless compact manifold \(X = X_1 \times \cdots \times X_n\) admitting potential function \(\phi\). Suppose each agent \(i \in \mathcal{I}\) adopts a stochastic gradient-based learning algorithm that satisfies Assumptions \([2]\) and \([3]\) and such that \(\{x_t\}\) evolves on \(X\). Further, suppose that for each \(i \in \mathcal{I}\), there exist a constant \(b_i > 0\) such that \(E[(w_{i,t} \cdot v)^+ | \mathcal{F}_{i,t}] \geq b_i\) for every unit vector \(v \in \mathbb{R}^m\). Then, competitive stochastic gradient-based learning converges to a non-degenerate differential Nash equilibrium almost surely.

The proof of Corollary 4 follows from the fact that potential games are trivially Morse-Smale games that admit no periodic cycles as we showed in the proof of Corollary 2.

Proof of Corollary 4. Consider a potential game \((f_1, \ldots, f_n)\) where each \(X_i\) is a smooth, compact boundaryless manifold. Then \(\omega = D\phi\) for some \(\phi \in C^\gamma\) which implies that \(\omega\) is a gradient flow and hence, does not admit limit cycles. Let \(\{\xi_i, i = 1, \ldots, l\}\) be the set of equilibrium points in \(X\). Under the assumptions of Theorem 10 \(\sum_{i=1}^{l} P(L(\{x_t\})) = \xi_i = 1\) and, if \(P(L(\{x_t\})) = \xi_i > 0\), then \(\xi_i\) is a linearly stable equilibrium point which is a non-degenerate differential Nash equilibrium of the game due to the fact that \(D\omega(x)\) is symmetric in potential games. Hence, a sample path \(\{x_t\}\) converges to a non-degenerate differential...
Nash equilibrium with probability one. Moreover, by [157], we know it is generically a local Nash.

We note, that even though a potential function is enough to guarantee convergence to a local Nash equilibrium, potential games can still admit local Nash equilibria that are strict saddle points as shown in Section 2. Thus, even this relatively well-behaved class of games has problems when applying a gradient-based learning scheme.

3.4 Chapter Summary

Our results suggest that gradient-play in multi-agent settings has fundamental problems. Depending on the players’ costs, in general games and even potential games, which have a particularly nice structure, a subset of the Nash equilibria will be almost surely avoided by gradient-based learning when the agents randomly initialize their first action. In zero-sum and general-sum games, even if the algorithms do converge, they may have converged to a point that has no game theoretic relevance, namely a non-Nash locally asymptotically stable equilibrium.

Lastly, these results show that limit cycles persist even under a stochastic update scheme. This explains the empirical observations of limit cycles in gradient dynamics presented in [45, 76, 99]. It also implies that gradient-based learning in multi-agent reinforcement learning, multi-armed bandits, generative adversarial networks, and online optimization all admit limit cycles under certain loss functions. Our empirical results show that these problems are not merely of theoretical interest, but also have great relevance in practice.

Which classes of games have all Nash being attracting for gradient-play and which classes preclude the existence of non-Nash equilibria is an open and particularly interesting question. Further, the question of whether gradient-based algorithms can be constructed for which only game-theoretically relevant equilibria are attracting is of particular importance as gradient-based learning is increasingly implemented in game theoretic settings. Indeed, more generally, as learning algorithms are increasingly deployed in markets and other competitive environments understanding and dealing with such theoretical issues will become increasingly important.
Chapter 4

Gradient-Based Learning in Multi-Agent Reinforcement Learning

Interest in multi-agent reinforcement learning has seen a recent surge of late, and policy-gradient algorithms are championed due to their potential scalability. Indeed, recent impressive successes of multi-agent reinforcement learning have made use of policy optimization algorithms such as multi-agent actor-critic [77, 103, 178], multi-agent proximal policy optimization [17], and even simple multi-agent policy-gradients [92] in problems where the various agents have high-dimensional continuous state and action spaces like StarCraft [190].

Despite these successes, a theoretical understanding of these algorithms in multi-agent settings is still lacking. Missing perhaps, is a tractable yet sufficiently complex setting in which to study these algorithms. Recently, there has been much interest in analyzing the convergence and sample complexity of policy-gradient algorithms in the classic linear quadratic regulator (LQR) problem from optimal control [82]. The LQR problem is a particularly apt setting to study the properties of reinforcement learning algorithms due to the existence of an optimal policy which is a linear function of the state and which can be found by solving a Ricatti equation. Indeed, the relative simplicity of the problem has allowed for new insights into the behavior of reinforcement learning algorithms in continuous action and state spaces [46, 51, 110].

An extension of the LQR problem to the setting with multiple agents, known as a linear quadratic (LQ) game, has also been well studied in the literature on dynamic games and optimal control [19]. As the name suggests, an LQ game is a game in which multiple agents attempt to control a shared linear dynamical system subject to quadratic costs. Since the players have their own costs, the notion of ‘optimality’ in such games is a Nash equilibrium, properties of which have been well analyzed in the literature [18, 50, 105, 152].

Like LQR for the classical single-agent setting, LQ games are an appealing setting in which to analyze the behavior of multi-agent reinforcement learning algorithms in continuous action and state spaces since they admit global Nash equilibria in the space of linear feedback policies. Moreover, these equilibria can be found by solving a coupled set of Ricatti equations. As such, LQ games are a natural benchmark problem on which to test policy-
gradient algorithms in multi-agent settings. Furthermore, policy gradient methods open up the possibility to new scalable approaches to finding solutions to control problems even with constraints. In the single-agent setting, it was recently shown that policy-gradient has global convergence guarantees for the LQR problem [51]. These results have recently been extended to projected policy-gradient algorithms in zero-sum LQ games [204].

Chapter Overview

In this chapter we present a negative result, showing that policy-gradient in general-sum LQ games does not enjoy even local convergence guarantees, unlike in LQR. In particular, we show that, if each player randomly initializes their policy and then uses a policy-gradient algorithm, there exists an LQ game in which the players would almost surely avoid a Nash equilibrium. Further, our numerical experiments indicate that LQ games in which this occurs may be quite common. We also observe empirically that when players fail to converge to the Nash equilibrium they do converge to stable limit cycles. These cycles do not seem to have any readily apparent relationship to the Nash equilibria of the game.

We note that non-convergence to Nash equilibria is not in itself a new phenomenon (see e.g. [35, 37, 45, 113, 116]) and that the existence of cycles in the dynamics of learning dynamics in games has also been repeatedly observed in various contexts [114, 116, 121, 145]. However, such phenomena have not yet been shown to occur in the dynamics of multi-agent reinforcement learning algorithms in continuous action and state spaces. Since such algorithms have had such striking successes in recent years, we believe a theoretical understanding of their behaviors can lay the groundwork for the development of more efficient and theoretically sound multi-agent learning algorithms.

Organization.

Section 4.1 introduces $n$-player general-sum LQ games and presents previous results on the existence of the Nash equilibrium in such games. In Section 4.2 we show that these games are not convex games and that all the stationary points of the joint policy-gradient dynamics are Nash equilibria. Following this, we give sufficient conditions under which policy-gradient almost surely avoids a Nash equilibrium in Section 4.3. Given these theoretical results, in Section 4.4 we present empirical results demonstrating that a large number of 2-player LQ games satisfy these sufficient conditions. Numerical experiments showing the existence of limit cycles in the gradient dynamics of general-sum LQ games are also presented. The paper is concluded with a discussion in Section 4.5.
4.1 Linear Quadratic Games

We consider $n$-player LQ games subject to a discrete-time dynamical system defined by

$$z(t + 1) = A z(t) + \sum_{i=1}^{n} B_i u_i(t) \quad z(0) = z_0 \sim \mathcal{D}_0,$$  \hspace{1cm} (4.1)

where $z(t) \in \mathbb{R}^m$ is the state at time $t$, $\mathcal{D}_0$ is the initial state distribution, and $u_i(t) \in \mathbb{R}^{d_i}$ is the control input of player $i \in 1, \ldots, n$. For LQ games, it is known that under reasonable assumptions, linear feedback policies for each player that constitute a Nash equilibrium exist and are unique if a set of coupled Ricatti equations admit a unique solution [19]. Thus, we consider that each player $i$ searches for a linear feedback policy of the form $u_i(t) = -K_i z(t)$ that minimizes their loss, where $K_i \in \mathbb{R}^{d_i \times m}$. We use the notation $d = \sum_{i=1}^{n} d_i$ for the combined dimension of the players’ parameterized policies.

As the name of the game implies, the players’ loss functions are quadratic functions given by

$$f_i(u_1, \ldots, u_n) = \mathbb{E}_{z_0 \sim \mathcal{D}_0} \left[ \sum_{t=0}^{\infty} z(t)^T Q_i z(t) + u_i(t)^T R_i u_i(t) \right],$$

where $Q_i$ and $R_i$ are the cost matrices for the state and input, respectively.

**Assumption 4.** For each player $i \in \{1, \ldots, n\}$, the state and control cost matrices satisfy $Q_i \succ 0$ and $R_i \succ 0$.

We note that the players are coupled through the dynamics since $z(t)$ is constrained to obey the update equation given in (4.1). We focus on a setting in which all players randomly initialize their strategy and then perform gradient descent simultaneously on their own cost functions with respect to their individual control inputs. That is, the players use policy-gradient algorithms of the following form:

$$K_{i,n+1} = K_{i,n} - \gamma_i D_i f_i(K_{1,n}, \ldots, K_{n,n})$$  \hspace{1cm} (4.2)

where $D_i f_i(\cdot, \cdot)$ denotes the derivatives of $f_i$ with respect to the $i$-th argument, and $\{\gamma_i\}_{i=1}^{n}$ are the step-sizes of the players. We note that there is a slight abuse of notation here in the expression of $D_i f_i$ as functions of the parameters $K_i$ as opposed to the control inputs $u_i$. To ensure there is no confusion between $t$ and $n$, we also point out that $n$ indexes the policy-gradient algorithm iterations while $t$ indexes the time of the dynamical system.

To simplify notation, define

$$\Sigma_K = \mathbb{E}_{z_0 \sim \mathcal{D}_0} \left[ \sum_{t=0}^{\infty} z(t) z(t)^T \right],$$

where we use the subscript notation to denote the dependence on the collection of controllers $K = (K_1, \ldots, K_n)$. Define also the initial state covariance matrix

$$\Sigma_0 = \mathbb{E}_{z_0 \sim \mathcal{D}_0} [z_0 z_0^T].$$

Direct computation verifies that for player $i$, $D_i f_i$ is given by:

$$D_i f_i(K_1, \ldots, K_n) = 2(R_i K_i - B_i^T P_i \bar{A}) \Sigma_K,$$  \hspace{1cm} (4.3)
where \( \bar{A} = A - \sum_{i=1}^{n} B_i K_i \) is the closed-loop dynamics given all players’ control inputs and, for given \((K_1, \ldots, K_n)\), the matrix \( P_i \) is the unique positive definite solution to the Bellman equation:

\[
P_i = \bar{A}^T P_i \bar{A} + K_i^T R_i K_i + Q_i, \quad i \in \{1, \ldots, n\}.
\] (4.4)

Given that the players may have different control objectives and do not engage in coordination or cooperation, the best they can hope to achieve is a Nash equilibrium.

**Definition 14.** A feedback Nash equilibrium is a collection of policies \((K^*_1, \ldots, K^*_n)\) such that:

\[
f_i(K^*_1, \ldots, K^*_i, \ldots, K^*_n) \leq f_i(K^*_1, \ldots, K_i, \ldots, K^*_n), \quad \forall K_i \in \mathbb{R}^{d_i \times m}.
\]

for each \(i \in \{1, \ldots, n\}\).

Under suitable assumptions on the cost matrices, the Nash equilibrium of an LQ game is known to exist in the space of linear policies [19, 102]. However, this Nash equilibrium may not be unique. To the best of our knowledge, there are no general set of conditions under which the Nash equilibrium is unique in general-sum LQ games outside of the scalar dynamics setting [50]. There are, however, algebraic geometry methods to compute all Nash equilibria in LQ games [152]. We make use of a simpler algorithm to find Nash equilibria which solves coupled Ricatti equations using the method of Lyapunov iterations. The method is outlined in [102] for continuous time LQ games, and an analogous procedure can be followed for discrete time. Convergence of this method requires the following assumption.

**Assumption 5.** For at least one player \(i \in \{1, \ldots, n\}\), the system \((A, B_i)\) is stabilizable.

Assumption 5 is a necessary condition for the players to be able to stabilize the system. Indeed, the player’s costs are finite only if the closed loop system \(\bar{A}\) is asymptotically stable, meaning that \(|\mathbb{R}(\lambda)| < 1\) for all \(\lambda \in \text{spec}(\bar{A})\), where \(\mathbb{R}(\lambda)\) denotes the real part of \(\lambda\) and \(\text{spec}(M)\) is the spectrum of a matrix \(M\).

### 4.2 Analyzing the Optimization Landscape of LQ Games

Having introduced the class of games we consider we now analyze the optimization landscape in general-sum LQ games. Letting \(x = (K_1, \ldots, K_n)\), the object of interest is the map \(\omega : \mathbb{R}^{md} \rightarrow \mathbb{R}^{md}\) defined as follows:

\[
\omega(x) = \begin{bmatrix}
D_1 f_1(K_1, \ldots, K_n) \\
\vdots \\
D_n f_n(K_1, \ldots, K_n)
\end{bmatrix}.
\]

Note that \(D_if_i = \partial f_i / \partial K_i\) has been converted to an \(md_i\) dimensional vector and each \(K_i\) has also been vectorized. This is a slight abuse of notation and throughout we treat the \(K_i\)’s as
both vectors and matrices; in general, the shape should be clear from context, and otherwise we make comments where necessary to clarify.

Before analyzing the stationary points of policy-gradient in LQ games, we show that the class of LQ games we consider are not convex games. This holds despite the linearity of the dynamics and the positive definiteness of the cost matrices. This fact makes the analysis of such games non-trivial since the lack of strong structural guarantees on the players’ costs allows for non-trivial limiting behaviors like cycles, non-Nash equilibria, and chaos in the joint gradient dynamics. \[116\].

**Proposition 9.** There exists a $n$-player LQ game satisfying assumptions 4 and 5 that is not a convex game.

**Proof.** The proof of Proposition 9 follows directly from the non-convexity of the set of stabilizing policies for the single-agent LQR problem which was shown in \([51]\). Holding every other players’ actions fixed, a player $i$ is faced with a simple LQR problem. Since this problem is non-convex, LQ games are not convex games.

In the absence of strong structural guarantees on the players’ costs, simultaneous gradient-play in general-sum games can converge to strategies that are not Nash equilibria \([116]\). The following theorem shows that, despite the fact that LQ games are not convex for each player, such non-Nash equilibria cannot exist in the gradient dynamics of general-sum LQ games. Indeed, we show that a point $x$ is a critical point of the policy gradient dynamics in a $n$-player LQ game if and only if it is a Nash equilibrium. We note that critical points of gradient-play are strategies $x = (K_1, \ldots, K_n)$ such that $\omega(x) = 0$. Such points are of particular importance since a necessary condition for a point $x$ to be a Nash equilibrium is that it is a critical point.

**Theorem 11.** Consider the set $x^* = (K_1^*, \ldots, K_n^*)$ of stabilizing policies such that $\Sigma_{K^*} > 0$. $D_i f_i(K_1^*, \ldots, K_n^*) = 0$ for each $i \in \{1, \ldots, n\}$, if and only if $x^*$ is a Nash equilibrium.

**Proof.** We first prove the forward direction and show that if $D_i f_i(x^*) = 0$ for each $i \in \{1, \ldots, n\}$, then $x^*$ is a Nash equilibrium. We show this by contradiction. Suppose the claim does not hold so that $\Sigma_{K^*} > 0$ and $D_i f_i(K_1^*, \ldots, K_n^*) = 0$ for each $i \in \{1, \ldots, n\}$, yet $(K_1^*, \ldots, K_n^*)$ is not a Nash equilibrium. That is, without loss of generality, there exists a $K_1$ such that

$$f_1(K_1, K_2^*, \ldots, K_n^*) < f_1(K_1^*, \ldots, K_n^*).$$

Now, fixing $(K_2^*, \ldots, K_n^*)$, player 1 can be seen as facing an LQR problem. Indeed, letting $(K_2^*, \ldots, K_n^*)$ be fixed, player 1 aims to find a ‘best response’ in the space of linear feedback policies of the form $u_1(t) = K_2 z(t)$ with $K \in \mathbb{R}^{d_1 \times m}$ that minimizes $f_1(\cdot, K_2^*, \ldots, K_n^*)$ subject to the dynamics defined by

$$z(t + 1) = (A - \sum_{i=2}^n B_i K_i) z(t) + B_1 u_1(t).$$

Note that this system is necessarily stabilizable since $\bar{A}$ is stable. Hence, the discrete algebraic Riccati equation for player 1’s LQR problem has a positive definite solution $P$ such that
\[ R_1 + B_1^T P B_1 > 0 \] since \( R_1 > 0 \) by assumption. Since \( \Sigma K > 0 \) and \( D_1 f_1(x^*) = 0 \), applying Corollary 4 of [51], we have that \( K_1^* \) must be optimal for player 1’s LQR problem so that

\[ f_1(K_1^*, \ldots, K_n^*) \leq f_1(K, K_2^*, \ldots, K_n^*), \quad \forall K \in \mathbb{R}^{d_1 \times m}. \]

In particular, the above inequality holds for \( \bar{K}_1 \), which leads to a contradiction.

To prove the reverse direction, we note that a necessary condition for a point \( x \) to be a Nash equilibrium for each player, is that \( D_i f_i(x^*) = 0 \) for each \( i \in \{1, \ldots, n\} \).

Theorem 11 shows that, just as in the single-player LQR setting and zero-sum LQ games, the critical points of gradient-play in \( n \)-player general-sum LQ games are all Nash equilibria. We note that the condition \( \Sigma K > 0 \) can be satisfied by choosing an initial state distribution \( D_0 \) with a full-rank covariance matrix.

A simple consequence of Theorem 11 is that when the coupled Ricatti equations characterizing the Nash equilibria of the game have a unique positive definite solution and Assumptions 4 and 5 hold, the gradient dynamics admit a unique critical point.

**Corollary 5.** Under Assumption 4 and 5, if the coupled Ricatti equations admit a unique solution and \( \Sigma_0 > 0 \), then the map \( \omega \) has a unique critical point.

Given that the critical points of the gradient dynamics in LQ games are Nash equilibria, the aim is to show, via constructing counter-examples, that games in which the gradient dynamics avoid the Nash equilibria do in fact exist. A sufficient condition for this would be to find a game in which gradient-play diverges from neighborhoods of Nash equilibria.

It is demonstrated in [116] that there may be Nash equilibria that are not even locally attracting under the gradient dynamics in \( n \)-player general-sum games in which the players’ costs are sufficiently smooth (i.e., at least twice continuously differentiable). In games that admit such Nash equilibria, the agents could initialize arbitrarily close to the Nash equilibrium, simultaneously perform individual gradient descent with arbitrarily small step sizes, and still diverge.

The class of \( n \)-player LQ games we consider does not, however, satisfy the smoothness assumptions necessary to simply invoke the results in [116]. Indeed, the cost functions are non-smooth and, in fact, are infinite whenever the players have strategies that do not stabilize the dynamics. Further, the set of stabilizing policies for a dynamical system is not even convex [51]. Despite these challenges, in the sequel we show that the negative convergence results in [116] extend to the general-sum LQ setting. In particular, we show that even with arbitrarily small step sizes, players using policy-gradient in LQ games may still diverge from neighborhoods of a Nash equilibrium.
4.3 Sufficient Conditions for Policy-Gradient to Avoid Nash

We now give sufficient conditions under which gradient-play has no guarantees of even local, much less global, convergence to a Nash equilibrium. Towards this end, we first show that \( \omega \) is sufficiently smooth on the set of stabilizing policies.

Let \( S^{md} \subset \mathbb{R}^{md} \) be the subset of stabilizing \( md \)-dimensional matrices.

**Proposition 10.** Consider an \( n \)-player LQ game. The vector-valued map \( \omega \) associated with the game is twice continuously differentiable on \( S^{md} \)—i.e., \( \omega \in C^2(S^{md}, S^{md}) \).

Using our notation, Lemma 6.5 in [204] shows for two-player zero-sum LQ games that \((P_1, P_2)\), and \( \Sigma K \) are continuously differentiable with respect to \( K_1 \) and \( K_2 \) when \( A - B_1 K_1 - B_2 K_2 \) is stable. This, in turn, implies that \( \omega(K_1, K_2) \) is continuously differentiable with respect to \( K_1 \) and \( K_2 \) when the closed loop system \( A - B_1 K_1 - B_2 K_2 \) is stable. The result follows by a straightforward application of the implicit function theorem [5]. We make use of the same proof technique here in extending the result to \( n \)-player general-sum LQ games and, in fact, the proof implies that \( \omega \) has even stronger regularity properties.

**Proof.** Following the proof technique of [204], we show the regularity of \( \omega \) using the implicit function theorem [5]. In particular, we show that \( \Sigma K = \mathbb{E}_{z_0 \sim D_0} \left[ \sum_{t=0}^{\infty} z(t)z(t)^T \right] \) and \( P_i \) for \( i \in \{1, \ldots, n\} \) are \( C^1 \) with respect to each \( K_i \) on the space of stabilizing matrices.

For any stabilizing \((K_1, \ldots, K_n)\), \( \Sigma K \) is the unique solution to the following discrete-time Lyapunov equation:

\[
\bar{A} \Sigma K \bar{A}^T + \Sigma_0 = \Sigma K, \tag{4.5}
\]

where \( \Sigma_0 = \mathbb{E}_{z_0 \sim D_0} [z(0)z(0)^T] > 0 \) and \( \bar{A} = A - \sum_{i=1}^{n} B_i K_i \). Both sides of this expression can be vectorized. Indeed, using the same notation as in [204], let \( \text{vect}(\cdot) \) be the map that vectorizes its argument and let \( \Psi : \mathbb{R}^{m^2} \times \mathbb{R}^{d_1 \times m} \times \cdots \times \mathbb{R}^{d_n \times m} \rightarrow \mathbb{R}^{m^2} \) be defined by

\[
\Psi(\text{vect}(\Sigma K), K_1, \ldots, K_n) = [\bar{A} \otimes \bar{A}] \cdot \text{vect}(\Sigma K) + \text{vect}(\Sigma_0).
\]

Then, (4.5) can be written as

\[
F(\text{vect}(\Sigma K), K_1, \ldots, K_n) = \Psi(\text{vect}(\Sigma K), K_1, \ldots, K_n) - \text{vect}(\Sigma K) = 0.
\]

The map \( F \) implicitly defines \( \Sigma K \). Moreover, letting \( I \) denote the appropriately sized identity matrix, we have that

\[
\frac{\partial F(\text{vect}(\Sigma K), K_1, \ldots, K_n)}{\partial \text{vect}^T(\Sigma K)} = [\bar{A} \otimes \bar{A}] - I.
\]

For stabilizing \((K_1, \ldots, K_n)\), this matrix is an isomorphism since \( \text{spec}(\bar{A}) \) is inside the unit circle. Thus, using the implicit function theorem, we conclude that \( \text{vect}(\Sigma K) \in C^1 \). As noted in [204], the proof for each \( P_i, i \in \{1, \ldots, n\} \) is completely analogous. Since \( \Sigma K \) and \( P_i \) are \( C^1 \) and \( \omega \) is linear in these terms, the result of the proposition follows. \qed
Given that \( \omega \) is continuously differentiable over the set of stabilizing joint policies, the following result gives sufficient conditions such that the set of initial conditions in a neighborhood of the Nash equilibrium from which gradient-play converges to the Nash equilibrium is of measure zero. This implies that the players will almost surely avoid the Nash equilibrium even if they randomly initialize in a uniformly small ball around it.

Let the Jacobian of the vector field \( \omega \) be denoted by \( D\omega \). Given a critical point \( x^* \), let \( \lambda_j \) be the eigenvalues of \( D\omega(x^*) \), for \( j \in \{1, \ldots, md\} \), where \( d = \sum_{i=1}^{n} d_i \). Recall that the state \( z(t) \) is dimension \( m \).
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Figure 4.1: Frequency (out of 1000) of randomly sampled LQ games with global Nash equilibria that are avoided by policy-gradient. Each point represents, for the given parameter value, the frequency of such games out of 1000 randomly sampled \( A \) matrices. The solid line shows the average frequency of these games. (i) \( r \) is varied in \((0,1)\), \( b = 0 \), \( q = 0.01 \). (ii) \( q \) is varied in \((0,1)\), \( b = 0 \), \( r = 0.1 \). (iii) \( b \) is varied in \((-0.5,0.5)\), \( q = 0.01 \), \( r = 0.1 \).

**Theorem 12.** Suppose that \( \Sigma_0 > 0 \). Consider any \( n \)-player LQ game satisfying Assumptions 4 and 5 that admits a Nash equilibrium that is a saddle point of the policy-gradient dynamics—i.e., LQ games for which the Jacobian of \( \omega \) evaluated at the Nash equilibrium \( x^* = (K_1^*, \ldots, K_n^*) \) has eigenvalues \( \lambda_j \) such that \( \Re(\lambda_j) < 0 \) for \( j \in \{1, \ldots, \ell\} \) and \( \Re(\lambda_j) > 0 \) for \( j \in \{\ell + 1, \ldots, md\} \) for some \( \ell \) such that \( 0 < \ell < md \). Then there exists a neighborhood \( U \) of \( x^* \) such that policy-gradient converges on a set of measure zero.

**Proof.** At a high level, we characterize the set of initializations from which the players converge to Nash equilibria. The proof makes use of classic results in dynamical systems theory and topology to iteratively construct this set of initial conditions and characterize its “size”. When the Nash equilibrium satisfies the strict saddle condition we show that the set is vanishingly small such that even if the players randomly initialize uniformly in an arbitrarily small ball around such solutions, the players will (almost surely) end up diverging from the equilibrium.

The proof is made up of three parts: (i) we show the existence of an open-convex neighborhood \( U \) of \( x^* \) on which \( \omega \) is locally Lipschitz with constant \( L \); (ii) we show that the map
$g(x) = x - \Gamma \omega(x)$ is a diffeomorphism on $U$; and, (iii) we invoke the stable manifold theorem to show that the set of initializations in $U$ on which policy-gradient converges is measure zero. The proof of

(i) $\omega$ is locally Lipschitz. Proposition $\ref{prop:local_lip}$ shows that $\omega$ is continuously differentiable on the set of stabilizing policies $S^{md}$. Given Assumptions $\ref{assump:conv}$ and $\ref{assump:reg}$, the Nash equilibrium exists and $x^* \in S^{md}$. Thus, there must exist an open convex neighborhood $U$ of $x^*$ such that $\|D\omega\|_2 < L$ for some $L > 0$.

(ii) $g$ is a diffeomorphism. By the preceding argument, $\omega$ is locally Lipschitz on $U$ with Lipschitz constant $L$. Consider the policy-gradient algorithm with $\gamma_i < 1/L$ for each $i \in \{1, \ldots, n\}$. Let $\Gamma = \text{diag}(\Gamma_1, \ldots, \Gamma_n)$ where $\Gamma_i = \text{diag}((\gamma_i)^{md}_{j=1})$—that is, $\Gamma_i$ is an $md_i \times md_i$ diagonal matrix with $\gamma_i$ repeated on the diagonal $md_i$ times. Now, we claim the mapping $\gamma : \mathbb{R}^{md} \rightarrow \mathbb{R}^{md}: x \mapsto x - \Gamma \omega(x)$ is a diffeomorphism on $U$. If we can show that $g$ is invertible on $U$ and a local diffeomorphism, then the claim follows. Let us first prove that $g$ is invertible.

Consider $x \neq y$ and suppose $g(y) = g(x)$ so that $y - x = \gamma \cdot (\omega(y) - \omega(x))$. Since $\|\omega(y) - \omega(x)\|_2 \leq L\|y - x\|_2$ on $U$, $\|x - y\|_2 \leq L\|\Gamma\|_2\|y - x\|_2 < \|y - x\|_2$ since $\|\Gamma\|_2 = \max_i |\gamma_i| < 1/L$.

Now, observe that $Dg = I - \Gamma D\omega(x)$. If $Dg$ is invertible, then the implicit function theorem $\ref{thm:if_theorem}$ implies that $g$ is a local diffeomorphism. Hence, it suffices to show that $\Gamma D\omega(x)$ does not have an eigenvalue equal to one. Indeed, letting $\rho(A)$ be the spectral radius of a matrix $A$, we know in general that $\rho(A) \leq \|A\|$ for any square matrix $A$ and induced operator norm $\|\cdot\|$ so that $\rho(\Gamma D\omega(x)) \leq \|\Gamma D\omega(x)\|_2 \leq \|\Gamma\|_2 \sup_{x \in U} \|D\omega(x)\|_2 < \max_i |\gamma_i|L < 1$. Of course, the spectral radius is the maximum absolute value of the eigenvalues, so that the above implies that all eigenvalues of $\Gamma D\omega(x)$ have absolute value less than one.

Since $g$ is injective by the preceding argument, its inverse is well-defined and since $g$ is a local diffeomorphism on $U$, it follows that $g^{-1}$ is smooth on $U$. Thus, $g$ is a diffeomorphism.

(iii) Local convergence occurs on a set of measure zero. Let $B$ be the open ball derived from the central manifold theorem $\ref{thm:central_manifold}$.

Starting from $x_0 \in U$, if gradient-based learning converges to a strict saddle point, then there exists an $n_0$ such that $g^n(x_0) \in B$ for all $n \geq n_0$. Applying Theorem $\ref{thm:if_theorem}$, we get that $g^n(x_0) \in W^{cs}_{loc} \cap B$. Now, using the fact that $g$ is invertible, we can iteratively construct the sequence of sets defined by $W_1(x^*) = g^{-1}(W^{cs}_{loc} \cap B) \cap U$ and $W_{k+1}(x^*) = g^{-1}(W_k(x^*) \cap B) \cap U$. Then we have that $x_0 \in W_n(x^*)$ for all $n \geq n_0$. The set $U_0 = \cup_{k=1}^\infty W_k(x^*)$ contains all the initial points in $U$ such that gradient-based learning converges to a strict saddle.

Since $x^*$ is a strict saddle, $I - \Gamma D\omega(x^*)$ has an eigenvalue greater than one. This implies that the co-dimension of the unstable manifold is strictly less than $md$ so that $\dim(W^{cs}_{loc}) < md$. Hence, $W^{cs}_{loc} \cap B$ has Lebesgue measure zero in $\mathbb{R}^{md}$. Using again that $g$ is a diffeomorphism, $g^{-1} \in C^1$ so that it is locally Lipschitz and locally Lipschitz maps are
null-set preserving. Hence, $W_k(x^*)$ has measure zero for all $k$ by induction so that $U_0$ is a measure-zero set since it is a countable union of measure-zero sets.

Theorem 12 gives sufficient conditions under which, with random initializations of $K_i$, policy-gradient methods would almost surely avoid the critical point. Let each players’ initial strategy $K_{i,0}$ be sampled from a distribution $p_{i,0}$ for $i \in \{1, ..., n\}$, and let $p_0$ be the resulting the joint distribution of $(K_{1,0}, \ldots, K_{n,0})$.

**Corollary 6.** Suppose $D_0$ is chosen such that $\Sigma_0 \succ 0$, and consider an $n$–player LQ game satisfying Assumptions 4 and 5 in which there is a Nash equilibrium which is a saddle point of the policy-gradient dynamics. If each player $i \in \{1, \ldots, n\}$ performs policy-gradient with a random initial strategy $K_{i,0} \sim p_{i,0}$ such that the support of $p_0$ is $U$, they will almost surely avoid the Nash equilibrium.

Corollary 6 shows that even if the players randomly initialize in a neighborhood of a Nash equilibrium that is a saddle point of the joint gradient dynamics they will almost surely avoid it. The proof follows trivially from the fact that the set of initializations that converge to the Nash equilibrium is of measure zero in $U$.

In the next section, we generate a large number of LQ games that satisfy the conditions of Corollary 6. Taken together, these theoretical and numerical results imply that policy-gradient algorithms have no guarantees of local, and consequently global, convergence in general-sum LQ games.

**Remark 5.** Theorem 12 gives us sufficient conditions under which policy-gradient in general-sum LQ games does not even have local convergence guarantees, much less global convergence guarantees. We remark that this is very different from the single-player LQR setting, where policy-gradient will converge from any initialization in a neighborhood of the optimal solution [51]. In zero-sum LQ games, the structure of the game also precludes any Nash equilibrium from satisfying the conditions of Theorem 12 [116], meaning that local convergence is always guaranteed. In [204], the guarantee of local convergence is strengthened to that of global convergence for a class of projected policy-gradient algorithms in zero-sum LQ games.

We conclude by noting that the non-convergence results we present extend to a stochastic setting in which the players have access to unbiased estimates of their gradients and the step-sizes are monotonically decreasing as time progresses. Indeed, classical results from the stochastic approximations literature (see e.g. [26, 147]) guarantee under mild assumptions on the estimators that such stochastic dynamics will have the same asymptotic behavior vis-a-vis saddle points as the deterministic dynamics they seek to follow.

### 4.4 Generating Counterexamples

Since it is difficult to find a simple closed form for the Jacobian of $\omega$ due to the fact that the matrices $P_i$ implicitly depend on all the $K_i$, we perform random search to find instances of
LQ games in which the Nash equilibrium is a strict saddle point of the gradient dynamics. For each LQ game we generate, we use the method of Lyapunov iterations to find a global Nash equilibrium of the LQ game and numerically approximate the Jacobian to machine precision. We then check whether the Nash equilibrium is a strict saddle. Surprisingly, such a simple search procedure finds a large number of LQ games in which policy-gradient avoids Nash equilibria.

For simplicity, we focus on two-player LQ games where \( z \in \mathbb{R}^2 \) and \( d_1 = d_2 = 1 \). Thus, each player \( i = 1, 2 \) has two parameters to learn, which we denote \( K_{i,j}, j = 1, 2 \).

In the remainder of this section, we detail our experimental setup and then present our findings.

**Experimental setup**

To search for examples of LQ games in which policy-gradient avoids Nash equilibria, we fix \( B_1, Q_1, \) and \( R_1 \) and parametrize \( B_2, Q_2, \) and \( R_2 \) by \( b, q, \) and \( r, \) respectively. For various values of the parameters \( b, q, \) and \( r, \) we uniformly sample 1000 different dynamics matrices \( A \in \mathbb{R}^{2 \times 2} \) such that \( A, B_1, Q_1 \) satisfies Assumption 5. Then, for each of the 1000 different LQ games we find the optimal feedback matrices \( (K_1^*, K_2^*) \) using the method of Lyapunov iterations (i.e., a discrete time variant of the algorithm outlined in [102]), and then numerically approximate \( D_\omega(K_1^*, K_2^*) \) using auto-differentiation tools and check its eigenvalues.

The exact values of the matrices are defined as follows:

\[
A \in \mathbb{R}^{2 \times 2} : a_{i,j} \sim \text{Uniform}(0, 1) \quad i, j = 1, 2, \\
B_1 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad B_2 = \begin{bmatrix} b \\ 1 \end{bmatrix}, \quad Q_1 = \begin{bmatrix} 0.01 & 0 \\ 0 & 1 \end{bmatrix}, \quad Q_2 = \begin{bmatrix} 1 & 0 \\ 0 & q \end{bmatrix}, \\
R_1 = 0.01, \quad R_2 = r.
\]

**Numerical results**

Using the setup outlined in the previous section we randomly generated LQ games to search for counterexamples. We first present results that show that these counterexamples may be quite common. We then use policy-gradient in two of the LQ games we generated and highlight the existence of limit cycles and the fact that the players’ time-averaged strategies do not converge to the Nash equilibrium.

**Avoidance of Nash in a nontrivial class of LQ games.** As can be seen in Figure 4.1, across the different parameter values we considered, we found that anywhere from 0% to

---

1We use auto-differentiation due to the fact that finding an analytical expression for \( D_\omega \) is unduly arduous even in low dimensions due to the dependence of \( P_i \) and \( \Sigma_{K_1,K_2} \) on \( (K_1, K_2) \), both of which are implicitly defined.
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Figure 4.2: Payoffs of the two players in two general-sum LQ game where there is a Nash equilibrium that is avoided by the gradient dynamics. We observe empirically that in both games the two players diverge from the local Nash equilibrium and converge to a limit cycle around the Nash equilibrium.

25% of randomly sampled LQ games, had Nash equilibria that are strict saddle points of the gradient dynamics. Therefore, in up to 25% of the LQ games we generated policy-gradient would almost surely avoid a Nash solution. Of particular interest, for all values of $q$ and $r$ that we tested, when $b = 0$ at least 5% of the LQ games had a global Nash equilibrium with the strict saddle property.

These empirical observations imply that policy-gradient in competitive settings, even in the relatively straightforward setting of linear dynamics, linear policies, and quadratic costs, could fail to converge to a Nash equilibrium in up to one out of four such problems. This suggests that for more complicated cost functions, policy classes, and dynamics, Nash equilibria may often be avoided by policy-gradient.

We remark that each point in Figure 4.1 represents the number of counterexamples found (out of 1000) for each parameter value, meaning that for $r \approx 0.35, b = 0$, and $q = 0.01$ we were able to consistently generate around 250 different examples of games where policy-gradient almost surely avoids the only stationary point of the dynamics.

Note also that we were unable to find any counterexamples when $b$ was varied in $(-0.5, 0.5)$ and $q = 0.01, r = 0.1$. This suggests that depending on the structure of the dynamical system it may be possible to give stronger convergence guarantees.

Convergence to Cycles. Figures 4.2–4.3 show the payoffs and parameter values of the two players when they use policy-gradient in two general-sum LQ games we identified as being counterexamples for convergence to the Nash equilibrium.
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Figure 4.3: Parameter values of the two players in two general-sum LQ game where the Nash equilibrium is avoided by the gradient dynamics. We empirically observe in both games described in (4.6) that players converge to the same cycle from different initializations. Time is shown by the progressive darkening of the players’ strategies.

In the two games, we initialize both players in a ball of radius 0.25 around their Nash equilibrium strategies and let them perform policy-gradient with step size 0.05. We observe that in both games the players diverge from the Nash equilibrium and converge to limit cycles.

For the two games in Figures 4.2–4.4, the game parameters are such that $b = 0$, $r = 0.01$, and $q = 0.147$. The two $A$ matrices are defined as follows:

(i): \[ A = \begin{bmatrix} 0.588 & 0.028 \\ 0.570 & 0.056 \end{bmatrix}, \quad \text{ (ii): } \quad A = \begin{bmatrix} 0.511 & 0.064 \\ 0.533 & 0.993 \end{bmatrix}. \] (4.6)

We also chose the initial state distribution to be $[1, 1]^T$ or $[1, 1.1]^T$ with probability 0.5 each.

The eigenvalues of the corresponding game Jacobian $D\omega$ evaluated at the Nash equilibrium are as follows:

(i): \[ \text{spec}(D\omega(K_1^*, K_2^*)) = \{10.88, 2.02, -0.21, -0.06\} \]

(ii): \[ \text{spec}(D\omega(K_1^*, K_2^*)) = \{9.76, 0.54, -0.01 \pm 0.08j\}. \]

Thus, these games do satisfy the conditions of Corollary 6 for the avoidance of Nash equilibria. We conclude this section by noting that, as shown in Figure 4.4, the players’ average payoffs do not necessarily converge to the Nash equilibrium payoffs.

**Cycles in 3-player games.** We conclude our numerical results by noting that these observations extend to $N > 2$ numbers of players. In particular, we use policy gradients in a 3-player LQ game and (as shown in Figure 4.5) we again observe convergence to limit cycles.
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Figure 4.4: Time average parameter values of the two players in the general-sum LQ game with dynamics given in (4.6). We empirically observe that in both games the players’ time average strategy does not converge to the Nash equilibrium strategy. Time is shown by progressive darkening of the players’ strategies.

Figure 4.5: Payoffs of the three players in a LQ game. We observe empirically that the three players converge to a limit cycle instead of to a Nash equilibrium.

For this game $A$ is the same as in example (ii) above and the first two players $i = 1, 2$ have the same cost matrices $Q_i, R_i$ as in example (ii), and the third player has $B_3 = [0, 1]^T$, $R_3 = 0.01$, and $Q_3 = \frac{1}{2}Q_2$. 


4.5 Chapter Summary

We have shown that in the relatively straightforward setting of $n$-player LQ games, agents performing policy-gradient have no guarantees of local, and therefore global, convergence to the Nash equilibria of the game even if they randomly initialize their first policies in a small neighborhood of the Nash equilibrium. Since we also showed that the Nash equilibria are the only critical points of the gradient dynamics, this means that, for this class of games, policy-gradient algorithms may have no guarantees of convergence to any set of stationary policies.

Since linear dynamics, quadratic costs, and linear policies are a relatively simple setup compared to many recent deep multi-agent reinforcement learning problems [17, 77], we believe that the issues of non-convergence are likely to be present in more complex scenarios involving more complex dynamics and parametrizations of the policies. This can be viewed as a cautionary note, but it also suggests that the algorithms that have yielded impressive results in multi-agent settings can be further improved by leveraging the underlying game-theoretic structure.

We remark that we only analyzed the deterministic policy-gradient setting, though the findings extend to settings in which players construct unbiased estimates of their gradients [179] and even actor-critic methods [178]. Indeed all of these algorithms will suffer the same problems since they all seek to track the same limiting continuous-time dynamical system and straightforward application of the results in Section 3 (or equivalently [116]) would yield the same non-convergence results for stochastic algorithms.

Our numerical experiments also highlight the existence of limit cycles in the policy-gradient dynamics. Unlike in classical optimization settings in which oscillations are normally caused by the choice of step sizes, the cycles we highlight are behaviors that can occur even with arbitrarily small step sizes. They are a fundamental feature of learning in multi-agent settings and have been observed in the dynamics of many learning algorithms [75, 116, 121, 145]. We remark, however, that there is no obvious link between the limit cycles that arise in the gradient dynamics of the LQ games and the Nash equilibrium of the game. Indeed, unlike with other game dynamics in more simple games, such as the well-studied replicator dynamics in bilinear games [121] or multiplicative weights in rock-paper-scissors [75], the time average of the players’ strategies does not coincide with the Nash equilibrium. This may be due to the fact that the Nash equilibrium is a saddle point of the gradient dynamics and not simply marginally stable, though the issue warrants further investigation.

This chapter highlights how algorithms developed for classical optimization or single-agent optimal control settings may not behave as expected in multi-agent and competitive environments. Algorithms and approaches that have provable convergence guarantees and performance in competitive settings, while retaining the scalability and ease of implementation of simple policy-gradient methods, are therefore a crucial and promising open area of research. In the next chapter we develop one such algorithm in the context of zero-sum continuous games.
Chapter 5

Finding Local Nash Equilibria (and Only Local Nash Equilibria) in Zero-sum Games

The classical problem of finding Nash equilibria in multi-player games has been a focus of intense research in computer science, control theory, economics and mathematics [19, 43, 138]. Some connections have been made between this extensive literature and machine learning [see, e.g., 16, 35, 55], but these connections have focused principally on decision-making by single agents and multiple agents, and not on the burgeoning pattern-recognition side of machine learning, with its focus on large data sets and simple gradient-based algorithms for prediction and inference. This gap has begun to close in recent years, due to several new directions of research: formulations of learning problems as involving competition between subsystems that are construed as adversaries [68], concern over mismatch between assumptions and data-generating mechanisms [64, 201], the need to robustify learning systems with regard to against actual adversaries [199], and an increasing awareness that real-world machine-learning systems are often embedded in larger economic systems or networks [80].

These emerging connections bring significant algorithmic and conceptual challenges to the fore. Indeed, while gradient-based learning has been a major success in machine learning, both in theory and in practice, work on gradient-based algorithms in game theory has often highlighted their limitations. For example, gradient-based approaches are known to be difficult to tune and train [15, 45, 76, 125], and recent work has shown that gradient-based learning will almost surely avoid a subset of the local Nash equilibria in general-sum games [116]. Moreover, there is no shortage of work showing that gradient-based algorithms can converge to limit cycles or even diverge in game-theoretic settings [25, 45, 76, 121].

These drawbacks have led to a renewed interest in new approaches to finding the Nash equilibria of non-convex-concave zero-sum games, or equivalently, to solving saddle point problems. Recent work has attempted to use second-order information to reduce oscillations around equilibria and speed up convergence to fixed points of the gradient dynamics [15, 125]. Other recent approaches have attempted to tackle the problem from the variational
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inequality perspective but also with an eye on reducing oscillatory behaviors \([63, 124]\).

None of these approaches, however, address a fundamental issue that arises in non-convex-concave zero-sum games. As we will discuss, the set of attracting fixed points for the gradient dynamics in such games can include critical points that are not Nash equilibria. In fact, any saddle point of the underlying function that does not satisfy a particular alignment condition of a Nash equilibrium is a candidate attracting equilibrium for the gradient dynamics. Further, as we show, these points are attracting for a variety of recently proposed adjustments to gradient-based algorithms, including consensus optimization \([125]\), the symplectic gradient adjustment \([15]\), and a two-timescale version of simultaneous gradient descent \([73]\). Moreover, we show by counterexample that these algorithms can all converge to non-Nash stationary points.

We present a new gradient-based algorithm for finding the local Nash equilibria of two-player zero-sum games and prove that the only stationary points to which the algorithm can converge are local Nash equilibria. Our algorithm makes essential use of the underlying structure of zero-sum games. To obtain our theoretical results we work in continuous time—via an ordinary differential equation (ODE)—and our algorithm is obtained via a discretization of the ODE. While a naive discretization would require a matrix inversion and would be computationally burdensome, our discretization is a two-timescale discretization that avoids matrix inversion entirely and is of a similar computational complexity as that of other gradient-based algorithms. The resulting algorithm has stronger guarantees both with respect to the critical points to which it can converge and the manner in which it converges to them as compared to previous work on finding local Nash equilibria in non-convex-concave games. We note that these are local properties of the algorithm and that stronger guarantees can only be given by assuming more structure in the game.

This chapter is organized as follows. In Section 5.1 we define our notation, the problem we address, and highlight relevant related work. In Section 5.2 we define the limiting ODE that we would like our algorithm to follow and show that it has the desirable property that its only limit points are local Nash equilibria of the game. In Section 5.4 we introduce local symplectic surgery, a two-timescale procedure that asymptotically tracks the limiting ODE and show that it can be implemented efficiently. Finally, in Section 5.5 we present two numerical examples to validate the algorithm.

5.1 Preliminaries

We consider a two-player game in which one player tries to minimize a function, \(f : \mathbb{R}^d \to \mathbb{R}\), with respect to their decision variable \(x \in \mathbb{R}^{d_x}\), and the other player aims to maximize \(f\) with respect to their decision variable \(y \in \mathbb{R}^{d_y}\), where \(d = d_y + d_x\). We write such a game as \(\mathcal{G} = \{(f, -f), \mathbb{R}^d\}\), since the second player can be seen as minimizing \(-f\). We assume that neither player knows anything about the critical points of \(f\), but that both players follow the rules of the game. Such a situation arises naturally when training machine learning algorithms (e.g., training generative adversarial networks or in multi-agent reinforcement
learning). Without restricting \( f \), and assuming both players are non-cooperative, the best they can hope to achieve is a local Nash equilibrium; i.e., a point \((x^*, y^*)\) that satisfies
\[
f(x^*, y) \leq f(x^*, y^*) \leq f(x, y^*),
\]
for all \( x \) and \( y \) in neighborhoods of \( x^* \) and \( y^* \) respectively. Such equilibria are locally optimal for both players with respect to their own decision variable, meaning that neither player has an incentive to unilaterally deviate from such a point. As discussed in Chapter 2 generically, local Nash equilibria will satisfy slightly stronger conditions, namely they will be differential Nash equilibria (DNE).

Both differential and local Nash equilibria in two-player zero-sum games are, by definition, special saddle points of the function \( f \) that satisfy a particular alignment condition with respect to the player’s decision variables. Indeed, the definition of differential Nash equilibria, which holds for almost all local Nash equilibria in a formal mathematical sense, makes this condition clear: the directions of positive and negative curvature of the function \( f \) at a local Nash equilibrium must be aligned with the minimizing and maximizing player’s decision variables respectively.

**Issues with gradient-based algorithms in zero-sum games**

Having introduced local Nash equilibria as the solution concept of interest, we now consider how to find such solutions, and in particular we highlight some issues with gradient-based algorithms in zero-sum continuous games. The most common method of finding local Nash equilibria in such games is to have both players randomly initialize their variables \((x_0, y_0)\) and then follow their respective gradients. That is, at each step \( n = 1, 2, ..., \) each agent updates their variable as follows:

\[
x_{n+1} = x_n - \gamma_n D_x f(x_n, y_n), \quad y_{n+1} = y_n + \gamma_n D_y f(x_n, y_n),
\]

where \( \{\gamma_n\}_{n=0}^{\infty} \) is a sequence of step sizes. The minimizing player performs gradient descent on their cost while the maximizing player ascends their gradient. We refer to this algorithm as simultaneous gradient descent (GDA). To simplify the notation, we let \( z = (x, y) \), and define the vector-valued function \( \omega : \mathbb{R}^d \to \mathbb{R}^d \) as:

\[
\omega(z) = \begin{bmatrix} D_x f(x, y) \\ -D_y f(x, y) \end{bmatrix}.
\]

In this notation, the GDA update is given by:

\[
z_{n+1} = z_n - \gamma_n \omega(z_n).
\] (5.1)

Since (5.1) is in the form of a discrete-time dynamical system, we proceed as in previous Chapters and examine its limiting behavior through the lens of dynamical systems theory.
CHAPTER 5. FINDING LOCAL NASH EQUILIBRIA (AND ONLY LOCAL NASH EQUILIBRIA) IN ZERO-SUM GAMES

Intuitively, given a properly chosen sequence of step sizes, (5.1) should have the same limiting behavior as the continuous-time flow:
\[ \dot{z} = -\omega(z). \] (5.2)

We can analyze this flow in neighborhoods of equilibria by studying the Jacobian matrix of \( \omega \), denoted \( J : \mathbb{R}^d \to \mathbb{R}^{d \times d} \):
\[
J(z) = \begin{bmatrix}
D^2_{xx}f(x,y) & D^2_{yx}f(x,y)
-D^2_{xy}f(x,y) & -D^2_{yy}f(x,y)
\end{bmatrix}.
\] (5.3)

We remark that the diagonal blocks of \( J(z) \) are always symmetric and \( D^2_{xy}f = (D^2_{yx}f)^T \). Thus \( J(z) \) can be written as the sum of a block symmetric matrix \( S(z) \) and a block antisymmetric matrix \( A(z) \), where:
\[
S(z) = \begin{bmatrix}
D^2_{xx}f(z) & 0 \\
0 & -D^2_{yy}f(z)
\end{bmatrix}, \quad A(z) = \begin{bmatrix}
0 & D^2_{yx}f(z) \\
-D^2_{xy}f(z) & 0
\end{bmatrix}.
\]

Given the structure of the Jacobian, we can now draw links between differential Nash equilibria and equilibrium concepts in dynamical systems theory.

As shown in Chapter 2, the fact that all differential Nash equilibria are critical points of \( \omega \) coupled with the structure of \( J \) in zero-sum games guarantees that all differential Nash equilibria of the game are LASE of the gradient dynamics. However, the converse is not true. The structure present in zero-sum games is not enough to ensure that the differential Nash equilibria are the only LASE of the gradient dynamics. When either \( D^2_{xx}f \) or \( D^2_{yy}f \) is indefinite at a critical point of \( \omega(z) \), the Jacobian can still have eigenvalues with strictly positive real parts as shown below.

**Example 4.** Consider a matrix \( M \in \mathbb{R}^{2 \times 2} \) having the form:
\[
M = \begin{bmatrix}
a & c \\
-c & -b
\end{bmatrix},
\]
where \( a, b \in \mathbb{R} \) and \( a, b > 0 \). These conditions imply that \( M \) cannot be the Jacobian of \( \omega \) at a local Nash equilibria. However, if \( b < a \) and \( c^2 > ab \), both of the eigenvalues of \( M \) will have strictly positive real parts, and such a point could still be a LASE of the gradient dynamics.

Such points, which we refer to as non-Nash LASE of (5.2), are what makes having guarantees on the convergence of algorithms in zero-sum games particularly difficult. By definition, at least one of the two players has a direction in which they would move to unilaterally decrease their cost, meaning that such points are not locally optimal for at least one of the players. These points arise solely due to the gradient dynamics, and persist even in other gradient-based dynamics suggested in the literature. In Appendix 5.1, we show that three recent algorithms for finding local Nash equilibria in zero-sum continuous games—consensus
optimization, symplectic gradient adjustment, and a two-time scale version of GDA—are susceptible to converge to such points and therefore have no guarantees of convergence to local Nash equilibria. We note that such points can be very common since every saddle point of \( f \) that is not a local Nash equilibrium is a candidate non-Nash LASE of the gradient dynamics. Further, local minima or maxima of \( f \) could also be non-Nash LASE of the gradient dynamics.

To understand how non-Nash equilibria can be attracting under the flow of \( -\omega \), we again analyze the Jacobian of \( \omega \). At such points, the symmetric matrix \( S(z) \) must have both positive and negative eigenvalues. The sum of \( S \) with \( A \), however, has eigenvalues with strictly positive real part. Thus, the anti-symmetric matrix \( A(z) \) can be seen as stabilizing such points. Previous gradient-based algorithms for zero-sum games have also pinpointed the matrix \( A \) as the source of problems in zero-sum games, however they focus on a different issue. Consensus optimization [125] and the symplectic gradient adjustment [15] both seek to adjust the gradient dynamics to reduce oscillatory behaviors in neighborhoods of stable equilibria. Since the matrix \( A(z) \) is anti-symmetric, it has only imaginary eigenvalues. If it dominates \( S \), then the eigenvalues of \( J \) can have a large imaginary component. This leads to oscillations around equilibria that have been shown empirically to slow down convergence [125]. As shown in next subsection neither of the adjustments are able to rule out convergence to non-Nash equilibria.

### Counter-examples for other algorithms

We now show that three state-of-the-art algorithms for finding the local Nash equilibria of zero-sum games are all attracted to non-Nash equilibria. This implies that these algorithms do not have guarantees on the local optimality of their limit points and cannot give guarantees on convergence to local Nash equilibria. To do this we construct a simple counter-example in \( \mathbb{R}^2 \) that demonstrates that all of the algorithms are attracted to some non-Nash limit point. The particular game we use is described below.

**Example 5.** Consider the game \( \mathcal{G} = \{(f, -f), \mathbb{R}^2\} \) where:

\[
f(x, y) = \frac{1}{2} \begin{bmatrix} x \\ y \end{bmatrix}^T \begin{bmatrix} 1 & 1 \\ 1 & 0.1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}.
\]

Staying with our earlier notation, the player with variable \( x \) seeks to minimize \( f \), and the player with variable \( y \) minimizes \( -f \).

This game has only one critical point, \((x, y) = (0, 0)\), and the combined gradient dynamics for this game are linear and are given by:

\[
\omega(x, y) = \begin{bmatrix} 1 & 1 \\ -1 & -0.1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}.
\]

For all \( x, y \in \mathbb{R} \) the Jacobian of \( \omega \) is given by:

\[
J(x, y) = \begin{bmatrix} 1 & 1 \\ -1 & -0.1 \end{bmatrix}.
\]
Since the diagonal is not strictly positive, \((x, y) = (0, 0)\) is not an LNE. However, since the eigenvalues of \(J(x, y)\) are \(0.45 + 0.835i\) and \(0.45 - 0.835i\), \((x, y) = (0, 0)\) is a LASE of the gradient dynamics.

We first show that even running SGA on two timescales as suggested by [73], cannot guarantee convergence to only local Nash equilibria. We assume that the maximizing player is on the slower timescale, and, in the following proposition, show that SGA on two timescales can still converge to non-Nash fixed points.

**Proposition 11.** Simultaneous gradient ascent on two timescales can converge to non-Nash equilibria.

**Proof.** Consider the game introduced in Example 5 and the following dynamics:

\[
\begin{align*}
x_{n+1} &= x_n - a_n(\omega_1(x_n, y_n)) \\
y_{n+1} &= y_n - b_n(\omega_2(x_n, y_n)),
\end{align*}
\]

where \(\omega_i\) denotes the \(i\)th component of \(\omega\) as described in Example 5 and \(a_n, b_n\) are sequences of step sizes satisfying Assumption 9.

Since the dynamics \(\dot{x} = -x - y\) have a unique equilibrium \(x = -y\) for a fixed \(y \in \mathbb{R}\) and the \(x\) process is on the faster timescale, Chapter 4 in [26], assures us that \(x_n \to -y_n\) asymptotically. Now, assuming that \(x_n\) has converged, we analyze the slower timescale. Plugging in for \(x_n\), we get that, asymptotically, the dynamics will track:

\[
\dot{y} = -y + 0.1y = -0.9y.
\]

Since these dynamics have a unique (exponentially) stable equilibrium at \(y = 0\), \((x_n, y_n) \to (0, 0)\). As we showed, the origin is non-Nash, so we are done.

The previous proposition shows that a two-timescale version of simultaneous gradient ascent will still be susceptible to non-Nash equilibria. This implies that such an approach cannot guarantee convergence to local Nash equilibria. We now show that the consensus optimization approach introduced in [125], can also converge to non-Nash points.

**Proposition 12.** Consensus optimization can converge to non-Nash equilibria.

**Proof.** The update in consensus optimization is given by:

\[
z_{n+1} = z_n - \gamma \left(\omega(z_n) + \lambda J^T(z_n)\omega(z_n)\right),
\]

where \(\lambda > 0\) is a hyperparameter to be chosen. We note that the signs are different than in [125] because we consider simultaneous gradient descent as the base algorithm while they consider simultaneous gradient ascent. The limiting dynamics of this approach is given by:

\[
\dot{z} = - \left(\omega(z_n) + \lambda J^T(z_n)\omega(z_n)\right).
\]
At a critical point \( z \) where \( \omega(z) = 0 \), the Jacobian of this dynamics is given by:

\[
J_{CO}(z) = (J(z) + \lambda J^T(z)J(z)).
\]

Now, in the game described in Example 5, the Jacobian of the consensus optimization dynamics would be:

\[
J_{CO}(x, y) = \begin{bmatrix}
1 + 2\lambda & 1 + 1.1\lambda \\
-1 + 1.1\lambda & -0.1 + 1.01\lambda
\end{bmatrix}.
\]

For \( \lambda > 0 \), \( J_{CO}(x, y) \) has eigenvalues with strictly positive real parts, which implies that, with any choice of the hyper-parameter \( \lambda \), consensus optimization will converge to the non-Nash equilibrium at (0,0) in Example 5.

The preceding proposition shows that the adjustment to the gradient dynamics proposed in [125] does not solve the issue of non-Nash fixed points. This is not surprising since the primary goal for the algorithm is to reduce oscillation around equilibria and speed up convergence to the stable equilibria of the gradient dynamics. We note that as shown in Theorem 13, the proposed algorithm also achieves this goal.

The final algorithm we consider is the symplectic gradient adjustment proposed in [15]. In the text, the authors do remark that the adjustment is not enough to guarantee convergence to only Nash equilibrium. For completeness, we make this assertion concrete by showing that the adjustment term is not enough to avoid the non-Nash equilibrium in Example 5.

**Proposition 13.** The symplectic gradient adjustment to the gradient dynamics can converge to non-Nash equilibria.

**Proof.** The dynamics resulting from the symplectic gradient adjustment is given by:

\[
z_{n+1} = z_n - \gamma \left( \omega(z_n) + \frac{\lambda}{2} (J(z_n) - J^T(z_n))^T \omega(z_n) \right),
\]

where \( \lambda > 0 \) is a hyperparameter to be chosen. The limiting dynamics of this algorithm is given by:

\[
\dot{z} = - \left( \omega(z) + \frac{\lambda}{2} (J(z) - J^T(z))^T \omega(z) \right).
\]

At a critical point \( z \) where \( \omega(z) = 0 \), the Jacobian of the above dynamics is given by:

\[
J_{SGA}(z) = (J(z) + \frac{\lambda}{2} (J(z) - J^T(z))^T J(z)).
\]

Now, in the game described in Example 5, the Jacobian of the SGA dynamics is given by:

\[
J_{SGA}(x, y) = \begin{bmatrix}
1 + \lambda & 1 + 0.1\lambda \\
1 + 0.1\lambda & -0.1 + \lambda
\end{bmatrix}.
\]

This has eigenvalues with strictly positive real parts for all values of \( \lambda > 0 \), which implies that the symplectic gradient adjustment will converge to the non-Nash equilibrium at (0,0) in Example 5. \( \square \)
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Other proposals have approached the issue of finding local Nash equilibria from the perspective of variational inequalities \[63, 124\]. In \[124\] and \[63\] extragradient methods were used to solve coherent saddle point problems and reduce oscillations when converging to saddle points. In such problems, however, the theoretical treatment focuses on settings in which all saddle points of the function \(f\) are local Nash equilibria or the cost function is implicitly assumed to be convex-concave. This in turn implies that the Jacobian satisfies the conditions for a Nash equilibrium everywhere. Thus the issue of converging to non-Nash equilibria is assumed away. The behavior of these approaches in more general zero-sum games with less structure (like the training of GANs) is therefore not clear. Moreover, since these approaches rely on averaging the gradients or are derived from implicit discretizations of the same limiting o.d.e. as GDA, they do not fundamentally change the nature of the critical points of GDA.

The problem of non-Nash equilibria has recently been addressed in the saddle point optimization literature \[6\]. The proposed algorithm, extreme curvature exploitation, only converges to saddle points satisfying the alignment conditions of local Nash equilibria but requires accurately computing the minimum eigenvalues of the diagonal blocks of the Jacobian, as well as their associated eigenvectors at each iteration. This makes the algorithm hard to implement in high-dimensional settings and slow to converge in practice as can be seen in Section \[5.5\]. Further, this algorithm still exhibits the oscillatory behaviors of GDA around Nash equilibria.

In the following sections we propose an algorithm for which the only LASE are the differential Nash equilibria of the game. We also show that, regardless of the choice of hyperparameter, the Jacobian of the new dynamics at LASE has real eigenvalues, which means that the dynamics cannot exhibit oscillatory behaviors around differential Nash equilibria. Finally, we show that the algorithm can be efficiently implemented and that its speed and performance are comparable to GDA and consensus optimization when training a small GAN.

5.2 The limiting differential equation

In this section we define the continuous-time flow that our discrete-time algorithm should ideally follow.

**Assumption 6** (Lipschitz assumptions on \(f\) and \(J\)). Assume that \(f \in C^3(\mathbb{R}^d, \mathbb{R})\) and \(\omega\) is \(L_\omega\)-Lipschitz. Finally assume that all critical points of \(\omega\) are hyperbolic.

Note that we do not require \(J(z)\) to be invertible everywhere, but only at the critical points of \(f\), and the assumption on the hyperbolicity of critical points holds generically for zero-sum games on continuously differentiable functions \(f\) from the results in Chapter \[2\] and \[114\].

Now, consider the continuous-time flow:
\[ \dot{z} = -\frac{1}{2} \left( \omega(z) + J^{-1}(z) J^T(z) \omega(z) \right). \]  
(5.4)

The dynamics introduced in (5.4) can be seen as an adjusted version of the gradient dynamics where the adjustment term only allows trajectories to approach critical points of \( \omega \) along the players’ axes. If a critical point is not locally optimal for one of the players (i.e., it is a non-Nash critical point) then that player can push the dynamics out of a neighborhood of that point.

As we show in the following theorem the Jacobian of the adjustment is similar to \( J^T \) when \( \|\omega(z)\|_2 \) is small. This approximation is exact at critical points of \( \omega \). Adding this adjustment term to \( \omega \) exactly cancels out the rotational part of the vector field contributed by the antisymmetric matrix \( A(z) \) in a neighborhood of critical points. Since we identified \( A(z) \) as the source of oscillatory behavior and non-Nash equilibria in Section 5.1 this adjustment addresses both of these issues. The following theorem establishes this formally.

**Theorem 13.** Under Assumption 6 and if for all \( z \in \mathbb{R}^d \) such that \( \omega(z) \neq 0 \) we have:

\[ S(z) \omega(z) \neq 0, \]

then the continuous-time dynamical system in (5.4) satisfies:

- \( z \) is a LASE of \( \dot{z} = -h(z) \) \( \iff \) \( z \) is a differential Nash equilibrium of \( G = \{(f, -f), \mathbb{R}^d\} \).

- If \( z \) is a critical point of \( h(z) \), then the Jacobian of \( h \) at \( z \) has real eigenvalues.

**Proof.** To prove Theorem 13 we first show that:

\[ h(z) = 0 \iff \omega(z) = 0. \]

Clearly, \( \omega(z) = 0 \implies h(z) = 0. \) To show the converse, we assume that \( h(z) = 0 \) but \( \omega(z) \neq 0. \) This implies that:

\[ J^T(z) \omega(z) = -J(z) \omega(z) \implies 2S(z) \omega(z) = 0 \]

Since we assumed that this cannot be true, we must have that \( h(z) = 0 \iff \omega(z) = 0. \)

Having shown that under our assumptions, the critical points of \( h \) are the same as those of \( \omega \), we now note that the Jacobian of \( h(z) \) at a critical point must have the form:

\[ J_h(z) = \frac{1}{2} \left( J(z) + J^{-1}(z) J^T(z) J(z) \right) \]

\[ = J^{-1}(z) S(z) J(z). \]

At critical points, \( J(z) \) is invertible and \( \lambda(z) = 0 \) by assumption. Given that \( \omega(z) = 0 \), terms that include \( \omega(z) \) disappear, and the adjustment term contributes only a factor of \( J^T(z) \) to
the Jacobian of $h$ at a critical point. This exactly cancels out the antisymmetric part of the Jacobian of $\omega$. The Jacobian of $h$ is therefore similar to a symmetric matrix at critical points of $\omega$ and has positive eigenvalues only when $D^2_{xx}f(z) > 0$ and $D^2_{yy}f(z) < 0$.

Since these are also the conditions for differential Nash equilibria, all differential Nash equilibria of $G$ must be LASE of $\dot{z} = -h(z)$. Further, non-Nash LASE of $\dot{z} = -\omega(z)$ cannot be LASE of $\dot{z} = -h(z)$, since by definition either $D^2_{xx}f(z)$ or $D^2_{yy}f(z)$ is indefinite at such points. To show the second part of the theorem, we simply note that $J_h$ must be symmetric at all critical points which in turn implies that it has only real eigenvalues. □

Theorem 13 shows that the only attracting hyperbolic equilibria of the limiting ordinary differential equation (ODE) are the differential Nash equilibria of the game. Also, since $J_h(z)$ is symmetric at critical points of $\omega$, if either $D^2_{xx}f(z)$ or $-D^2_{yy}f(z)$ has at least one negative eigenvalue then such a point would be a linearly unstable equilibrium of $\dot{z} = -h(z)$. Such points are linearly unstable and are therefore almost surely avoided when the algorithm is randomly initialized \cite{24,168}. Theorem 13 also guarantees that the continuous-time solutions do not oscillate near critical points. Reducing oscillations near critical points is the main goal of consensus optimization \cite{125} and the symplectic gradient adjustment \cite{15}. However, for both algorithms, the extent to which they are able to reduce the oscillations depends on the choice of hyperparameter.

**Remark 6.** The assumption that $\omega(z)$ is not in the nullspace of $S(z)$ when $\omega(z)$ is nonzero ensures that the adjustment does not create new critical points. This can cause problems in settings with little to no second order curvature like e.g., in bilinear games, but in the next section we show how to alleviate this problem by introducing some regularization. We also further expand on this theorem in full generality in Section 5.6.

### 5.3 Rates in Structured Games

In this section, we derive rates of convergence for local symplectic surgery in structured classes of games. In particular, we show how, by design, local symplectic surgery achieves the optimal rate in strongly-monotone games and how adding regularization to symplectic surgery gives efficient, last-iterate convergence guarantees in bilinear, and convex-concave games.

**Remark 7.** We remark that other algorithms such as extra-gradient algorithms or proximal-point methods can also achieve such rates in structured games, but, unlike LSS, have no guarantees of convergence to game-relevant equilibria in less structured settings.
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Last-iterate convergence in strongly monotone games

To begin, we focus on convergence in strongly monotone zero-sum games, which have been analyzed in [14, 29]. Recall, that a zero-sum game is $\mu$-strongly monotone if $\omega$ satisfies:

$$ (\omega(z) - \omega(z'))^T (z - z') \geq \mu \|z - z'\|^2 \forall z \in \mathbb{R}^d. $$

In this class of games—also known as strongly-convex, strongly concave games—there is a unique critical point of the gradient dynamics which is also a global Nash equilibrium. Further, by definition, we are guaranteed that the matrix $S(z)$ is positive definite for all $z$, and consequently that $J(z)$ is invertible everywhere.

Given this assumption, we show that the simple Euler discretization of (5.4) given by:

$$ z_{t+1} = z_t - \gamma \left( \omega(z_t) + J^{-1}(z_t)J^T(z_t)\omega(z_t) \right), $$

(5.5)

converges at a fast rate. The proof relies on the intuition that the function,

$$ V(z) = \frac{1}{2} \|\omega(z)\|^2, $$

serves as a Lyapunov function for the continuous-time dynamics since:

$$ \dot{V}(z) < -\omega(z)^T S(z) \omega(z) < -\mu \|\omega(z)\|^2 $$

We make this concrete in the following theorem, and doing so requires a smoothness assumption on the Lyapunov function, which is common in the analysis of other second-order algorithms in the literature (see e.g., [4, 15, 52]):

Assumption 7. $V(x) = \frac{1}{2} \|\omega(z)\|^2$ is $L$-smooth, meaning that:

$$ \|J^T(z)\omega(z) - J^T(z')\omega(z')\| \leq L \|z - z'\| \quad \forall z, z' $$

Given this assumption, let $\kappa = \frac{L}{\mu}$ we now prove that our discretized process enjoys fast convergence in strongly monotone games.

Theorem 14. Under Assumption 7, suppose the game is $\mu$-strongly monotone, then for $0 < \gamma < \frac{\mu}{2\kappa}$ the iterates of (5.5) satisfy, for all $t > 0$:

$$ \|\omega(z_{t+1})\|^2 \leq \left( 1 - \mu \gamma \left( 1 - 2\gamma \frac{2\kappa^3}{\mu^2} \right) \right)^t \|\omega(z_0)\|^2 $$

and choosing $\gamma < \frac{\mu^2}{2\kappa^2}$ results in exponentially fast convergence.
Proof. To begin, we take a Taylor expansion of $\|\omega(z_{t+1})\|^2$, where for simplicity we let, $h(z) = \omega(z) + J^{-1}(z) J^T(z) \omega(z)$, and $z^*$ the unique critical point of $\omega$.

$$\frac{1}{2} \|\omega(z_{t+1})\|^2 \leq \frac{1}{2} \|\omega(z_t)\|^2 - \gamma \omega(z_t)^T J(z_t) [\omega(z_t) + J^{-1}(z_t) J^T(z_t) \omega(z_t)] + \frac{L^2}{2} \|h(z_t)\|^2$$

$$\leq \left( \frac{1}{2} - \mu \gamma \right) \|\omega(z_t)\|^2 + L \gamma^2 \|\omega(z_t)\|^2 + L \gamma^2 \|J^{-1}(z_t) J^T(z_t) \omega(z_t)\|^2$$

$$\|\omega(z_{t+1})\|^2 \leq \left( 1 - 2 \mu \gamma \left( 1 - \frac{2 \kappa^3}{\mu^2} \right) \right) \|\omega(z_t)\|^2$$

where we used the fact that $J^T J > \mu^2 I$ (see e.g., [4]), the smoothness of $J^T(z) \omega(z)$, $\kappa > 1$ and the fact that strong monotonicity implies that: $\mu \|z - z'\| \leq \|\omega(z) - \omega(z')\|$. We also for simplicity, assumed that $\mu < 1$ to help us simplify. Thus, choosing $\gamma < \frac{\mu^2}{2 \kappa^3}$, makes the leading term on the right hand side above strictly less than 1. By recursion, we find our result.

Last-iterate convergence in convex-concave games

A key class of games where the approach of cancelling out the symplectic part of the vector field poses problems is in bilinear games. To rectify this, we introduce a regularized version of the discrete-time system:

$$z_{t+1} = z_t - \gamma (\omega(z_t) + J^{-1}(z_t) (J^T(z_t) + \lambda I) \omega(z_t)) \quad (5.6)$$

with the introduction of the parameter $\lambda$. This version of the algorithm enjoys fast, last-iterate convergence in bilinear games. To see this, we note that in bilinear games we have:

$$\omega(z) = Jz \quad J(z) = -J^T(z) \forall z \in \mathbb{R}^d$$

Thus, in this case the dynamics above simplify to:

$$z_{t+1} = z_t - \gamma (Jz_t + J^{-1}(J^T + \lambda I) Jz_t)$$

$$= z_t - \gamma \lambda z_t,$$

which results in the following bound:

$$\|z_T\| \leq \left( 1 - \gamma \lambda \right)^2 \|z_{T-1}\|$$

$$\leq \prod_{t=1}^{T-1} \left( 1 - \gamma \lambda \right) \|z_0\|.$$
Choosing $\gamma < 1$ and $\lambda < 1$ gives a problem-independent linear rate of convergence:

$$\| z_T \| \leq (1 - \gamma \lambda)^{T-1} \| z_0 \|$$

This highlights the need for some form of regularization to allow us to obtain rates in convex-concave games where we do not have the additional structure of strong monotonicity. In the next theorem we give rates for this regularized process without assuming strong monotonicity. To do so, we need another layer of smoothness on $\omega$:

**Assumption 8.** $f$ is $L_\omega$-smooth, meaning that:

$$\| \omega(z) - \omega(z') \| \leq L_\omega \| z - z' \| \quad \forall z, z'$$

Letting $\kappa = \frac{L_\omega}{\sigma}$, we now prove the following theorem:

**Theorem 15.** Under Assumptions 7 and 8, suppose $f$ is strictly convex-concave and $L$-smooth in $x$ and $y$ respectively. Further assume that $J^T(z)J(z) > \sigma^2$ for all $z$. Then the process in (5.6) with stepsize $\gamma < \min\left( \frac{1}{8\kappa^2} \lambda, \frac{1}{4L} \lambda, \frac{\sigma^2}{8} \right)$, and $\lambda < 1$ satisfies:

$$\| \omega(z_{t+1}) \|^2 \leq \left( 1 - \frac{\gamma \lambda}{2} \right) \| \omega(z_t) \|^2$$

Further assuming that $\kappa^2 > L$ and $\sigma^2 > \frac{1}{\kappa^2}$ the process satisfies:

$$\| \omega(z_{t+1}) \|^2 \leq \left( 1 - \frac{\lambda^2}{16\kappa^2} \right) \| \omega(z_t) \|^2$$

We remark that the assumption that $J^T(z)J(z) > \sigma^2$ does not imply strong monotonicity, and is in fact a form of the *sufficiently bilinear* assumption which is common in the analysis of second-order dynamics in zero-sum games (see e.g., [4]). Indeed, in bilinear games this is equivalent to assuming that the anti symmetric matrix $A(z)$ satisfies $A(z)^T A(z) > \sigma^2 I \forall z$.

**Proof.** Once again, we have that $\frac{1}{2} \| \omega(z) \|^2$ is $L$-smooth, and the loss function is convex-concave and $L$-smooth in $x$ and $y$ respectively. Denote $h_\lambda(z) = \omega(z) + J^{-1}(z)(J^T(z)\lambda(t))\omega(z)$, then taking the Taylor expansion of $\frac{1}{2} \| \omega(z) \|^2$ gives:

$$\frac{1}{2} \| \omega(z_{t+1}) \|^2 \leq \frac{1}{2} \| \omega(z_t) \|^2 - \gamma \omega(z_t)^T S(z_t) \omega(z_t) - \gamma \lambda \| \omega(z_t) \|^2 + \frac{\gamma^2 L}{2} \| h_\lambda(z_t) \|^2.$$

Since $f$ is convex-concave, $S \succeq 0$. Thus, this simplifies to:

$$\| \omega(z_{t+1}) \|^2 \leq \| \omega(z_t) \|^2 - 2\gamma \lambda \| \omega(z_t) \|^2 + \gamma^2 L \| h_\lambda(z_t) \|^2.$$
Algorithm 1 Local Symplectic Surgery

Input Functions $f$, $\omega$, $J$, $\lambda$; Step sizes $a_n$, $b_n$; Initial values $(x_0, y_0, v_0)$

Initialize $(x, y, v, n) \leftarrow (x_0, y_0, v_0, 0)$

while not converged do
  $g_x \leftarrow D_x [f(x, y) + v]$
  $g_y \leftarrow D_y [−f(x, y) + v]$
  $g_v \leftarrow D_v [||J(x, y)v − J(x, y)^T \omega(x, y) + \lambda \omega(x, y)||^2_2]$  
  $(x, y, v) \leftarrow (x − a_n g_x, y − a_n g_y, v − b_n g_v)$
  $n \leftarrow n + 1$

end while

Output $(x^*, y^*) \leftarrow (x, y)$

Expanding the last term gives us that:

$$\|\omega(z_{t+1})\|^2 \leq (1 - 2\gamma \lambda + 2\gamma^2 L)\|\omega(z_t)\|^2 + 4\gamma^2 \omega(z_t)^T J^T(z_t) (J^T(z_t) J(z_t))^{-1} J(z_t) \omega(z_t)$$

$$+ 4\gamma^2 \lambda^2 \omega(z_t)^T (J^T(z_t) J(z_t))^{-1} \omega(z_t)$$

$$\leq \left(1 - 2\gamma \lambda + 2\gamma^2 L + \frac{4\gamma^2 L^2 \omega + 4\gamma^2 \lambda^2}{\sigma^2}\right) \|\omega(z_t)\|^2$$

$$= \left(1 - 2\gamma \left(\lambda - \gamma L - \frac{2\gamma L \omega + 2\gamma \lambda^2}{\sigma^2}\right)\right) \|\omega(z_t)\|^2$$

Choosing $\gamma < \min \left(\frac{\sigma^2}{8L^2 \omega}, \frac{1}{4L} \gamma \lambda, \frac{\omega}{\lambda}\right)$, and $\lambda < 1$ gives us that:

$$\|\omega(z_{t+1})\|^2 \leq \left(1 - \gamma \lambda + \frac{\gamma \lambda^2}{2}\right) \|\omega(z_t)\|^2$$

Since $\lambda < 1$ we can further simplify to find that:

$$\|\omega(z_{t+1})\|^2 \leq \left(1 - \frac{\gamma \lambda}{2}\right) \|\omega(z_t)\|^2$$

5.4 Efficient Implementation through a Two-Timescale Approximation

Given the limiting ODE, we could perform a straightforward Euler discretization to obtain a discrete-time update having the form: $z_{n+1} = z_n - \gamma h(z_n)$. 

\[\]
However, due to the matrix inversion, such a discrete-time update would be prohibitively expensive to implement in high-dimensional parameter spaces such as those encountered when training GANs. To solve this problem, we now introduce a two-timescale approximation to the continuous-time dynamics that has the same limiting behavior, but is much faster to compute at each iteration than the simple discretization. Since this procedure serves to exactly remove $A(z)$, the symplectic part of the Jacobian, in neighborhoods of hyperbolic critical points, we refer to this two-timescale procedure as local symplectic surgery (LSS).

In Appendix 5.6 we derive the two-timescale update rule for the time-varying version of the limiting ODE and show that it also has the same properties.

The two-timescale approximation to (5.4) is given by:

$$
\begin{align*}
    z_{n+1} &= z_n - a_n h_1(z_n, v_n) \\
    v_{n+1} &= v_n - b_n h_2(z_n, v_n),
\end{align*}
$$

(5.7)

where $h_1$ and $h_2$ are defined as:

$$
\begin{align*}
    h_1(z, v) &= \frac{1}{2} (\omega(z) + v) \\
    h_2(z, v) &= J^T(z) J(z) v - (J^T(z))^2 \omega(z),
\end{align*}
$$

and the sequences of step sizes $\{a_n\}_{n=0}^{\infty}, \{b_n\}_{n=0}^{\infty}$ satisfy the following assumptions:

**Assumption 9 (Assumptions on the step sizes).** The sequences $\{a_n\}_{n=0}^{\infty}$ and $\{b_n\}_{n=0}^{\infty}$ satisfy:

- $\sum_{i=1}^{\infty} a_i = \infty$, and $\sum_{i=1}^{\infty} b_i = \infty$;
- $\sum_{i=1}^{\infty} a_i^2 < \infty$, and $\sum_{i=1}^{\infty} b_i^2 < \infty$;
- $\lim_{n \to \infty} \frac{a_n}{b_n} = 0$.

We note that $h_2$ is Lipschitz continuous in $v$ uniformly in $z$ under Assumption 6.

The $v$ process performs gradient descent on a regularized version of least squares, where the regularization is governed by $\lambda(z)$. If the $v_n$ process is on a faster time scale, the intuition is that it will first converge to $J(z_n)^{-1}J^T(z_n)\omega(z_n)$, and then $z_n$ will track the limiting ODE in (5.4). In the next subsection we prove that this behavior holds even in the presence of noise.

Before showing this, however, we briefly note that the key benefit to the two-timescale process is that $z_{n+1}$ and $v_{n+1}$ can be computed efficiently since neither require a matrix inversion. In fact, the computation can be done with auto-differentiation tools with the same order of complexity as that of GDA, consensus optimization, and the symplectic gradient adjustment. In particular, using Jacobian-vector products, the computation of $h_1$ and $h_2$ can be done relatively quickly.

We first note that a Jacobian-vector product calculates $J^T(z)u$ for a constant vector $u \in \mathbb{R}^d$, by calculating the gradient of $\omega^T(z)u$ with respect to $v$. This allows us to write the $x$ and $y$ updates in Algorithm 1 in a clean form. The next proposition shows that, using
the structure of $J$ that was discussed in Section 5.1, the term $J(z)v$ can also be efficiently computed. Together these results show that the per-iteration complexity of LSS is on the same order as that of consensus optimization and the symplectic gradient adjustment.

**Proposition 14.** The computation of $J(z)v$ requires two Jacobian-vector products, for $v \in \mathbb{R}^d$ a constant vector.

**Proof.** Let $v = (v_1, v_2)^T$ where $v_1 \in \mathbb{R}^{d_x}$ and $v_2 \in \mathbb{R}^{d_y}$. Then $J(z)v$ can be written as:

$$J(z)v = \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} J^T(z) \begin{bmatrix} v_1 \\ 0 \end{bmatrix} + \begin{bmatrix} -I & 0 \\ 0 & I \end{bmatrix} J^T(z) \begin{bmatrix} 0 \\ v_2 \end{bmatrix}.$$  

We note that the above expression is only possible due to the structure of the Jacobian in two-player zero-sum games. Having written $J(z)$ as above, it is now clear that computing $J(z)v$ will require two Jacobian-vector products. \hfill \Box

This simple technique gives rise to the procedure outlined in Algorithm 1.

**Long-term behavior of the two-timescale approximation**

We now show that LSS asymptotically tracks the limiting ODE even in the presence of noise. This implies that the algorithm has the same limiting behavior as (5.4). In particular, our setup allows us to treat the case where one only has access to unbiased estimates of $h_1$ and $h_2$ at each iteration. This is the setting most likely to be encountered in practice, for example in the case of training GANs in a mini-batch setting. We assume that we have access to estimators $\hat{h}_1$ and $\hat{h}_2$ such that:

$$\mathbb{E} \left[ \hat{h}_1(z, v) \right] = \omega(z) + v$$

$$\mathbb{E} \left[ \hat{h}_2(z, v) \right] = J^T(z)J(z)v + (J^T(z))^2\omega(z).$$

To place this in the form of classical two-timescale stochastic approximation processes, we write each estimator $\hat{h}_1$ and $\hat{h}_2$ as the sum of its mean and zero-mean noise processes $M^z$ and $M^v$ respectively. This results in the following two timescale process:

$$z_{n+1} = z_n - a_n [\omega(z_n) + v_n + M^z_{n+1}] \quad (5.8)$$

$$v_{n+1} = v_n - b_n [J^T(z_n)J(z_n)v_n + (J^T(z_n))^2\omega(z_n) + M^v_{n+1}] \quad (5.9)$$

We assume that the noise processes satisfy the following standard conditions [23, 26]:

**Assumption 10.** Assumptions on the noise: Define the filtration $\mathcal{F}_n$:

$$\mathcal{F}_n = \sigma(z_0, v_0, M^v_1, M^v_2, ..., M^z_n, M^v_n),$$

for $n \geq 0$. Given $\mathcal{F}_n$, we assume that:
Given Assumptions 6-10, let Theorem 16. 

• $M_{n+1}^u$ and $M_{n+1}^z$ are conditionally independent given $\mathcal{F}_n$ for $n \geq 0$.
• $\mathbb{E}[M_{n+1}^u|\mathcal{F}_n] = 0$ and $\mathbb{E}[M_{n+1}^z|\mathcal{F}_n] = 0$ for $n \geq 0$.
• $\mathbb{E}[||M_{n+1}^z|||\mathcal{F}_n] \leq c_z(1 + ||z_n||)$ and $\mathbb{E}[||M_{n+1}^u|||\mathcal{F}_n] \leq c_v(1 + ||z_n||)$ almost surely for some positive constants $c_z$ and $c_v$.

Given our assumptions on the estimator, cost function, and step sizes we now show that (5.8) asymptotically tracks a trajectory of the continuous-time dynamics almost surely. Since $h_1$, $h_2$, and $v^*(z) = J(z)^{-1}J^T(z)\omega(z)$ are not uniformly Lipschitz continuous in both $z$ and $v$, we cannot directly invoke results from the literature. Instead, we adapt the proof of Theorem 2 in Chapter 6 of [26] to show that $v_n \to v^*(z_n)$ almost surely. We then invoke Proposition 4.1 from [23] to show that $z_n$ asymptotically tracks (5.4). We note that this approach only holds on the event $\{\sup_n ||z_n|| + ||v_n|| < \infty\}$. Thus, if the stochastic approximation process remains bounded, then under our assumptions we are sure to track a trajectory of the limiting ODE.

**Lemma 3.** Under Assumptions 6-10 and on the event $\{\sup_n ||z_n||_2 + ||v_n||_2 < \infty\}$:

$$(z_n, v_n) \to \{(z, v^*(z)) : z \in \mathbb{R}^d\},$$

almost surely.

**Proof.** We first rewrite (5.8) as:

$$z_{n+1} = z_n - b_n \left[ a_n h_1(z_n, v_n) + M_{n+1}^z \right],$$

$$v_{n+1} = v_n - b_n [h_2(z_n, v_n) + M_{n+1}^u],$$

where $M_{n+1}^z = \frac{a_n}{b_n} M_{n+1}^z$. By assumption, $\frac{a_n}{b_n} \to 0$. Since $h_1$ is locally Lipschitz continuous, it is bounded on the event $\{\sup_n ||z_n||_2 + ||v_n||_2 < \infty\}$. Thus, $\frac{a_n}{b_n} h_1(z_n, v_n) \to 0$ almost surely.

From Lemma 1 in Chapter 6 of [26], the above processes, on the event $\{\sup_n ||z_n||_2 + ||v_n||_2 < \infty\}$, converge almost surely to internally chain-transitive invariant sets of $\dot{v} = -h_2(z, v)$ and $\dot{z} = 0$. Since, for a fixed $z$, $h_2(z, v)$ is a Lipschitz continuous function of $v$ with a globally asymptotically stable equilibrium at $(J^T(z)J(z) + \lambda(z)I)^{-1}\omega(z)$, the claim follows.

Having shown that $||v_n - v^*(z_n)||_2 \to 0$ almost surely, we now show that $z_n$ will asymptotically track a trajectory of the limiting ODE. Let us first define $z(t, s, z_s)$ for $t \geq s$ to be the trajectory of $\dot{z} = -h(z)$ starting at $z_s$ at time $s$.

**Theorem 16.** Given Assumptions 6-10, let $t_n = \sum_{i=0}^{n-1} a_i$. On the event $\{\sup_n ||z_n||_2 + ||v_n||_2 < \infty\}$, for any integer $K > 0$ we have:

$$\lim_{n \to \infty} \sup_{0 \leq h \leq K} ||z_{n+h} - z(t_{n+h}, t_n, z_n)||_2 = 0.$$
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The proof of Theorem 16 relies on a combination of Proposition 4.1 and 4.2 from [23] which gives us conditions under which a stochastic approximation process is an asymptotic pseudo-trajectory of the underlying ODE:

**Proposition 15.** Let $h$ be a continuous globally integrable vector field. Further, let $x(t, s, x_s)$ for $t \geq s$ be a trajectory of the dynamical system $\dot{x} = -h(x)$ starting from state $x_s$ at time $s$. Finally let the stochastic approximation process be given by:

$$x_{n+1} = x_n + a_n (h(x_n) + \chi_n + M_{n+1}),$$

where:

1. $\sup_n ||x_n|| < \infty$
2. $\sup_n \mathbb{E}[||M_n||^2] < \infty$
3. $\sum_{i=0}^{\infty} a_i^2 < \infty$
4. $\sum_{i=0}^{\infty} a_i = \infty$
5. $\lim_{n \to \infty} \chi_n = 0$ almost surely.

Then:

$$\lim_{n \to \infty} \sup_{0 \leq h \leq K} ||x_{n+h} - x(t_{n+h}, t_n, x_n)|| = 0.$$

Given this proposition, we now develop the proof.

**Proof.** We first rewrite the $z_n$ process as:

$$z_{n+1} = z_n - a_n [h(z) - J^T(z_n) (v^*(z_n) - v_n) + M_{n+1}].$$

We note that, from Lemma 3 $(v^*(z_n) - v_n) \to 0$ almost surely. Since $||J^T(z_n)||_2 < L_\omega$, we can write this process as:

$$z_{n+1} = z_n - a_n [h(z) - \chi_n + M_{n+1}],$$

where $\chi_n \to 0$ almost surely. Since $h$ is continuously differentiable, it is locally Lipschitz, and on the event $\{\sup_n ||z_n|| + ||v_n|| < \infty\}$ it is bounded. It thus induces a continuous globally integrable vector field, and therefore satisfies the assumptions for Propositions 4.1 in [23]. Further, by assumption the sequence of step sizes and martingale difference sequences satisfy the assumptions of Proposition 4.2 in [23]. Invoking Proposition 4.1 and 4.2 in [23] gives us the desired result.

Theorem 16 guarantees that LSS asymptotically tracks a trajectory of the limiting ODE. Coupled with standard assumptions on the noise, classic results from the stochastic approximation literature (e.g., [147]) guarantees that the process will avoid non-Nash equilibria of the gradient dynamics which are saddle points of the dynamics. Thus the only locally asymptotically stable points for LSS must be the differential Nash equilibria of the game.
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5.5 Numerical Examples

We now present two numerical examples that illustrate the performance of both the limiting ODE and LSS. The first is a zero-sum game played over a function in $\mathbb{R}^2$ that allows us to observe the behavior of both the limiting ODE around both local Nash and non-Nash equilibria. In the second example we use LSS to train a small generative adversarial network (GAN).

![Convergence of extreme curvature exploitation, consensus optimization, the symplectic gradient adjustment and GDA to different equilibria in the zero-sum game played on (5.10). The local Nash equilibria are denoted by 'x' and the non-Nash equilibrium by a star. Consensus optimization, GDA, and the symplectic gradient adjustment both converge to non-Nash equilibria. Extreme curvature exploitation avoids the non-Nash equilibrium.](image)

2-D example

For the first example, we consider the game based on the following function $f$ in $\mathbb{R}^2$:

$$f(x, y) = e^{-0.01(x^2+y^2)}((0.3x^2 + y)^2 + (0.5y^2 + x)^2).$$

(5.10)
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This function is a fourth-order polynomial that is scaled by an exponential to ensure that it is bounded. The gradient dynamics $\dot{z} = -\omega(z)$ associated with function have four LASE, three of which are local Nash equilibria. In Figure 5.1 we plot the sample paths of extreme curvature exploitation, consensus optimization, the symplectic gradient adjustment (SGA), simultaneous gradient descent (GDA) and our limiting ODE from the same initial positions, shown with red dots. We clearly see that GDA, consensus optimization, and the symplectic gradient adjustment converge to all four LASE, depending on the initialization. Extreme curvature exploitation, on the other hand, only converges to the local Nash equilibria.

In Figure 5.2 we empirically validate that LSS asymptotically tracks the limiting ODE. When the fast timescale has not converged, the process tracks the gradient dynamics. Once it has converged however, we see that it closely tracks the limiting ODE which leads it to converge to only the local Nash equilibria. Figure 5.2 also highlights how, unlike extreme curvature exploitation, our algorithm does not oscillate around equilibria, which can lead to faster convergence. This also empirically validates the second part of Theorem 13.

The discretized full information process is calculated as:

$$z_{t+1} = z_t - \gamma(\omega(z) + v),$$

where $v = J^{-1}(z)J^T(z)\omega(z)$. For the two-timescale process, since there is no noise we use constant step sizes and the following update:

$$z_{n+1} = z_n - \gamma_1(\omega(z_n) + v_n)$$

$$v_{n+1} = v_n - \gamma_2(J^T(z_n)J(z_n)v_n - (J^T(z_n))^2 \omega(z_n)),$$

where $\gamma = 0.0015, \gamma_1 = 0.0001$, and $\gamma_2 = 0.0005$.

For consensus optimization, the symplectic gradient adjustment, and extreme curvature exploitation the updates are given by:

$$z_{n+1} = z_n - \gamma(\omega(z_n) - \gamma_{CO}J^T(z_n)\omega(z_n)),$$

$$z_{n+1} = z_n - \gamma(\omega(z_n) - \gamma_{SGA}A^T(z_n)\omega(z_n)),$$

$$z_{n+1} = z_n - \gamma(\omega(z_n) - \gamma_{CURV}u(z_n)),$$

respectively, where $\gamma = 0.002, \gamma_{CO} = \gamma_{SGA} = 0.1, \gamma_{CURV} = 1.0$, and $u(z_n)$ is the adjustment as described in [6].

Generative adversarial network

We now train a generative adversarial network with LSS, GDA, the symplectic gradient adjustment (SGA), consensus optimization (CO), and extreme curvature (EC) exploitation. Both the discriminator and generator are fully connected neural networks with four hidden
Figure 5.2: Behavior of the two-timescale approximation with respect to the limiting ODE. The two-timescale procedure closely tracks the limiting ODE from three of the four initializations, but converges to a different Nash equilibrium in the fourth due to approximation errors early in the process.

layers of 64 neurons each. The tanh activation function is used since it satisfies the smoothness assumptions for our functions. For the latent space, we use a 64-dimensional Gaussian with mean zero and covariance $\Sigma = 0.01I_{64}$. The ground truth distribution is a mixture of 16 Gaussians used in [15] to test for mode collapse, each with covariance $\Sigma = 0.02I_2$. In Figure 5.3, we show the generator after 30000 iterations of the various algorithms, initialized with the same weights and biases. We observe that LSS converges to the true distribution while the other algorithms have worse performance, showing how the adjusted dynamics can lead to convergence to better equilibria.

We caution that convergence rate per se is not necessarily a reasonable metric on which to compare performance in the GAN setting or in other game-theoretic settings. Indeed, competing algorithms may converge faster than our method when used to train GANs, but
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Figure 5.3: The output of a GAN trained with LSS, GDA, Consensus optimization (CO), the symplectic gradient adjustment (SGA), and Extreme curvature exploitation (EC) after 30000 iterations of training.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>0 iters</th>
<th>5000 iters</th>
<th>10000 iters</th>
<th>25000 iters</th>
<th>30000 iters</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

since the competitors could be converging quickly to a non-Nash equilibrium, which is not desirable. Indeed, the optimal solution is known to be a local Nash equilibrium for GANs [68, 132]. LSS may initially move towards a non-Nash equilibrium, while subsequently escaping the neighborhood of such points before converging. This will lead to a slower convergence rate, but a better quality solution.

In Figure 5.4 we show further numerical experiments that show the training of the same generative adversarial network described in Section 5.5 in wall-clock time, starting with the same initialization. This is to account for the fact that the different algorithms have different per-iteration complexities. In 300 seconds, LSS runs for around 12,000 iterations while GDA, symplectic gradient adjustment (SGA), and consensus optimization (CO), and extreme curvature (EC) complete 70,000, 40,000, 25,000, and 6000 iterations respectively. In Figure 5.4, we observe that LSS correctly recovers the ground truth distribution in around 200 seconds while GDA takes longer to converge. This suggests that LSS, despite having a slower per-iteration complexity may be faster at converging in neighborhoods of equilibria. Figure 5.4 also highlights the benefits of LSS over extreme curvature exploitation. LSS is able to perform twice the number of iterations in the same amount of time as extreme curvature exploitation completes, all the while successfully converging to the correct distribution.

In Figure 5.5 we see that LSS recovers the ground truth distribution, when GDA quickly converges to a suboptimal equilibrium. While the other algorithms are slow to converge in
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Figure 5.4: The output of the generator trained with A. LSS, B. GDA, C. extreme curvature exploitation, and D. consensus optimization over training in wall-clock time. We see that LSS converges to the correct distribution, while GDA converges quickly to an incorrect distribution. Extreme curvature exploitation is slow to converge in wall-clock time while consensus optimization fails to properly identify the individual Gaussians.

These experiments highlight the benefits of LSS over both GDA, the symplectic gradient adjustment, consensus optimization, and extreme curvature exploitation. The performance of GDA seems highly reliant on the initialization, and the algorithm can quickly converge to undesired equilibria and remain stuck there. LSS, on the other hand, is more computationally intensive to compute than GDA, but seems to consistently find better quality solutions in fewer iterations than the other benchmark algorithms. Extreme curvature exploitation moves towards better quality solutions, but seems prohibitively expensive to implement efficiently in complex settings.

For the training of the generative adversarial network, we randomly initialize the weights and biases using the standard TensorFlow initializations. For both the implementation of
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Figure 5.5: The output of the generator trained with A. LSS, B. GDA, C. extreme curvature exploitation, and D. consensus optimization over training in wall-clock time. We see that GDA converges quickly to the correct distribution faster than LSS. Extreme curvature exploitation is slow to converge in wall-clock time while consensus optimization fails to properly identify the individual Gaussians.

GDA and LSS used to generate Figures 5.3, 5.4, and 5.5 we used the RMSProp optimizer with step size $2e^{-4}$ for the $x$ and $y$ processes. For the $v$ process in LSS, we used the RMSProp optimizer with step size $2e^{-5}$. We note that these do not satisfy our assumptions on the step size sequences for the two-timescale process, but are meant to show that the approach still works in practical settings. Lastly, we use a batch size of 128. For consensus optimization we set the hyper-parameter to 1.0 and for curvature exploitation we performed 5 iterations of the power method per gradient step to find the suitable eigenvalue-eigenvector pairs and used a hyper-parameter of 1.0.
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5.6 Time-varying adjustment

In this section we analyze a slightly different version of (5.4) that allows us to remove the assumption that \( \omega(z) \) is never in the nullspace of \( S(z) \). Though this assumption is relatively mild we can remove it entirely while retaining our theoretical guarantees. The new dynamics are constructed by adding a time-varying term to the dynamics that goes to zero only when \( \omega(z) \) is zero, and it even serves the same purpose as the regularizer in the bilinear game example. This guarantees that the only critical points of the limiting dynamics are the critical points of \( \omega \). The analysis of these dynamics is slightly more involved and requires generalizations of the definition of a LASE to handle time-varying dynamics. We first define an equilibrium of a potentially time-varying dynamical system \( \dot{\theta} = g(\theta, t) \) as a point \( \theta^* \) such that \( g(\theta^*, t) \equiv 0 \) for all \( t \geq 0 \). We can now generalize the definition of a LASE to the time-varying setting.

**Definition 15.** A strategy \( \theta^* \in \mathbb{R}^d \) is a locally uniformly asymptotically stable equilibrium of the time-varying continuous time dynamics \( \dot{\theta} = -f(\theta, t) \) if \( \theta^* \) is an equilibrium of \( \dot{\theta} = -f(\theta, t) \), and \( D_{\theta} f(\theta^*, t) \equiv J(\theta^*) \) and \( \text{Re}(\lambda) > 0 \) for all \( \lambda \in \text{spec}(J(z^*)) \).

Locally uniformly asymptotically stable equilibria, under this definition, also have the property that they are locally exponentially attracting under the flow, \( \dot{\theta} = -f(\theta, t) \). Further, since the linearization around a locally uniformly asymptotically stable equilibrium is time-invariant, we can still invoke converse Lyapunov theorems like those presented in [168] when deriving the non-asymptotic bounds.

Having defined equilibria and a generalization of LASE for time-varying systems, we now introduce a time-varying version of the continuous-time ODE presented in Section 5.2 which allows us to remove the assumption that \( \omega(z) \) is never in the nullspace of \( S(z) \). The limiting ODE is given by:

\[
\dot{z} = -h_{TV}(z, t) = -(h(z, t), \tag{5.11}
\]

where \( h(z, t) \) is given by:

\[
h(z, t) = \omega(z) + J^{-1}(z) (J^T(z) + \lambda(z, t) I) \omega(z)
\]

and \( \lambda(z, t) \) satisfies:

- \( 0 \leq \lambda_1(z, t) \leq \xi_2 \) for all \( z \in \mathbb{R}^d \) and \( t > 0 \).
- \( \lambda_1(z, t) = 0 \iff \omega(z) = 0 \).
- \( \omega(z) = 0 \implies D_z \lambda_1(z) = 0 \).
- if \( \omega(z) \neq 0 \), \( \lambda_1(z, t) \to 0 \) as \( t \to \infty \).
Thus we require that the time-varying adjustment term $g_{TV}$ must be bounded and is equal to zero only when $\omega(z) = 0$. Most importantly, we require that for any $z$ that is not a critical point of $\omega$, $g_{TV}$ must be changing in time. An example of a $g_{TV}$ that satisfies these requirements is:

$$g_{TV}(z, t) = \xi_1 \left( 1 - e^{-\xi_2 \|\omega(z)\|^2} \right) / t,$$

(5.12)

These conditions, as the next theorem shows, allow us to guarantee that the only locally asymptotically stable equilibria are the differential Nash equilibria of the game.

**Theorem 17.** Under Assumption 6 the continuous-time dynamical system $\dot{z} = -h_{TV}(z, t)$ satisfies:

- $z$ is a locally uniformly asymptotically stable equilibrium of $\dot{z} = -h_{TV}(z, t)$ $\iff$ $z$ is a DNE of the game $\{(f, -f), \mathbb{R}^d\}$.

- If $z$ is an equilibrium point of $\dot{z} = -h_{TV}(z, t)$, then the Jacobian of $h_{TV}$ at $z$ is time-invariant and has real eigenvalues.

**Proof.** We first show that:

$$h_{TV}(z, t) \equiv 0 \ \forall t \geq 0 \iff \omega(z) = 0.$$

By construction $\omega(z) = 0 \implies h_{TV}(z, t) \equiv 0 \ \forall t \geq 0$. To show the converse, we assume that there exists a $z$ such that $h_{TV}(z, t) \equiv 0 \ \forall t \geq 0$ but $\omega(z) \neq 0$. This implies that:

$$2S(z)\omega(z) = -\lambda(z, t)\omega(z) \ \forall t \geq 0.$$

Since $z$ is a constant and $\omega(z) \neq 0$, $\lambda(z, t) > 0$, and is changing for all $t$, this cannot hold since $\lambda(z, t)$ cannot be an eigenvalue of $S(z)$ for all $t$.

$$D_t u(t) = 0 \ \forall t \geq 0.$$

Thus, we have a contradiction and $h_{TV}(z, t) \equiv 0 \ \forall t \geq 0 \implies \omega(z) = 0$.

Having shown that the critical points of $\dot{z} = -h_{TV}(z, t)$ are the same as that of $\dot{z} = -\omega(z)$, we now note that the Jacobian of $h_{TV}(z, t)$, at critical points, must be $S(z)$. Under the same development as the proof of Theorem 13 the Jacobian of $h_{TV}$ is given by:

$$J_{TV}(z) = J(z) + J^T(z) + (D_z \lambda(z, t)).$$

Again, by construction $D_z \lambda(z, t) = 0$ when $\omega(z) = 0$. The third term therefore disappears and we have that $J_{TV}(z) = S(z)$. The proof now follows from that of Theorem 13. $\square$
5.7 Chapter Summary

We have introduced local symplectic surgery, a two-timescale algorithm for finding the local Nash equilibria of zero-sum continuous games. We have shown that the only hyperbolic critical points to which it can converge are the local Nash equilibria of the underlying game. This significantly improves upon previous efficient methods for finding such points which, as shown in Appendix 5.1, cannot give such guarantees.

We emphasize that our analysis has been limited to neighborhoods of equilibria; the proposed algorithm can converge in principle to limit cycles at other locations of the space. These are hard to rule out completely. Moreover, some of these limit cycles may actually have some game-theoretic relevance [21, 76]. Another limitation of our analysis is that we have assumed the existence of local Nash equilibria in games. Showing that they exist and finding them is very hard to do in general. Our algorithm will converge to local Nash equilibria, but may diverge when the game does not admit equilibria or when the algorithm does not approach any equilibria in its region of attraction. Thus, divergence of our algorithm is not a certificate that no equilibria exist. Such caveats, however, are the same as those for other gradient-based approaches for finding local Nash equilibria.

Another drawback to our approach is the use of second-order information. Though the two-timescale approximation does not need access to the full Jacobian of the gradient dynamics, the update does involve computing Jacobian-vector products. This is similar to other recently proposed approaches but will be inherently slower to compute than pure first- or zeroth-order methods. Bridging this gap while retaining similar theoretical properties remains an interesting avenue of further research. In summary, we have shown that some of the inherent flaws of gradient-based methods in zero-sum games can be overcome by designing algorithms to take advantage of structural aspects of the game-theoretic setting.
Part II
Decision-Making under Uncertainty
Chapter 6

Model-Based Approaches for Multi-Armed Bandits

Sequential decision making under uncertainty has become one of the fastest developing fields of machine learning, with applications from healthcare, to social-networks, and recommendation systems. A central theme in such problems is addressing exploration-exploitation tradeoffs \[12, 94\], wherein an algorithm must balance between exploiting its current knowledge and exploring previously unexplored options.

The classic stochastic multi-armed bandit problem has provided a theoretical laboratory for the study of exploration/exploitation tradeoffs \[91\]. A vast literature has emerged that provides algorithms, insights, and matching upper and lower bounds in many cases. The dominant paradigm in this literature has been that of frequentist analysis; cf. in particular the analyses devoted to the celebrated upper confidence bound (UCB) algorithm \[12\]. Interestingly, however, Thompson sampling, a Bayesian approach first introduced almost a century ago \[180\] has been shown to be competitive and sometimes outperform UCB algorithms in practice \[36, 171\]. Further, the fact that Thompson sampling, being a Bayesian method, explicitly makes use of prior information, has made it particularly popular in industrial applications [see, e.g., \[166\] and the references therein]— reflecting the need for explainable algorithms which can readily incorporate domain knowledge (i.e., model-based algorithms).

Although most theory in the bandit literature is focused on non-Bayesian methods, there is a smaller, but nontrivial, theory associated with Thompson sampling. In particular, Thompson sampling has been shown to achieve optimal risk bounds in multi-armed bandit settings with Bernoulli rewards and beta priors \[8, 83\], Gaussian rewards with Gaussian priors \[8\], one-dimensional exponential family models with uninformative priors \[86\], and finitely-supported priors and observations \[69\]. Thompson sampling has further been shown to asymptotically achieve optimal instance-independent performance \[165\].

Despite these appealing foundational results, the deployment of Thompson sampling in complex problems is often constrained by its use of samples from posterior distributions, which are often difficult to generate in regimes where the posteriors do not have closed
forms. A common solution to this has been to use approximate sampling techniques to generate samples from approximations of the posteriors \cite{36, 66, 104, 166}. Such approaches have been demonstrated to work effectively in practice \cite{160, 186}, but it is unclear how to maintain performance over arbitrary time horizons while using approximate sampling. Indeed, to the best of our knowledge the strongest regret guarantees for Thompson sampling with approximate samples, due to Lu and Van Roy \cite{104}, require a model whose complexity grows with the time horizon to guarantee optimal performance. Further, it was recently shown theoretically by Phan, Yadkori, and Domke \cite{150} that a naive usage of approximate sampling algorithms with Thompson sampling can yield a drastic drop in performance.

As such, even in the well studied and relatively simple setting of multi-armed bandits, there is still a lack of understanding on how to design versatile model-based algorithms for sequential decision-making under uncertainty—a key ingredient in developing reliable algorithms for societal-systems.

**Contributions** In the following chapters we analyze Thompson sampling with approximate sampling methods in a class of multi-armed bandit algorithms where the rewards are unbounded, but their distributions are log-concave. In Chapter 7 we derive novel posterior contraction rates for posteriors when the rewards are generated from such distributions and under general assumptions on the priors. Using these rates, we show in Chapter 8 that Thompson sampling with samples from the true posterior achieves finite-time optimal frequentist regret. Further, the regret guarantee we derive has explicit constants and explicit dependencies on the dimension of the parameter spaces, variance of the reward distributions, and the quality of the prior distributions.

In Chapter 9 we present a simple counterexample demonstrating the relationship between the approximation error to the posterior and the resulting regret of the algorithm. Building on the insight provided by this example, we propose two approximate sampling schemes based on Langevin dynamics to generate samples from approximate posteriors and analyze their impact on the regret of Thompson sampling. We first analyze samples generated from the unadjusted Langevin algorithm (ULA) and specify the runtime, hyperparameters, and initialization required to achieve an approximation error which provably maintains the optimal regret guarantee of exact Thompson sampling over finite-time horizons. Crucially, we initialize the ULA algorithm from the approximate sample generated in the previous round to make use of the posterior concentration property and ensure that only a constant number of iterations are required to achieve the optimal regret guarantee. Under slightly stronger assumptions, we then demonstrate that a stochastic gradient variant called stochastic gradient Langevin dynamics (SGLD) requires only a constant batch size in addition to the constant number of iterations to achieve logarithmic regret. Since the computational complexity of this sampling algorithm does not scale with the time horizon, the proposed method is a true “anytime” algorithm. Finally, we conclude Chapter 9 by validating these theoretical results in numerical simulations where we find that Thompson sampling with our approximate sampling schemes maintain the desirable performance of exact Thompson sampling.
6.1 Preliminaries

In this work we analyze Thompson sampling strategies for the $K$-armed stochastic multi-armed bandit (MAB) problem. In such problems, there is a set of $K$ options, or “arms,” $\mathcal{A} = \{1, ..., K\}$, from which a player must choose at each round $t = 1, 2, ...$. After choosing an arm $A_t \in \mathcal{A}$ in round $t$, the player receives a real-valued reward $X_{A_t}$ drawn from a fixed yet unknown distribution associated with the arm, $p_{A_t}$. The random rewards obtained from playing an arm repeatedly are i.i.d. and independent of the rewards obtained from choosing other arms.

Throughout this paper, we assume that the reward distribution for each arm is a member of a parametric family parametrized by $\theta_a \in \mathbb{R}^{d_a}$, such that the true reward distribution is $p_a(X) = p_a(X; \theta_a^*)$, where $\theta_a^*$ is unknown. Moreover, we assume throughout this chapter that the parametric families are log-concave and Lipschitz smooth in $\theta_a$:

**Assumption 11** (Assumption on the family $p_a(X|\theta_a)$ around $\theta_a^*$). Assume that $\log p_a(x|\theta_a)$ is $L_a$-smooth and $m_a$-strongly concave around $\theta_a^*$ for all $X \in \mathbb{R}$:

$$- \log p_a(x|\theta_a^*) - \nabla_\theta \log p_a(x|\theta_a)^T (\theta_a - \theta_a^*) + \frac{m_a}{2} \|\theta_a - \theta_a^*\|^2 \leq - \log p_a(x|\theta_a)$$

$$\leq - \log p_a(x|\theta_a^*) - \nabla_\theta \log p_a(x|\theta_a^*)^T (\theta_a - \theta_a^*) + \frac{L_a}{2} \|\theta_a - \theta_a^*\|^2, \quad \forall \theta_a \in \mathbb{R}^{d_a}, x \in \mathbb{R}.$$

Additionally we make assumptions on the true distribution of the rewards:

**Assumption 12** (Assumption on true reward distribution $p_a(X|\theta_a^*)$). For every $a \in \mathcal{A}$ assume that $p_a(X; \theta_a^*)$ is strongly log-concave in $X$ with some parameter $\nu_a$, and that $\nabla_\theta \log p_a(x|\theta_a^*)$ is $L_a$-Lipschitz in $X$:

$$-(\nabla_x \log p_a(x|\theta_a^*) - \nabla_x \log p_a(x'|\theta_a^*))^T (x - x') \geq \nu_a \|x - x'\|_2^2, \quad \forall x, x' \in \mathbb{R}.$$

$$\|\nabla_\theta \log p_a(x|\theta_a^*) - \nabla_\theta \log p_a(x'|\theta_a^*)\| \leq L_a \|x - x'\|_2, \quad \forall x, x' \in \mathbb{R}.$$

Parameters $\nu_a$ and $L_a$ provide lower and upper bounds to the sub- and super-Gaussianity of the true reward distributions. We further define $\kappa_a = \max \{L_a/m_a, L_a/\nu_a\}$ to be the condition number of the model class. Finally, we assume that for each arm $a \in \mathcal{A}$ there is a linear map such that for all $\theta_a \in \mathbb{R}^{d_a}$, $E_{x \sim p_a(x|\theta_a)} [X] = \alpha_a^T \theta_a$, with $\|\alpha_a\| = A_a$. 

Our results suggest that the tailoring of approximate sampling algorithms to work with Thompson sampling can overcome the phenomenon studied in Phan, Yadkori, and Domke [150], where approximation error in the samples can yield linear regret. Indeed, our results suggest that it is possible for Thompson sampling to achieve order-optimal regret guarantees with an efficiently implementable approximate sampling algorithm.
We now review Thompson sampling, the pseudo-code for which is presented in Algorithm 2. A key advantage of Thompson sampling over frequentist algorithms for multi-armed bandit problems is its flexibility in incorporating prior information. In this paper, we assume that the prior distributions over the parameters of the arms have smooth log-concave densities:

**Assumption 13** (Assumptions on the prior distribution). For every \( a \in A \) assume that log \( \pi_a(\theta_a) \) is concave with \( L_a \)-Lipschitz gradients for all \( \theta_a \in \mathbb{R}^{d_a} \):

\[
\|\nabla_{\theta} \pi_a(\theta_a) - \nabla_{\theta} \pi_a(\theta'_a)\| \leq L_a \|\theta_a - \theta'_a\|, \quad \forall \theta_a, \theta'_a \in \mathbb{R}^{d_a}.
\]

We remark that we do not assume the prior is strongly log-concave, but that some structure is needed to prove finite-time concentration rates for the posterior. In particular, Assumption 13 allows us to prove the following proposition.

**Proposition 16.** If the prior distribution over \( \theta_a \) satisfies Assumption 13. Then:

\[
\sup_{\mathbb{R}^{d_a}} \nabla \log \pi_a(\theta_a)^T (\theta_a - \theta_a^*) \leq g_a^* - \log \pi_a(\theta_a^*)
\]

Where \( g_a^* = \max_{\theta \in \mathbb{R}^{d_a}} \log \pi_a(\theta) \).

**Proof.** Let \( \log \pi_a(\theta_a) = g(\theta_a) \). From the concavity of \( g \), we know that

\[
\nabla g(\theta_a)^T (\theta_a - \theta_a^*) \leq g(\theta_a) - g(\theta_a^*)
\]

Since this holds for all \( \theta \in \mathbb{R}^{d_a} \), we take the supremum of both sides and get that:

\[
\sup_{\mathbb{R}^{d_a}} \nabla g(\theta_a)^T (\theta_a - \theta_a^*) \leq g^* - g(\theta_a^*)
\]

Let \( B_a := g_a^* - \log \pi_a(\theta_a^*) \). Note that if the prior is centered on the correct value of \( \theta_a^* \), then \( B_a = 0 \). The parameter \( B_a \) is the prior dependence that appears in our concentration and regret bounds throughout the paper.

Given the priors and likelihoods, Thompson sampling proceeds by maintaining a posterior distribution over the parameters of each arm \( a \) at each round \( t \). Given the likelihood family, \( p(X|\theta_a) \), the prior, \( \pi(\theta_a) \), and the \( n \) data samples from an arm \( a \), \( X_{a,1}, \ldots, X_{a,n} \), let \( F_{n,a} : \mathbb{R}^{d_a} \rightarrow \mathbb{R} \) be \( F_{n,a}(\theta_a) = \frac{1}{n} \sum_{i=1}^{n} \log p_a(X_{a,i}|\theta_a) \), be the average log-likelihood of the data. Then the posterior distribution over the parameter \( \theta_a \) at round \( t \), denoted \( \mu_a^{(n)} \), satisfies:

\[
p_a(\theta_a|X_{a,1}, \ldots, X_{a,n}) \propto \pi_a(\theta_a) \prod_{i=1}^{t} (p_a(X_t|\theta_a))^1_{A_t=a} = \exp(nF_{n,a}(\theta_a) + \log \pi(\theta_a)).
\]

\(^1\)We remark that the Lipschitz constants are all assumed to be the same to simplify notation.
Algorithm 2 Thompson sampling

Input: Priors $\pi_a$ for $a \in A$, posterior scaling parameter $\gamma_a$

1. Set $\mu_{a,0} = \pi_a$ for $a \in A$

2. for $t = 0, 1, \ldots$ do
   
   Sample $\theta_{a,t} \sim \mu_a^{(T_a(t))}[\gamma_a]$
   
   Choose action $A_t = \text{argmax}_{a \in A} \alpha^T_a \theta_{a,t}$.
   
   Receive reward $X_{A_t}$.
   
   Update (approximate) posterior distribution for arm $A_t$: $\mu_{a,(T_a(t)+1)}$.

For any $\gamma_a > 0$ we denote the scaled posterior\footnote{In Chapter 8 we explain the use of scaled posteriors is required to obtain optimal regret guarantees for our bandit algorithms.} as $\mu_a^{(n)}[\gamma_a]$, whose density is proportional to:

$$\exp(\gamma_a(nF_{n,a}(\theta_a) + \log \pi(\theta_a))).$$

\hspace{1cm} (6.1)

Letting $T_a(t)$ be the number of samples received from arm $a$ after $t$ rounds, a Thompson sampling algorithm, at each round $t$, first samples the parameters of each arm $a$ from their (scaled) posterior distributions: $\theta_{a,t} \sim \mu_a^{(T_a(t))}[\gamma_a]$ and then chooses the arm for which the sample has the highest value:

$$A_t = \text{argmax}_{a \in A} \alpha^T_a \theta_{a,t}.$$ 

A player’s objective in MAB problems is to maximize her cumulative reward over any fixed time horizon $T$. The measure of performance most commonly used in the MAB literature is known as the expected regret $R(T)$, which corresponds to the expected difference between the accrued reward and the reward that would have been accrued had the learner selected the action with the highest mean reward during all steps $t = 1, \ldots, T$\footnote{We remark that the analysis of Thompson sampling has often been focused on a different quantity known as the Bayes regret, which is simply the expectation of $R(T)$ over the priors: $E_\pi[R(T)]$. However, in an effort to demonstrate that Thompson sampling is an effective alternative to frequentist methods like UCB, we analyze the frequentist regret $R(T)$.} Recalling that $\bar{r}_a$ is the mean reward for arm $a \in A$, the regret is given by:

$$R(T) := \mathbb{E}\left[\sum_{t=1}^T \bar{r}_{a^*} - \bar{r}_{A_t}\right],$$

where $\bar{r}_{a^*} = \max_{a \in A} \bar{r}_a$. Without loss of generality, we assume throughout this chapter that the optimal arm, $a^* = \text{argmax}_{a \in A} \bar{r}_a$, is arm 1. Further, we assume that the optimal arm is unique\footnote{We introduce this assumption merely for the purpose of simplifying our analysis.} $\bar{r}_1 > \bar{r}_a$ for $a > 1$.

Traditional treatment of Thompson sampling algorithms often overlooks one of its most critical aspects: ensuring compatibility between the mechanism that produces samples from the posterior distributions and the algorithm’s regret guarantees. This issue is usually addressed by assuming that the prior distributions and the reward distributions are conjugate
pairs. Although this approach is simple and prevalent in the literature [see, e.g., 166], it fails to capture more complex distributional families for which this assumption may not hold. Indeed, it was recently shown in Phan, Yadkori, and Domke [150] that if the samples come from distributions that approximate the posteriors with a constant error, the regret may grow at a linear rate. A more nuanced understanding of the relationship between the quality of the samples and the regret of the algorithms is, however, still lacking.
CHAPTER 6. MODEL-BASED APPROACHES FOR MULTI-ARMED BANDITS

Notation

Before summarizing the contents of Part II, we first give an overview of all of the notation used throughout this part of the dissertation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{A} )</td>
<td>set of arms in bandit environment</td>
</tr>
<tr>
<td>( K )</td>
<td>number of arms in the bandit environment (</td>
</tr>
<tr>
<td>( T )</td>
<td>Time horizon</td>
</tr>
<tr>
<td>( A_t )</td>
<td>arm pulled at time ( t ) by the algorithm ( A_t \in \mathcal{A} )</td>
</tr>
<tr>
<td>( T_a(t) )</td>
<td>number of times arm ( a ) has been pulled by time ( t )</td>
</tr>
<tr>
<td>( X_{A_t} )</td>
<td>reward from choosing arm ( A_t ) at time ( t )</td>
</tr>
<tr>
<td>( \theta_a )</td>
<td>parameters of likelihood functions such that, ( \theta_a \in \mathbb{R}^{d_a} )</td>
</tr>
<tr>
<td>( d_a )</td>
<td>dimension of parameter space for arm ( a )</td>
</tr>
<tr>
<td>( p_a(x</td>
<td>\theta_a) )</td>
</tr>
<tr>
<td>( \pi_a(\theta_a) )</td>
<td>prior distribution over the parameters for arm ( a )</td>
</tr>
<tr>
<td>( \mu_a(n) )</td>
<td>probability measure associated with the posterior over the parameters of arm ( a ) after ( n ) samples from arm ( a )</td>
</tr>
<tr>
<td>( \mu_a(n)[\gamma_a] )</td>
<td>probability measure resulting from the (scaled) posterior over the parameters of arm ( a ) after ( n ) samples from arm ( a )</td>
</tr>
<tr>
<td>( \tilde{\mu}_a(n) )</td>
<td>probability measure resulting from running the Langevin MCMC algorithm described in Algorithm 3 which approximates ( \mu_a(n)[\gamma_a] )</td>
</tr>
<tr>
<td>( \mu_a(n)[\gamma_a] )</td>
<td>probability measure resulting from an approximate sampling method which approximates ( \mu_a(n)[\gamma_a] )</td>
</tr>
<tr>
<td>( \theta^* )</td>
<td>true parameter value for arm ( a )</td>
</tr>
<tr>
<td>( \theta_{a,t} )</td>
<td>sampled parameter for arm ( a ) at time ( t ) of the Thompson Sampling algorithm: ( \theta_{a,t} \sim \mu_a(n) )</td>
</tr>
<tr>
<td>( \bar{r}_a )</td>
<td>mean of the reward distribution for arm ( a ): ( \bar{r}_a = \mathbb{E}[X_a</td>
</tr>
<tr>
<td>( \alpha_a )</td>
<td>vector in ( \mathbb{R}^{d_a} ) such that ( \bar{r}_a = \alpha_a^T \theta^*_a )</td>
</tr>
<tr>
<td>( r_{a,t}(T_a(t)) )</td>
<td>estimate of mean of arm ( a ) at round ( t ): ( r_{a,t}(T_a(t)) = \alpha_a^T \theta_{a,t} )</td>
</tr>
<tr>
<td>( A_a )</td>
<td>norm of ( \alpha_a )</td>
</tr>
<tr>
<td>( m_a )</td>
<td>Strong log-concavity parameter of the family ( p_a(x; \theta) ) in ( \theta ) for all ( x ).</td>
</tr>
<tr>
<td>( \nu_a )</td>
<td>Strong log-concavity parameter of the true reward distribution ( p_a(x; \theta^*) ) in ( x ).</td>
</tr>
<tr>
<td>( F_{n,a}(\theta_a) )</td>
<td>Averaged log likelihood over the data points: ( F_{n,a}(\theta_a) = \frac{1}{n} \sum_{i=1}^{n} \log p_a(X_i, \theta_a) )</td>
</tr>
<tr>
<td>( L_a )</td>
<td>Lipschitz constant for the true reward distribution and likelihood families ( p_a(x; \theta^*) ) in ( x ).</td>
</tr>
<tr>
<td>( \kappa_a )</td>
<td>condition number of the likelihood family ( \kappa_a = \max \left( \frac{L_a}{m_a}, \frac{L_a}{\nu_a} \right) )</td>
</tr>
<tr>
<td>( B_a )</td>
<td>reflects the quality of the prior: ( B_a = \frac{\max_{\theta} \pi_a(\theta)}{\pi_a(\theta^*)} )</td>
</tr>
</tbody>
</table>
6.2 Overview of Part II

Part II of this dissertation focuses on the analysis of Thompson sampling with approximate sampling methods in a class of multi-armed bandit algorithms where the rewards are unbounded, but their distributions are log-concave. In Chapter 7 we derive new posterior contraction rates for posteriors when the rewards are generated from such distributions and under general assumptions on the priors. Using these rates, we show in Chapter 8 that Thompson sampling with samples from the true posterior achieves finite-time optimal frequentist regret. Further, the regret guarantee we derive has explicit constants and explicit dependencies on the dimension of the parameter spaces, variance of the reward distributions, and the quality of the prior distributions.

In Chapter 9 we present a simple counter-example demonstrating the relationship between the approximation error of the approximation to the posterior and the resulting regret of the algorithm. Building on the insight provided by this example, we analyze two approximate sampling schemes and their impact on the regret of Thompson sampling. We first analyze the regret of Thompson sampling when the samples are generated from the unadjusted Langevin algorithm (ULA). We specify the runtime and hyperparameters needed to achieve an approximation error which provably maintains the optimal regret guarantee of the exact algorithm over finite-time horizons. Under slightly stronger assumptions, we then show that a stochastic gradient variant of ULA also achieves logarithmic regret. Notably both the iteration complexity and the sample complexity for stochastic gradient estimate do not scale with the time horizon, yielding a true ‘anytime’ algorithm.

Our results suggest that the tailoring of approximate sampling algorithms to work with Thompson sampling can overcome the phenomenon studied in [150] where approximation error in the samples results in linear regret. Indeed, our results suggest that it is possible for Thompson sampling to achieve order-optimal regret guarantees with approximate sampling.
Chapter 7

Posterior Concentration Results

Core to the analysis of Thompson sampling is understanding the behavior of the posterior distributions over the parameters of the arms’ distributions as the algorithm progresses and samples from the arms are collected. In particular, characterizing how the posterior density over the parameters given data,

\[ P(\theta|X_1, ..., X_n), \]

concentrates around the true parameter value, is an essential step in developing a deeper understanding of Thompson Sampling.

The literature on understanding how posteriors evolve as data is collected goes back to Doob [47] and his proof of the asymptotic normality of posteriors. More recently, there has been a line of work [see, e.g., 60, 187] that derives rates of convergence of posteriors in various regimes, mostly following the framework first developed in Ghosal, Ghosh, and Vaart [59] for finite- and infinite-dimensional models. Such results, though quite general, do not have explicit constants or forms which make them amenable for use in analyzing bandit algorithms. Indeed, finite-time rates remain an active area of research but have been developed using information-theoretic arguments [172], and more recently through the analysis of stochastic differential equations [130], though in both cases the assumptions, burn-in times, and lack of precise constants make them difficult to integrate with the analysis of Thompson sampling. Due to this, Thompson sampling has, for the most part, been only well understood for conjugate prior/likelihood families like beta/Bernoulli and Gaussian/Gaussian [8], or in more generality in well-behaved families such as one-dimensional exponential families with uninformative priors [86] or finitely supported prior/likelihood pairs [69].

In this Chapter we derive posterior concentration rates for parameters in \(d\)-dimensions and for a large class of priors and likelihoods by analyzing the moments of a stochastic differential equation for which the posterior is the limiting distribution. Our results expand upon the recent derivation of novel contraction rates for posterior distributions presented in Mou et al. [130] to hold for a finite number of samples and may be of independent interest. We make use of these concentration results to show that Thompson sampling with such priors and likelihoods results in order-optimal regret guarantees.
7.1 Posterior Concentration in Log-Concave Families

To begin, we note that classic results [139] guarantee that, as $t \to \infty$ the distribution $P_t$ of $\theta_t$ which evolves according to:

$$
\frac{d\theta_t}{dt} = \frac{1}{2} \nabla_\theta F_{n,a}(\theta_t) dt + \frac{1}{2n} \nabla_\theta \log \pi_a(\theta_t) dt + \frac{1}{\sqrt{n}\gamma_a} dB_t,
$$

(7.1)
is given by:

$$
\lim_{t \to \infty} P_t(\theta|X_1, \ldots, X_n) \propto \exp\left(-\gamma_a \left(nF_{n,a}(\theta) + \log \pi_a(\theta)\right)\right),
$$

almost surely. Comparing with Eq. (6.1), this limiting distribution is the scaled posterior distribution $\mu^{(n)}_a[\gamma_a]$. Thus, by analyzing the limiting properties of $\theta_t$ as it evolves according to the stochastic differential equation, we can derive properties of the scaled posterior distribution.

To do so, we first show that with high probability the gradient of $F_{n,a}(\theta^*)$ concentrates around zero (given the data $X_1, \ldots, X_n$). More precisely we show using well known results on the concentration of Lipschitz functions of strongly log-concave random variables that $\nabla_\theta F_{a,n}(\theta^*_a)$ has sub-Gaussian tails:

**Proposition 17.** The random variable $\|\nabla_\theta F_{a,n}(\theta^*_a)\|$ is $L_a\sqrt{\frac{d_a}{nv_a}}$ sub-Gaussian.

The proof follows from the concentration of Lipschitz functions under strongly log-concave densities and relies on Assumption [12]

**Proof.** Recall that the true density $p_a(x|\theta^*_a)$ is $\nu_a$-strongly log-concave in $x$ and that $\nabla_\theta \log p_a(x|\theta^*_a)$ is $L_a$-Lipschitz in $x$. Notice that $\nabla_\theta F_a(\theta^*_a) = 0$ since $\theta^*_a$ is the point maximizing the population likelihood.

Let’s consider the random variable $Z = \nabla_\theta \log p_a(x|\theta^*_a)$. Since $\mathbb{E}[Z] = \nabla_\theta F_a(\theta^*_a)$, the random variable $Z$ is centered.

We start by showing $Z$ is a subgaussian random vector. Let $v \in \mathbb{S}_{d_a}$ be an arbitrary point in the $d_a$–dimensional sphere and define the function $V : \mathbb{R}^{d_a} \to \mathbb{R}$ as $V(x) = \langle \nabla_\theta \log p_a(x|\theta^*_a), v \rangle$. This function is $L_a$–Lipschitz. Indeed let $x_1, x_2 \in \mathbb{R}^{d_a}$ be two arbitrary points in $\mathbb{R}^{d_a}$:

$$
|V(x_1) - V(x_2)| = |\langle \nabla_\theta \log p_a(x_1|\theta^*_a) - \nabla_\theta \log p_a(x_2|\theta^*_a), v \rangle|
\leq \|\nabla_\theta \log p_a(x_1|\theta^*_a) - \nabla_\theta \log p_a(x_2|\theta^*_a)\|_2 \|v\|_2
= \|\nabla_\theta \log p_a(x_1|\theta^*_a) - \nabla_\theta \log p_a(x_2|\theta^*_a)\|_2 \|v\|_2
\leq L_a \|x_1 - x_2\|.
$$

The first inequality follows by Cauchy-Schwartz, the second inequality by the Lipschitz assumption on the gradients. After a simple application of Proposition 2.18 in Ledoux [96], we conclude that $V(x)$ is subgaussian with parameter $\frac{L_a}{\sqrt{\gamma_a}}$. 

Since the projection of $Z$ onto an arbitrary direction $v$ of the unit sphere is subgaussian, with a parameter independent of $v$, we conclude the random vector $Z$ is subgaussian with the same parameter $L_a \sqrt{\nu_a}$. Consequently, the vector $\nabla_{\theta} F_{a,n}(\theta^*)$, being an average of $n$ i.i.d. subgaussian vectors with parameter $L_a \sqrt{\nu_a}$ is also subgaussian with parameter $L_a \sqrt{\nu_a}$.

Since $\nabla_{\theta} F_{a,n}(\theta^*)$ is a subgaussian vector with parameter $L_a \sqrt{\nu_a}$, Lemma 1 of \cite{79} implies it is norm subgaussian with parameter $L_a \sqrt{d_a \nu_a}$.

Conditioning on this high-probability event, we then analyze how the potential function:
\[
V(\theta_t) = \frac{1}{2} e^{\alpha t} ||\theta_t - \theta^*||_2^2,
\]
evolves along trajectories of the stochastic differential equation, where $\alpha > 0$. By bounding the supremum of $V(\theta_t)$, we construct bounds on the higher moments of the random variable $||\theta - \theta^*||$. These moment bounds translate directly into the posterior concentration bound of $\theta \sim \mu_{(n)}^a$ around $\theta^*$ presented in the following theorem.

**Theorem 18.** Suppose that Assumptions 11-13 hold, then for $\delta \in (0, e^{-1/2})$:
\[
P_{\theta \sim \mu_{(n)}^a}[\|\theta_a - \theta_a^*\|_2 > \sqrt{\frac{2e}{m_a n} \left( \frac{d_a}{\gamma_a} + \log B_a + \left( \frac{32}{\gamma_a} + 8d_a \kappa_a^2 \right) \log (1/\delta) \right)}] < \delta,
\]
where $B_a = \max_{\theta \in \mathbb{R}^d} \frac{\pi_a(\theta)}{\pi_a(\theta^*)}$.

Theorem 18 guarantees that the scaled posterior distribution over the parameters of the arms concentrate at rate $\frac{1}{\sqrt{n}}$, where $n$ is the number of times the arm has been pulled.

**Proof.** The proof makes use of the techniques used to prove Theorem 1 in Mou et al. \cite{130}: analyzing how a carefully designed potential function evolves along trajectories of the s.d.e. By a careful accounting of terms and constants, however, we are able to keep explicit constants and derive tighter bounds which hold for any finite number of samples. Throughout the proof we drop the dependence on $a$ and condition on the high-probability event, $G_{a,n}(\delta_1)$, defined in Proposition 17 which guarantees that the norm of the likelihood gradients concentrates with probability at least $1 - \delta_1$.

Consider the s.d.e.:
\[
d\theta_t = \frac{1}{2} \nabla_{\theta} F_n(\theta_t) dt + \frac{1}{2n} \nabla_{\theta} \log \pi(\theta_t)) dt + \frac{1}{\sqrt{n \gamma}} dB_t,
\]
and the potential function given by:
\[
V(\theta) = \frac{1}{2} e^{\alpha t} ||\theta - \theta^*||_2^2.
\]
for a choice of $\alpha > 0$. The idea is that bounds on the $p$-th moments of $V(\theta_t)$ can be translated into bounds on the $p$-th moments of $V(\theta)$ where $\theta \sim \mu(n)$, due to the fact that $\lim_{t \to \infty} \theta_t = \theta \sim \mu(n)$. The square-root growth in $p$ of these moments will imply that $\|\theta - \theta^*\|_2$ has subgaussian tails with a rate that we make explicit.

We begin by using Ito’s Lemma on $V(\theta_t)$:

$$V(\theta_t) = T1 + T2 + T3 + T4,$$

where:

$$T1 = -\frac{1}{2} \int_0^t e^{\alpha s} \langle \theta^* - \theta_s, \nabla_{\theta} F_n(\theta_s) \rangle ds + \frac{\alpha}{2} \int_0^t e^{\alpha s} \|\theta_s - \theta^*\|_2^2 ds$$

$$T2 = \frac{1}{2n} \int_0^t e^{\alpha s} \langle \theta_s - \theta^*, \nabla_{\theta} \log \pi(\theta_s) \rangle ds$$

$$T3 = \frac{d}{2n\gamma} \int_0^t e^{\alpha s} ds$$

$$T4 = \frac{1}{\sqrt{n\gamma}} \int_0^t e^{\alpha s} \langle \theta_s - \theta^*, dB_s \rangle.$$ 

Let us first upper bound $T1$:

$$T1 \leq -\frac{1}{2} \int_0^t e^{\alpha s} \langle \theta^* - \theta_s, \nabla_{\theta} F_n(\theta_s) \rangle ds + \frac{\alpha}{2} \int_0^t e^{\alpha s} \|\theta_s - \theta^*\|_2^2 ds$$

$$= -\frac{1}{2} \int_0^t e^{\alpha s} \langle \theta^* - \theta_s, \nabla_{\theta} F_n(\theta_s) - \nabla_{\theta} F_n(\theta^*) \rangle ds + \frac{\alpha}{2} \int_0^t e^{\alpha s} \|\theta_s - \theta^*\|_2^2 ds$$

$$- \frac{1}{2} \int_0^t e^{\alpha s} \langle \theta^* - \theta_s, \nabla_{\theta} F_n(\theta^*) \rangle ds$$

$$\leq \frac{\alpha - m}{2} \int_0^t e^{\alpha s} \|\theta_s - \theta^*\|_2^2 ds - \frac{1}{2} \int_0^t e^{\alpha s} \langle \theta^* - \theta_s, \nabla_{\theta} F_n(\theta^*) \rangle ds$$

$$\leq \frac{\alpha - m}{2} \int_0^t e^{\alpha s} \|\theta_s - \theta^*\|_2^2 ds + \frac{1}{2} \int_0^t e^{\alpha s} \|\theta^* - \theta_s\| \|\nabla_{\theta} F_n(\theta^*)\| ds,$$

where in (i) we use the strong-concavity property from Assumption 11 and in (ii) we use Cauchy-Shwartz.

Using Young’s inequality for products, where the constant is $m$, gives:

$$T1 \leq \frac{2\alpha - m}{4} \int_0^t e^{\alpha s} \|\theta_s - \theta^*\|_2^2 ds + \frac{\epsilon(n)^2}{4m} \int_0^t e^{\alpha s} ds.$$ 

Finally, choosing $\alpha = m/2$ the first term on the RHS vanishes. Evaluating the integral in the second term on the RHS gives:

$$T1 \leq \frac{\epsilon(n)^2}{2m^2} (e^{\alpha t} - 1) \leq \frac{\epsilon(n)^2}{m^2} e^{\alpha t}.$$
Given our assumption on the prior, our choice of $\alpha = \frac{m}{2}$ and simple algebra, we can upper bound $T2$ and $T3$ as:

$$T2 = \frac{1}{2n} \int_0^t e^{\alpha s} \langle \theta_s - \theta^*, \nabla \theta \log \pi(\theta_s) \rangle ds \leq \frac{\log B}{2\alpha n} (e^{\alpha t} - 1) \leq \frac{\log B}{nm} e^{\alpha t}$$

$$T3 = \frac{d}{2n \gamma} \int_0^t e^{\alpha s} ds \leq \frac{d}{\gamma nm} e^{\alpha t}.$$

We proceed to bound $T4$. Let’s start by defining:

$$M_t = \int_0^t e^{\alpha s} \langle \theta_s - \theta^*, dB_s \rangle,$$

so that:

$$T4 = \frac{M_t}{\sqrt{\gamma n}}.$$

Combining all the upper bounds of $T1, T2, T3,$ and $T4$ we have that:

$$V(\theta_t) \leq \left( \epsilon(n) \frac{2}{m^2} + \frac{d}{\gamma nm} + \frac{\log B}{nm} \right) e^{\alpha t} + \frac{M_t}{\sqrt{\gamma n}}.$$

To find a bound for the $p-$th moments of $V$, we upper bound the $p$-th moments of the supremum of $M_t$ where $p \geq 1$:

$$E \left[ \sup_{0 \leq t \leq T} |M_t|^p \right]^{(i)} \leq (8p)^{\frac{p}{2}} E \left[ \langle M, M \rangle_{\frac{p}{2}} \right]^{\frac{1}{p}}$$

$$= (8p)^{\frac{p}{2}} E \left[ \left( \int_0^T e^{2\alpha s} \| \theta_s - \theta^* \|_2^2 \right)^{\frac{p}{2}} ds \right]$$

$$\leq (8p)^{\frac{p}{2}} E \left[ \left( \sup_{0 \leq t \leq T} e^{\alpha t} \| \theta_t - \theta^* \|_2 \int_0^T e^{\alpha s} ds \right)^{\frac{p}{2}} \right]$$

$$= (8p)^{\frac{p}{2}} E \left[ \left( \sup_{0 \leq t \leq T} e^{\alpha t} \| \theta_t - \theta^* \|_2 \left( \frac{e^{\alpha T} - 1}{\alpha} \right) \right)^{\frac{p}{2}} \right]$$

$$\leq \left( \frac{8pe^{\alpha T}}{\alpha} \right)^{\frac{p}{2}} E \left[ \left( \sup_{0 \leq t \leq T} e^{\alpha t} \| \theta_t - \theta^* \|_2 \right)^{\frac{p}{2}} \right].$$

Inequality $(i)$ is a direct consequence of the Burkholder-Gundy-Davis inequality [159], $(ii)$ follows by pulling out the supremum out of the integral, $(iii)$ holds because $e^{\alpha T} - 1 \leq e^{\alpha T}$.

Now, let us consider the moments of $V(\theta_t)$:

$$E \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^p \right]^{\frac{1}{p}} \leq E \left[ \left( \sup_{0 \leq t \leq T} \left( \epsilon(n) \frac{2}{m^2} + \frac{d}{\gamma nm} + \frac{\log B}{nm} \right) e^{\alpha t} + \frac{|M_t|}{\sqrt{\gamma n}} \right)^p \right]^{\frac{1}{p}}$$

$$\leq E \left[ \left( \sup_{0 \leq t \leq T} \left( \epsilon(n) \frac{2}{m^2} + \frac{d}{\gamma nm} + \frac{\log B}{nm} \right) e^{\alpha t} + \frac{\sup_{0 \leq t \leq T} |M_t|}{\sqrt{\gamma n}} \right)^p \right]^{\frac{1}{p}}.$$
Via the Minkowski Inequality, and the fact $\epsilon(n)$ is independent of $t$, we can expand the above as:

$$
\mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^p \right] ^{\frac{1}{p}} \leq \left( \frac{d}{\gamma mn} + \frac{\log B}{nm} \right) e^{\alpha T} + \frac{e^{\alpha T}}{m^2} \mathbb{E} \left[ \epsilon(n)^{2p} \right] ^{\frac{1}{p}} + \mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} |M_t| \right)^p \right] ^{\frac{1}{p}}
$$

Since, from Proposition 17, we know that $\epsilon(n)$ is a $L\sqrt{\frac{d}{mn}}$-sub-Gaussian vector, we know that:

$$
\mathbb{E} \left[ \epsilon(n)^{2p} \right] ^{\frac{1}{p}} \leq \left( 2L \sqrt{\frac{2dp}{n\nu}} \right)^2
$$

Using our upper bound on the supremum of $M_t$ gives:

$$
\mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^p \right] ^{\frac{1}{p}} \leq U_T + \frac{e^{\alpha T} 8dL^2}{\nu m^2 n} p + \mathbb{E} \left[ \frac{8pe^{\alpha T}}{\gamma \alpha n} \left( \sup_{0 \leq t \leq T} e^{\alpha t} \|\theta_t - \theta^*\|_2^2 \right)^{\frac{p}{2}} \right] ^{\frac{1}{p}} \tag{7.2}
$$

We proceed by bounding the second term on the RHS of the expression above:

$$
\mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} e^{\alpha t} \|\theta_t - \theta^*\|_2^2 \right)^{\frac{p}{2}} \right] ^{\frac{1}{p}} \leq \mathbb{E} \left[ \frac{2^{p-1}}{2} \left( \frac{8pe^{\alpha T}}{\gamma \alpha n} \right)^p + \frac{1}{2p} \left( \sup_{0 \leq t \leq T} e^{\alpha t} \|\theta_t - \theta^*\|_2^2 \right)^p \right] ^{\frac{1}{p}}

\leq 2^{\frac{p-2}{2}} \mathbb{E} \left[ \left( \frac{8pe^{\alpha T}}{\gamma \alpha n} \right)^p \right] ^{\frac{1}{p}} + \frac{1}{2} \mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} e^{\alpha t} \|\theta_t - \theta^*\|_2^2 \right)^p \right] ^{\frac{1}{p}}

\leq 16 \mathbb{E} \left[ \left( \frac{pe^{\alpha T}}{\gamma \alpha n} \right)^p \right] ^{\frac{1}{p}} + \mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} e^{\alpha t} \|\theta_t - \theta^*\|_2^2 \right)^p \right] ^{\frac{1}{p}}
$$

Inequality (i) follows from using Young's inequality for products on the term inside the expectation with constant $2^{p-1}$, inequality (ii) is a consequence of the Minkowski inequality and (iii) because $2^{\frac{p-2}{2}} \leq 2$. We note now that the second term $I$ on the right hand side above is exactly:

$$
\frac{1}{2} \mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^p \right] ^{\frac{1}{p}}
$$

Plugging this into Equation 7.2 and rearranging gives:

$$
\frac{1}{2} \mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^p \right] ^{\frac{1}{p}} \leq U_T + \frac{16e^{\alpha T}}{\alpha \gamma n} p + \frac{e^{\alpha T} 8dL^2}{\nu m^2 n} p,
$$
which finally results in:

$$
E \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^p \right]^\frac{1}{p} \leq \frac{2}{mn} \left( \frac{d}{\gamma} + \log B + \left( \frac{32}{\gamma} + \frac{8dL^2}{\nu m} \right) p \right) e^{\alpha T}.
$$

(7.3)

Given this control on the moments of the supremum of $V(\theta_t)$ (recall $V(\theta) = \frac{1}{2} e^{\alpha t} \|\theta - \theta^*\|^2$), we finally construct the bound on the moments of $\|\theta_T - \theta^*\|$:

$$
E[\|\theta_T - \theta^*\|^p]^\frac{1}{p} = E \left[ e^{-\frac{p \alpha T}{2}} V(\theta_T)^{\frac{p}{2}} \right]^\frac{1}{p} \\
\leq E \left[ e^{-\frac{p \alpha T}{2}} \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^{\frac{p}{2}} \right]^\frac{1}{p} \\
= e^{-\frac{p \alpha T}{2}} \left( E \left[ \left( \sup_{0 \leq t \leq T} V(\theta_t) \right)^{\frac{p}{2}} \right] \right)^\frac{1}{2} \\
\leq e^{-\frac{p \alpha T}{2}} \left( \frac{2}{mn} \left( \frac{d}{\gamma} + \log B + \left( \frac{16}{\gamma} + \frac{4dL^2}{\nu m} \right) p \right) e^{\alpha T} \right)^\frac{1}{2} \\
= \sqrt{\frac{2}{mn}} \left( \frac{d}{\gamma} + \log B + \left( \frac{16}{\gamma} + \frac{4dL^2}{\nu m} \right) p \right)^\frac{1}{2}.
$$

Inequality (i) follows from taking the supremum of $V(\theta_t)$, inequality (ii) from plugging in the upper bound from Equation 7.3.

Taking the limit as $T \to \infty$ and using Fatou’s Lemma, we therefore have that the moments of $E[\|\theta - \theta^*\|^p]^\frac{1}{p}$, with probability at least $1 - \delta_1$, grow at a rate of $\sqrt{p}$:

$$
E[\|\theta - \theta^*\|^p]^\frac{1}{p} \leq \liminf_{T \to \infty} E[\|\theta_T - \theta^*\|^p]^\frac{1}{p} \\
= \sqrt{\frac{2}{mn}} \left( \frac{d}{\gamma} + \log B + \left( \frac{16}{\gamma} + \frac{4dL^2}{\nu m} \right) p \right)^\frac{1}{2}.
$$

(7.4)

(7.5)

To simplify notation, let $D = \left( \frac{d}{\gamma} + \log B \right)$, and $\sigma = \left( \frac{16}{\gamma} + \frac{4dL^2}{\nu m} \right)$. Therefore we have:

$$
E[\|\theta - \theta^*\|^p]^\frac{1}{p} \leq \sqrt{\frac{2}{mn}} (D + \sigma p).
$$

(7.6)

The result (7.6) guarantees us that the norm of the uncentered random variable $\theta - \theta^*$ has subgaussian tails. We make the parameters explicit via Markov’s inequality:

$$
P_{\theta \sim \mu_{(\theta)}} (\|\theta - \theta^*\| > \epsilon) \leq \frac{E[\|\theta - \theta^*\|^p]}{\epsilon^p} \\
\leq \left( \frac{\sqrt{2(D + \sigma p)}}{\sqrt{mn\epsilon}} \right)^p.
$$
Choosing \( p = 2 \log 1/\delta \) and letting
\[
\epsilon = e^{\frac{1}{2}} \sqrt{\frac{2}{mn} (D + \sigma p)}
\]
gives us our desired solution:
\[
\Pr_{\theta \sim \mu_a} \left( \| \theta - \theta^* \|_2 > \sqrt{\frac{2e}{mn} \left( \frac{d}{\gamma} + \log B + \left( \frac{32}{\gamma} + \frac{8dL^2}{\nu m} \right) \log (1/\delta) \right)} \right) < \delta,
\]
for \( \delta \leq e^{-0.5} \).

### 7.2 Chapter Summary

We remark that the posterior concentration result we derived in this chapter in Theorem 18 has a number of desirable properties. Through the presence of \( B_a \), it reflects an explicit dependence on the quality of the prior. In particular, \( B = 0 \) if the prior is properly centered such that its mode is at \( \theta^* \) or if the prior is uninformative or nearly flat everywhere. We further remark that the concentration result also scales with the variance of \( \theta_a \) which is on the order of \( \frac{d}{mn} \). The bound also has an explicit dependence on the quality of the data received from the arm through its dependence on \( 1/\delta_1 \). Lastly, we remark that this concentration result holds for any \( n > 0 \) and the constants are explicitly defined in terms of the smoothness and structural assumptions on the priors, likelihoods, and reward distributions. This makes it more amenable for use in constructing regret guarantees, since we do not have to wait for a burn-in period for the result to hold as in [172] and [130]. Moreover, the dependence on the dimension of the parameter space and constants is explicit. These properties allow us to use this result to prove the order-optimal regret of exact Thompson Sampling (in this family of bandit problems) in the next chapter.
Chapter 8

Exact Thompson Sampling

In this chapter we build upon the posterior concentration results from Chapter 7 to give finite-time regret guarantees for exact Thompson sampling in log-concave bandits—a larger family of priors and posteriors than have previously been analyzed in the literature. For clarity of exposition, in the first section we given an overview of the proof of logarithmic regret of Thompson Sampling in log-concave bandit problems, and present the details of the proof in Section 8.2

8.1 Regret Bounds for Exact Thompson Sampling in Log-Concave Bandits

To analyze the regret of exact Thompson sampling we proceed as is common in regret proofs for multi-armed bandits by upper bounding $T_a(T)$, the number of times a sub-optimal arm $a \in \mathcal{A}$ is pulled up to time $T$. Without loss of generality we assume throughout this section that arm 1 is the optimal arm, and define the filtration associated with a run of the algorithm as $\mathcal{F}_t = \{A_1, X_1, A_2, X_2, ..., A_t, X_t\}$.

We first define the low-probability event that the mean calculated from the value of $\theta_{a,t}$ sampled from the posterior at time $t \leq T$, $r_{a,t}(T_a(t))$, is greater than $\bar{r}_1 - \epsilon$ (recall that $\bar{r}_1$ is the optimal arm’s mean): $E_a(t) = \{r_{a,t}(T_a(t)) \geq \bar{r}_1 - \epsilon\}$ for some $\epsilon > 0$. Given these events, we proceed to decompose the expected number of pulls of a sub-optimal arm $a \in \mathcal{A}$ as:

$$E[T_a(T)] = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a) \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_a(t)) \right] + \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_a(t)) \right].$$ (8.1)

These two terms satisfy the following standard bounds (see, e.g., [94]):
Lemma 4 (Bounding I and II). For a sub-optimal arm \( a \in A \), we have that:

\[
I \leq \mathbb{E} \left[ \sum_{s=1}^{T-1} \frac{1}{p_{1,s}} - 1 \right]; \quad (8.2)
\]

\[
II \leq 1 + \mathbb{E} \left[ \sum_{s=1}^{T} \mathbb{I} \left( p_{a,s} > \frac{1}{T} \right) \right], \quad (8.3)
\]

where \( p_{a,s} = \mathbb{P}(r_{a,t}(s) > \bar{r}_1 - \epsilon | \mathcal{F}_{t-1}) \), for some \( \epsilon > 0 \).

The proof of these results are standard for the regret of Thompson sampling and can be found in Section 8.2, Lemmas 6 and 7, for completeness.

Given Lemma 4, we see that to bound the regret of Thompson Sampling it is sufficient to bound the two terms I and II.

To bound term I, we first show that for all times \( t = 1, \ldots, T \), and number of samples collected from arm 1, the probability \( p_{1,n} = \mathbb{P}(r_{1,t}(n) > \bar{r}_1 - \epsilon | \mathcal{F}_{t-1}) \) is lower bounded by a constant depending only on the quality of the prior for arm 1. This guarantees the posterior for the optimal arm is approximately optimistic with at least a constant probability, and requires a proper choice of \( \gamma_1 \). We note the unscaled posterior provides the correct concentration with respect to the number of data samples \( T_a(t) \), when \( T_a(t) \) is large. This is sufficient to upper bound the trailing terms of I, that is, summands in Equation 8.2 for large \( s \). Unfortunately concentration is not enough to bound term I, since the early summands of Equation 8.2 corresponding to small values of \( s \) could be extremely large. Intuitively, the random variable \( r_{1,t}(s) \) can be thought of as centered around the posterior mean of arm 1. Though this is close to the true value of \( \bar{r}_1 \) with high probability, when \( T_1(t) \) is small, concentration alone does not preclude the possibility that the posterior mean underestimates \( \bar{r}_1 \) by a value of at least \( \epsilon \). In order to ensure \( p_{1,s} \) is large enough in these cases, we require \( r_{1,t}(s) \) to have sufficient variance to overcome this potential underestimation bias. We show that a scaled posterior \( \mu_a^{(T_a(t))}[\gamma_a] \) with \( \gamma_a = (8d_a \kappa_a^3)^{-1} \) in Algorithm 2 ensures \( r_{1,t}(s) \) has enough variance.

Lemma 5. Suppose the likelihood and reward distributions satisfy Assumptions [11,13], then for all \( n = 1, \ldots, T \) and \( \gamma_1 = \frac{1}{8d_1 \kappa_1^2} \):

\[
\mathbb{E} \left[ \frac{1}{p_{1,n}} \right] \leq C \sqrt{B_1 \kappa_1},
\]

where \( C \) is a universal constant independent of the problem-dependent parameters.

We find that a proper choice of \( \gamma_1 \) is required to ensure that that the posterior on the optimal arm has a large enough variance to guarantee a degree of optimism despite the randomness in its mean. Scaling up the posterior was also noted to be necessary in linear bandits (see, e.g., [3, 9]) to ensure optimal regret. In practice, since we do not know a priori which is the optimal arm, we must scale the posterior of each arm by a parameter \( \gamma_a \).
The quantity $B_1 = \max_{\theta} \frac{\pi_1(\theta)}{\pi_1(\theta^*)}$ captures a worst case dependence on the quality of the prior for the optimal arm, and can be seen as the expected number of samples from the prior until an optimistic sample is observed.

By using this upper bound in combination with the posterior concentration result derived in Theorem 18, we can further bound $I$ and $II$. We note that in contrast with simple subgaussian concentration bounds, our posterior concentration rates have a bias term decreasing at a rate of $\frac{1}{\sqrt{\text{number of samples}}}$. In our analysis we carefully track and control the effects of this bias term ensuring it does not compromise our log-regret guarantees. Indeed, using the posterior concentration in the bounds from Lemma 4 we show that, for $\gamma_a = \frac{1}{8d_a \kappa_a^2}$ there are two universal constants $C_1, C_2 > 0$ independent of the problem-dependent parameters such that:

$$I \leq C_1 \sqrt{\kappa_1 B_1} \left( \frac{A_1^2}{m_1 \Delta_a^2} (D_1 + \sigma_1) \right) + 1;$$

$$II \leq \frac{C_2 A_1^2}{m_a \Delta_a^2} (D_a + \sigma_a \log(T)),$$

where for $a \in \mathcal{A}$, $D_a$ and $\sigma_a$ are given by:

$$D_a = \log B_a + d_a^2 \kappa_a^3, \quad \sigma_a = d_a \kappa_a^3 + d_a^2 \kappa_a^2.$$

Finally, combining all these observations we obtain the following regret guarantee:

**Theorem 19 (Regret of Exact Thompson Sampling).** When the likelihood and true reward distributions satisfy Assumptions 11-13 and $\gamma_a = \frac{1}{8d_a \kappa_a^2}$ we have that the expected regret after $T > 0$ rounds of Thompson sampling with exact sampling satisfies:

$$\mathbb{E}[R(T)] \leq \sum_{a > 1} \frac{CA_a^2}{m_a \Delta_a} \left( \log B_a + d_a^2 \kappa_a^3 + d_a \kappa_a^3 \log(T) \right) + \sqrt{\kappa_1 B_1} \frac{CA_1^2}{m_1 \Delta_a} \left( \log B_1 + d_1^2 \kappa_1 \right) + \Delta_a,$$

where $C$ is a universal constant independent of problem-dependent parameters.

The proof of the theorem follows directly from the bounds on term $I$ and $II$ in (8.1). We remark that this regret bound gives an $O\left( \frac{\log(T)}{\Delta} \right)$ asymptotic regret guarantee, but holds for any $T > 0$. This further highlights that Thompson sampling is a competitive alternative to UCB algorithms since it achieves the optimal problem-dependent rate for multi-armed bandit algorithms first presented in Lai and Robbins [91].

Our bound also has explicit dependencies on the dimension of the parameter space of the likelihood distributions for each arm, as well as on the quality of the priors through the presence of $B_a$ and $B_1$. We note that the dependence on the priors does not distinguish between “good” and “bad” priors. Indeed, the parameter $B_a \geq 1$ is worst case, and does not capture the potential advantages of good priors in Thompson sampling, that we observe in our numerical experiments in Section 9.5. Further, we remark that our bound exhibits a
worse dependence on the prior for the optimal arm \(O(\sqrt{B_1 \log(B_1)})\) than for sub-optimal arms \(O(\log(B_a))\). This is also a worst case dependence which captures the expected number of samples from the prior until an approximately optimistic sample is observed, which we believe to be unavoidable.

Finally, we note that our regret bound scales with the variances of the reward and likelihood families since \(\frac{1}{m_a}\) and \(\frac{1}{\nu_a}\) reflect the variance of the likelihoods in \(\theta\) and the rewards \(X_a\) respectively.

### 8.2 Detailed Proofs of the Regret of Exact Thompson Sampling

We now present the detailed proof of logarithmic regret of Thompson sampling under our assumptions with samples from the true posterior. We begin with the decomposition of the number of times a sub-optimal arm has been pulled from (8.1).

\[
\mathbb{E}[T_{a}(T)] = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a) \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_{a}^{c}(t)) \right] + \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_{a}(t)) \right].
\]

In Lemma 6 we upper bound \((I)\), and then bound term \((II)\) in Lemmas 7. We note that this proof follows a similar structure to that of the regret bound for Thompson sampling for Bernoulli bandits and bounded rewards in [7]. However, to give the regret guarantees that incorporate the quality of the priors as well as the potential errors and lack of independence resulting from the approximate sampling methods we discuss in Section 9 the proof is more complex.

**Lemma 6 (Bounding I).** For a sub-optimal arm \(a \in \mathcal{A}\), we have that:

\[
I = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_{a}^{c}(t)) \right] \leq \mathbb{E} \left[ \frac{T-1}{P_{1,s}} - 1 \right].
\]

where \(p_{a,s} = \mathbb{P}(r_{a,t}(s) > \bar{r}_1 - \epsilon | \mathcal{F}_{t-1})\), for some \(\epsilon > 0\).

**Proof.** To bound term I of (8.1), we first recall \(A_t\) is the arm achieving the largest sample reward mean at round \(t\). Further, we define \(A'_t\) to be the arm achieving the maximum sample mean value among all the suboptimal arms:

\[
A'_t = \arg\max_{a \in \mathcal{A}, a \neq 1} r_a(t, T_a(t)).
\]
Since $\mathbb{E} [\mathbb{I}(A_t = a, E_a^c(t))] = \mathbb{P}(A_t = a, E_a^c(t))$, we aim to bound $\mathbb{P}(A_t = a, E_a^c(t)|F_{t-1})$. We note that the following inequality holds:

$$\mathbb{P}(A_t = a, E_a^c(t)|F_{t-1}) \leq \mathbb{P}(A'_t = a, E_a^c(t)|F_{t-1})(\mathbb{P}(r_1(t, T_1(t)) \leq r_1 - \epsilon|F_{t-1}))$$

$$= \mathbb{P}(A'_t = a, E_a^c(t)|F_{t-1})(1 - \mathbb{P}(E_1(t)|F_{t-1})). \quad (8.4)$$

We also note that the term $\mathbb{P}(A'_t = a, E_a^c(t)|F_{t-1})$ can be bounded as follows:

$$\mathbb{P}(A_t = 1, E_a^c(t)|F_{t-1}) \geq \mathbb{P}(A'_t = a, E_a^c(t), E_1(t)|F_{t-1})$$

$$= \mathbb{P}(A'_t = a, E_a^c(t)|F_{t-1})\mathbb{P}(E_1(t)|F_{t-1}) \quad (8.5)$$

Inequality $(i)$ holds because $\{A'_t = a, E_a^c(t), E_1(t)\} \subseteq \{A_t = 1, E_a^c(t), E_1(t)\}$. The equality is a consequence of the conditional independence of $E_1(t)$ and $\{A'_t = a, E_a^c(t)\}$ (conditioned on $F_{t-1}$)\footnote{The conditional independence property holds for all of our sampling mechanisms because the sample distributions for the two distinct arms $(a, 1)$ are always conditionally independent on $F_{t-1}$.}

Assuming $\mathbb{P}(E_1(t)|F_{t-1}) > 0$ and\footnote{In all the cases we consider, including approximate sampling schemes, this property holds. In that case, since the Gaussian noise in the Langevin diffusion ensures all sets of the form $(a, b)$ have nonzero probability mass.} putting inequalities $8.4$ and $8.5$ together gives the following upper bound for $\mathbb{P}(A_t = a, E_a^c(t)|F_{t-1})$:

$$\mathbb{P}(A_t = a, E_a^c(t)|F_{t-1}) \leq \mathbb{P}(A_t = 1, E_a^c(t)|F_{t-1}) \left( \frac{1 - \mathbb{P}(E_1(t)|F_{t-1})}{\mathbb{P}(E_1(t)|F_{t-1})} \right).$$

Letting $P(E_1(t)|F_{t-1}) := p_{1,T_1(t)}$ and noting that $\{A_t = 1, E_a^c(t)\} \subseteq \{A_t = 1\}$:

$$\mathbb{P}(A_t = a, E_a^c(t)|F_{t-1}) \leq \mathbb{P}(A_t = 1|F_{t-1}) \left( \frac{1}{p_{1,T_1(t)}} - 1 \right). \quad (8.6)$$

Now, we use this to give an upper bound on the term of interest:
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\[ E \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E^a_t(t)) \right] = \sum_{t=1}^{T} E \left[ \mathbb{I}(A_t = a, E^a_t(t)) | \mathcal{F}_{t-1} \right] \]

\[ = E \sum_{t=1}^{T} \mathbb{P}(A_t = a, E^a_t(t) | \mathcal{F}_{t-1}) \]

\[ \leq E \sum_{t=1}^{T} \mathbb{P}(A_t = 1 | \mathcal{F}_{t-1}) \left( \frac{1}{p_{1,T_1(t)}} - 1 \right) \]

\[ \leq E \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = 1) \left( \frac{1}{p_{1,T_1(t)}} - 1 \right) \right] \]

\[ \leq E \left[ \sum_{s=1}^{T} \frac{1}{p_{1,s}} - 1 \right]. \]

Here the equality (i) is a consequence of the tower property, and equality (ii) by noting that:

\[ E \mathbb{I}(A_t = a, E^a_t(t)) | \mathcal{F}_{t-1} = \mathbb{P}(A_t = a, E^a_t(t) | \mathcal{F}_{t-1}) . \]

Inequality (iii) follows by from Equation 8.6, and equality (iv) follows by definition. Finally, equality (v) follows by the tower property and the last line each the fact that \( T_1(t) = s \) and \( A_t = 1 \) can only happen once for every \( s = 1, \ldots, T \). This completes the proof.

Given the bound on (I) from (8.1), we now present a bound on (II).

**Lemma 7 (Bounding II - exact posterior).** For a sub-optimal arm \( a \in \mathcal{A} \), we have that:

\[ II = E \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_a(t)) \right] \leq 1 + E \left[ \sum_{s=1}^{T} \mathbb{I} \left( p_{a,s} > \frac{1}{T} \right) \right]. \]

where \( p_{a,s} = \mathbb{P}(r_{a,t}(s) > \bar{r}_1 - \epsilon | \mathcal{F}_{t-1}) \), for some \( \epsilon > 0 \).

**Proof.** The upper bound for term \( II \) in (8.1) follows the exact same proof as in (7), and we recreate it for completeness below. Let \( T = \{ t : p_{a,T_a(t)} > \frac{1}{T} \} \), then:

\[ E \left[ \sum_{t=1}^{T} \mathbb{I}(A_t = a, E_a(t)) \right] \leq E \left[ \sum_{t \in T} \mathbb{I}(A_t = a) \right] + E \left[ \sum_{t \notin T} \mathbb{I}(E_a(t)) \right]. \quad (8.7) \]
By definition, term $I$ in (8.7) satisfies:

$$
\sum_{t \in T} \mathbb{1}(A_t = a) = \sum_{t \in T} \mathbb{1}(A_t = a, p_{a,T} > \frac{1}{T}) \leq \sum_{s=1}^{T} \mathbb{1}(p_{a,s} > \frac{1}{T}).
$$

To address term $II$ in (8.7), we note that, by definition: $\mathbb{E}[\mathbb{1}(E_a(t))|\mathcal{F}_{t-1}] = p_{a,T}$. Therefore, using the definition of the set of times $T$, we can construct this simple upper bound:

$$
\mathbb{E} \left[ \sum_{t \not\in T} \mathbb{1}(E_a(t)) \right] = \mathbb{E} \left[ \sum_{t \in T} \mathbb{E} \left[ \mathbb{1}(E_a(t)) | \mathcal{F}_{t-1} \right] \right]
$$
$$
= \mathbb{E} \left[ \sum_{t \in T} p_{a,t} \right]
$$
$$
\leq \sum_{t \not\in T} \frac{1}{T}
$$
$$
\leq 1.
$$

Using the two upper bounds for terms $I$ and $II$ in (8.7) gives out desired result:

$$
\mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{1}(A_t = a, E_a(t)) \right] \leq 1 + \mathbb{E} \left[ \sum_{s=1}^{T} \mathbb{1}(p_{a,s} > \frac{1}{T}) \right].
$$

Regret of Exact Thompson Sampling

We now present two technical lemmas and their proofs which enable us to bound the regret of exact Thompson sampling. The first is Lemma 5, which we restate below, which provides a lower bound on the probability of an arm begin optimistic in terms of the quality of the prior.

**Lemma.** Suppose the likelihood and reward distributions satisfy Assumptions 11-13, then for all $n = 1, ..., T$ and $\gamma_1 = \frac{\nu_1 m_1^2}{8d_1 L_1^2}$:

$$
\mathbb{E} \left[ \frac{1}{p_{1,n}} \right] \leq 64 \sqrt{\frac{L_1}{m_1} B_1}.
$$

**Proof.** Throughout this proof we drop the dependence on the arm to simplify notation (unless necessary). We first analyze $\|\theta^* - \theta_u\|^2$ where $\theta_u$ is the mode of the posterior of arm 1 after having received $n$ samples from the arm which satisfies:

$$
\frac{1}{n} \nabla \log \pi_1(\theta_u) + \nabla F_{1,n}(\theta_u) = 0
$$
Given this definition, and letting \( \hat{\theta} = \theta_u - \theta^* \) we have that:

\[
\hat{\theta}^T (\nabla F_n(\theta^*) - \nabla F_n(\theta_u)) - \frac{1}{n} \hat{\theta}^T \nabla \log \pi(\theta_u) = \hat{\theta}^T \nabla F_n(\theta^*)
\]

\[
m\|\hat{\theta}\|^2 \leq \frac{m}{2} \|\hat{\theta}\|^2 + \frac{1}{2m} \|\nabla F_n(\theta^*)\|^2 + \frac{\log B_1}{n}.
\]

\[
\|\hat{\theta}\|^2 \leq \frac{1}{m^2} \|\nabla F_n(\theta^*)\|^2 + \frac{2 \log B_1}{mn}.
\]

Noting that \( |\alpha^T (\theta^* - \theta_u)| \leq \sqrt{A^2 \|\hat{\theta}\|^2} \) we find that:

\[
p_{1,s} = Pr \left( \alpha^T (\theta - \theta_u) \geq \alpha^T (\theta^* - \theta_u) - \epsilon \right)
\]

\[
\geq Pr \left( \alpha^T (\theta - \theta_u) \geq \sqrt{\frac{2A^2 \log B_1}{nm} + \frac{A^2}{m^2} \|\nabla F_n(\theta^*)\|^2} \right),
\]

where we note that \( \|F_n(\theta^*)\| \) in Proposition 1 is a 1-dimensional \( \frac{dL}{\sqrt{n\nu}} \) sub-Gaussian random variable.

Now, since we know that the posterior over \( \theta \) is \( \gamma(n+1)L \)-smooth and \( \gamma mn \)-strongly log concave, with mode \( \theta_u \), we know from [169], Theorem 3.8, that the marginal density of \( \alpha^T \theta \) is \( \frac{\gamma(n+1)L}{A^2} \)-smooth and \( \frac{mn}{A^2} \)-strongly log-concave.

Thus we have that:

\[
Pr \left( \alpha^T (\theta - \theta_u) \geq t \right) \geq \sqrt{\frac{nm}{(n+1)L}} Pr(Z \geq t)
\]

where \( Z \sim \mathcal{N} \left( 0, \frac{A^2}{\gamma(n+1)L} \right) \).

Now using a lower bound on the cumulative density function of a Gaussian random variable, we find that, for \( \sigma^2 = \frac{A^2}{\gamma(n+1)L} \):

\[
p_{1,s} \geq \sqrt{\frac{nm}{2\pi(n+1)L}} \left\{ \begin{array}{ll}
\frac{0.34}{\sigma^2 + \sigma^2} e^{-\frac{t^2}{2\sigma^2}} & : t > \frac{A}{\sqrt{\gamma(n+1)L}} \\
0.34 & : t \leq \frac{A}{\sqrt{\gamma(n+1)L}}
\end{array} \right.
\]

Thus we have that:

\[
\frac{1}{p_{1,s}} \leq \sqrt{\frac{2\pi(n+1)L}{nm}} \left\{ \begin{array}{ll}
\frac{t^2 + \sigma^2}{\sigma^2} e^{\frac{t^2}{2\sigma^2}} & : t > \frac{A}{\sqrt{\gamma(n+1)L}} \\
1 & : t \leq \frac{A}{\sqrt{\gamma(n+1)L}}
\end{array} \right.
\]

\[
\leq \sqrt{\frac{2\pi(n+1)L}{nm}} \left\{ \begin{array}{ll}
\frac{(t^2 + 1)}{0.34} e^{\frac{t^2}{2\sigma^2}} & : t > \frac{A}{\sqrt{\gamma(n+1)L}} \\
3 & : t \leq \frac{A}{\sqrt{\gamma(n+1)L}}
\end{array} \right.
\]
Taking the expectation of both sides with respect to the samples \(X_1, \ldots, X_n\), letting \(\kappa = L/m\), and using the fact that \(\frac{n+1}{n} \leq 2\) for \(n \geq 1\) we find that:

\[
\mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 6\sqrt{\pi \kappa} + 2\sqrt{\pi \kappa} \mathbb{E} \left[ \left( \frac{\sqrt{2A^2 \log B_1 \frac{n}{nm}} + \frac{A^2}{m^2} \|\nabla F_n(\theta^*)\|^2}{\sigma} + 1 \right) \frac{1}{e^{\frac{1}{2}\sigma^2}} \right]
\]

Noting that \(\sqrt{2A^2 \log B_1 \frac{n}{nm}} + \frac{A^2}{m^2} \|\nabla F_n(\theta^*)\|^2 \leq A \sqrt{2 \log B_1 \frac{n}{nm}} + \frac{A}{m} \|\nabla F_n(\theta^*)\|\), and letting \(Y = \|\nabla F_n(\theta^*)\|\) to simplify notation, this further simplifies:

\[
\mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 6\sqrt{\pi \kappa} + 2\sqrt{\pi \kappa} \mathbb{E} \left[ \left( 4\gamma \kappa \log B_1 + \frac{A}{m\sigma} Y \right) e^{2\gamma \kappa \log B_1 + \frac{(n+1)\gamma L}{2m^2} Y^2} \right]
\]

Using the Cauchy-Schwartz inequality we can further expand this upper bound and find that:

\[
\mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 6\sqrt{\pi \kappa} + 2\sqrt{\pi \kappa} e^{2\gamma \kappa \log B_1} \cdot \left( \sqrt{4\gamma \kappa \log B_1} \mathbb{E} \left[ e^{\frac{(n+1)\gamma L}{2m^2} Y^2} \right] + \frac{A}{m\sigma} \sqrt{\mathbb{E}[Y^2]} \sqrt{\mathbb{E} \left[ e^{\frac{(n+1)\gamma L}{m^2} Y^2} \right]} \right)
\]

Since \(Y\) is sub-Gaussian, \(Y^2\) is sub-exponential such that:

\[
\mathbb{E} \left[ e^{\lambda Y^2} \right] \leq e \quad \text{and} \quad \mathbb{E}[Y^2] \leq 2\frac{dL^2}{\nu m}
\]

for \(\lambda < \frac{m\nu}{4dL^2}\). Therefore, if

\[
\gamma = \frac{\nu m^2}{8dL^3},
\]

simplifying the bound further gives:

\[
\mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 6\sqrt{\pi \kappa} + 2\sqrt{\pi \kappa} e^{2\gamma \kappa \log B_1} \left( \sqrt{4\gamma \kappa \log B_1} e + 2\sqrt{\frac{e^{\gamma(n+1)L}}{m^2} \frac{dL^2}{\nu m}} \right)
\]

\[
\leq 6\sqrt{\pi \kappa} + 2\sqrt{\pi \kappa} e^{\frac{\log B_1}{4}} \left( \sqrt{\frac{\log B_1}{2}} e + 2\sqrt{e} \right),
\]

where we have used the fact that \(\kappa, d \geq 1\) and the fact that we can assume without loss of generality that \(L/\nu \geq 1\). Thus, this bound simplifies to:
\[
\mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 6\sqrt{\frac{\pi \kappa}{n}} + 2\sqrt{\frac{\pi \kappa}{e}} \gamma \log B_1 \left( \sqrt{4\gamma \kappa \log B_1 \varepsilon} + 2\sqrt{\frac{e(\gamma(n+1)L \, d \, L^2)}{m^2 \nu n}} \right) \\
\leq 2\sqrt{\frac{\pi \kappa}{B_1}} (B_1)^{\frac{1}{4}} \left( \sqrt{\frac{\log B_1}{2}} \varepsilon + 7 \right) \\
\leq 4\sqrt{\frac{\pi \kappa}{B_1}} (B_1)^{\frac{1}{4}} \left( \sqrt{\log B_1} + 4 \right) \\
\leq 64\sqrt{\kappa B_1}
\]

where we used the fact that \(x^{1/4}(\sqrt{\log x} + 4) \leq 8\sqrt{x}\) for \(x \geq 1\) and \(\sqrt{\pi} < 2\) to simplify our bound.

The last technical lemma upper bounds the two terms defined in Lemma 4.

**Lemma 8.** Suppose the likelihood, true reward distributions, and priors satisfy Assumptions 11-13, then for \(\gamma_a = \frac{\nu_a m_a^2}{8d_a L_a^3}\) :

\[
\sum_{s=1}^{T-1} \mathbb{E} \left[ \frac{1}{p_{1,s}} - 1 \right] \leq 64 \sqrt{\frac{L_1}{m_1 B_1}} \left[ \frac{8eA_1^2}{m \Delta_a^2} (D_a + 4\sigma_1 \log 2) \right] + 1 \tag{8.8}
\]

\[
\sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( p_{a,s} > \frac{1}{T} \right) \right] \leq \frac{8eA_1^2}{m \Delta_a^2} (D_a + 2\sigma_a \log(T)) \tag{8.9}
\]

Where for \(a \in \mathcal{A}\), \(D_a\) is given by:

\[
D_a = \log B_a + \frac{8d_a^2 L_a^3}{m_a^2 \nu_a} \quad \sigma_a = \frac{256d_a L_a^3}{m_a^2 \nu_a} + \frac{8d_a L_a^2}{m_a \nu_a}
\]

**Proof.** We begin by showing that (8.8) holds. To do so, we first note that, by definition of \(p_{1,s}\) satisfies:

\[
p_{1,s} = \mathbb{P}(r_{1,t}(s) > \bar{r}_1 - \varepsilon \mathcal{F}_{t-1}) = 1 - \mathbb{P}(r_{1,t}(s) - \bar{r}_1 < -\varepsilon \mathcal{F}_{t-1}) \\
\geq 1 - \mathbb{P}(|r_{1,t}(s) - \bar{r}_1| > \varepsilon \mathcal{F}_{t-1})\tag{8.12}
\]

\[
\geq 1 - \mathbb{P}_{\theta \sim \mu_1(s)} \left( \|\theta - \theta^*\| > \frac{\varepsilon}{A_1} \right), \tag{8.13}
\]

where the last inequality follows from the fact that \(r_{1,t}(s)\) and \(\bar{r}_1\) are \(A_a\)-Lipschitz functions of \(\theta \sim \mu_1(s)\) and \(\theta^*\) respectively.
We then use the fact that the posterior distribution $\mathbb{P}_{\theta \sim \mu_{1}(s)}$ satisfies the concentration bound from Theorem 18 for $\delta \in (0, e^{-1/2})$. Therefore, we have that:

$$\mathbb{P}_{\theta \sim \mu_{1}(s)} \left( \| \theta - \theta^* \| > \frac{\epsilon}{A_1} \right) \leq \exp \left( -\frac{1}{2\sigma_1} \left( \frac{m\epsilon^2}{2eA_1^2} - D_1 \right) \right),$$

where we use the constant $D_1$ and $\sigma_1$ defined in the proof of Theorem 18 to simplify notation.

We remark that this bound is not useful unless:

$$n > \frac{2eA_1^2}{\epsilon^2 m} D_1.$$

Thus, choosing $\epsilon = (\bar{r}_1 - \bar{r}_a) / 2 = \Delta_a / 2$ and $\ell$ as:

$$\ell = \left\lceil \frac{8eA_1^2}{m\Delta_a^2} (D_1 + 2\sigma_1 \log 2) \right\rceil,$$

we proceed as follows:

$$\sum_{s=1}^{T-1} \mathbb{E} \left[ \frac{1}{p_{1,s}} - 1 \right] \leq \sum_{s=0}^{T-1} \frac{1}{1 - \frac{1}{2}\delta(s)} - 1 \leq \int_{s=1}^{\infty} \frac{1}{1 - \frac{1}{2}\delta(s)} - 1 ds,$$

where:

$$\frac{1}{2}\delta(s) = \frac{1}{2} \exp \left( -\frac{1}{2\sigma_1} \left( \frac{m\epsilon^2}{2eA_1^2} s \right) \right) \leq e^{-1/2}, \forall s \geq \ell$$

and the first inequality follows from our choice of $\ell$ and the second by upper bounding the sum by an integral. To finish, we write $\delta(s) = \exp(-c \ast s)$, and solve the integral to find that:

$$\int_{s=1}^{\infty} \frac{1}{1 - \frac{1}{2}\delta(s)} - 1 ds = \frac{\log 2 - \log (2e^{-c} - 1) + 1}{c} \leq \frac{\log 2}{c} + 1.$$

Plugging in for $c$ gives:

$$\sum_{s=1}^{T-1} \mathbb{E} \left[ \frac{1}{p_{1,s}} - 1 \right] \leq \sum_{s=1}^{\ell-1} \mathbb{E} \left[ \frac{1}{p_{1,s}} - 1 \right] + \frac{8eA_1^2}{m\Delta_a^2} 2\sigma_1 \log 2 + 1 \leq 64 \sqrt{\frac{L_1}{m_1 B_1}} \left[ \frac{8eA_1^2}{m\Delta_a^2} (D_1 + 4\sigma_1 \log 2) \right] + 1.$$
To show that (8.9) holds, we do a similar derivation as in (8.13): 
\[
\sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( p_{a,s} > \frac{1}{T} \right) \right] = \sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( \mathbb{P}(r_{a,t}(s) - \bar{r}_a > \Delta_a - \epsilon | \mathcal{F}_{t-1}) > \frac{1}{T} \right) \right] 
\]
\[
= \sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( \mathbb{P}(r_{a,t}(s) - \bar{r}_a > \frac{\Delta_a}{2} | \mathcal{F}_{t-1}) > \frac{1}{T} \right) \right] 
\]
\[
\leq \sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( \mathbb{P} \left( |r_{a,t}(s) - \bar{r}_a| > \frac{\Delta_a}{2} | \mathcal{F}_{t-1}) > \frac{1}{T} \right) \right] 
\]
\[
\leq \sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( \mathbb{P}_{\theta \sim \mu_a^{(s)}[\gamma_a]} \left( \| \theta - \theta^* \| > \frac{\Delta_a}{2A_a} \right) > \frac{1}{T} \right) \right]. 
\]

Using the posterior concentration result from Theorem 18 we upper bound the number of pulls \( \bar{n} \) of arm \( a \) such that for all \( n \geq \bar{n} \):
\[
\mathbb{P}_{\theta \sim \mu_a^{(n)}[\gamma_a]} \left( \| \theta - \theta^* \| > \frac{\Delta_a}{2A_a} \right) \leq \frac{1}{T}. 
\]

Since the posterior for arm \( a \) after \( n \) pulls of arm \( a \) has the same form as in (8.14), and \( 1/T \leq e^{-0.5} \) we can choose \( \bar{n} \) as:
\[
\bar{n} = \frac{8eA_a^2}{m\Delta_a^2} (D_a + 2\sigma_a \log(T)). 
\]

This completes the proof.

Given these lemmas the proof of Theorem 19 is straightforward. For clarity, we restate the theorem below:

**Theorem.** When the likelihood and true reward distributions satisfy Assumptions 11-13 and \( \gamma_a = \frac{\nu_a m^2}{8d_a L_a} \) we have that the expected regret after \( T > 0 \) rounds of Thompson sampling with exact sampling satisfies:

\[
\mathbb{E}[R(T)] \leq \sum_{a>1} \frac{C A_a^2}{m_a\Delta_a} \left( \log B_a + d_a^2\kappa_a^3 + d_a\kappa_a^3 \log(T) \right) + \sqrt{k_1B_1} \frac{CA_1^2}{m_1\Delta_a} \left( 1 + \log B_1 + d_1^2\kappa_1^3 \right) + \Delta_a 
\]

Where \( C \) is a universal constant independent of problem-dependent parameters.

**Proof.** We invoke Lemmas 6 and 7 to find that:
\[
\mathbb{E}[T_a(T)] \leq \sum_{s=1}^{T-1} \mathbb{E} \left[ \frac{1}{P_{1,s}} - 1 \right] + \sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( 1 - p_{a,s} > \frac{1}{T} \right) \right] 
\]

(8.15)
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Now, invoking Lemma 8, we use the upper bounds for terms (I) and (II) in the regret decomposition and expanding \( D_a \) and \( D_1 \) to give:

\[
\mathbb{E}[R(T)] \leq \sum_{a > 1} \frac{8eA_a^2}{m_1 \Delta_a} (\log B_a + 8d_a \kappa_a^3 (d_a + 66 \log(T))) \\
+ \sqrt{\kappa_1 B_1 \frac{512eA_a^2}{m_1 \Delta_a^2}} \left(1 + \log B_1 + 8d_1 \kappa_1^3 (d_1 + 132 \log(2))\right) + \Delta_a \\
\leq \sum_{a > 1} \frac{C A_a^2}{m_1 \Delta_a} (\log B_a + d_a^2 \kappa_a^3 + d_a \kappa_a^3 \log(T)) \\
+ \sqrt{\kappa_1 B_1 \frac{C A_1^2}{m_1 \Delta_a}} \left(\log B_1 + d_1^2 \kappa_1^3\right) + \Delta_a.
\]

8.3 Chapter Summary

In this chapter, we used our posterior contraction rates to get sharp, finite-time regret bounds for exact Thompson sampling multi-dimensional log-concave families with arbitrary log-concave priors. This generalizes the result of [86] to a more general class of priors and higher dimensional parametric families. In the next section we build upon these results to derive the first provably optimal approximate Thompson Sampling algorithm.
Chapter 9

Approximate Thompson Sampling

In this Chapter we present two approximate sampling schemes for generating samples from approximations of the posteriors at each round. For both, we give the values of the hyperparameters and computation time needed to guarantee an approximation error which does not result in a drastic change in the regret of the Thompson sampling algorithm.

Before doing so, however, we first present a simple counterexample to illustrate that in the worst case, Thompson sampling with approximate samples incurs an irreducible regret dependent on the error between the posterior and the approximation to the posterior. In particular, by allowing the approximation error to decrease over time, we extract a relationship between the order of the regret and the level of approximation.

Example 6. Consider a Gaussian bandit instance of two arms \( \mathcal{A} = \{1, 2\} \) having mean rewards \( \bar{r}_1 \) and \( \bar{r}_2 \) and known unit variances. Further assume that the unknown parameters are the means of the distributions such that \( \theta^*_a = \bar{r}_a \), and consider the case when the learner makes use of a zero-mean, unit-variance Gaussian prior over \( \theta_a \) for \( a = 1, 2 \). Under these assumptions, after \( X_{a,1}, \ldots, X_{a,n} \) samples, the posterior updates satisfy the following formulae [131]:

\[
P_{a,n}(\theta_a) \propto \mathcal{N}\left( \frac{n}{n+1}, \frac{1}{n+1} \right).
\]

Let \( \bar{r}_1 = 1 \) and \( \bar{r}_2 = 0 \) such that Arm 1 is optimal. We now show there exists an approximate posterior \( \tilde{P}_{a,t} \) of arm 2, satisfying \( \text{TV}(\tilde{P}_{2,t}, P_{2,t}) \leq n^{-\alpha} \) and such that if samples from \( P_{1,t} \) and \( \tilde{P}_{2,t} \) were to be used by a Thompson sampling algorithm, its regret would satisfy: \( R(T) = \Omega(T^{1-\alpha}) \).

We substantiate this claim by a simple construction. Let \( \tilde{P}_{a,t} \) be \( (1 - n^{-\alpha})P_{a,t} + n^{-\alpha}\delta_2 \), where \( \delta_2 \) denotes a delta mass centered at 2. \( \tilde{P}_{a,t} \) is a mixture distribution between the true posterior and a point mass.

Clearly, for all \( t \geq C \) for some universal constant \( C \), with probability at least \( n^{-\alpha} \) the posterior sample from arm 2 will be larger than the sample from arm 1. Since \( t > n, t^{-\alpha} < n^{-\alpha} \) for \( \alpha > 0 \) and since the suboptimality gap equals 1, we conclude \( R(T) = \Omega(\sum_{t=1}^{T} t^{-\alpha}) \). Thus, to incur logarithmic regret, one needs \( \text{TV}(\tilde{P}_{2,t}, P_{2,t}) = \Omega\left( \frac{1}{n} \right) \).
Example 6 extends upon the insights in [150] that constant approximation error can incur linear regret to highlight the fact that to achieve logarithmic regret, the total variation distance between the approximation of the posterior $\mu^{(n)}_a$ and the true posterior $\mu_a$ must decrease as samples are collected. In particular it illustrates that the rate at which the approximation error decreases is directly linked to the resulting regret bound.

To generate samples from approximations to posteriors we propose two Langevin Markov Chain Monte Carlo (MCMC) algorithms. These algorithms can be seen as discretizations of the continuous-time Langevin dynamics, the stochastic process represented by the following stochastic differential equation:

$$d\theta_t = -\nabla U(\theta_t) \, dt + \sqrt{2} \, dB_t.$$ 

We first encountered this continuous time Langevin dynamics in Eq. (7.1), where we have set $U(\theta) = -\gamma_a \sum_{i=1}^{n} \log p_a(x_{a,i}|\theta) - \gamma_a \log \pi_a(\theta)$ to prove posterior concentration of $\mu^{(n)}[\gamma_a]$.

One important feature of the Langevin dynamics is that its invariant distribution is proportional to $e^{-U(\theta)}$. We can therefore also use it to generate samples distributed according to the unscaled posterior distribution $\mu^{(n)}_a$. Via letting $U(\theta) = -\sum_{i=1}^{n} \log p_a(x_{a,i}|\theta) - \log \pi_a(\theta)$, we obtain continuous time dynamics which generates trajectories that converge towards the posterior distribution $\mu^{(n)}_a$ exponentially fast.

To obtain an implementable algorithm, we apply Euler-Maruyama discretization to the Langevin dynamics and arrive at the following ULA update:

$$\theta_{(i+1)h^{(n)}} \sim \mathcal{N} \left( \theta_{ih^{(n)}} - h^{(n)} \nabla U(\theta_{ih^{(n)}}), 2h^{(n)}I \right).$$

Since $\nabla U(\theta) = -\sum_{i=1}^{n} \nabla \log p_a(x_{a,i}|\theta) - \nabla \log \pi_a(\theta)$ in the above update rule, the computation complexity within each iteration of the Langevin algorithm grows with the number of data being collected, $n$. To cope with the growing number of terms in $\nabla U(\theta)$, we take a stochastic gradient approach and define $\hat{U}(\theta) = -\frac{n}{|S|} \sum_{x_k \in S} \nabla \log p_a(x_k|\theta) - \nabla \log \pi_a(\theta)$, where $S$ is a subset of the dataset $\{x_{a,1}, \cdots, x_{a,n}\}$. For simplicity, we form $S$ via subsampling uniformly from $\{x_{a,1}, \cdots, x_{a,n}\}$. Substituting the stochastic gradient $\nabla \hat{U}$ for the full gradient $\nabla U$ in the above update rule results in the SGLD algorithm.

### 9.1 Convergence Rates for Langevin Algorithms

Given our intuition from Example 6 we first propose an unadjusted Langevin algorithm (ULA) [48] which generates samples from an approximate posterior which monotonically approaches the true posterior as data is collected and provably maintains the regret guarantee of exact Thompson sampling. Important to this effort, we demonstrate that the number of steps inside the ULA procedure does not scale with the time horizon, though the number of gradient evaluations scale with the number of times an arm has been pulled. To address this, we propose the stochastic gradient Langevin dynamics (SGLD) [192] variant...
of ULA which has appealing computational benefits: under slightly stronger assumptions, SGLD takes constant number of iterations as well as constant number of data samples in the stochastic gradient estimate while maintaining the order-optimal regret of the exact Thompson sampling algorithm. Once again, for clarity of exposition we defer detailed proofs to the end of the chapter in Section 9.4.

Algorithm 3 (Stochastic Gradient) Langevin Algorithm for Arm $a$

**Input**: Data $\{x_{a,1}, \cdots, x_{a,n}\}$; MCMC sample $\theta_{a,Nh^{(n-1)}}$ from last round

3 Set $\theta_0 = \theta_{a,t-1}$ for $a \in \mathcal{A}$

4 for $i = 0, 1, \cdots, N$
do

4.1 Uniformly subsample $S \subseteq \{x_{a,1}, \cdots, x_{a,n}\}$.

4.2 Compute $\nabla \hat{U}(\theta_{ih^{(n)}}) = -\frac{1}{|S|} \sum_{x_k \in S} \nabla \log p_a(x_k|\theta_{ih^{(n)}}) - \nabla \log \pi_a(\theta_{ih^{(n)}})$.

4.3 Sample $\theta_{(i+1)h^{(n)}} \sim \mathcal{N}(\theta_{ih^{(n)}} - h^{(n)} \nabla \hat{U}(\theta_{ih^{(n)}}), 2h^{(n)} I)$.

**Output**: $\theta_{a,Nh^{(n)}} = \theta_{Nh^{(n)}}$ and $\theta_{a,t} \sim \mathcal{N}(\theta_{Nh^{(n)}}, \frac{1}{nL_a \gamma_a} I)$

As described in Algorithm 3, in each round $t$ of the bandit algorithm we run the (stochastic gradient) Langevin algorithm for $N$ steps to generate a sample of desirable quality for each arm. In particular, we first run a Langevin MCMC algorithm to generate a sample from an approximation to the unscaled posterior. To achieve the scaling with $\gamma_a$ that we require for the analysis of the regret, we add zero-mean Gaussian noise with variance $\frac{1}{\gamma_a L_a n}$ to this sample. The distribution of the resulting sample has the same characteristics as those from the scaled posterior analyzed in Sec. 8.

Given Assumptions 14 and 13, we prove that running ULA with exact gradients provides appealing convergence properties. In particular, for a number of iterations independent of the number of rounds $t$ or the number of samples from an arm, $n = T_a(t)$, ULA converges to an accuracy in Wasserstein-$p$ distance which maintains the logarithmic regret of the exact algorithm (for more information on such metrics see Villani [189]). We note parenthetically that working with the Wasserstein-$p$ distance provides us with a tighter MCMC convergence analysis (than with the total variation distance used in Example 6) that helps in conjunction with the regret bounds. The proofs of the ULA and SGLD convergence require a uniform strong log-concavity and Lipschitz smoothness condition of the family $p_a(X|\theta_a)$ over the parameter $\theta_a$, a strengthening of Assumption 11.

**Assumption 14** (Assumption on the family $p_a(X|\theta_a)$ — strengthened for approximate sampling). Assume that $\log p_a(x|\theta_a)$ is $L_a$-smooth and $m_a$-strongly concave over the parameter
\( \theta_a \):
\[
- \log p_a(x|\theta_a) - \nabla_{\theta} \log p_a(x|\theta_a)^\top (\theta_a - \theta_a') + \frac{m_a}{2} \|\theta_a - \theta_a'\|^2 \leq - \log p_a(x|\theta_a) \\
\leq - \log p_a(x|\theta_a') - \nabla_{\theta} \log p_a(x|\theta_a')^\top (\theta_a - \theta_a') + \frac{L_a}{2} \|\theta_a - \theta_a'\|^2, \quad \forall \theta_a, \theta_a' \in \mathbb{R}^{d_a}, x \in \mathbb{R}.
\]

This assumption allows us to prove a tight bound on the approximation error of ULA in the following theorem.

**Theorem 20 (ULA Convergence).** Suppose that Assumptions 12-14 hold. We take step size \( h^{(n)} = \frac{1}{32} \rho (\frac{m_a}{L_a + \frac{1}{n} L_a})^2 = \mathcal{O} \left( \frac{1}{n \kappa_a} \right) \) and number of steps \( N = 640 \left( \frac{L_a + \frac{1}{n} L_a}{m_a^2} \right)^2 = \mathcal{O} \left( \kappa_a^2 \right) \) in Algorithm 3. If the posterior distribution satisfy the concentration inequality that \( \mathbb{E}_{\theta \sim p(\theta)} [\|\theta - \theta^*]\|_p^{\frac{1}{p}} \leq \frac{1}{\sqrt{n}} \widetilde{D} \), then for any positive even integer \( p \), we have convergence of the ULA algorithm in \( W_p \) distance to the posterior \( \mu^{(n)}_a \): \( W_p \left( \hat{\mu}^{(n)}_a, \mu^{(n)}_a \right) \leq \frac{2}{\sqrt{n}} \widetilde{D} \), \( \forall \theta_a, \theta_a' \in \mathbb{R}^{d_a} \), \( x, x' \in \mathbb{R} \).

Although the number of iterations required for ULA to converge is constant with respect to the time horizon \( t \), the number of gradient computations over the likelihood function within each iteration is \( T_a(t) \). To tackle this issue, we sub-sample the data at each iteration and use a stochastic gradient MCMC method \textsuperscript{[106]}. To be able to get convergence guarantees despite the larger variance this method incurs, we make a slightly stronger Lipschitz smoothness assumption on the parametric family of likelihoods.

**Assumption 15 (Joint Lipschitz smoothness of the family \( \log p_a(X|\theta) \): for SGLD).** Assume a joint Lipschitz smoothness condition, which strengthens Assumptions 14 and 12 to impose the Lipschitz smoothness on the entire bivariate function \( \log p_a(x; \theta) \).

\[
\|\nabla_{\theta} \log p_a(x|\theta_a) - \nabla_{\theta} \log p_a(x'|\theta_a)\| \leq L_a \|\theta_a - \theta_a'\| + L^*_a \|x - x'\|, \quad \forall \theta_a, \theta_a' \in \mathbb{R}^{d_a}, x, x' \in \mathbb{R}.
\]

Under this stronger assumption, we prove the fast convergence of the SGLD method in the following Theorem \textsuperscript{[21]}. Specifically, we demonstrate that for a suitable choice of stepsizes \( h^{(n)} \), number of iterations \( N \), and size of the minibatch \( k = |S| \), samples generated by Algorithm 3 are distributed sufficiently close to the true posterior to ensure the optimal regret guarantee. By examining the number of iterations, \( N \), the size of the minibatch, \( k \), we confirm that the algorithmic and sample complexity of our method do not grow with the number of rounds \( t \), as advertised.

**Theorem 21 (SGLD Convergence).** Suppose that Assumptions 12-14 hold, and further assume that the family \( \log p_a(x; \theta) \), prior distributions, and that the true reward distributions satisfy Assumption 15. If we take the batch size \( k = \mathcal{O} (\kappa_a^2) \), step size \( h^{(n)} = \mathcal{O} \left( \frac{1}{n \kappa_a L_a} \right) \) and

\textsuperscript{1}For simplicity of notation, we let Lipschitz constants \( L^*_a = L_a \) in the main paper.
number of steps $N = O\left(\kappa_a^2\right)$ in the SGLD algorithm, then for $\delta_1 \in (0, 1)$, with probability at least $1 - \delta_1$ with respect to $X_{a,1}, \ldots, X_{a,n}$, we have convergence of the SGLD algorithm in the Wasserstein-$p$ distance. In particular, between the $n$-th and the $(n+1)$-th pull to arm $a$, samples $\theta_{a,t}$ approximately follow the posterior $\mu_{a}^{(n)}$:

$$W_p\left(\hat{\mu}_a^{(n)}, \mu_{a}^{(n)}\right) \leq \sqrt{\frac{8}{nm_a} \left(d_a + \log B_a + (32 + 8d_a\kappa_a^2) p\right)^{\frac{1}{2}}}.$$ 

where $\hat{\mu}_a^{(n)}$ is the probability measure associated with any of the sample(s) $\theta_{a,Nh_a^{(n)}}$ between the $n$-th and the $(n+1)$-th pull of arm $a$.

We remark that we are able to keep the number of iterations, $N$, for both algorithms constant by initializing the current round of the approximate sampling algorithm using the output of the last round of the Langevin MCMC algorithm. If we initialized the algorithm independently from the prior, we would need $O\left(\log T_a(t)\right)$ iterations to achieve this result, which would in turn yield a Thompson sampling algorithm for which the computational complexity grows with the time horizon. We note that this warm-starting procedure complicates the regret proof for the approximate Thompson sampling algorithms since the samples used by Thompson sampling are no longer independent.

By scrutinizing the stepsize $h^{(n)}$ and the accuracy level of the sample distribution in the Wasserstein distance $W_p\left(\hat{\mu}_a^{(n)}, \mu_{a}^{(n)}\right)$, we note that we are taking smaller steps to get increasingly accurate MCMC samples as more data are being collected. This is due to the need of decreasing the error incurred by discretizing the continuous Langevin dynamics and stochastically estimating the gradient of the log posterior. However, the number of iterations and subsampled gradients are not increasing since the concentration of the posterior provides us with stronger contraction of the continuous Langevin dynamics and requires less work because $\mu_{a}^{(n)}$ and $\mu_{a}^{(n+1)}$ are closer.

We restate Theorem 21 and give explicit values of the hyper-parameters in Theorem 23 in the appendix, but remark that the proof of this theorem is novel in the MCMC literature. It builds upon and strengthens [49] by taking into account the discretization and stochastic gradient error to achieve strong convergence guarantees in the Wasserstein-$p$ distance up to any finite order $p$. Other related works on the convergence of ULA can provide upper bounds in the Wasserstein distances up to the second order (i.e., for $p \leq 2$) [see, e.g., 38, 42, 107, 188]. This bound in the Wasserstein-$p$ distance for arbitrarily large $p$ is necessary in guaranteeing the following Lemma 9, a similar concentration result as in Theorem 18 for the approximate samples $\theta_{a,t} \sim \hat{\mu}_a^{(n)}\left[\gamma_{a}\right]$.

**Lemma 9.** Suppose that Assumptions 12–14 hold, and further assume that the family log$p_a(x; \theta)$, prior distributions, and that the true reward distributions satisfy Assumption 13, then for $\delta \in (0, e^{-1/2})$, the sample $\theta_{a,t}$ resulting from running the (stochastic gradient) ULA
with $N$ steps, a step size of $h^{(n)}$, and a batch size $k$ as defined in Theorem 21 satisfies:

$$
P_{\theta_{a,t} \sim \hat{\mu}^{(n)}[\gamma_a]} \left( \|\theta_{a,t} - \theta^*_a\|_2 > \sqrt{\frac{36e}{m_a n} \left( d_a + \log B_a + 2 \left( \sigma_a + \frac{d_a}{18\kappa_a \gamma_a} \right) \log 1/\delta \right)} \right) < \delta.
$$

where $\sigma_a = 16 + 4d_a\kappa_a^2$.

### 9.2 Regret of Approximate Thompson Sampling with Langevin Algorithms

Given that the concentration results of the samples from ULA and SGLD have the same form as that of exact Thompson sampling, we now show that approximate Thompson sampling achieves the same finite-time optimal regret guarantees (up to constant factors) as the exact Thompson sampling algorithm. To show this, we require an analogous result to Lemma 5 on the anti-concentration properties of the approximations to the scaled posteriors:

**Lemma 10.** Suppose that Assumptions 12-14 hold, and further assume that the family log $p_a(x; \theta)$, prior distributions, and that the true reward distributions satisfy Assumption 15, then, if $\gamma_1 = O \left( \frac{1}{d_1 \kappa_1^3} \right)$, for all $n = 1, ..., T$ all samples from the the (stochastic gradient) ULA method with the hyperparameters and runtime as described in Theorem 21 satisfy:

$$
\mathbb{E} \left[ \frac{1}{p_{1,n}} \right] \leq C \sqrt{B_1},
$$

where $C$ is a universal constant independent of problem-dependent parameters.

The proof of Lemma 10 is similar to that of Lemma 5 but we are able to save a factor of $\sqrt{\kappa_1}$ due to the fact that the last step of the approximate sampling scheme samples $\theta_{a,t}$ from a Gaussian distribution as opposed to a strongly-log concave distribution which we must approximate with a Gaussian.

Given this lemma and our concentration results presented in the previous Chapter, the proof of logarithmic regret is essentially the same as that of the regret for exact Thompson sampling. However, more care has to be taken to deal with the fact that the samples from the approximate posteriors are no longer independent due to the fact that we warm-start our proposed sampling algorithms using previous samples. We cope with this issue by constructing concentration rates (of a similar form as in Lemma 9) on the distributions of the samples given the initial sample is sufficiently well behaved (see Lemmas 17 and 18). We then show that this happens with sufficiently high probability to maintain similar upper bounds on terms $I$ and $II$ from Lemma 4 in Lemma 19 which in turn allows us to prove the following Theorem in Appendix 9.4.
Theorem 22 (Regret of Thompson sampling with a (stochastic gradient) Langevin algorithm). Suppose that Assumptions 12-14 hold, and further assume that the family \( \log p_a(x; \theta) \), prior distributions, and that the true reward distributions satisfy Assumption 15, then the expected regret after \( T > 0 \) rounds of Thompson sampling with the (stochastic gradient) ULA method with the hyper-parameters and runtime as described in Theorem 21 satisfies:

\[
\mathbb{E}[R(T)] \leq \sum_{a>1} \frac{CA_a^2}{m_a \Delta_a} (\log B_a + d_a + d_a^2 \kappa_a^2 \log T) \\
+ \sqrt{B_1} \frac{CA_1^2}{m_1 \Delta_a} (1 + \log B_1 + d_1^2 \kappa_1^2 + d_1 \kappa_1^2 \log T) + 3 \Delta_a,
\]

where \( C \) is a universal constant that is independent of problem dependent parameter and the scale parameter \( \gamma_a = O\left(\frac{1}{d_a \kappa_a^2}\right)\).

We note that Theorem 21 allows for SGLD to be implemented with a constant number of steps per iteration and a constant batch size with only the step size decreasing linearly with the number of samples. Combining this with our regret guarantee shows that an anytime algorithm for Thompson sampling with approximate samples can indeed achieve logarithmic regret.

Further, we remark that this bound exhibits a worse dependence on the quality of the prior on the optimal arm than in the exact sampling regime. In particular, we pay a \( d_1^2 \sqrt{B_1} \log T \) in this regret bound as opposed to \( d_1^2 \sqrt{B_1} \). Our regret bound in the approximate sampling regime does exhibit a slightly better dependence on the condition number of the family. This, we believe, is an artifact of our analysis and is due to the fact that a lower bound on the exact posterior was needed to invoke Gaussian anti-concentration results which were not needed in the approximate sampling regime due to the design of the proposed sampling algorithm. We empirically validate these results in numerical experiments at the end of the chapter.

### 9.3 Detailed Proofs of for the Convergence of Langevin Algorithms

In this section we supply the proofs of concentration for approximate samples from both the ULA and SGLD MCMC methods. In particular we quantify the computation complexity of generating samples which are distributed close enough to the posterior. To do so, we require a slightly stronger assumption on the family of likelihoods for the MCMC sampling methods to converge.

Assumption 16 (Assumption on the family \( p_a(X|\theta_a) \): strengthened for approximate sampling). Assume that \( \log p_a(x|\theta_a) \) is \( L_a \)-smooth and \( m_a \)-strongly concave over the parameter...
\[ \theta_a : \]
\[ - \log p_a(x|\theta'_a) - \nabla_\theta \log p_a(x|\theta'_a)\top (\theta_a - \theta'_a) + \frac{m_a}{2} \| \theta_a - \theta'_a \|^2 \leq - \log p_a(x|\theta_a) \]
\[ \leq - \log p_a(x|\theta'_a) - \nabla_\theta \log p_a(x|\theta'_a)\top (\theta_a - \theta'_a) + \frac{L_a}{2} \| \theta_a - \theta'_a \|^2, \quad \forall \theta_a, \theta'_a \in \mathbb{R}^{d_a}, x \in \mathbb{R}. \]

Before presenting our proofs, we first include a table summarizing the notation we use within Algorithm 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>number of steps of the approximate sampling algorithm</td>
</tr>
<tr>
<td>( h^{(n)} )</td>
<td>step size of the approximate sampling algorithm after ( n ) samples from the arm</td>
</tr>
<tr>
<td>( \theta_{ih}^{(n)} )</td>
<td>MCMC sample generated within ( i )-th iteration of Algorithm 3</td>
</tr>
<tr>
<td>( \mu_{ih}^{(n)} )</td>
<td>measure of ( \theta_{ih}^{(n)} )</td>
</tr>
<tr>
<td>( k )</td>
<td>batch-size of the stochastic gradient Langevin algorithm</td>
</tr>
</tbody>
</table>

**Convergence of the Unadjusted Langevin Algorithm (ULA)**

We first prove tight bounds on the approximation error of ULA. If function \( \log p(x; \theta) \) satisfies the Lipschitz smoothness condition in Assumption \( \text{I}1 \), then we can leverage gradient-based MCMC algorithms to generate samples with convergence guarantees in the \( p \)-Wasserstein distance. As stated in Algorithm 3, we initialize ULA in the \( n \)-th round from the last iterate in the \((n-1)\)-th round. Given this, we prove Theorem \( \text{I20} \), which is restated below.

**Theorem (ULA Convergence).** Assume that the likelihood \( \log p_a(x; \theta) \) and prior \( \pi_a \) satisfy Assumption \( \text{I}14 \) and Assumption \( \text{I}13 \). We take step size \( h^{(n)} = \frac{1}{32} \frac{m_a}{(L_a + \frac{\epsilon}{2} L_a)^2} = O \left( \frac{1}{n L_a m_a} \right) \) and number of steps \( N = 640 \left( \frac{L_a + \frac{\epsilon}{2} L_a}{m_a^2} \right)^p = O \left( \kappa_a^2 \right) \) in Algorithm \( \text{I}3 \). If the posterior distribution satisfies the concentration inequality that \( \mathbb{E}_{\theta \sim \mu_a^{(n)}} [ \| \theta - \theta^* \|_p^2 ] \leq \frac{1}{\sqrt{n}} \widetilde{D} \), then for any positive even integer \( p \), we have convergence of the ULA algorithm in \( W_p \) distance to the posterior \( \mu_a^{(n)} : W_p \left( \mu_a^{(n)}, \mu_a \right) \leq \frac{2}{\sqrt{n}} \widetilde{D}, \forall \widetilde{D} \geq \sqrt{\frac{32}{m_a} d_a p}. \)

**Proof of Theorem \( \text{I20} \).** We use induction to prove this theorem.

- For \( n = 1 \), we initialize at \( \theta_0 \) which is within a \( \sqrt{\frac{d_a}{m_a}} \)-ball from the maximum of the target distribution, \( \theta^*_p = \arg \max p_a(\theta|x_1) \), where \( p_a(\theta|x_1) \propto p_a(x_1|\theta) \pi_a(\theta) \) and negative \( \log p_a(\theta|x_1) \) is \( m_a \)-strongly convex and \((L_a + L_a)\)-Lipschitz smooth. Invoking Lemma \( \text{I16} \), we obtain that for \( d \mu_a^{(1)} = p_a(\theta|x_1) \)\( d \theta \), Wasserstein-\( p \) distance between the target distribution and the point mass at its mode: \( W_p \left( \mu_a^{(1)}, \delta (\theta^*_p) \right) \leq 5 \sqrt{\frac{1}{m_a} d_a p}. \)

Therefore, \( W_p \left( \mu_a^{(1)}, \delta (\theta_0) \right) \leq W_p \left( \mu_a^{(1)}, \delta (\theta^*_p) \right) + \| \theta_0 - \theta^*_p \| \leq 6 \sqrt{\frac{1}{m_a} d_a p}. \) We then
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invoke Lemma 12, with initial condition \( \mu_0 = \delta (\theta^*) \), to obtain the convergence in the \( N \)-th iteration of Algorithm 3 after the first pull to arm \( a \):

\[
W_p (\mu_{NHa}, \mu_a^{(1)}) \leq \left( 1 - \frac{m_a}{8} h^{(1)} \right)^{p-N} W_p (\delta (\theta_0), \mu_a^{(1)}) + 2^p \left( \frac{L_a + L_a}{m_a} \right)^{p/2} \left( \frac{d_a p}{L_a} \right)^{p/2} (h^{(1)})^{p/2},
\]

where we have substituted in the strong convexity \( m_a \) for \( \tilde{m} \) and the Lipschitz smoothness \( (L_a + L_a) \) for \( \tilde{L} \). Plugging in the step size,

\[
h^{(1)} = \frac{1}{32} \left( \frac{m_a}{L_a + L_a} \right)^2 \leq \min \left\{ \frac{m_a}{32 (L_a + L_a)^2}, \frac{1}{1024} \frac{m_a^2}{(L_a + L_a)^2 d_a p} \right\},
\]

and number of steps \( N = \frac{20}{m_a h^{(1)}} = 640 \left( \frac{L_a + L_a}{m_a} \right)^2 \), \( W_p (\hat{\mu}_a^{(1)}, \mu_a^{(1)}) = W_p (\mu_{NHa}, \mu_a^{(1)}) \leq 2\tilde{D}^p \).

- Assume that after the \((n - 1)\)-th pull and before the \( n \)-th pull to the arm \( a \), the ULA algorithm guarantees that \( W_p (\hat{\mu}^{(n-1)}_a, \mu_a^{(n-1)}) \leq \frac{2}{\sqrt{n-1}} \tilde{D} \). We now prove that after the \( n \)-th pull and before the \((n + 1)\)-th pull, it is guaranteed that \( W_p (\hat{\mu}_a^{(n)}, \mu_a^{(n)}) \leq \frac{2}{\sqrt{n}} \tilde{D} \).

We first obtain from the assumed posterior concentration inequality:

\[
W_p (\mu_a^{(n)}, \delta (\theta^*)) \leq \mathbb{E}_{\theta \sim \mu_a^{(n)}} [||\theta - \theta^*||^p]^\frac{1}{p} \leq \frac{1}{\sqrt{n}} \tilde{D}.
\]

Therefore, for \( n \geq 2 \),

\[
W_p (\mu_a^{(n)}, \mu_a^{(n-1)}) \leq W_p (\mu_a^{(n)}, \delta (\theta^*)) + W_p (\mu_a^{(n-1)}, \delta (\theta^*)) \leq \frac{3}{\sqrt{n}} \tilde{D}.
\]

We combine this bound with the induction hypothesis and obtain that

\[
W_p (\mu_a^{(n)}, \hat{\mu}_a^{(n-1)}) \leq W_p (\mu_a^{(n)}, \mu_a^{(n-1)}) + W_p (\mu_a^{(n-1)}, \hat{\mu}_a^{(n-1)}) \leq \frac{8}{\sqrt{n}} \tilde{D}.
\]

From Lemma 12 we know that for \( \hat{m} = n \cdot m_a \) and \( \hat{L} = n \cdot L_a + L_a \), with initial condition \( \mu_0 = \hat{\mu}_a^{(n-1)} \), with accurate gradient,

\[
W_p (\mu_{nh}, \mu_a^{(n)}) \leq \left( 1 - \frac{\hat{m}}{8} h^{(n)} \right)^{p-1} W_p (\hat{\mu}_a^{(n-1)}, \mu_a^{(n)}) + 2^p \left( \frac{\hat{L}_p}{\hat{m}_p} \right)^{p/2} \left( \frac{d_a p}{\hat{L}_a} \right)^{p/2} (h^{(n)})^{p/2}.
\]

If we take step size \( h^{(n)} = \frac{1}{32} \frac{\hat{m}}{L_a^2} \leq \min \left\{ \frac{\hat{m}}{32 L_a^2}, \frac{1}{1024} \frac{\hat{m}_a^2}{L_a^2 d_a p} \right\} \) and number of steps taken in the ULA algorithm from \((n - 1)\)-th pull until the \( n \)-th pull to be: \( \hat{N} \geq \frac{20}{\hat{m}} \frac{1}{h^{(n)}} \),

\[
W_p (\hat{\mu}_a^{(n)}, \mu_a^{(n)}) = W_p (\mu_{\hat{N}h}, \mu_a^{(n)}) \leq \left( 1 - \frac{\hat{m}}{8} h^{(n)} \right)^{p-N} 8^p \frac{\hat{D}^p}{n^{p/2}} + 2^p \left( \frac{\hat{L}_p}{\hat{m}_p} \right)^{p/2} \left( \frac{d_a p}{\hat{L}_a} \right)^{p/2} (h^{(n)})^{p/2} \leq \frac{2 \hat{D}_p}{n^{p/2}}
\]

(9.2)
leading to the result that 
\[ W_p \left( \hat{\mu}_a^{(n)}, \mu_a^{(n)} \right) \leq \frac{2}{\sqrt{n}} \tilde{D}. \]

Since at least one round would have passed from the \((n - 1)\)-th pull to the \(n\)-th pull to arm \(a\), taking number of steps in each round \(t\) to be 
\[ N = \frac{20}{m} \frac{1}{n^{(n)}} = 640 \frac{(L_a + \frac{1}{2} L_a)^2}{m_a^2} \]
suffices. Therefore, 
\[ N = 640 \frac{(L_a + \frac{1}{2} L_a)^2}{m_a^2} = O \left( \frac{1^2}{m_a^2} \right). \]

**Convergence of the stochastic gradient Langevin algorithm (SGLD)**

If \( \log p_a(x; \theta) \) satisfies a stronger joint Lipschitz smoothness condition in Assumption 15, similar guarantees can be obtained for stochastic gradient MCMC algorithms.

**Theorem 23 (SGLD Convergence).** Assume that the family \( \log p_a(x; \theta) \) and prior \( \pi_a \) satisfy Assumption 14, Assumption 13, and Assumption 15. We take number of data samples in the stochastic gradient estimate \( k = 32 \frac{(L_a)^2}{m_a \nu_a} = 32 \nu_a^2 \), step size \( h^{(n)} = \frac{1}{32} \frac{m_a}{n(L_a + \frac{1}{2} L_a)} \) to be
\[ O \left( \frac{1}{n L_a \nu_a} \right) \]
and number of steps \( N = 1280 \frac{(L_a + \frac{1}{2} L_a)^2}{m_a^2} = O \left( \nu_a^2 \right) \) in Algorithm 3. If the posterior distribution satisfy the concentration inequality that
\[ \mathbb{E}_{\theta \sim \pi_a^{(n)}} \left[ ||\theta - \theta^*||^p \right] \leq \frac{1}{\sqrt{n}} \tilde{D}, \]
then for any positive even integer \( p \), we have convergence of the ULA algorithm in \( W_p \) distance to the posterior \( \mu_a^{(n)}: W_p \left( \hat{\mu}_a^{(n)}, \mu_a^{(n)} \right) \leq \frac{2}{\sqrt{n}} \tilde{D}, \forall \tilde{D} \geq \sqrt{\frac{32}{m_a} d_a p}. \)

**Proof of Theorem 23.** Similar to Theorem 20, we use induction to prove this theorem. After the first pull to arm \(a\), we take the same \( 640 \frac{(L_a + \frac{1}{2} L_a)^2}{m_a^2} \) number of steps to converge to
\[ W_p \left( \hat{\mu}_a^{(1)}, \mu_a^{(1)} \right) \leq 2 \tilde{D}^p. \]

Assume that after the \((n - 1)\)-th pull and before the \(n\)-th pull to the arm \(a\), the SGLD algorithm guarantees that 
\[ W_p \left( \mu_a^{(n-1)}, \mu_a^{(n-1)} \right) \leq \frac{2}{\sqrt{n-1}} \tilde{D}. \]
We prove that after the \(n\)-th pull and before the \((n + 1)\)-th pull, it is guaranteed that 
\[ W_p \left( \mu_a^{(n)}, \mu_a^{(n)} \right) \leq \frac{2}{\sqrt{n}} \tilde{D}. \]
Following the proof of Theorem 20, we combine the assumed posterior concentration inequality and the induction hypothesis to obtain:
\[ W_p \left( \mu_a^{(n)}, \hat{\mu}_a^{(n)} \right) \leq W_p \left( \mu_a^{(n)}, \mu_a^{(n)} \right) + W_p \left( \mu_a^{(n-1)}, \hat{\mu}_a^{(n)} \right) \leq \frac{8}{\sqrt{n}} \tilde{D}. \]

Denote function \( U \) as the negative log-posterior density over parameter \( \theta \). From Lemma 12, we know that for \( \hat{m} = n \cdot m_a \) and \( \hat{L} = n \cdot L_a + L_a \), with initial condition that \( \mu_0 = \hat{\mu}_a^{(n-1)} \), if the difference between the stochastic gradient \( \nabla \hat{U} \) and the exact one \( \nabla U \) is bounded as
We first develop the expression:

\[
\mathbb{E} \left[ \left\| \nabla U(\theta) - \nabla \hat{U}(\theta) \right\|^p \middle| \theta \right] \leq \Delta_p, \text{ then}
\]

\[
W_p^p \left( \mu_{\delta h(n)}(a), \mu_{\delta a}^{(n)} \right) \leq \left( 1 - \frac{\tilde{m}}{8} h(n) \right)^{p-i} W_p^p \left( \tilde{\mu}_{a}^{(n-1)}, \mu_{a}^{(n)} \right) + 2^{5p} \frac{\tilde{L}}{m^p} (da_p)^{p/2} (h(n))^{p/2} + 2^{2p+3} \frac{\Delta_p}{m^p}.
\]

We demonstrate in the following Lemma 11 that

\[
\Delta_p \leq 2 \frac{n^{p/2}}{k^{p/2}} \left( \frac{\sqrt{d_a p L_a}}{\sqrt{\nu_a}} \right)^p.
\]

**Lemma 11.** Denote \( \hat{U} \) as the stochastic estimator of \( U \). Then for stochastic gradient estimate with \( k \) data points,

\[
\mathbb{E} \left[ \left\| \nabla \hat{U}(\theta) - \nabla U(\theta) \right\|^p \middle| \theta \right] \leq 2 \frac{n^{p/2}}{k^{p/2}} \left( \frac{\sqrt{d_a p L_a}}{\sqrt{\nu_a}} \right)^p.
\]

If we take the number of samples in the stochastic gradient estimator \( k = 32 \frac{(L_a) \tilde{m}}{m_a \nu_a} \), then

\[
\Delta_p \leq \frac{2}{32^{p/2}} \left( \frac{n \cdot m_a}{L_a^2} \right)^{p/2} \cdot \left( \frac{p \cdot d_a}{L_a} \right)^{p/2} \leq 2^{-2p-5} \frac{m_a^2 \tilde{D}^2}{n^{p/2}} \text{ for any } p \geq 2. \text{ Consequently, } 2^{2p+3} \frac{\Delta_p}{m^p} \leq \frac{1}{4} \frac{\tilde{D}^p}{n^{p/2}}.
\]

If we take step size \( h(n) = \frac{1}{32} \frac{\tilde{m}}{L_a^2} \leq \min \left\{ \frac{\tilde{m}}{32 L_a^2}, \frac{L_a^2}{1024 \tilde{m}}, \frac{1}{n \tilde{m}^2} \frac{\tilde{D}^2}{d_a p} \right\} \) and number of steps taken in the SGLD algorithm from \((n - 1)\)-th pull till \( n \)-th pull to be: \( \tilde{N} \geq \frac{40}{\tilde{m}} \frac{1}{h(n)} \),

\[
W_p^p \left( \tilde{\mu}_{a}^{(n)}, \mu_{a}^{(n)} \right) = W_p^p \left( \mu_{\tilde{N} h(n)}; \mu_{a}^{(n)} \right)
\]

\[
\leq \left( 1 - \frac{\tilde{m}}{8} h(n) \right)^{p-\tilde{N}} \frac{\tilde{D}^p}{n^{p/2}} \cdot \frac{8}{32^{p/2}} + 2^{5p} \frac{\tilde{L}}{m^p} (d_a p)^{p/2} (h(n))^{p/2} + 2^{2p+3} \frac{\Delta_p}{m^p}
\]

leading to the result that \( W_p^p \left( \tilde{\mu}_{a}^{(n)}, \mu_{a}^{(n)} \right) \leq \frac{2}{\sqrt{n}} \tilde{D} \). Since at least one round would have past from the \((n - 1)\)-th pull to the \( n \)-th pull to arm \( a \), taking number of steps in each round \( t \) to be \( N = \frac{40}{\tilde{m}} \frac{1}{h(n)} \) suffices.

Therefore, \( N = 1280 \frac{(L_a + \frac{1}{k} \tilde{L}_a)^2}{m_a^2} = \mathcal{O} \left( \frac{L_a^2}{m_a^2} \right) \).

**Proof of Lemma 11.** We first develop the expression:

\[
\mathbb{E} \left[ \left\| \nabla U(\theta) - \nabla \hat{U}(\theta) \right\|^p \right] = n^{p} \mathbb{E} \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i|\theta_a) - \frac{1}{k} \sum_{j=1}^{k} \nabla \log p(x_j|\theta_a) \right\|^p \right]
\]

\[
= \frac{n^{p}}{k^{p}} \mathbb{E} \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i|\theta_a) - \nabla \log p(x_j|\theta_a) \right\|^p \right].
\]
We note that
\[
\nabla \log p(x_j | \theta_a) - \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i | \theta_a) = \frac{1}{n} \sum_{i \neq j} \left( \nabla \log p(x_j | \theta_a) - \nabla \log p(x_i | \theta_a) \right).
\]

By the joint Lipschitz smoothness Assumption 15, we know that \( \nabla \log p(x | \theta_a) \) is a Lipschitz function of \( x \):
\[
\| \nabla \log p(x_j | \theta_a) - \nabla \log p(x_i | \theta_a) \| \leq L^* a \| x_j - x_i \|.
\]

On the other hand, the data \( x \) follows the true distribution \( p(x; \theta^*) \), which by Assumption 12 is \( \nu_a \)-strongly log-concave. Applying Theorem 3.16 in [191], we obtain that
\[
\left( \nabla \log p(x_j | \theta_a) - \nabla \log p(x_i | \theta_a) \right)
\]
is \(\frac{2L^*}{\sqrt{\nu_a}}\)-sub-Gaussian. Leveraging the Azuma-Hoeffding inequality for martingale difference sequences [191], we obtain that sum of the \((n-1)\) sub-Gaussian random variables:
\[
\left( \nabla \log p(x_j | \theta_a) - \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i | \theta_a) \right),
\]
is \(\frac{2\sqrt{n-1}L^*_a}{n\sqrt{\nu_a}}\)-sub-Gaussian. In the same vein, \( \sum_{j=1}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i | \theta_a) - \nabla \log p(x_j | \theta_a) \right) \)
is \(\frac{2\sqrt{k(n-1)}L^*_a}{n\sqrt{\nu_a}}\)-sub-Gaussian. We then invoke the \(\frac{2\sqrt{d_a k(n-1)}L^*_a}{n\sqrt{\nu_a}}\)-sub-Gaussianity of
\[
\left\| \sum_{j=1}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i | \theta_a) - \nabla \log p(x_j | \theta_a) \right) \right\|
\]
and have
\[
E \left[ \left\| \sum_{j=1}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i | \theta_a) - \nabla \log p(x_j | \theta_a) \right) \right\|^p \right] \leq 2 \left( \frac{2\sqrt{d_a k(n-1)pL^*_a}}{e n \sqrt{\nu_a}} \right)^p.
\]

Therefore,
\[
E \left[ \left\| \nabla U(\theta) - \nabla \hat{U}(\theta) \right\|^p \right] = \frac{n^p}{k^p} E \left[ \left\| \sum_{j=1}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} \nabla \log p(x_i | \theta_a) - \nabla \log p(x_j | \theta_a) \right) \right\|^p \right]
\leq 2 \frac{n^{p/2}}{k^{p/2}} \left( \frac{2\sqrt{d_a pL^*_a}}{e \sqrt{\nu_a}} \right)^p \leq 2 \frac{n^{p/2}}{k^{p/2}} \left( \frac{\sqrt{d_a pL^*_a}}{\sqrt{\nu_a}} \right)^p.
\]
Concentration of Approximate Samples from the (Stochastic Gradient) Langevin Algorithm

In this section, we examine convergence of the (stochastic gradient) Langevin algorithm to the posterior distribution over $a$-th arm at the $n$-th round. Since only the $a$-th arm and $n$-th round are considered, we drop these two indices in the notation whenever suitable. We also define some notation that will only be used within this subsection. For example, we focus on the $\theta$ parameter and denote the posterior measure $d\mu_a^{(n)}(x; \theta) = d\mu^*(\theta) = \exp(-U(\theta))\,d\theta$ as the target distribution.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu^*$</td>
<td>posterior distribution, $\mu_a^*$</td>
</tr>
<tr>
<td>$U$</td>
<td>potential (i.e., negative log posterior density)</td>
</tr>
<tr>
<td>$\theta_U^*$</td>
<td>minimum of the potential $U$ (or mode of the posterior $\mu^*$)</td>
</tr>
<tr>
<td>$\theta_t$</td>
<td>interpolation between $\theta_{ih}^{(n)}$ and $\theta_{(i+1)h}^{(n)}$, for $t \in [ih^{(n)}, (i + 1)h^{(n)}]$</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>measure associated with $\theta_t$</td>
</tr>
<tr>
<td>$\theta_t^*$</td>
<td>an auxiliary stochastic process with initial distribution $\mu^*$ which follows dynamics $[9.9]$</td>
</tr>
<tr>
<td>$m$</td>
<td>strong convexity of the potential $U$, $nm_a$</td>
</tr>
<tr>
<td>$L$</td>
<td>Lipschitz smoothness of the potential $U$, $nL_a + L_a$</td>
</tr>
</tbody>
</table>

We also formally define the Wasserstein-$p$ distance used in the main text. Given a pair of distributions $\mu$ and $\nu$ on $\mathbb{R}^d$, a coupling $\gamma$ is a joint distribution over the product space $\mathbb{R}^d \times \mathbb{R}^d$ that has $\mu$ and $\nu$ as its marginal distributions. We let $\Gamma(\mu, \nu)$ denote the space of all possible couplings of $\mu$ and $\nu$. With this notation, the Wasserstein-$p$ distance is given by

$$W^p(\mu, \nu) = \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^p \,d\gamma(x, y). \quad (9.5)$$

We use the following (stochastic gradient) Langevin algorithm to generate approximate samples from the posterior distribution $\mu_a^{(n)}(\theta)$ at $n$-th round. For $i = 0, \ldots, T$,

$$\theta_{(i+1)h^{(n)}} \sim \mathcal{N} \left( \theta_{ih^{(n)}} - h^{(n)} \nabla \hat{U}(\theta_{ih^{(n)}}), 2h^{(n)}1 \right), \quad (9.6)$$

where $\nabla \hat{U}(\theta_{ih^{(n)}})$ is a stochastic estimate of $\nabla U(\theta_{ih^{(n)}})$. We prove in the following Lemma 12 the convergence of this algorithm within $n$-th round.

**Lemma 12.** Assume that the potential $U$ is $\hat{m}$-strongly convex and $\hat{L}$-Lipschitz smooth. Further assume that the $p$-th moment between the true gradient and the stochastic one satisfies:

$$\mathbb{E} \left[ \left\| \nabla U(\theta_{ih^{(n)}}) - \nabla \hat{U}(\theta_{ih^{(n)}}) \right\|_p^p \mid \theta_{ih^{(n)}} \right] \leq \Delta_p.$$
Then at $i$-th step, for $\mu_{ih(n)}$ following the (stochastic gradient) Langevin algorithm with $h \leq \hat{m}^{32L^2}$,

$$W_p^p(\mu_{ih(n)}, \mu^*) \leq \left(1 - \frac{\hat{m}}{8} h^{(n)}\right)^{p^i} W_p^p(\mu_0, \mu^*) + 2^{5p} \frac{\hat{L}}{m^p} (dp)^{p^i} (h^{(n)})^{p^i/2} + 2^{p+3} \Delta_p \hat{m}^p. \quad (9.7)$$

**Remark 8.** When $\Delta_p = 0$, Lemma 12 provides convergence rate of the unadjusted Langevin algorithm (ULA) with the exact gradient.

**Proof of Lemma 12.** We first interpolate a continuous time stochastic process, $\theta_t$, between $\theta_{ih(n)}$ and $\theta_{(i+1)h(n)}$. For $t \in [ih(n), (i+1)h(n)]$,

$$d\theta_t = \nabla \hat{U}(\theta_{ih(n)}) dt + \sqrt{2} dB_t, \quad (9.8)$$

where $B_t$ is standard Brownian motion. This process connects $\theta_{ih(n)}$ and $\theta_{(i+1)h(n)}$ and approximates the following stochastic differential equation which maintains the exact posterior distribution:

$$d\theta_t^* = \nabla U(\theta_t^*) dt + \sqrt{2} dB_t. \quad (9.9)$$

For a $\theta_t^*$ initialized from $\mu^*$ and following equation (9.9), $\theta_t^*$ will always have distribution $\mu^*$.

We therefore design a coupling between the two processes: $\theta_t$ and $\theta_t^*$, where $\theta_t$ follows equation (9.8) (and thereby interpolates Algorithm 3) and $\theta_t^*$ initializes from $\mu^*$ and follows equation (9.9) (and thereby preserves $\mu^*$). By studying the difference between the two processes, we will obtain the convergence rate in terms of the Wasserstein-$p$ distance.

For $t = ih(n)$, we let $\theta_{ih(n)}$ to couple optimally with $\theta_{ih(n)}^*$, so that for

$$(\theta_{ih(n)}, \theta_{ih(n)}^*) \sim \gamma^* \in \Gamma_{opt}(\mu_{ih(n)}, \mu_{ih(n)}^*),$$

$$\mathbb{E} \left[\left\|\theta_{ih(n)} - \theta_{ih(n)}^*\right\|^p\right] = W_p^p(\mu_{ih(n)}, \mu^*).$$

For $t \in [ih(n), (i+1)h(n)]$, we choose a synchronous coupling $\gamma(\theta_t, \theta_t^* | \theta_{ih(n)}, \theta_{ih(n)}^*) \in \Gamma(\mu_t(\theta_{ih(n)}), \mu_t^*(\theta_{ih(n)}))$ for the laws of $\theta_t$ and $\theta_t^*$. (A synchronous coupling simply means that we use the same Brownian motion $B_t$ in defining $\theta_t$ and $\theta_t^*$.)
and \( \theta^*_t \). We then obtain that for any pair \((\theta_t, \theta^*_t) \sim \bar{\gamma}\),

\[
\frac{d}{dt}\|\theta_t - \theta^*_t\|^p = \|\theta_t - \theta^*_t\|^{p-2}\left\langle \theta_t - \theta^*_t, \frac{d\theta_t}{dt} - \frac{d\theta^*_t}{dt} \right\rangle
\]

\[
= p\|\theta_t - \theta^*_t\|^{p-2}\left\langle \theta_t - \theta^*_t, -\nabla U(\theta_t) + \nabla U(\theta^*_t) \right\rangle
+ p\|\theta_t - \theta^*_t\|^{p-2}\left\langle \theta_t - \theta^*_t, \nabla U(\theta_t) - \nabla \hat{U}(\theta_{ih(n)}) \right\rangle
\]

\[
\leq -p\hat{m}\|\theta_t - \theta^*_t\|^p + p\|\theta_t - \theta^*_t\|^{p-1}\left\|\nabla U(\theta_t) - \nabla \hat{U}(\theta_{ih(n)})\right\|
\]

(9.10)

\[
\leq -p\hat{m}\|\theta_t - \theta^*_t\|^p + \frac{2^{p-1}}{\hat{m}^{p-1}}\left\|\nabla U(\theta_t) - \nabla \hat{U}(\theta_{ih(n)})\right\|^p,
\]

(9.13)

where equation (9.12) follows from Young’s inequality.

Equivalently, we can obtain

\[
\frac{d}{dt}e^{\frac{\hat{m}}{2}t}\|\theta_t - \theta^*_t\|^p
\leq e^{\frac{\hat{m}}{2}t}\frac{2^{p-1}}{\hat{m}^{p-1}}\left\|\nabla U(\theta_t) - \nabla \hat{U}(\theta_{ih(n)})\right\|^p.
\]

By the fundamental theorem of calculus,

\[
\|\theta_t - \theta^*_t\|^p
\leq e^{-\frac{\hat{m}}{2}t-ih(n)}\left\|\theta_{ih(n)} - \theta^*_{ih(n)}\right\|^p + \frac{2^{p-1}}{\hat{m}^{p-1}}\int_{ih(n)}^te^{-\frac{\hat{m}}{2}(t-s)}\left\|\nabla U(\theta_s) - \nabla \hat{U}(\theta_{ih(n)})\right\|^p ds.
\]

(9.14)

Taking expectation on both sides, we obtain that

\[
\mathbb{E}\left[\|\theta_t - \theta^*_t\|^p\right] = \mathbb{E}\left[\mathbb{E}\left[\|\theta_t - \theta^*_t\|^p \mid \theta_{ih(n)}, \theta^*_{ih(n)}\right]\right]
\]

\[
\leq e^{-\frac{\hat{m}}{2}t-ih(n)}\mathbb{E}\left[\|\theta_{ih(n)} - \theta^*_{ih(n)}\|^p\right]
+ \frac{2^{p-1}}{\hat{m}^{p-1}}\int_{ih(n)}^te^{-\frac{\hat{m}}{2}(t-s)}\mathbb{E}\left[\left\|\nabla U(\theta_s) - \nabla \hat{U}(\theta_{ih(n)})\right\|^p\right] ds.
\]

(9.15)

In the above expression, the integral and expectation are exchanged using Tonelli’s theorem, since

\[
\left\|\nabla U(\theta_s) - \nabla \hat{U}(\theta_{ih(n)})\right\|^p
\]

is positive measurable.
CHAPTER 9. APPROXIMATE THOMPSON SAMPLING

We provide an upper bound for

\[ \mathbb{E} \left[ \left\| \nabla U(\theta) - \nabla \hat{U}(\theta_{ih(n)}) \right\|^p \right] \]

\[ = \mathbb{E} \left[ \left\| \nabla U(\theta) - \nabla U(\theta_{ih(n)}) + \nabla U(\theta_{ih(n)}) - \nabla \hat{U}(\theta_{ih(n)}) \right\|^p \right] \]

\[ \leq \frac{1}{2} \mathbb{E} \left[ \|2 (\nabla U(\theta) - \nabla U(\theta_{ih(n)}))\|^p \right] + \frac{1}{2} \mathbb{E} \left[ \|2 (\nabla U(\theta_{ih(n)}) - \nabla \hat{U}(\theta_{ih(n)}))\|^p \right] \]

\[ = 2^{p-1} \mathbb{E} \left[ \|\nabla U(\theta) - \nabla U(\theta_{ih(n)})\|^p \right] + 2^{p-1} \mathbb{E} \left[ \left\| \nabla U(\theta_{ih(n)}) - \nabla \hat{U}(\theta_{ih(n)}) \right\|^p \left| \theta_{ih(n)} \right\| \right] \]

\[ \leq 2^{p-1} \hat{L}^p \cdot \mathbb{E} \left[ \|\theta_s - \theta_{ih(n)}\|^p \right] + 2^{p-1} \Delta_p. \quad (9.16) \]

Plugging into equation (9.14), we have that

\[ \mathbb{E} \left[ \|\theta_t - \theta^*_t\|^p \right] \leq e^{-\frac{\nu_0}{2}(t-i\theta_{h(n)})} \mathbb{E} \left[ \|\theta_{ih(n)} - \theta^*_{ih(n)}\|^p \right] \]

\[ + 2^{2p-2} \frac{\hat{L}^p}{\hat{m}^{p-1}} \int_{ih(n)}^t e^{-\frac{\nu_0}{2}(t-s)} \mathbb{E} \left[ \|\theta_s - \theta_{ih(n)}\|^p \right] ds + 2^{2p-2} (t-i\theta_{h(n)}) \frac{\Delta_p}{\hat{m}^{p-1}}. \quad (9.17) \]

We provide an upper bound for \( \int_{ih(n)}^t e^{-\frac{\nu_0}{2}(t-s)} \mathbb{E} \left[ \|\theta_s - \theta_{ih(n)}\|^p \right] ds \) in the following lemma.

**Lemma 13.** For \( h(n) \leq \frac{\hat{m}}{32L^2} \), and for \( t \in [i\theta_{h(n)}, (i + 1)\theta_{h(n)}] \),

\[ \int_{ih(n)}^t e^{-\frac{\nu_0}{2}(t-s)} \mathbb{E} \left[ \|\theta_s - \theta_{ih(n)}\|^p \right] ds \]

\[ \leq 2^{3p-3} \hat{L}^p (t-i\theta_{h(n)})^{p+1} W_p (\mu_{ih(n)}, \mu^*) + \frac{8p}{2} (t-i\theta_{h(n)})^{p/2+1} (dp)^{p/2} + 2^{2p-2} (t-i\theta_{h(n)})^{p+1} \Delta_p. \quad (9.18) \]

Applying this upper bound to equation (9.17), we obtain that for \( h(n) \leq \frac{\hat{m}}{32L^2} \), and for \( t \in [i\theta_{h(n)}, (i + 1)\theta_{h(n)}] \),

\[ \mathbb{E} \left[ \|\theta_t - \theta^*_t\|^p \right] \leq e^{-\frac{\nu_0}{2}(t-i\theta_{h(n)})} \mathbb{E} \left[ \|\theta_{ih(n)} - \theta^*_{ih(n)}\|^p \right] + 2^{5p-5} \frac{\hat{L}^{2p}}{\hat{m}^{p-1}} (t-i\theta_{h(n)})^{p+1} W_p (\mu_{ih(n)}, \mu^*) \]

\[ + 2^{5p-3} \frac{\hat{L}^p}{\hat{m}^{p-1}} (t-i\theta_{h(n)})^{p/2+1} (dp)^{p/2} + 2^{4p-4} \frac{\hat{L}^p}{\hat{m}^{p-1}} (t-i\theta_{h(n)})^{p+1} \Delta_p \]

\[ + 2^{2p-2} (t-i\theta_{h(n)}) \frac{\Delta_p}{\hat{m}^{p-1}} \]

\[ \leq \left( 1 - \frac{\hat{m}}{4} (t-i\theta_{h(n)}) \right)^p \mathbb{E} \left[ \|\theta_{ih(n)} - \theta^*_{ih(n)}\|^p \right] + 2^{5p-5} \frac{\hat{L}^{2p}}{\hat{m}^{p-1}} (t-i\theta_{h(n)})^{p+1} W_p (\mu_{ih(n)}, \mu^*) \]

\[ + 2^{5p-3} \frac{\hat{L}^p}{\hat{m}^{p-1}} (t-i\theta_{h(n)})^{p/2+1} (dp)^{p/2} + 2^{2p} (t-i\theta_{h(n)}) \frac{\Delta_p}{\hat{m}^{p-1}}. \]
Recognizing that \( \tilde{\gamma}(\theta_t, \theta_t^*) = \mathbb{E}_{(\theta_{ih(n)}, \theta_{ih(n)}) \sim \gamma^*} [\tilde{\gamma}(\theta_t, \theta_t^*|\theta_{ih(n)}, \theta_{ih(n)})] \) is a coupling, we achieve the upper bound for \( W_p^p(\mu_t, \mu^*) \):

\[
W_p^p(\mu_t, \mu^*) \leq \mathbb{E}_{(\theta_t, \theta_t^*) \sim \tilde{\gamma}} \left[ \|\theta_t - \theta_t^*\|^p \right]
= \left(1 - \frac{\tilde{m}}{4} (t - i h(n)) \right)^p \mathbb{E}_{(\theta_{ih(n)}, \theta_{ih(n)}) \sim \gamma^*} \left[ \|\theta_{ih(n)} - \theta_{ih(n)^*}\|^p \right] + 2^{5p-5} \frac{\tilde{L}_p^{2p}}{m^{p-1}} (t - i h(n))^{p+1} W_p^p(\mu_{ih(n)}, \mu^*) + 2^{5p-3} \frac{\tilde{L}_p}{m^{p-1}} (t - i h(n))^{p/2+1} (dp)^{p/2} + 2^{2p}(t - i h(n)) \frac{\Delta_p}{m^{p-1}}.
\]

Taking \( t = (i + 1)h(n) \), the recurring bound reads

\[
W_p^p(\mu_{(i+1)h(n)}, \mu^*) \leq \left(1 - \frac{\tilde{m}}{8} h(n) \right)^p W_p^p(\mu_{ih(n)}, \mu^*) + 2^{5p-3} \frac{\tilde{L}_p}{m^{p-1}} (dp)^{p/2} (h(n))^{p/2+1} + \frac{4p}{m^{p-1}} h(n) \Delta_p.
\]

We finish the proof by invoking the recursion \( i \) times:

\[
W_p^p(\mu_{ih(n)}, \mu^*) \leq \left(1 - \frac{\tilde{m}}{8} h(n) \right)^p \mathbb{E}_{(\theta_{ih(n)}, \theta_{ih(n)}) \sim \gamma^*} \left[ \|\theta_{ih(n)} - \theta_{ih(n)^*}\|^p \right] + 2^{5p-3} \frac{\tilde{L}_p}{m^{p-1}} (dp)^{p/2} (h(n))^{p/2+1} + \frac{4p}{m^{p-1}} h(n) \Delta_p
\]

\[
\leq \left(1 - \frac{\tilde{m}}{8} h(n) \right)^p W_p^p(\mu_0, \mu^*)
+ \sum_{k=0}^{i-1} \left(1 - \frac{\tilde{m}}{8} h(n) \right)^{p-k} \left(2^{5p-3} \frac{\tilde{L}_p}{m^{p-1}} (dp)^{p/2} (h(n))^{p/2+1} + \frac{4p}{m^{p-1}} h(n) \Delta_p \right)
\]

\[
\leq \left(1 - \frac{\tilde{m}}{8} h(n) \right)^p W_p^p(\mu_0, \mu^*) + 2^{5p} \frac{\tilde{L}_p}{m^p} (dp)^{p/2} (h(n))^{p/2} + 2^{2p+3} \frac{\Delta_p}{m^p}.
\]
Supporting proofs for Lemma 12

Proof of Lemma 13. We use the update rule of ULA to develop \[ \int_{i_1(n)}^t e^{-\frac{m}{2}(t-s)} \mathbb{E} \left[ \|\theta_s - \theta_{i_1(n)}\|^p \right] ds \]

\[ = \int_{i_1(n)}^t e^{-\frac{m}{2}(t-s)} \mathbb{E} \left[ \|s - i_1(n)\| \left( \nabla U(\theta_{i_1(n)}) - \left( \nabla U(\theta_{i_1(n)}) - \nabla \hat{U}(\theta_{i_1(n)}) \right) \right) + \sqrt{2}(B_s - B_{i_1(n)}) \right] \]

\[ \leq 2^{2p-2}(t - i_1(n))^p \int_{i_1(n)}^t e^{-\frac{m}{2}(t-s)} \mathbb{E} \left[ \|\nabla U(\theta_{i_1(n)})\|^p \right] ds \]

\[ + 2^{3p/2-1} \int_{i_1(n)}^t e^{-\frac{m}{2}(t-s)} \mathbb{E} \left[ \|B_s - B_{i_1(n)}\|^p \right] ds \]

\[ + 2^{2p-2}(t - i_1(n))^p \int_{i_1(n)}^t e^{-\frac{m}{2}(t-s)} \mathbb{E} \left[ \|\nabla U(\theta_{i_1(n)}) - \nabla \hat{U}(\theta_{i_1(n)})\|^p \right] ds \]

\[ \leq 2^{2p-2}\hat{L}^p (t - i_1(n))^{p+1} \mathbb{E} \left[ \|\theta_{i_1(n)} - \theta_{U}^*\|^p \right] + 2^{3p/2-1} \int_{i_1(n)}^t \mathbb{E} \left[ \|B_s - B_{i_1(n)}\|^p \right] ds \]

\[ + 2^{2p-2}(t - i_1(n))^{p+1} \Delta_p. \quad (9.22) \]

where \( \theta_{U}^* \) is the fixed point of \( U \). We then use the following lemma to simplify the above expression.

Lemma 14. The integrated \( p \)-th moment of the Brownian motion can be bounded as:

\[ \int_{i_1(n)}^t \mathbb{E} \left[ \|B_s - B_{i_1(n)}\|^p \right] ds \leq 2 \left( \frac{dp}{e} \right)^{p/2} (t - i_1(n))^{p/2+1}. \quad (9.23) \]

We also provide bound for the \( p \)-th moment of \( \|\theta_{i_1(n)} - \theta_{U}^*\| \).

Lemma 15. For \( \theta_{i_1(n)} \sim \mu_{i_1(n)} \),

\[ \mathbb{E} \left[ \|\theta_{i_1(n)} - \theta_{U}^*\|^p \right] \leq 2^{p-1}W_p^p (\mu_{i_1(n)}, \mu^*) + \frac{10^p}{2} \left( \frac{dp}{\hat{n}} \right)^{p/2}. \quad (9.24) \]

Plugging the results into equation (9.22), we obtain that for \( n \leq \frac{\hat{n}}{32L^2} \), and for \( t \in \)
[\{(i+1)h^{(n)}\}],
\int_{ih^{(n)}}^{t} e^{-\frac{\|\theta_s - \theta_{ih^{(n)}}\|^p}{2}} \mathbb{E} \left[ \|\theta_s - \theta_{ih^{(n)}}\|^p \right] ds
\leq 2^{3p-3} \hat{I}_p (t - ih^{(n)})^{p+1} \int W_p (\mu_{ih^{(n)}}, \mu^*) + \frac{40p}{8} \hat{I}_p (t - ih^{(n)})^{p+1} \int (dp)_{\hat{m}}^{p/2}
+ \left( \frac{8}{p/e} \right)^{p/2} (dp)_{\hat{m}}^{p/2} (t - ih^{(n)})^{p/2+1} + 2^{2p-2} (t - ih^{(n)})^{p+1} \cdot \Delta_p\\
\leq 2^{3p-3} \hat{I}_p (t - ih^{(n)})^{p+1} W_p (\mu_{ih^{(n)}}, \mu^*) + \frac{8p}{2} (t - ih^{(n)})^{p/2+1} (dp)_{\hat{m}}^{p/2} + 2^{2p-2} (t - ih^{(n)})^{p+1} \Delta_p.
\tag{9.25}

The Brownian motion term can be upper bounded by higher moments of a normal random variable:
\int_{ih^{(n)}}^{t} \mathbb{E} \|B_s - B_{ih^{(n)}}\|^p ds \leq (t - ih^{(n)}) \mathbb{E} \|B_t - B_{ih^{(n)}}\|^p = (t - ih^{(n)})^{p/2+1} \mathbb{E} \|v\|^p,

where \(v\) is a standard \(d\)-dimensional normal random variable. We then invoke the \(\sqrt{d}\) sub-Gaussianity of \(\|v\|\) and have (assuming \(p\) to be an even integer):
\[ \mathbb{E} \|v\|^p \leq \frac{p!}{2^{p/2} (p/2)!} (dp)_{\hat{m}}^{p/2} \leq \frac{e^{1/2} \sqrt{2\pi p (p/e)^p}}{2^{p/2} \sqrt{p} p (p/2e)^{p/2}} (dp)_{\hat{m}}^{p/2} \leq 2 \left( \frac{dp}{e} \right)^{p/2}. \]

For the \(\mathbb{E} \|\theta_{ih^{(n)}} - \theta_U^*\|^p\) term, we note that any coupling of a distribution with a delta measure is their product measure. Therefore, \(\mathbb{E} \|\theta_{ih^{(n)}} - \theta_U^*\|^p\) relates to the \(p\)-Wasserstein distance between \(\mu_{ih^{(n)}}\) and the delta measure at the fixed point \(\theta_U^*, \delta (\theta_U^*)\):
\[ \mathbb{E} \|\theta_{ih^{(n)}} - \theta_U^*\|^p = W_p (\mu_{ih^{(n)}}, \delta (\theta_U^*)) \leq (W_p (\mu_{ih^{(n)}}, \mu^*) + W_p (\mu^*, \delta (\theta_U^*)))^p \leq 2^{p-1} W_p (\mu_{ih^{(n)}}, \mu^*) + 2^{p-1} W_p (\mu^*, \delta (\theta_U^*)). \]

We then bound \(W_p (\mu^*, \delta (\theta_U^*))\) in the following lemma.

**Lemma 16.** Assume the posterior \(\mu^*\) is \(\hat{m}\)-strongly log-concave. Then for \(\theta_U^* = \arg \max \mu^*\),
\[ W_p (\mu^*, \delta (\theta_U^*)) \leq 5^p \left( \frac{dp}{\hat{m}} \right)^{p/2}. \tag{9.26} \]

Therefore,
\[ \mathbb{E} \|\theta_{ih^{(n)}} - \theta_n^*\|^p \leq 2^{p-1} W_p (\mu_{ih^{(n)}}, \mu^*) + \frac{10p}{2} \left( \frac{dp}{\hat{m}} \right)^{p/2}. \]
Proof of Lemma \[16\] We first decompose $W_p (\mu^*, \delta (\theta^*_U))$ into two terms:

\[
W_p (\mu^*, \delta (\theta^*_U)) \leq W_p (\mu^*, \delta (E_{\theta \sim \mu^*} [\theta])) + \| \theta^*_U - E_{\theta \sim \mu^*} [\theta] \|.
\]

By the celebrate relation between mean and mode for 1-unimodal distributions [see, e.g., \[20\] Theorem 7], we can first bound the difference between mean and mode:

\[
(\theta^*_U - E_{\theta \sim \mu^*} [\theta])^T \Sigma^{-1} (\theta^*_U - E_{\theta \sim \mu^*} [\theta]) \leq 3.
\]

where $\Sigma$ is the covariance matrix of $\mu^*$. Therefore,

\[
\| \theta^*_U - E_{\theta \sim \mu^*} [\theta] \|^2 \leq \frac{3}{\hat{m}}. \tag{9.27}
\]

We then bound $W_p (\mu^*, \delta (E_{\theta \sim \mu^*} [\theta]))$. Since the coupling between $\mu^*$ and the delta measure $\delta (E_{\theta \sim \mu^*} [\theta])$ is their product measure, we can directly obtain that the $p$-Wasserstein distance is the $p$-th moments of $\mu^*$:

\[
W_p (\mu^*, \delta (E_{\theta \sim \mu^*} [\theta])) = \int \| \theta - E_{\theta \sim \mu^*} [\theta] \|^p \, d\mu^* (\theta).
\]

We invoke the Herbst argument [see, e.g., \[95\] to obtain the $p$-th moment bound. We first note that for an $\hat{m}$-strongly log-concave distribution, it has a log Sobolev constant of $\hat{m}$. Then using the Herbst argument, we know that $x \sim \mu^*$ is a sub-Gaussian random vector with parameter $\sigma^2 = \frac{1}{2 \hat{m}}$:

\[
\int e^{\lambda u^T (\theta - E_{\theta \sim \mu^*} [\theta])} \, d\mu^* (\theta) \leq e^{\frac{\lambda^2}{2 \hat{m}}}, \quad \forall \| u \| = 1.
\]

Hence $\theta$ is $2 \sqrt{\frac{d}{\hat{m}}}$ norm-sub-Gaussian, which implies that

\[
(E_{\theta \sim \mu^*} [\| \theta - E_{\theta \sim \mu^*} [\theta] \|^p])^{1/p} \leq 2e^{1/e} \sqrt{\frac{dp}{\hat{m}}}. \tag{9.28}
\]

Combining equations \[9.27\] and \[9.28\], we obtain the final result that

\[
W_p (\mu^*, \delta (\theta^*_U)) \leq \left( 2e^{1/e} \sqrt{\frac{dp}{\hat{m}}} + \sqrt{\frac{3}{\hat{m}}} \right)^p \leq 5^p \left( \frac{dp}{\hat{m}} \right)^{p/2}.
\]

To conclude this section we provide the results which guarantee concentration of the approximate samples resulting from ULA and SGLD.
Lemma 17. Assume that the likelihood \( \log p_a(x; \theta) \), prior distribution, and true distributions satisfy Assumptions 1-3, and that arm \( a \) has been chosen \( n = T_a(t) \) times up to iteration \( t \) of the Thompson sampling algorithm. Further, assume that we choose the stepsize step size \( h(n) = \frac{1}{32 n (L_a + \frac{1}{n} L_a)} = \mathcal{O} \left( \frac{m_a}{n L_a} \right) \), and number of steps \( N = 640 \left( \frac{L_a + 1}{m_a} \right)^2 = \mathcal{O} \left( \frac{L_a^2}{m_a^2} \right) \) in Algorithm 3, then for \( \delta^2 \in (0, e^{-1/2}) \):

\[
\mathbb{P}_{\theta_a,t \sim \hat{\mu}_a(n)_{[\gamma_a]}} \left( ||\theta_a,t - \theta_a^*||^2 > \sqrt{\Gamma} \left| Z_{n-1} \right| \right) < \delta^2,
\]

where,

\[
\Gamma = \frac{36e}{m_a n} \left( d_a + \log B_a + 2\sigma \log 1/\delta_1 + 2 \left( \sigma_a + \frac{m_a d_a}{18 L_a \gamma_a} \right) \log 1/\delta_2 \right)
\]

and \( Z_{t-1} = \{||\theta_{a,t-1} - \theta_a^*|| \leq C(n)\} \) for:

\[
C(n) = \sqrt{\frac{18e}{nm_a}} (d_a + \log B_a + 2\sigma \log 1/\delta_1)^{1/2},
\]

\( \sigma = 16 + \frac{4d_a L_a^2}{\nu m_a} \), and where \( \theta_{a,t-1} \) is the sample from the previous round of the Thompson sampling algorithm for arm \( a \).

Proof. We begin as in the proof of Theorem 21, except that we now take \( \mu_0 = \delta_{\theta_a,t-1} \), where \( \theta_{a,t-1} \) is the sample from the previous step of the algorithm:

\[
W_p^{\mu_{ih(n)}, \mu_a(n)} = \left( 1 - \frac{m}{8} h(n) \right)^{p^i} W_p^{\delta(\theta_{a,t-1}), \mu_a(n)} + \frac{80^p \hat{L}^p}{2 m^p} (dp)^{p/2} \left( h(n) \right)^{p/2}.
\]

We first use the triangle inequality on the first term on the RHS:

\[
W_p^{\delta(\theta_{a,t-1}), \mu_a(n)} \leq W_p^{\delta(\theta_{a,t-1}), \delta_{\theta_a^*}} + W_p^{\delta(\theta_a^*), \mu_a(n)} = ||\theta_a^* - \theta_{a,t-1}|| + W_p^{\delta(\theta_a^*), \mu_a(n)} \leq C(n) + \frac{\tilde{D}}{\sqrt{n}},
\]

where we have used the fact that \( ||\theta_a^* - \theta_{a,t-1}|| \leq C(n) \) by assumption, and the definition of \( \tilde{D} \) from the proof of Theorem 20:

\[
\tilde{D} = \sqrt{\frac{2}{m_a} (d_a + \log B_a + \sigma p)^{1/2}}.
\]

Since:

\[
C(n) = \sqrt{\frac{18e}{m_a}} (d_a + \log B_a + 2\sigma \log 1/\delta_1)^{1/2},
\]
we can further expand this upper bound:

\[ W_p \left( \delta_{\theta_{a,t-1}}, \mu^{(n)}_a \right) \leq \frac{\tilde{D}}{\sqrt{n}} + C(n) \]

\[ \leq 8 \sqrt{\frac{2}{m_a n}} \left( d_a + \log B_a + 2 \sigma \log 1/\delta_1 + \sigma p \right)^{1/2}, \]

where to derive this result we have used the fact that \( \sqrt{2(x + y)} \geq \sqrt{x} + \sqrt{y} \).

Letting \( \bar{D} = \sqrt{\frac{2}{m_a n}} \left( d_a + \log B_a + 2 \sigma \log 1/\delta_1 + \sigma p \right)^{1/2} \), we see that our final result is:

\[ W_p \left( \delta_{\theta_{a,t-1}}, \mu^{(n)}_a \right) \leq \frac{8}{\sqrt{n}} \bar{D}, \]

where \( \tilde{D} < \bar{D} \). Using the same choice of \( h^{(n)} \) and number of steps \( N \) as in the proof or Theorem 20 guarantees us that:

\[ W_p \left( \mu_{ih^{(n)}}, \mu^{(n)}_a \right) \leq 2 \left( \frac{\tilde{D}}{\sqrt{n}} \right)^p. \]

Further combining this with the triangle inequality, and the fact that \( \tilde{D} < \bar{D} \) gives us that:

\[ W_p \left( \mu_{ih^{(n)}}, \delta_{\theta^*} \right) \leq \frac{\tilde{D}}{\sqrt{n}} + \frac{\bar{D}}{\sqrt{n}} \leq \frac{3}{\sqrt{n}} \bar{D}. \]

Now, since the sample returned by the Langevin algorithm is given by:

\[ \theta_a = \theta_N + Z, \quad (9.29) \]

where \( Z \sim N \left( 0, \frac{1}{n L_a \gamma_a} I \right) \), it remains to bound the distance between the approximate posterior \( \hat{\mu}^{(n)}_a \) of \( \theta_a \) and the distribution of \( \theta_{N h^{(n)}} \). Since \( \theta_a - \theta_{N h^{(n)}} = Z \), for any even integer \( p \), we find that:

\[ W_p \left( \hat{\mu}^{(n)}_a, \hat{\mu}^{(n)}_a | \gamma_a \right) = \left( \inf_{\gamma \in \Gamma (\hat{\mu}^{(n)}_a, \hat{\mu}^{(n)}_a | \gamma_a)} \int \| \theta_a - \theta_N \|^p \, d\theta_a d\theta_N \right)^{1/p} \]

\[ \leq \mathbb{E} [ \| Z \|^p ]^{1/p} \]

\[ \leq \sqrt{\frac{d}{n L_a \gamma_a}} \left( \frac{2p/2 \Gamma (p + 1/2)}{\sqrt{\pi}} \right)^{1/p} \]

\[ \leq \sqrt{\frac{d}{n L_a \gamma_a}} \left( 2^{p/2} \left( \frac{p}{2} \right)^{p/2} \right)^{1/p} \]

\[ \leq \frac{dp}{n L_a \gamma_a}. \]
where we have used upper bound of the Stirling type for the Gamma function $\Gamma(\cdot)$ in the second last inequality.

Thus, we have, via the triangle inequality once again, that:

$$ W_p(\bar{\mu}_a^{(n)\gamma_a}, \delta_{\theta^*}) \leq \frac{\bar{D}}{\sqrt{n}} + \sqrt{\frac{dp}{nLa\gamma_a}} \leq \sqrt{\frac{36}{ma_n}} \left( d_a + \log B_a + 2\sigma_a \log 1/\delta_1 + \left( \sigma_a + \frac{d_a}{18La\gamma_a} \right) p \right)^{\frac{1}{2}}, $$

which, by the same derivation as in the proof of Theorem 18, gives us the desired result. \qed

We remark that via an identical argument, the following Lemma holds as well:

**Lemma 18.** Assume that the family $\log p_a(x; \theta)$ and the prior $\pi_a$ satisfy Assumptions 1-15 and that arm $a$ has been chosen $n = T_a(t)$ times up to iteration $t$ of the Thompson sampling algorithm. If we take number of data samples in the stochastic gradient estimate $k = 32 \frac{(La)^2}{ma\nu_a}$, step size $h(n) = \frac{1}{32n(L_a + \frac{1}{n}La)} = \mathcal{O} \left( \frac{ma}{nLa} \right)$ and number of steps $N = 1280 \left( \frac{(La + \frac{1}{n}La)^2}{ma} \right) = \mathcal{O} \left( \frac{L^2}{m^2} \right)$ in Algorithm 3, then for $\delta_2 \in (0, e^{-1/2})$:

$$ \mathbb{P}_{\theta_a \sim \tilde{p}_a^{(n)\gamma_a}} \left( \|\theta_{a,t} - \theta^*_a\|_2 > \sqrt{\Gamma} \left| \mathcal{Z}_{n-1} \right. \right) < \delta_2, $$

where,

$$ \Gamma = \frac{36e}{ma_n} \left( d_a + \log B_a + 2\sigma \log 1/\delta_1 + 2 \left( \sigma_a + \frac{ma\sigma_a}{18La\gamma_a} \right) \log 1/\delta_2 \right) $$

and $\mathcal{Z}_{t-1} = \{ \|\theta_{a,t-1} - \theta^*_a\| \leq C(n) \}$ for the parameters:

$$ C(n) = \sqrt{\frac{18e}{nm_a}} \left( d_a + \log B_a + 2\sigma \log 1/\delta_1 \right)^{\frac{1}{2}}, \quad \sigma = 16 + \frac{4d_aL^2}{\nu_am_a}, $$

and $\theta_{a,t-1}$ being the sample from the previous round of the Thompson sampling algorithm over arm $a$.

### 9.4 Detailed Proofs of the Regret of Approximate Sampling

For the proof of Theorem 22, we proceed similarly as for the proof of Theorem 19, but require another intermediate lemma to deal with the fact that the samples from the arms are no longer conditionally independent given the filtration (due to the fact that we use the last sample as the initialization of the filtration). To do so, we first define the event:

$$ Z_a(T) = \bigcap_{t=1}^{T-1} Z_{a,t}, $$
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where:

\[ Z_{a,t} = \left\{ \| \theta_{a,t} - \theta^*_a \| < \sqrt{\frac{18e}{nm_a}} \left( d_a + \log B_a + 2 \left( 16 + \frac{4dL^2_a}{\nu_a m_a} \right) \log \frac{1}{\delta_1} \right)^{\frac{1}{2}} \right\}, \]

**Lemma 19.** Suppose the likelihood and reward distributions satisfy Assumptions 1-4, Then the regret of a Thompson sampling algorithm with approximate sampling can be decomposed as:

\[ \mathbb{E}[R(T)] \leq \sum_{a > 1} \Delta_a \mathbb{E}\left[ T_a(T) \left| Z_a(T) \cap Z_1(T) \right. \right] + 2\Delta_a \]  

(9.30)

**Proof.** We begin by conditioning on the event \( Z_a(T) \cap Z_1(T) \) for each \( a \in \mathcal{A} \), where we note that by construction \( p_Z = \mathbb{P}((Z_a(T)^c \cup Z_1(T)^c)) \leq \mathbb{P}(Z_a(T)^c) + \mathbb{P}(Z_1(T)^c) = 2T\delta_1 \) (since via Lemma 9, the probability of each event in \( Z_a(T)^c \) and \( Z_1(T)^c \) is less than \( \delta_1 \)).

Therefore, we must have that:

\[ \mathbb{E}[T_a(T)] \leq \mathbb{E}\left[ T_a(T) \left| Z_a(T) \cap Z_1(T) \right. \right] + \mathbb{E}\left[ T_a(T) \left| (Z_a(T)^c \cup Z_1(T)^c) \right. \right] \mathbb{P}_Z \]

\[ \leq \mathbb{E}\left[ T_a(T) \left| Z_a(T) \cap Z_1(T) \right. \right] + 2T\delta_3 \mathbb{E}\left[ T_a(T) \left| (Z_a(T)^c \cup Z_1(T)^c) \right. \right] \]

\[ \leq \mathbb{E}\left[ T_a(T) \left| Z_a(T) \cap Z_1(T) \right. \right] + 2\delta_3 T^2, \]

where in the first line we use the fact that \( 1 - p_Z \leq 1 \) and in the last line we used the fact that \( T_a(T) \) is trivially less than \( T \). Choosing \( \delta_1 = 1/T^2 \leq e^{-1/2} \) completes the proof. \( \square \)

With this decomposition in hand, we can now proceed as in Lemma 5 to provide anti-concentration guarantees for the approximate posteriors.

**Lemma 20.** Suppose the likelihood and true reward distributions satisfy Assumptions 1-4: then if \( \gamma_1 = \frac{\nu m^2}{32(16L_{nm} + 4d_{L^2})} \), for all \( n = 1, \ldots, T \) all samples from the the (stochastic gradient) ULA method with the hyperparameters and runtime as described in Theorem 21 satisfy:

\[ \mathbb{E}\left[ \frac{1}{p_{1,n}} \right] \leq 27\sqrt{B_1} \]

**Proof.** We begin by using the last step of our Langevin Dynamics and show that it exhibits the desired anti-concentration properties. In particular, we know that \( \theta_{1,t} \sim \mathcal{N}(\theta_{1,Nh}, \frac{1}{\gamma} I) \), such that:
\[ p_{1,s} = \Pr(\alpha^T (\theta - \theta_{1,Nh}) \geq \alpha^T (\theta^* - \theta_{1,Nh}) - \epsilon) \]
\[ \geq \Pr \left( Z \geq A\|\theta_{1,Nh} - \theta_*\| \right) \]

where \( Z \sim \mathcal{N}(0, \frac{A^2}{nL\gamma} I) \) by construction.

Now using a lower bound on the cumulative density function of a Gaussian random variable, we find that, for \( \sigma^2 = \frac{A^2}{nL\gamma} \):

\[ p_{1,s} \geq \frac{1}{\sqrt{2\pi}} \left\{ \begin{array}{ll}
\frac{e^{-t^2}}{2\sigma^2} & : t > \frac{A}{\sqrt{nL\gamma}} \\
0.34 & : t \leq \frac{A}{\sqrt{nL\gamma}}
\end{array} \right. \]

Thus we have that:

\[ \frac{1}{p_{1,s}} \leq \sqrt{2\pi} \left\{ \begin{array}{ll}
\left( \frac{t}{\sigma} + 1 \right) e^{\frac{t^2}{2\sigma^2}} & : t > \frac{A}{\sqrt{nL\gamma}} \\
3 & : t \leq \frac{A}{\sqrt{nL\gamma}}
\end{array} \right. \]

Taking the expectation of both sides with respect to the samples \( X_1, ..., X_n \), we find that:

\[
E \left[ \frac{1}{p_{1,s}} \right] \leq 3\sqrt{2\pi} + \sqrt{2\pi} E \left[ \left( \sqrt{nL\gamma} \|\theta_{1,Nh} - \theta_*\| + 1 \right) e^{nL\gamma\|\theta_{1,Nh} - \theta_*\|^2} \right] 
\leq 3\sqrt{2\pi} + \sqrt{2\pi} nL\gamma \sqrt{E[\|\theta_{1,Nh} - \theta_*\|^2]} \sqrt{E \left[ e^{nL\gamma\|\theta_{1,Nh} - \theta_*\|^2} \right]} + \sqrt{2\pi} E \left[ e^{\frac{nL\gamma}{2}\|\theta_{1,Nh} - \theta_*\|^2} \right]
\]

Now, we remark that, from Theorems 20 and 23, we have that for both approximate sampling schemes:

\[ E \left[ \|\theta_{1,Nh} - \theta_*\|^2 \right] \leq \frac{18}{mn} \left( d + \log B + 32 + \frac{8dL^2}{\nu m} \right) \]

Further, we note that \( \|\theta_{1,Nh} - \theta_*\|^2 \) is a sub-exponential random variable. To see this, we analyze its moment generating function:

\[ E[e^{nL\gamma\|\theta_{1,Nh} - \theta_*\|^2}] = 1 + \sum_{i=1}^{\infty} E \left[ \frac{(nL\gamma)^i}{i!} \|\theta_{1,Nh} - \theta_*\|^{2i} \right] \]

Borrowing the notation from the proof of Theorem 18, we know that
\[ \mathbb{E} [\|\theta_{1,Nh} - \theta_*\|^2] \leq 3 \left( \frac{2D}{mn} + \frac{4\sigma p}{mn} \right)^p \]

where:
\[ D = d + \log B \quad \text{and} \quad \sigma = 16 + \frac{4dL^2}{\nu m} \]

Plugging this in above gives:
\[ \mathbb{E} [e^{\gamma \|\theta_{1,Nh} - \theta_*\|^2}] \leq 1 + 3 \sum_{i=1}^{\infty} \frac{\left( \frac{2nL\gamma D + 4nL\gamma \sigma i}{mn} \right)^i}{i!} \]
\[ \leq 1 + \frac{3}{2} \sum_{i=1}^{\infty} \frac{1}{i!} \left( \frac{4nL\gamma D}{mn} \right)^i + \frac{3}{2} \sum_{i=1}^{\infty} \frac{1}{i!} \left( \frac{8nL\gamma \sigma i}{nm} \right)^i \]
\[ \leq \frac{3}{2} e^{\frac{4nL\gamma D}{mn}} + \frac{3}{2} \sum_{i=1}^{\infty} \left( \frac{8nL\gamma \sigma i}{nm} \right)^i \]

where, we have use the identities \((x + y)^i \leq 2^{i-1}(x^i + y^i)\) for \(i \geq 1\), and \(i! \geq (i/e)^i\) to simplify the bound.

If \(\gamma \leq \frac{m}{32L\sigma}\), then we have that:
\[ \mathbb{E} [e^{nL\gamma \|\theta_{1,Nh} - \theta_*\|^2}] \leq \frac{3}{2} \left( e^{\frac{4nL\gamma D}{mn}} + 2.5 \right), \]
which, together with the upper bound on \(\gamma\) gives:
\[ \mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 3\sqrt{2\pi} + \frac{3}{2} \sqrt{\frac{16\pi nL\gamma}{m}} \left( D + 2\sigma \right) \left( e^{\frac{2nL\gamma D}{mn}} + 2 \right) + \frac{3}{2} \sqrt{2\pi} \left( e^{\frac{4nL\gamma D}{mn}} + 7.5 \right) \]
\[ \leq 3\sqrt{2\pi} + \frac{3}{2} \left( \sqrt{\frac{\pi (d + \log B)}{2\sigma}} + \sqrt{\pi} \right) \left( e^{\frac{d + \log B}{16\sigma}} + 2 \right) + \frac{3}{2} \sqrt{2\pi} \left( e^{\frac{d + \log B}{8\sigma}} + 2.5 \right). \]

where we used the sub-additivity of \(\sqrt{x}\), the fact that \(\sqrt{3} < 2\), \(\sqrt{2.5} < 2\) and substituted in the values for \(\sigma\) and \(D\) to simplify the bound. Finally since \(\frac{L^2}{mn} > 1\), we find that \(\sigma > \max(4d, 1)\), allowing us to simplify the bound further to:
\[ \mathbb{E} \left[ \frac{1}{p_{1,s}} \right] \leq 3\sqrt{2\pi} + \frac{3}{2} \sqrt{\frac{\pi}{8}} + \frac{\log B}{2} \left( 2B^{1/16} + 2 \right) + \frac{3}{2} \sqrt{2\pi} \left( 2B^{1/8} + 2.5 \right) \]
\[ \leq 18 + \frac{3}{\sqrt{2}} \left( B^{1/16} + B^{1/16} \sqrt{\log B + \log B + 2B^{1/8}} \right) \]
\[ \leq 18 + 12/\sqrt{2} \sqrt{B} \leq 27\sqrt{B}, \]
where to simplify the bound we used the fact that $\sqrt{\pi} < 2$ and $I \leq 4\sqrt{B}$ and that $18 + 12/\sqrt{2x} \leq 27x$ for $x \geq 1$.

With this lemma in hand, we can now proceed as in Lemma 8 to finalize the proof of Theorem 22.

**Lemma 21.** Suppose the likelihood, true reward distributions, and priors satisfy Assumptions 1-4, the samples are generated from the sampling schemes described in Theorem 23 and Theorem 20, and $\gamma_a = \frac{m_a}{32L_a \sigma_a}$ then:

$$
\sum_{s=1}^{T-1} \mathbb{E} \left[ \frac{1}{\hat{p}_{1,s}} - 1 \mid Z_1(T) \right] \leq 27 \sqrt{B_1} \left[ \frac{144eA_1^2}{m \Delta_a^2} (d_1 + \log B_1 + 4\sigma_1 \log T + 12d_1 \sigma_1 \log 2) \right] + 1
$$

(9.31)

$$
\sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( \hat{p}_{a,s} > \frac{1}{T} \right) \mid Z_a(T) \right] \leq \frac{144eA_a^2}{m \Delta_a^2} (d_a + \log B_a + 10d_a \sigma_a \log(T)),
$$

(9.32)

where $\hat{p}_{a,s}$ is the distribution of a sample from the approximate posterior $\hat{\mu}_a$ after $s$ samples have been collected, and for $a \in \mathcal{A}$, $\sigma_a$ is given by:

$$
\sigma_a = 16 + \frac{4d_a L_a^2}{m_a \nu_a}.
$$

**Proof.** We begin by showing that (9.31) holds. To do so, we proceed identically as in the proof of Lemma 8 to note that, by definition $\hat{p}_{1,s}$ satisfies:

$$
\hat{p}_{1,s} = \mathbb{P}(r_{1,t}(s) > \bar{r}_1 - \epsilon \mid \mathcal{F}_{t-1})
$$

$$
= 1 - \mathbb{P}(r_{1,t}(s) - \bar{r}_1 < -\epsilon \mid \mathcal{F}_{t-1})
$$

$$
\geq 1 - \mathbb{P}(|r_{1,t}(s) - \bar{r}_1| > \epsilon \mid \mathcal{F}_{t-1})
$$

$$
\geq 1 - \mathbb{P}_{\theta \sim \hat{\mu}_1^{(s)}}(\|\theta - \theta^*\| > \frac{\epsilon}{A_1}),
$$

(9.36)

where the last inequality follows from the fact that $r_{1,t}(s)$ and $\bar{r}_1$ are $A_a$-Lipschitz functions of $\theta \sim \mu_1^{(s)}$ and $\theta^*$ respectively.

We then use the fact that conditioned on $Z_1(T)$, the approximate posterior distribution $\mathbb{P}_{\theta \sim \hat{\mu}_1^{(s)}}$ satisfies the identical concentration bounds from Lemmas 18 and Lemma 17. Substituting in the assumed value of $\gamma_1$, and simplifying, we have that the distribution of the samples conditioned on $Z_1(T)$ satisfy:

$$
\mathbb{P}_{\theta_{1,t} \sim \hat{\mu}_1^{(s)}[\gamma_1]} \left( \|\theta_{1,t} - \theta^*\|_2 > \sqrt{\frac{36e}{m_1 n} (d_1 + \log B_1 + 4\sigma_1 \log T + 6d_1 \sigma_1 \log 1/\delta_2)} \right) Z_{n-1} < \delta_2.
$$
Equivalently, we have that:

\[
P_{\theta \sim \bar{\mu}_1^{(s)}}[\gamma_1] \left( \|\theta - \theta^*\| > \frac{\epsilon}{A_1} \right) \leq \exp \left( -\frac{1}{6d_1\sigma_1} \left( \frac{m_1 n \epsilon^2}{36 e A_1^2} - \bar{D}_1 \right) \right),
\]

(9.37)

where we define \( \bar{D}_1 = d_1 + \log B_1 + 4\sigma \log T \), to simplify notation. We remark that this bound is not useful unless:

\[
n > \frac{16eA_1^2}{\epsilon^2 m_1} \bar{D}_1.
\]

Thus, choosing \( \epsilon = (\bar{r}_1 - \bar{r}_a) / 2 = \Delta_a / 2 \), we can choose \( \ell \) as:

\[
\ell = \left\lceil \frac{144eA_1^2}{m\Delta_a^2} (\bar{D}_1 + 6d_1\sigma_1 \log 2) \right\rceil.
\]

With this choice of \( \ell \), we proceed exactly as in the proof of Lemma 8 to find that:

\[
\sum_{s=1}^{T-1} E \left[ \frac{1}{P_{1,s}} - 1 \bigg| Z_1(T) \right] \leq 27\sqrt{B_1}\ell + \sum_{s=\ell}^{T-1} E \left[ \frac{1}{P_{1,s}} - 1 \bigg| Z_1(T) \right]
\]

\[
\leq 27\sqrt{B_1} \left[ \frac{144eA_1^2}{m\Delta_a^2} (\bar{D}_1 + 12d_1\sigma_1 \log 2) \right] + 1,
\]

where we used the upper bound from Lemma 20 to bound the first \( \ell \) terms in the first inequality.

To show that (9.32) holds, we use a similar derivation as in (9.36):

\[
\sum_{s=1}^{T} E \left[ I\left( p_{a,s} > \frac{1}{T} \right) \bigg| Z_a(T) \right] \leq \sum_{s=1}^{T} E \left[ I\left( P_{\theta \sim \bar{\mu}_a^{(s)}}[\gamma_a] \left( \|\theta - \theta^*\| > \frac{\Delta_a}{2A_a} \right) > \frac{1}{T} \right) \bigg| Z_a(T) \right]
\]

Since on the event \( Z_a(T) \), the posterior concentration result from Lemmas 18 and Lemma 17 holds, it remains to upper bound the number of pulls \( \bar{n} \) of arm \( a \) such that for all \( n \geq \bar{n} \):

\[
P_{\theta \sim \bar{\mu}_a^{(n)}}[\gamma_a] \left( \|\theta - \theta^*\| > \frac{\Delta_a}{2A_a} \right) \leq \frac{1}{T}.
\]

Since the posterior for arm \( a \) after \( n \) pulls of arm \( a \) has the same form as in (8.14), we can choose \( \bar{n} \) as:

\[
\bar{n} = \frac{144eA_a^2}{m\Delta_a^2} (\bar{D}_a + 6d_a\sigma_a \log(T)).
\]

Using the fact that \( d_a \geq 1 \) to simplify the bound completes the proof.

Putting together the results of Lemmas 19 and 21 gives us our final theorem:
Theorem (Regret of Thompson sampling with (stochastic gradient) Langevin algorithm). When the likelihood and true reward distributions satisfy Assumptions 1-4: we have that the expected regret after $T > 0$ rounds of Thompson sampling with the (stochastic gradient) ULA method with the hyper-parameters and runtime as described in Lemmas [17] (and [18] respectively), and $\gamma_a = \nu_a m_a^2 / 32(16L_a \nu_a m_a + 4d_a L_a^2)$ satisfies:

$$
\mathbb{E}[R(T)] \leq \sum_{a > 1} \frac{CA_a^2}{m_a \Delta_a} \left( d_a + \log B_a + d_a^2 \kappa_a^2 \log T \right) 
+ \frac{C \sqrt{B_1 A_1^2}}{m_1 \Delta_a} \left( 1 + \log B_1 + d_1 \kappa_1^2 \log T + d_1^2 \kappa_1^2 \right) + 3 \Delta_a,
$$

where $C$ is a universal constant that is independent of problem-dependent parameters and $\kappa_a = L_a / m_a$.

Proof. To begin, we invoke Lemma [19], which shows that we only need to bound the number of times a suboptimal arm $a \in \mathcal{A}$ is chosen on the ‘nice’ event $Z_1(T) \cap Z_a(T)$ where the gradient of the log likelihood has concentrated and the approximate samples have been in high probability regions of the posteriors. We then invoke Lemmas [6] and [7] to find that:

$$
\mathbb{E} \left[ T_a(T) \left| Z_1(T) \cap Z_a(T) \right. \right] \leq 1 + \ell \tag{9.38}
+ \sum_{s=\ell}^{T-1} \mathbb{E} \left[ \frac{1}{p_{1,s}} - 1 \left| Z_1(T) \right. \right] + \sum_{s=1}^{T} \mathbb{E} \left[ \mathbb{I} \left( 1 - p_{a,s} > \frac{1}{T} \right) \left| Z_a(T) \right. \right] \tag{9.39}
$$

Now, invoking Lemma [8] we use the upper bounds for terms (I) and (II) in the regret decomposition, use our choice of both $\delta_1$ and $\delta_3 = 1/T^2$, expanding $D_a$ and $D_1$, and use the fact that $\lceil x \rceil \leq x + 1$ to give that:

$$
\mathbb{E}[R(T)] \leq \sum_{a > 1} \frac{144 e A_a^2}{m_a \Delta_a} \left( d_a + \log B_a + 10d_a \left( 16 + \frac{4d_a L_a^2}{\nu_a m_a} \right) \log(T) \right) 
+ 27 \sqrt{B_1} \frac{144 e A_1^2}{m_1 \Delta_a} \left( 1 + d_1 + \log B_1 + 4 \left( 16 + \frac{4d_1 L_1^2}{\nu_1 m_1} \right) \log(T) + 3d_1 \log 2 \right) + 3 \Delta_a.
$$

$$
\leq \sum_{a > 1} \frac{CA_a^2}{m_a \Delta_a} \left( d_a + \log B_a + d_a^2 \kappa_a^2 \log T \right) 
+ \frac{C \sqrt{B_1 A_1^2}}{m_1 \Delta_a} \left( 1 + \log B_1 + d_1 \kappa_1^2 \log T + d_1^2 \kappa_1^2 \right) + 3 \Delta_a.
$$

Using the fact that $\kappa_a \geq 1$ and that $d_1 \geq 1$ allows us to simplify to get our desired result.

\[\Box\]
9.5 Numerical Experiments

In this section we empirically validate the effectiveness of approximate Thompson sampling in log-concave multi-armed bandit instances. We benchmark against both UCB and exact Thompson Sampling across three different Gaussian multi-armed bandit instances with 10 arms. We remark that the use of Gaussian bandit instances is due to the fact that the closed form for the posteriors allows for us to properly benchmark against exact Thompson Sampling and UCB, though our theory applies to a broader family of prior/likelihood pairs.

Experimental Setup

In all three instances we keep the reward distributions for each arm fixed such that their means are evenly spaced from 0 to 10 ($\bar{r}_1 = 1$, $\bar{r}_2 = 2$, and so on), and their variances are all 1. In each instance we use different priors over the means of the arms to analyze whether the approximate Thompson Sampling algorithms preserve the performance of exact Thompson Sampling.

In the first instance, the priors reflect the correct orderings of the means. We use Gaussian priors with variance 4, and means evenly spaced between 5 and 10 such that $E_{\pi_1}[X] = 5$, and $E_{\pi_{10}}[X] = 10$. In the second instance, the prior for each arm is a Gaussian with mean 7.5 and variance 4. Finally, the third instance is ‘adversarial’ in the sense that the priors reflects the complete opposite ordering of the means. In particular, the priors are still Gaussians such that their means are evenly spaced between 5 and 10 with variance 4, but this time $E_{\pi_1}[X] = 10$, and $E_{\pi_{10}}[X] = 5$.

As suggested in our theoretical analysis in Section 9, we use a constant number of steps for both ULA and SGLD to generate samples from the approximate posteriors. In particular, for ULA, we take $N = 100$ and double that number for SGLD $N = 200$. We also choose the stepsize for both algorithms to be $\frac{1}{32T_a(t)}$. For SGLD, we use a batch size of min$(T_a(t), 32)$. Further, since $d_a = \kappa_a = 1$ since this is a Gaussian family, we take the scaling to be $\gamma_a = 1$.

The regret is calculated as $\sum_{t=1}^{T} \bar{r}_{10} - \bar{r}_{A_t}$ for the three algorithms and is averaged across 100 runs. Finally, for the implementation of UCB, we used the time-horizon tuned UCB [94] and the known variance, $\sigma^2$ of the arms in the upper confidence bounds (to maintain a level playing field between algorithms):

$$UCB_a(t) = \frac{1}{T_a(t)} \sum_{i=1}^{t-1} X_{A_i} \mathbb{1}\{A_i = a\} + \sqrt{\frac{4\sigma^2 \log 2T}{T_a(t)}}.$$  

Empirical Results

We observe significant performance gains from the (approximate) Thompson sampling approach over the deterministic UCB algorithm when the priors are suggestive or even non-informative of the appealing arms. When the priors are adversarial to the algorithm, the
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Figure 9.1: Performance of exact and approximate Thompson Sampling vs UCB on Gaussian bandits with a. ‘good priors’ (priors reflecting the correct ordering of the arms’ means), b. the same priors on all the arms’ means, and c. ‘bad’ priors (priors reflecting the exact opposite ordering of the arms’ means). Each line is the regret averaged across 100 runs of the algorithm.

The UCB algorithm outperforms the Thompson sampling approach as expected. (This case corresponds to the constant $B_a$ in the Theorems 19 and 22 being large). Also as the theory predicts, we observe little difference between the exact and the approximate Thompson sampling methods in terms of the regret. If we zoom in and scrutinize further, we can see that exact Thompson Sampling slightly outperforms the Thompson sampling with SGLD in the ‘good’ prior case. This might be due to the added stochasticity from the approximate sampling techniques, which adds unnecessary exploration.

9.6 Chapter Summary

Although Thompson sampling has been used successfully for decades and has been shown to have appealing theoretical properties there remains a lack of understanding of how approximate sampling affects its regret guarantees.

In this chapter we first derived new posterior contraction rates for log-concave likelihood families with arbitrary log-concave priors which captured key dependencies between the posterior distributions and various problem-dependent parameters like the prior quality and the parameter dimension. We then used these rates to show that exact Thompson sampling in MAB problems where the reward distributions are log-concave achieves the optimal finite-time regret guarantee for MAB bandit problems shown in [91]. As a direction for future work, we note that although our regret bound demonstrates a dependence on the quality of the prior, it still is unable to capture the potential advantages of good priors.

We then demonstrated that Thompson sampling using samples generated from ULA, and under slightly stronger assumptions, SGLD, could still achieve the optimal regret guarantee with constant algorithmic as well as sample complexity in the stochastic gradient estimate. Thus, by designing approximate sampling algorithms specifically for use with Thompson
sampling, we were able to construct a computationally tractable anytime Thompson sampling algorithm with approximate samples with end-to-end guarantees of logarithmic regret.
Part III

Learning Models of Human Decision-Making
Chapter 10

Models of Human Decision-Making

The modeling and learning of human decision-making behavior is increasingly becoming important as critical systems begin to rely more on automation and artificial intelligence. Yet, in this task we face a number of challenges, not least of which is the fact that humans are known to behave in ways that are not completely rational. For example, there is mounting evidence to support the fact that humans often use reference points—e.g., the status quo or former experiences or recent expectations about the future that are otherwise perceived to be related to the decision the human is making [87, 183]. It has also been observed that their decisions are impacted by their perception of the external world (exogenous factors) and their present state of mind (endogenous factors) as well as how the decision is framed or presented [184].

The success of descriptive behavioral models in capturing human behavior has long been touted by the psychology community and, more recently, by the economics community. In the engineering context, humans have largely been modeled, under rationality assumptions, from the so-called normative point of view where things are modeled as they ought to be, which is counter to a descriptive as is point of view.

However, risk-sensitivity in the context of learning to control stochastic dynamic systems (see, e.g., [27, 58, 111]) has been fairly extensively explored in engineering and computer science. Many of these approaches are targeted at mitigating risks due to uncertainties in controlling a system such as a plant or robot. Much of this work simply handles risk-aversion by leveraging techniques such as exponential utility functions or minimizing mean-variance type criteria.

Complex risk-sensitive behavior arising from human interaction with automation is only recently coming into focus. Human decision makers can be at once risk-averse and risk-seeking depending their frame of reference. The adoption of diverse behavioral models in engineering—in particular, in learning and control—is growing due to the fact that humans are increasingly playing an integral role in automation both at the individual and societal scale. Learning accurate models of human decision-making is important for both prediction and description. For example, control/incentive schemes need to predict human behavior as a function of external stimuli including not only potential disturbances but also the con-
trol/incentive mechanism itself. On the other hand, policy makers and regulatory agencies, e.g., are interested in interpreting human reactions to implemented regulations and policies. Approaches for integrating the risk-sensitivity in the control and reinforcement learning problems via behavioral models have recently emerged [90, 109, 126, 133, 174]. These approaches largely assume a risk-sensitive Markov decision process (MDP) formulated based on a model that captures behavioral aspects of the human’s decision-making process. We refer the problem of learning the optimal policy in this setting as the forward problem. We are interested in solving the so-called inverse problem which seeks to estimate the decision-making process given a set of demonstrations. In order to do so, a well formulated forward problem with convergence guarantees is required.

Inverse reinforcement learning in the context of recovering policies directly (or indirectly via first learning a representation for the reward) has long been studied in the context expected utility maximization and MDPs [1, 137, 158]. We may care about, e.g., producing the value and reward functions (or at least, characterize the space of these functions) that produce behaviors matching that which is observed. On the other hand, we may want to extract the optimal policy from a set of demonstrations so that we can reproduce the behavior in support of, e.g., designing incentives or control policies. In this paper, our focus is on the combination of these two tasks.

We model human decision-makers as risk-sensitive Q-learning agents where we exploit very rich behavioral models from behavioral psychology and economics that capture a whole spectrum of risk-sensitive behaviors and loss aversion. We first derive a reinforcement learning algorithm that leverages coherent risk metrics and behavioral value functions such as those deriving from prospect theory. We provide convergence guarantees via a contraction mapping argument. In comparison to previous work in this area [173], we show that the behavioral value functions we introduce satisfy the assumptions of our theorems.

Given the forward risk-sensitive reinforcement learning algorithm, we propose a gradient-based learning algorithm for inferring the decision-making model parameters from demonstrations—that is, we propose a framework for solving the inverse risk-sensitive reinforcement learning problem with theoretical guarantees. We show that the gradient of the loss function with respect to the model parameters is well-defined and computable via a contraction map argument. We demonstrate the efficacy of the learning scheme on the canonical Grid World example and a passenger’s view of ride-sharing modeled as an MDP with parameters estimated from real-world data.

10.1 Related Work

Before presenting our results, we first comment on related work. The primary motivation for most other works in this domain is to get a prescriptive model or algorithm for humans amidst autonomy so that the human can be controlled and accounted for. For example, in [174]—one of the motivating previous works for the forward MDP model we use in this paper—their approach to learning the decision-making model is to parameterize unknown quantities of
interest, sample the parameter space, and use a model selection criteria (specifically, the Bayesian information criteria) to select parameters that best fit the observed behavior. We, on the other hand, derive a well-formulated gradient-based procedure for finding the value function and policy best matching the observed behavior. Moreover, in contrast to [174], we introduce new value functions that satisfy our theorems for the forward and inverse problems and retain the salient features of the empirically observed behavioral psychology and economics models.

In [109], the authors take a similar approach to ours in leveraging risk metrics to capture risk sensitivity. However, they focus their efforts on estimating the risk metric used by the human decision maker by leveraging the well-known representation theorem for coherent risk metrics [56]. They couple the resulting optimization problem with classical inverse reinforcement learning procedures for learning the reward (that is, they parameterize the reward function over a set of basis functions), yet their approach does not differentiate between the reward and the decision-making model.

Our approach, in comparison, focuses on estimating the value function and the agent’s behavior which also induces the risk metric via the acceptance level set. Specifically, we consider a broad class of risk metrics generated by value functions, formulate the MDP model based on this, and learn the parameters of the value function that generates the risk metric and results in a policy that best matches the agent’s observed behavior. The parameters of the value function, which ultimately drive the decision making model and specify the risk measure, are highly interpretable in terms of the degree of risk sensitivity and loss aversion. Thus, our technique supports prescriptive and descriptive analysis, both of which are important for the design of incentives and policies that takes into consideration the nuances of human decision-making behavior.

10.2 Overview of Part III

The remainder of this part of the dissertation is organized as follows. In Chapter 11, we overview the model we assume for risk-sensitive agents and show that it is amenable to integration of behavioral models from prospect theory. We then present our risk-sensitive Q-learning convergence results. In Chapter 12, we formulate the inverse reinforcement learning problem and propose a gradient-based algorithm to solve it. Examples that demonstrate the ability of the proposed scheme to capture a wide breadth of risk-sensitive behaviors are provided in Section 12.2. Finally, we conclude with some discussion and comments on future work in Section 12.3.
Chapter 11

Risk-Sensitive Reinforcement Learning

In order to learn a decision-making model for an agent who faces sequential decisions in an uncertain environment, we leverage a risk-sensitive Q-learning model that integrates coherent risk metrics with behavioral models. In particular, the model we use is based on a model first introduced in [70] and later refined in [126, 174].

The primary difference between the work presented in this chapter and previous work is that we (i) introduce a new prospect theory based value function and (ii) provide a convergence theorem whose assumptions are satisfied for the behavioral models we use. Under the assumption that the agent is making decisions according to this model, in the sequel we formulate a gradient-based method for learning the policy as well as parameters of the agent’s value function.

11.1 Markov Decision Processes

Throughout this part of the dissertation we consider a class of finite MDPs consisting of a state space $X$, an admissible action space $A(x) \subset A$ for each $x \in X$, a transition kernel $P(x'|x,a)$ that denotes the probability of moving from state $x$ to $x'$ given action $a$, and a reward function $r : X \times A \times W \to \mathbb{R}$ where $W$ is the space of bounded disturbances and has distribution $P_{r}(\cdot|x,a)$. Including disturbances allows us to model random rewards; we use the notation $R(x',a)$ to denote the random reward having distribution $P_{r}(\cdot|x,a)$.

In the classical expected utility maximization framework, the agent seeks to maximize the expected discounted rewards by selecting a Markov policy $\pi$—that is, for an infinite horizon MDP, the optimal policy is obtained by maximizing

$$J(x_0) = \max_{\pi} \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^t R(x_t, a_t) \right]$$ (11.1)

\footnote{We note that it is possible to consider the more general reward structure $r : X \times A \times X \times W \to \mathbb{R}$, however we exclude this case in order to not further bog down the notation.}
where $x_0$ is the initial state and $\gamma \in (0, 1)$ is the discount factor.

The risk-sensitive reinforcement learning problem transforms the above problem to account for a salient features of the human decision-making process such as loss aversion, reference point dependence, and risk-sensitivity. Specifically, we introduce two key components, value functions and valuation functions, that allow for our model to capture these features. The former captures risk-sensitivity, loss-aversion, and reference point dependence in its transformation of outcome values to their value as perceived by the agent and the latter generalizes the expectation operator to more general measures of risk—specifically, coherent risk measures.

### 11.2 Value Functions

Given the environmental and reward uncertainties, we model the outcome of each action as a real-valued random variable $Y(i) \in \mathbb{R}$, $i \in I$ where $I$ denotes a finite event space and $Y$ is the outcome of $i$–th event with probability $\mu(i)$ where $\mu \in \Delta(I)$, the space of probability distributions on $I$. Much like the standard expected utility framework, an agent makes choices based on the value of their outcome as defined by their value function $v$:

$$v(Y) = \begin{cases} \ 
k_+ (y - y_o)^{\zeta_+}, & y > y_o \\ -k_- (y_o - y)^{\zeta_-}, & y \leq y_o \end{cases}$$

(11.2)

where $y_o$ is the reference point that the decision-maker compares outcomes against in determining if the decision is a loss or gain.

The parameters $(k_+, k_-, \zeta_+, \zeta_-)$ control the degree of loss-aversion and risk-sensitivity. For example, the following are risk preferences for different parameter values:

(i) $0 < \zeta_+, \zeta_- < 1$: risk-averse preferences on gains and risk-seeking preferences on losses (concave in gains, convex in losses);

(ii) $\zeta_+ = \zeta_- = 1$: risk-neutral preferences;

(iii) $\zeta_+, \zeta_- > 1$: risk-averse preferences on losses and risk-seeking preferences on gains (convex in gains, concave in losses).
Experimental results for a series of one-off decisions have indicated that typically both $\zeta_+$ and $\zeta_-$ are less than one thereby indicating that humans are risk-averse on gains and risk-seeking on losses— that is, $v$ is concave for $y > y_o$ and convex otherwise).

In addition to the non-linear transformation of outcome values, in prospect theory the effect of under/over-weighting the likelihood of events that has been commonly observed in human behavior is modeled via warping of event probabilities \[67, 198\]. Other concepts such as framing effects, reference dependence, and loss aversion—captured, \textit{e.g.}, in the $(k_+, k_-)$ parameters in \eqref{eq:11.2}—have also been widely observed in experimental studies on human decision-making (see, \textit{e.g.}, \[33, 167, 185\]).

Outside of the prospect theory value, other mappings have been proposed to capture risk-sensitivity. For example, the mapping proposed in \[126\] where the authors develop a risk-sensitive reinforcement learning procedure, is the linear mapping

\[
v(y) = \begin{cases} 
(1 - \kappa)y, & y > y_o \\
(1 + \kappa)y, & y \leq y_o 
\end{cases} \tag{11.3}
\]

with $\kappa \in (-1, 1)$. This value function can be viewed as a special case of the prospect value function introduced above.

Another example is the entropic map which is given by

\[
v(y) = \exp(\lambda y) \tag{11.4}
\]

where $\lambda$ controls the degree of risk-sensitivity. The entropic map, however, is either convex or concave on the entire outcome space.

Motivated by the empirical evidence supporting the prospect theoretic value function and numerical considerations of our algorithm, which are discussed in greater detail in subsequent sections, we introduce a new value function which retains the shape of the prospect theory value function—i.e. its convex–concave structure—while improving the performance (in terms of convergence speed) of the gradient-based inverse reinforcement learning algorithm we propose in Section \[12\]. In particular, we define the locally Lipschitz-prospect ($\ell$-prospect) value function given by

\[
v(y) = \begin{cases} 
k_+(y - y_o + \epsilon)\zeta_+ - k_+\epsilon\zeta_+, & y > y_o \\
-k_-(y_o - y + \epsilon)\zeta_- + k_-\epsilon\zeta_-, & y \leq y_o 
\end{cases} \tag{11.5}
\]

with $k_+, k_-, \zeta_+, \zeta_- > 0$ and $\epsilon > 0$, a small constant. This value function is Lipschitz continuous on a bounded domain. Moreover, the derivative of the $\ell$-prospect function is bounded away from zero at the reference point. Hence, in practice it has better numerical properties.

We remark that, for given parameters $(k_+, k_-, \zeta_+, \zeta_-)$, the $\ell$-prospect function has the same risk-sensitivity as the prospect value function with those same parameters. Moreover, as $\epsilon \to 0$ the $\ell$-prospect value function approaches the prospect value function and thus, qualitatively speaking, the degree of Lipschitzness decreases as $\epsilon \to 0$.

The fact that each of these value functions are defined by a small number of parameters that are highly interpretable in terms of risk-sensitivity and loss-aversion is one of the motivating factors for integrating them into a reinforcement learning framework. It is our aim
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11.3 Valuation Functions via Coherent Risk Metrics

To further capture risk-sensitivity, valuation functions generalize the expectation operator, which considers average or expected outcomes to measures of risk.

Definition 16 (Monetary Risk Measure [56]). A functional \( \rho : \mathcal{X} \to \mathbb{R} \cup \{+\infty\} \) on the space \( \mathcal{X} \) of measurable functions defined on a probability space \((\Omega, \mathcal{F}, P)\) is said to be a monetary risk measure if \( \rho(0) \) is finite and if, for all \( X, X' \in \mathcal{X} \), \( \rho \) satisfies the following:

1. (monotone) \( X \leq X' \implies \rho(X) \leq \rho(X') \)
2. (translation invariant) \( m \in \mathbb{R} \implies \rho(X + m) = \rho(X) + m \)

If a monetary risk measure \( \rho \) satisfies

\[
\rho(\lambda X + (1 - \lambda)X') \leq \lambda \rho(X) + (1 - \lambda)\rho(X'),
\]

for \( \lambda \in [0, 1] \), then it is a convex risk measure. If, additionally, \( \rho \) is positive homogeneous, i.e. it satisfies the condition that

\[
\lambda \geq 0 \implies \rho(\lambda X) = \lambda \rho(X),
\]

then we call \( \rho \) a coherent risk measure.

We will primarily focus on convex measures of risk that are generated by a set of acceptable positions. Let \( \mathcal{M}_1(\Omega, \mathcal{F}) \) be the space of probability measures on \((\Omega, \mathcal{F})\).

Definition 17 (Acceptable Positions). Consider a value function \( v \), a probability measure \( P \in \mathcal{M}_1(\Omega, \mathcal{F}) \), and \( v_0 = v(y_0) \) with \( y_0 \) in the domain of \( v \). The set

\[
\mathcal{A} = \{ X \in \mathcal{X} | \mathbb{E}_P[v(X)] \geq v_0 \}
\]

is the set of acceptable positions where \( v_0 \) is the acceptance level.

The above definition can be extending to the entire class of probability measures on \((\Omega, \mathcal{F})\) as follows:

\[
\mathcal{A} = \bigcap_{P \in \mathcal{M}_1(\Omega, \mathcal{F})} \{ X \in \mathcal{X} | \mathbb{E}_P[v(X)] \geq v(y_P) \}
\]

with constants \( y_P \) such that \( \sup_{P \in \mathcal{M}_1(\Omega, \mathcal{F})} y_P < \infty \).

\footnote{In the case of two events, the valuation function can also capture warping of probabilities. Alternative approaches to reinforcement learning based on cumulative prospect theory for the more general case have been examined [90].}
Proposition 18 ([56, proposition 4.7]). Suppose the class of acceptable positions $\mathcal{A}$ is a non-empty subset of $\mathcal{X}$ satisfying

1. $\inf\{m \in \mathbb{R} | X + m \in \mathcal{A}\} > -\infty$, $\forall X \in \mathcal{X}$, and
2. given $X \in \mathcal{A}, Y \in \mathcal{X}, Y \geq X \implies Y \in \mathcal{A}$.

Then $\mathcal{A}$ induces a monetary measure of risk $\rho_{\mathcal{A}}$. If $\mathcal{A}$ is convex, then $\rho_{\mathcal{A}}$ is a convex measure of risk. Furthermore, if $\mathcal{A}$ is a cone, then $\rho_{\mathcal{A}}$ is a coherent risk metric.

Note that monetary measure of risk induced by a set of acceptable positions $\mathcal{A} \subset \mathcal{X}$ is

$$\rho_{\mathcal{A}}(X) = \inf\{z \in \mathbb{R} | z + X \in \mathcal{A}\}. \quad (11.10)$$

The following proposition is key for extending the expectation operator to more general measures of risk.

Proposition 19 ([56, proposition 4.104]). Consider the acceptance level set

$$\mathcal{A} = \{X \in \mathcal{X} | \mathbb{E}_P[v(X)] \geq v_0\} \quad (11.11)$$

for a continuous value function $v$, acceptance level $v_0 = v(y_0)$ for some $y_0$ in the domain of $v$, and probability measure $P$. Suppose that $v$ is strictly increasing on $(y_0 - \varepsilon, \infty)$ for some $\varepsilon > 0$. Then the corresponding $\rho_{\mathcal{A}}$ is a convex measure of risk which is continuous from below. Moreover, $\rho_{\mathcal{A}}(X)$ is the unique solution to

$$\mathbb{E}_P[v(X - m)] = v_0. \quad (11.12)$$

Proposition [19] also implies that for each value function, we can define an acceptance set which in turn induces a convex risk metric $\rho$. Let us consider an example.

Example 7 (Entropic Risk Metric [56]). Consider the entropic value function $v(y) = \exp(\lambda y)$. It has been used extensively in the field of risk measures [56], in neuroscience to capture risk sensitivity in motor control [133] and even more so in control of MDPs (see, e.g., [34, 41, 111]).

The entropic value function with an acceptance level $v_0$ can be used to define the acceptance set

$$\mathcal{A} = \{m \in \mathbb{R} | \mathbb{E}[\exp(-\lambda(m + Y))] \leq v_0\}. \quad (11.13)$$

The risk metric in this case is given by

$$\rho(X) = \inf\{m \in \mathbb{R} | \mathbb{E}[\exp(-\lambda(m + Y))] \leq v_0\} \quad (11.14)$$

$$= \frac{1}{\lambda} \log \mathbb{E}[\exp(-\lambda Y)] - \frac{1}{\lambda} \log(v_0). \quad (11.15)$$
The parameter $\lambda \in \mathbb{R}$ controls the risk preference; indeed, this can be seen by considering the Taylor expansion [56, Example 4.105]. As a further comment, this particular risk metric is equivalent (up to an additive constant) to the so called entropic risk measure which is given by

$$\rho(Y) = \sup_{P' \in \mathcal{M}_1(P)} \left( \mathbb{E}_{P'}[-Y] - \frac{1}{\lambda} H(P'|P) \right)$$

(11.16)

where $\mathcal{M}_1(P)$ is the set of all measures on $(\Omega, \mathcal{F})$ that are absolutely continuous with respect to $P$ and where $H(\cdot|\cdot)$ is the relative entropy function.

Let us recall the concept of a valuation function introduced and used in [11, 56, 174].

**Definition 18 (Valuation Function).** A mapping $V : \mathbb{R}^{|I|} \times \Delta(I) \to \mathbb{R}$ is called a valuation function if for each $\mu \in \Delta(I)$, (i) $V(Y, \mu) \leq V(Z, \mu)$ whenever $Y \leq Z$ (monotonic) and (ii) $V(Y + y1, \mu) = V(Y, \mu) + y$ for any $y \in \mathbb{R}$ (translation invariant).

Such a map is used to characterize an agent’s preferences—that is, one prefers $(Y, \mu)$ to $(Z, \nu)$ whenever $V(Z, \nu) \leq V(Y, \mu)$.

We will consider valuation functions that are convex risk metrics induced by a value function $v$ and a probability measure $\mu$. To simplify notation, from here on out we will suppress the dependence on the probability measure $\mu$.

For each state–action pair, we define $V_x,a(Y) : \mathbb{R}^{|I|} \times X \times A \to \mathbb{R}$ a valuation map such that $V_x,a \equiv V(\cdot|x,a)$ is a valuation function induced by an acceptance set with respect to value function $v$ and acceptance level $v_0$.

If we let $V_x^*(Y) = \sum_{a \in A(x)} \pi(a|x) V_x,a(Y)$, the optimization problem in (11.1) generalizes to

$$\bar{J}_T(\pi, x_0) = \max_{\pi} \left[ R[x_0, a_0] + \gamma V_x^1 [R(x_1, a_1)] + \cdots + \gamma V_x^{T-1} [R(x_T, a_T)] \cdots \right]$$

(11.17)

where we define $\max_{\pi} \bar{J}(\pi, x_0) = \lim_{T \to \infty} \bar{J}_T(\pi, x_0)$.

### 11.4 Risk-Sensitive Q-Learning

In the classical reinforcement learning framework, the Bellman equation is used to derive a Q-learning procedure. Generalizations of the Bellman equation for risk-sensitive reinforcement learning—derived, e.g., in [126, 173]—have been used to formulate an action–value function or Q-learning procedure for the risk-sensitive reinforcement learning problem. In particular, as shown in [173], if $V^*$ satisfies

$$V^*(x_0) = \max_{a \in A(x)} V_{x,a}(R(x, a) + \gamma V^*),$$

(11.18)

then $V^* = \max_{\pi} \bar{J}(\pi, x_0)$ holds for all $x_0 \in X$; moreover, a deterministic policy is optimal if $\pi^*(x) = \arg \max_{a \in A(x)} V_{x,a}(R + \gamma V^*)$ [173, Thm. 5.5]. The action–value function $Q^*(x, a) =$
\[ \mathcal{V}_{x,a}(R + \gamma V^*) \] is defined such that \((11.18)\) becomes
\[ Q^*(x, a) = \mathcal{V}_{x,a} \left( R + \gamma \max_{a' \in A(x')} Q^*(x', a) \right), \quad (11.19) \]
for all \((x, a) \in X \times A\).

Given a value function \(v\) and acceptance level \(v_0\), we use the coherent risk metric induced state-action valuation function given by
\[ \mathcal{V}_{x,a}(Y) = \sup\{ z \in \mathbb{R} | \mathbb{E}[v(Y - z)] \geq v_0 \} \quad (11.20) \]
where the expectation is taken with respect to \(\mu = P(x'|x,a)P_r(w|x,a)\). Hence, by a direct application of proposition \[19\] if \(v\) is continuous and strictly increasing, then \(\mathcal{V}_{x,a}(Y) = z^*(x,a)\) is the unique solution to \(\mathbb{E}[v(Y - z^*(x,a))] = v_0\).

As shown in \[174\] proposition 3.1, by letting \(Y = R + \gamma V^*\), we have that \(z^*(x,a)\) corresponds to \(Q^*(x,a)\) and, in particular,
\[ \mathbb{E} \left[ v \left( r(x,a,w) + \gamma \max_{a' \in A(x')} Q^*(x',a') - Q^*(x,a) \right) \right] = v_0 \quad (11.21) \]
where, again, the expectation is taken with respect to \(\mu = P(x'|x,a)P_r(w|x,a)\).

The above leads naturally to a Q-learning procedure,
\[ Q(x_t, a_t) \leftarrow Q(x_t, a_t) + \alpha_t(x_t, a_t) [v(y_t) - v_0], \quad (11.22) \]
where the non-linear transformation \(v\) is applied to the temporal difference \(y_t = r_t + \gamma \max_a Q(x_{t+1}, a) - Q(x_t, a_t)\) instead of simply the reward \(r_t\). Transformation of the temporal differences avoids certain pitfalls of the reward transformation approach such as poor convergence performance. This procedure has convergence guarantees even in this more general setting under some assumptions on the value function \(v\).

**Theorem 24** (Q-learning Convergence \[174\] Theorem 3.2). Suppose that \(v : Y \to \mathbb{R}\) is in \(C(Y, \mathbb{R})\), is strictly increasing in \(y\) and there exists constants \(\varepsilon, L > 0\) such that \(\varepsilon \leq \frac{v(y) - v(y')}{y - y'} \leq L\) for all \(y \neq y'\). Moreover, suppose that there exists a \(\bar{y}\) such that \(v(\bar{y}) = v_0\). If the non-negative learning rates \(\alpha_t(x, a)\) are such that \(\sum_{t=0}^{\infty} \alpha_t(x, a) = \infty\) and \(\sum_{t=0}^{\infty} \alpha_t^2(x, a) < \infty\), \(\forall (x, a) \in X \times A\), then the procedure in \((11.22)\) converges to \(Q^*(x,a)\) for all \((x,a) \in X \times A\) with probability one.

The assumptions on \(\alpha_t\) are fairly standard and the core of the convergence proof is based on the Robbins–Siegmund Theorem appearing in the seminal work \[163\].

We note that the assumptions on the value function \(v\) of Theorem 24 are fairly restrictive, excluding many of the value functions presented in Section 11.2. For example, value functions of the form \(e^x\) and \(x^\ell\) do not satisfy the global Lipschitz condition.

We generalize the convergence result in Theorem 24 by modifying the assumptions on the value function \(v\) to ensure that we have convergence of the Q-learning procedure for the \(\ell\)-prospect and entropic value functions.
Assumption 17. The value function \( v \in C^1(Y, \mathbb{R}) \) satisfies the following:

(i) it is strictly increasing in \( y \) and there exists \( \bar{y} \) such that \( v(\bar{y}) = v_0 \);
(ii) it is locally Lipschitz on any ball of finite radius centered at the origin;

Note that in comparison to the assumptions of Theorem 24, we have removed the assumption that the derivative of \( v \) is bounded away from zero, and relaxed the global Lipschitz assumption on \( v \). We remark that the \( \ell \)-prospect and entropic value functions satisfy these assumptions for all parameters and MDPs.

Let \( \mathcal{X} \) be a complete metric space endowed with the \( L_\infty \) norm and let \( \mathcal{Q} \subset \mathcal{X} \) be the space of maps \( Q : X \times A \to \mathbb{R} \). Further, define \( \tilde{v} \equiv v - v_0 \). We then re-write the \( Q \)-update equation in the form

\[
Q_{t+1}(x,a) = \left(1 - \frac{\alpha_t}{\alpha}\right) Q_t(x,a) + \frac{\alpha_t}{\alpha} \left(\alpha(v(y_t) - v_0) + Q_t(x,a)\right)
\]

where \( \alpha \in (0, \min\{L^{-1}, 1\}] \) and we have suppressed the dependence of \( \alpha_t \) on \((x,a)\). This is a standard update equation form in, e.g., the stochastic approximation algorithm literature \[89, 162, 181]. In addition, we define the map given by

\[
(TQ)(x,a) = \alpha E_{x',w} \left[ \tilde{v} \left(r(x,a,w) + \gamma \max_{a' \in A} Q(x',a') - Q(x,a)\right) \right] + Q(x,a)
\]

which we will prove is a contraction.

**Theorem 25.** Suppose that \( v \) satisfies Assumption 17 and that for each \((x,a) \in X \times A\) the reward \( r(x,a,w) \) is bounded almost surely—that is, there exists \( 0 < M < \infty \) such that \(|r| < M \) almost surely. Moreover, let \( \alpha \in (0, \min\{1, L^{-1}\}] \), for \( L \), the Lipschitz constant of \( v \) on \( B_K(0) \).

a. Let \( B_K(0) \subset \mathcal{Q} \) be a closed ball of radius \( K > 0 \) centered at zero. Then, \( T : \mathcal{Q} \to \mathcal{X} \) is a contraction.

b. Suppose \( K \) is chosen such that

\[
\frac{\max\{|\tilde{v}(M)|, |\tilde{v}(-M)|\}}{(1 - \gamma)} < K \min_{y \in I_K} D\tilde{v}(y)
\]

where \( I_K = [-M - K, M + K] \). Then, \( T \) has a unique fixed point in \( B_K(0) \).

The proof of Theorem 25 relies on the following fixed point theorem.

**Theorem 26** (Fixed Point Theorem \[93, Theorem 2.2\]). Let \((X,d)\) be a complete metric space and let \( B_k(y) = \{x \in X | d(x,y) < k\} \) be a ball of radius \( r \), where \( k > 0 \), centered at \( y \in X \). Let \( f : B_k(y) \to X \) be a contraction map with contraction constant \( h < 1 \). Further, assume that \( d(y, f(y)) < k(1 - h) \). Then, \( f \) has a unique fixed point in \( B_k(y) \).
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Proof of Theorem 23a. We claim that $T$ is a contraction with constant $ar{\alpha} = (1 - \alpha(1 - \gamma)\varepsilon_K)$ where $\varepsilon_K = \min\{D\bar{v}(y)\mid y \in I_K\}$. Indeed, let $y(Q(x, a)) = r(x, a, w) + \gamma \max_{a'} Q(x', a') - Q(x, a)$ be the temporal difference and define $g(x', a') = \max_{a'} Q(x', a')$. For any $Q \in B_K(0)$ we note that the temporal differences are bounded—in fact, $y(Q(x, a)) \in I_K = [-M - K, M + K]$. Due to the monotonicity assumption on $v$, we have that for any $y', y \in I_K$, $\bar{v}(y) - \bar{v}(y') = \xi(y - y')$ for some $\xi \in [\varepsilon_K, L]$. Recall the contraction map defined in (11.24):

$$(TQ)(x, a) = \alpha\mathbb{E}_{x', w}[\bar{v}(y(Q(x, a)))] + Q(x, a)$$

(11.26)

Then, for any $Q_1$ and $Q_2$, we have that

$$(TQ_1 - TQ_2)(x, a) = \alpha\mathbb{E}_{x', w}[\bar{v}(y(Q_1(x, a)))] - \bar{v}(y(Q_2(x, a))] + Q_1(x, a) - Q_2(x, a)$$

$$\leq \alpha\mathbb{E}_{x', w}[\xi(x', w)(g_1(x', a') + g_2(x', a'))] + Q_1(x, a) - Q_2(x, a)$$

$$\leq \alpha\gamma\mathbb{E}_{x', w}[\xi(x', w)(g_1(x', a') + g_2(x', a'))] + (1 - \alpha\mathbb{E}_{x', w}[\xi(x', w)])(Q_1(x, a) - Q_2(x, a)).$$

Hence,

$$|(TQ_1 - TQ_2)(x, a)| \leq (1 - \alpha(1 - \gamma)\varepsilon_K)\|Q_1 - Q_2\|_{\infty}$$

$$\leq (1 - \alpha(1 - \gamma)\varepsilon_K)\|Q_1 - Q_2\|_{\infty}.$$

We claim that the constant $\bar{\alpha}_K = 1 - \alpha(1 - \gamma)\varepsilon_K < 1$. Indeed, recall that $0 < \alpha \leq \min\{1, L^{-1}\}$ so that if $\alpha = L^{-1}$, then $\bar{\alpha}_K < 1$ since $L = \max_{y \in I_K} D\bar{v}(y)$ and $\varepsilon_K = \min_{y \in I_K} D\bar{v}(y)$.

On the other hand, if $\alpha = 1$, then $1 \leq L^{-1} \leq (\varepsilon_K)^{-1}$ so that $\varepsilon_K \leq 1$ which, in turn, implies that $\bar{\alpha}_K < 1$. If $0 < \alpha < \min\{1, L^{-1}\}$, then $\bar{\alpha}_K < 1$ follows trivially from the implications in the above two cases. Thus, $T$ is a contraction on $B_K(0)$ with the constant $\bar{\alpha}_K = (1 - \alpha(1 - \gamma)\varepsilon_K) < 1$.

Proof of Theorem 23b. Suppose $K$ is chosen such that

$$\max\{\lvert\bar{v}(M)\rvert, \lvert\bar{v}(-M)\rvert\} < K \min_{y \in I_K} D\bar{v}(y).$$

(11.27)

Now, we argue that $T$ applied to the zero map, $0 \in B_K(0)$, is strictly less than $K(1 - \bar{\alpha}_K)$. Indeed, for any $\alpha \in (0, \min\{1, L^{-1}\}]$,

$$\|T(0)\| \leq \alpha \max\{\lvert v(M)\rvert, \lvert v(-M)\rvert\} < (1 - \gamma)K\varepsilon_K\alpha = K(1 - \bar{\alpha}_K).$$

Combining the above fact with the fact that $T$ is a contraction, the assumptions of Theorem 26 hold and, hence there is a unique fixed point $Q^*(x, a) \in B_K(0)$ for each $(x, a) \in X \times A$.

The following proposition shows that the $\ell$-prospect and entropic value functions satisfy the assumption in (11.25). Moreover, it shows that the value functions which satisfy Assumption 17 also satisfy (11.25).
Proposition 20. Consider a MDP with reward \( r : X \times A \times W \to \mathbb{R} \) bounded almost surely by \( M \) and \( \gamma \in (0, 1) \) and consider the condition

\[
\frac{\max\{|\tilde{v}(M)|, |\tilde{v}(-M)|\}}{(1 - \gamma)} < K \min_{y \in I_K} D\tilde{v}(y). \tag{11.28}
\]

a. Suppose \( v \) satisfies Assumption 17 and that for some \( \varepsilon > 0 \), \( \varepsilon < \frac{v(y) - v(y')}{y - y'} \) for all \( y \neq y' \). Then (11.28) holds.

b. Suppose \( v \) is an \( \ell \)-prospect value function with arbitrary parameters \( (k_-, k_+, \zeta_-, \zeta_+) \) satisfying Assumption 17. Then there exists a \( K \) such that the \( \ell \)-prospect value function satisfies (11.28).

c. Suppose that \( v \) is an entropic value function. Then there exists a \( C > 0 \) such that for any \( |\lambda| \in (0, C) \) where \( v \) satisfies Assumption 17, (11.28) holds with \( K = (\lambda)^{-1} \).

Proof of Proposition 20. a. Suppose \( v \) satisfies Assumption 17 and that for some \( \varepsilon > 0 \), \( \varepsilon < \frac{v(y) - v(y')}{y - y'} \) for all \( y \neq y' \). Then there exists a value of \( K \), say \( \bar{K} \), such that (11.28) holds for all \( K > \bar{K} \). Indeed since \( \min_{K>0} \varepsilon_K > \varepsilon \), for all \( K \) satisfying

\[
\frac{\max\{|\tilde{v}(M)|, |\tilde{v}(-M)|\}}{\varepsilon(1 - \gamma)} < K,
\]

(11.28) must hold.

Proof of Proposition 20. b. We now show that for the \( \ell \)-prospect value function, (11.28) holds for any choice of parameters \( (k_-, k_+, \zeta_-, \zeta_+) \). Indeed, for \( \zeta_+, \zeta_- \geq 1 \) and any choice of \( k_-, k_+ \),

\[
\min_{K>0} \varepsilon_K > \varepsilon > 0
\]

where \( \varepsilon = \min\{\lim_{y \uparrow 0} D\tilde{v}(y), \lim_{y \downarrow 0} D\tilde{v}(y)\} \). Therefore, with \( \zeta_+, \zeta_- \geq 1 \), for any \( K \) such that

\[
\frac{\max\{|\tilde{v}(M)|, |\tilde{v}(-M)|\}}{\varepsilon(1 - \gamma)} < K,
\]

(11.28) must hold. For the case when either \( \zeta_+ < 1 \) or \( \zeta_- < 1 \) or both, we note that

\[
\min_{y \in I_K} D\tilde{v}(y) = \min \left\{ \min_{y \in \{M + K, -M - K\}} D\tilde{v}(y), \varepsilon \right\},
\]

so that we need only show that for \( \zeta_+ < 1 \) and \( \zeta_- < 1 \), there exists a \( K \) such that

\[
\frac{\max\{|\tilde{v}(M)|, |\tilde{v}(-M)|\}}{1 - \gamma} < KD\tilde{v}(K + M) \tag{11.29}
\]
and
\[
\max\left\{ |\tilde{v}(M)|, |\tilde{v}(-M)| \right\} < K D\tilde{v}(-K - M),
\]
respectively. Note that
\[
D\tilde{v}(y) = \left\{ \begin{array}{ll}
k_+ \zeta_+(y - y_0 + \epsilon)^{\zeta_+ - 1}, & y \geq y_0 \\
k_- \zeta_-(y_0 - y + \epsilon)^{\zeta_- - 1}, & y < y_0
\end{array} \right.
\]
Without loss of generality, we show (11.29) must hold for \( \zeta_+ < 1 \) and reference point \( y_0 = 0 \) (the proof for \( \zeta_- < 1 \) follows an exactly analogous argument). Plugging \( D\tilde{v}(K + M) \) in and rearranging, we get that we need to find a \( K \) such that
\[
\max\left\{ |\tilde{v}(M)|, |\tilde{v}(-M)| \right\} \left( 1 - \gamma \right) \xi_+ k_+ < (K + M + \epsilon)^{\zeta_+ - 1}
\]
Since the right-hand side above is a function of \( K \) that is zero at \( K = 0 \) and approaches infinity as \( K \to \infty \), and the left-hand side is a finite constant, there is some \( \bar{K} \) such that for all \( K > \bar{K} \), the above holds. Thus, for the \( \ell \)-prospect value function, our assumptions are satisfied and there always exists a value of \( K \) to choose in Theorem 25.b.

Proof of Proposition 20.c. Suppose \( v \) is an entropic map. We note that, for the entropic map, \( \min_{y \in I_K} D\tilde{v}(y) \) must occur at either \( K + M \) or \( -K - M \) if \( \lambda < 0 \) or \( \lambda > 0 \), respectively. Without loss of generality, let \( \lambda > 0 \). First, consider that the derivative of \( \tilde{v} \),
\[
D\tilde{v}(y) = \frac{1}{\lambda} e^{\lambda y},
\]
is minimized on \( I_K \) at \( -M - K \) for any \( M \) and \( K \). Moreover, \( |\tilde{v}(M)| > |\tilde{v}(-M)| \). Hence, with \( K = \lambda^{-1} \), we can derive conditions on \( \lambda \) for which (11.28) holds. In other words, with the specified \( K \), we use (11.28) to determine which values of \( \lambda \) are admissible. Indeed, from (11.28), we have
\[
\frac{e^{\lambda M}}{1 - \gamma} < \frac{1}{\lambda} e^{-\lambda M - 1}
\]
which reduces to
\[
\lambda e^{2\lambda M} < (1 - \gamma) e^{-1}.
\]
Let \( x = 2\lambda M \), so that
\[
x e^x < 2M (1 - \gamma) e^{-1}.
\]
Now, we can apply the Lambert W function which satisfies \( W(x e^x) = x \) for \( x \geq 0 \), to get that
\[
x < W(2M (1 - \gamma) e^{-1}),
\]
so that
\[
\lambda < \frac{W(2M (1 - \gamma) e^{-1})}{2M}.
\]
Thus, if \( |\lambda| < \frac{W(2M (1 - \gamma) e^{-1})}{2M} \), then for the choice \( K = \frac{1}{\lambda} \), Theorem 25.b holds.
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With Theorem 25 and Proposition 20 we now prove convergence of Q-learning for risk-sensitive reinforcement learning.

**Theorem 27 (Q-learning Convergence on \( B_K(0) \)).** Suppose that \( v \) satisfies Assumption 17 and that for each \((x, a) \in X \times A\) the reward \( r(x, a, w) \) is bounded almost surely—that is, there exists \( 0 < M < \infty \) such that \(|r| < M\) almost surely. Moreover, suppose the ball \( B_K(0) \) is chosen such that (11.25) holds. If the non-negative learning rates \( \alpha_t(x, a) \) are such that \( \sum_{t=0}^{\infty} \alpha_t(x, a) = \infty \) and \( \sum_{t=0}^{\infty} \alpha_t^2(x, a) < \infty \), \( \forall (x, a) \in X \times A \), then the procedure in (11.22) converges to \( Q^* \in B_K(0) \) with probability one.

Given Theorem 25, the proof of Theorem 27 follows directly the same proof as provided in [173]. The key aspect of the proof is combining the fixed point result of Theorem 25 with Robbins–Siegmund Theorem [163].

Theorem 25, Proposition 20, and Theorem 27 extend the results for risk-sensitive reinforcement learning presented in [173] by relaxing the assumptions on the value functions for which the Q-learning procedure converges.

### 11.5 Chapter Summary

In this chapter we introduced the forward model under which we assume agents make decisions in uncertain dynamic environments. We introduced formally the concept of an MDP and built up the necessary concepts to formally define the risk-sensitive reinforcement learning problems. Crucially, this risk-sensitive reinforcement learning framework is amenable to the integration of expressive behavioral models from behavioral economics and mathematical finance. Building on previous work on risk-sensitive reinforcement learning we then derived a procedure for Q-learning under more relaxed conditions on agents’ value functions than in previous work.

In the next chapter, we investigate the inverse problem of learning an agent’s value function or utility from data.
Chapter 12
Inverse Risk-Sensitive Reinforcement Learning

In this chapter, we formulate the inverse risk-sensitive reinforcement learning problem. To begin, we select a parametric class of policies, \{\pi_\theta\}, \pi_\theta \in \Pi and parametric value function \{v_\theta\}, v_\theta \in \mathcal{F} where \mathcal{F} is a family of value functions and \theta \in \Theta \subset \mathbb{R}^d.

We use value functions such as those described in Section 11.2 e.g., if \(v\) is the prospect theory value function defined in (11.2), then the parameter vector is \(\theta = (k_-, k_+, \zeta_-, \zeta_+, \gamma, \beta)\). For mappings \(v\) and \(Q\), we now indicate their dependence on \(\theta\)—that is, we will write \(Q(x, a, \theta)\) and \(v_\theta(y) = v(y, \theta)\) where \(v : Y \times \Theta \rightarrow \mathbb{R}\). Note that since \(y\) is the temporal difference it also depends on \(\theta\) and we will indicate this dependence where it is not directly obvious by writing \(y(\theta)\).

In the inverse reinforcement learning literature, it is common to assume that agents’ policies (the way they choose actions in states) are stochastic and derived from a smooth map \(G\) that operates on the action-value function space. This defines a parametric policy space. A common form of \(G\) is the space of Boltzmann policies of the form

\[
G_\theta(Q)(a|x) = \frac{\exp(\beta Q(x, a, \theta))}{\sum_{a' \in A} \exp(\beta Q(x, a', \theta))} \quad (12.1)
\]

where \(\beta > 0\) controls how close \(G_\theta(Q)\) is to a greedy policy which we define to be any policy \(\pi\) such that \(\sum_{a \in A} \pi(a|x)Q(x, a, \theta) = \max_{a \in A} Q(x, a, \theta)\) at all states \(x \in X\). We will utilize policies of this form. Note that, as is pointed out in [136], the benefit of selecting strictly stochastic policies is that if the true agent’s policy is deterministic, uniqueness of the solution is forced.

We aim to tune the parameters so as to minimize some loss \(\ell(\pi_\theta)\) which is a function of the parameterized policy \(\pi_\theta\). By an abuse of notation, we introduce the shorthand \(\ell(\theta) = \ell(\pi_\theta)\).
12.1 An Optimization approach to Inverse Risk-Sensitive Reinforcement Learning

The optimization problem is specified by

$$\min_{\theta \in \Theta} \{ \ell(\theta) | \pi_{\theta} = G_{\theta}(Q^*), v_{\theta} \in F \}$$  (12.2)

Given a set of demonstrations $D = \{(x_k, a_k)\}_{k=1}^N$, it is our goal to recover the policy and estimate the value function.

There are several possible loss functions that may be employed. For example, suppose we elect to minimize the negative weighted log-likelihood of the demonstrated behavior which is given by

$$\ell(\theta) = \sum_{(x,a) \in D} w(x,a) \log(\pi_{\theta}(x,a))$$  (12.3)

where $w(x,a)$ may, e.g., be the normalized empirical frequency of observing $(x,a)$ pairs in $D$, i.e. $n(x,a)/N$ where $n(x,a)$ is the frequency of $(x,a)$.

Related to maximizing the log-likelihood, an alternative loss function is the relative entropy or Kullback-Leibler (KL) divergence between the empirical distribution of the state-action trajectories and their distribution under the learned policy—that is,

$$\ell(\theta) = \sum_{x \in D_x} D_{KL}(\hat{\pi}(\cdot|x)||\pi_{\theta}(\cdot|x))$$  (12.4)

where

$$D_{KL}(P||Q) = \sum_i P(i) \log \frac{P(i)}{Q(i)}$$  (12.5)

is the KL divergence, $D_x \subset D$ is the sequence of observed states, and $\hat{\pi}$ is the empirical distribution on the trajectories of $D$.

**Computing Gradients in Inverse Risk-Sensitive Reinforcement Learning**

We propose to solve the problem of estimating the parameters of the agent’s value function via gradient methods. This requires computing the derivative of $Q^*(x,a,\theta)$ with respect to $\theta$. Since $Q^*(x,a,\theta)$ is only defined as the fixed point of a contraction map, obtaining its gradients is highly non-trivial, and in fact it is not clear if its gradients even exist.

Hence, given the form of the Q-learning procedure where the temporal differences are transformed as in (11.22), in this section we show that it is in fact differentiable, and derive a procedure for obtaining the derivative.

Using some basic calculus, given the form of smoothing map $G_{\theta}$ in (12.1), we can compute the derivative of the policy $\pi_{\theta}$ with respect to $\theta_k$ for an element of $\theta \in \Theta$:

$$D_{\theta_k} \pi_{\theta}(a|x) = \pi_{\theta}(a|x) D_{\theta_k} \ln(\pi_{\theta}(a|x))$$

$$= \pi_{\theta}(a|x) \beta(D_{\theta_k} Q^*(x,a,\theta) - \sum_{a' \in A} \pi_{\theta}(a'|x) D_{\theta_k} Q^*(x,a',\theta)).$$  (12.6)
We show that $D_{\theta_t}Q^*_\theta$ can be calculated almost everywhere on $\Theta$ by solving fixed-point equations similar to the Bellman-optimality equations.

To do this, we require some assumptions on the value function $v$.

**Assumption 18.** The value function $v \in C^1(Y \times \Theta, \mathbb{R})$ satisfies the following conditions:

(i) $v$ is strictly increasing in $y$ and for each $\theta \in \Theta$, there exists a $\bar{y}$ such that $v(\bar{y}, \theta) = v_0$;

(ii) for each $\theta \in \Theta$, on any ball centered around the origin of finite radius, $v$ is locally Lipschitz in $y$ with constant $L_y(\theta)$ and locally Lipschitz on $\Theta$ with constant $L_\theta$;

(iii) there exists $\varepsilon > 0$ such that $\varepsilon \leq \frac{v(y, \theta) - v(y', \theta)}{y - y'}$ for all $y \neq y'$.

Define $L_y = \max_\theta L_y(\theta)$ and $L = \max_\theta \{L_y(\theta), L_\theta\}$. As before, let $\tilde{v} \equiv v - v_0$. We re-write the $Q$-update equation as

$$Q_{t+1}(x, a, \theta) = \left(1 - \frac{\alpha_t}{\alpha} \right) Q_t(x, a, \theta) + \frac{\alpha_t}{\alpha} \left(\alpha(v(y_t(\theta), \theta) - v_0) + Q_t(x, a, \theta)\right)$$  \hspace{1cm} (12.7)

where $y_t(\theta) = r_t + \gamma \max_a Q_t(x_{t+1}, a, \theta) - Q_t(x_t, a_t, \theta)$ is the temporal difference, $\alpha \in (0, \min\{L^{-1}, 1\}]$ and we have suppressed the dependence of $\alpha_t$ on $(x, a)$. In addition, define the map $T$ such that

$$(TQ)(x, a, \theta) = \alpha \mathbb{E}_{x', w} \tilde{v}(y(\theta), \theta) + Q(x, a, \theta)$$  \hspace{1cm} (12.8)

where $y(\theta) = r(x, a, w) + \gamma \max_{a' \in A} Q(x', a', \theta) - Q(x, a, \theta)$. This map is a contraction for each $\theta$. Indeed, fixing $\theta$, when $v$ satisfies Assumption 18 then for cases where $v_0 = 0$, $T$ was shown to be a contraction in [126] and in the more general setting (i.e. $v_0 \neq 0$), in [174].

Our first main result on inverse risk-sensitive reinforcement learning, which is the theoretical underpinning of our gradient-based algorithm, gives us a mechanism to compute the derivative of $Q^*_\theta$ with respect to $\theta$ as a solution to a fixed-point equation via a contraction mapping argument.

Let $D_i \tilde{v}(\cdot, \cdot)$ be the derivative of $\tilde{v}$ with respect to the $i$-th argument where $i = 1, 2$.

**Theorem 28.** Assume that $v \in C^1(Y \times \Theta, \mathbb{R})$ satisfies Assumption 18. Then the following statements hold:

a. $Q^*_\theta$ is locally Lipschitz continuous as a function of $\theta$—that is, for any $(x, a) \in X \times A$, $\theta, \theta' \in \Theta$, $|Q^*(x, a, \theta) - Q^*(x, a, \theta')| \leq C\|\theta - \theta'\|$ for some $C > 0$;

b. except on a set of measure zero, the gradient $D_\theta Q^*_\theta$ is given by the solution of the fixed-point equation

$$\phi_\theta(x, a) = \alpha \mathbb{E}_{x', w} \left[D_2 \tilde{v}(y(\theta), \theta) + D_1 \tilde{v}(y(\theta), \theta) \cdot (\gamma \phi_\theta(x', a^*_x) - \phi_\theta(x, a))\right] + \phi_\theta(x, a)$$  \hspace{1cm} (12.9)

where $\phi_\theta : X \times A \to \mathbb{R}^d$ and $a^*_x$ is the action that maximizes $\sum_{a' \in A} \pi(a|x')Q(x', a, \theta)$ where $\pi$ is any policy that is greedy with respect to $Q_\theta$. 
To give a high-level outline of this proof, we use an induction argument combined with a contraction mapping argument on the map

\[(S\phi_\theta)(x, a) = \alpha E_{x', \theta}[D_2\tilde{v}(y(\theta), \theta) + D_1\tilde{v}(y(\theta), \theta) \cdot (\gamma\phi_\theta(x', a'_\theta) - \phi_\theta(x, a))] + \phi_\theta(x, a).\]  
\hspace{1cm} (12.10)

The almost everywhere differentiability follows from Rademacher’s Theorem (see, e.g., [71, Thm. 3.1]).

The gradient algorithm and Theorem [28] are consistent with the gradient descent framework which uses the contravariant gradient for learning as introduced in [10] for Riemannian parameter spaces Θ. Of course, when Θ is Euclidean and the coordinate system is orthonormal, the gradient we normally use (covariant derivative) coincides with the contravariant gradient. However, using the covariant derivative does not generalize to admissible parameter spaces with more structure.

Moreover, as is pointed out in [136], the trajectories that result from the solution to the gradient algorithm are equivalent up to reparameterization through a smooth invertible mapping with a smooth inverse. Contravariant gradient methods have been shown to be asymptotically efficient in a probabilistic sense and thus, they tend to avoid plateaus [10, 149].

Given these comments, we now proceed to prove Theorem [28]. To do so, we formally define the concept of a subdifferential.

**Definition 19** (Fréchet Subdifferentials). Let \( U \) be a Banach space and \( U^* \) its dual. The Fréchet subdifferential of \( f : U \to \mathbb{R} \) at \( u \in U \), denoted by \( \partial f(u) \) is the set of \( u^* \in U^* \) such that

\[ \liminf_{h \to 0, h \neq 0} \frac{1}{\|h\|} (f(u + h) - f(u) - \langle u^*, h \rangle) \geq 0. \]  
\hspace{1cm} (12.11)

Given this definition we recall a useful property of subdifferentials.

**Proposition 21** ([88, 136]). For a finite family \( (f_i)_{i \in I} \) of real-valued functions (where \( I \) is a finite index set) defined on \( U \), let \( f(u) = \max_{i \in I} f_i(u) \). If \( u^* \in \partial f_i(u) \) and \( f_i(u) = f(u) \), then \( u^* \in \partial f_i(u) \). If \( f_1, f_2 : U \to \mathbb{R} \), \( \alpha_1, \alpha_2 \geq 0 \), then \( \alpha_1 \partial f_1 + \alpha_2 \partial f_2 \subset \partial(\alpha_1 f_1 + \alpha_1 f_2) \).

Finally, we present a useful proposition on the convergence of subdifferentials of a sequence of functions which is a crucial to our proof.

**Proposition 22** ([136, 148]). Suppose that \( (f_n)_{n \in \mathbb{N}} \) is a sequence of real-valued functions on \( U \) which converge pointwise to \( f \). Let \( u \in U \), \( u_n^* \in \partial f_n(u) \subset U^* \) and suppose that \( (u_n^*) \) is weak∗-convergent to \( u^* \) and is bounded. Moreover, suppose that at \( u \), for any \( \varepsilon > 0 \), there exists an \( N > 0 \) and \( \delta > 0 \) such that for any \( n \geq N \), \( h \in B_U(0, \delta) \), a \( \delta \)-ball around 0, \( f_n(u + h) \geq f_n(u) + \langle u_n^*, h \rangle - \varepsilon \|h\| \). Then \( u^* \in \partial f(u) \).

Given these definitions and results now provide the proof for parts (a) and (b) of Theorem [28].
Proof of Theorem 12.8. Let $Q_0(x, a, \theta) \equiv 0$. Then it is trivial that $Q_0(x, a, \theta)$ is locally Lipschitz in $\theta$ on $\Theta$. Supposing that $Q_t(x, a, \theta)$ is $L_t$–locally Lipschitz in $\theta$, then we need to show that $TQ_t(x, a, \theta)$ is locally Lipschitz which we recall is defined by

$$(TQ)(x, a, \theta) = \alpha \mathbb{E}_{x', w} \tilde{v}(y(\theta), \theta) + Q(x, a, \theta)$$

(12.12)

where $y(\theta) = r(x, a, w) + \gamma \max_{a' \in A} Q(x', a', \theta) - Q(x, a, \theta)$.

Since $\tilde{v} \equiv v - v_0$, it also satisfies Assumption 18. Let $L_g = \max\{L_g(\theta) | \theta \in \Theta\}$ and define $g_t(x, \theta) = \max_{a'} Q_t(x, a', \theta)$. Note that since $Q_t$ is assumed Lipschitz with constant $L_t$, so is $g_t$. Supressing the dependent of $TQ$ on $(x, a)$, we have that

$$(TQ_t(\theta) - TQ_t(\theta') = \alpha \mathbb{E}_{x', w} [\tilde{v}(y(\theta), \theta) - \tilde{v}(y(\theta'), \theta)] + Q_t(x, a, \theta) - Q_t(x, a, \theta')$$

$$= \alpha \mathbb{E}_{x', w} [\tilde{v}(y(\theta), \theta) - \tilde{v}(y(\theta'), \theta) + \tilde{v}(y(\theta'), \theta) - \tilde{v}(y(\theta'), \theta')] + Q_t(\theta) - Q_t(\theta').$$

Due to the monotonicity of $\tilde{v}$ in $y$, we know that for all $y_1, y_2$ there exists $\xi \in [\varepsilon, L_g)$ such that

$$\tilde{v}(y_1, \theta) - \tilde{v}(y_2, \theta) = \xi(y_1 - y_2).$$

Hence,

$$\mathbb{E}_{x', w} [\tilde{v}(y(\theta), \theta) - \tilde{v}(y(\theta'), \theta)] = \mathbb{E}_{x', w} [\xi_{x', w}(y(\theta) - y(\theta')) + \tilde{v}(y(\theta'), \theta) - \tilde{v}(y(\theta'), \theta')]$$

where we simply denote the dependence of $\xi$ on $x'$ and $w$, the components subject to randomness. Then,

$$(TQ_t(\theta) - TQ_t(\theta')) = \alpha \mathbb{E}_{x', w} [\xi_{x', w}(y(\theta) - y(\theta')) + \tilde{v}(y(\theta'), \theta) - \tilde{v}(y(\theta'), \theta')] + Q_t(\theta) - Q_t(\theta')$$

$$= \alpha \gamma \mathbb{E}_{x', w} [\xi_{x', w}(g_t(x', \theta) - g_t(x', \theta'))] - \alpha \mathbb{E}_{x', w} [\xi_{x', w}(Q_t(\theta) - Q_t(\theta'))]$$

$$+ \alpha \mathbb{E}_{x', w} [\tilde{v}(y(\theta'), \theta) - \tilde{v}(y(\theta'), \theta')] + Q_t(\theta) - Q_t(\theta')$$

$$= \alpha \gamma \mathbb{E}_{x', w} [\xi_{x', w}(g_t(x', \theta) - g_t(x', \theta'))] - \alpha \mathbb{E}_{x', w} [\xi_{x', w}(Q_t(\theta) - Q_t(\theta'))]$$

$$+ \alpha \mathbb{E}_{x', w} [\tilde{v}(y(\theta'), \theta) - \tilde{v}(y(\theta'), \theta')] + Q_t(\theta) - Q_t(\theta')$$

$$(1 - \alpha \mathbb{E}_{x', w} [\xi_{x', w}](Q_t(\theta) - Q_t(\theta')) + \alpha \mathbb{E}_{x', w} [\xi_{x', w}(g_t(x', \theta) - g_t(x', \theta'))]$$

$$+ \alpha \mathbb{E}_{x', w} [\tilde{v}(y(\theta'), \theta) - \tilde{v}(y(\theta'), \theta')]$$

so that

$$\|TQ_t(\theta) - TQ_t(\theta')\| \leq ((1 - \alpha(1 - \gamma)\varepsilon) + \alpha L_\theta)L_t\|\theta - \theta'\|.$$

Hence, letting $\tilde{\alpha} = 1 - \alpha(1 - \gamma)\varepsilon$, we have that $TQ_t(\cdot, \cdot, \theta)$ is $L_{t+1}$–locally Lipschitz with $L_{t+1} = \tilde{\alpha}L_t + \alpha L_\theta$. With $L_0 = 0$, by iterating, we get that

$$L_{t+1} = (\tilde{\alpha}^t + \cdots + \tilde{\alpha} + 1)\alpha L_\theta.$$

As stated in Section 12.1, $T$ is a contraction so that $T^n Q_0 \to Q^*_\theta = Q^*(\cdot, \cdot, \theta)$ as $n \to \infty$. Hence, by the above argument, $Q^*_\theta$ is $\alpha L_\theta/(1 - \tilde{\alpha})$–Lipschitz continuous. \qed
Proof of Theorem 28b. Consider a fixed vector \( \theta \in \mathbb{R}^d \). We now show that the operator \( S \) acting on the space of functions \( \phi_\theta : X \times A \to \mathbb{R}^d \) and defined by

\[
(S \phi_\theta)(x,a) = \alpha \mathbb{E}_{x',w}[D_2 \tilde{v}(y(\theta), \theta) + D_1 \tilde{v}(y(\theta), \theta)(\gamma \phi_\theta(x',a_{x'}^*) - \phi_\theta(x,a))] + \phi_\theta(x,a)
\]

(12.13)
is a contraction where \( a_{x'}^* \) is the action that maximizes \( \sum_{a' \in A} \pi(a|x)Q(x, a, \theta) \) for any greedy policy \( \pi \) with respect to \( Q_\theta \). Indeed,

\[
(S \phi_\theta - S \phi_\theta')(x,a) = \alpha \mathbb{E}_{x',w}[D_1 \tilde{v}(y(\theta), \theta)(\gamma (\phi_\theta(x',a_{x'}^*) - \phi_\theta'(x',a_{x'}^*)) - (\phi_\theta(x,a) - \phi_\theta'(x,a)))] + \phi_\theta(x,a) - \phi_\theta'(x,a)
\]

\[
\leq (1 - \alpha(1 - \gamma))\mathbb{E}_{x',w}[D_1 \tilde{v}(y(\theta), \theta)]\|\phi_\theta - \phi_\theta'\|_{\infty}
\]

so that, by Assumption 18,

\[
\|(S \phi_\theta - S \phi_\theta')(x,a)\| \leq (1 - \alpha(1 - \gamma)\epsilon)\|\phi_\theta - \phi_\theta'\|_{\infty}.
\]

Thus, \( \alpha \) is the required constant for ensuring \( S \) is a contraction. We remark that \( S \) operates on each of the \( d \) components of \( \theta \) separately and hence, it is a contraction when restricted to each individual component.

Let \( \pi \) denote a greedy policy with respect to \( Q_\theta^* \) and let \( \pi_n \) be a sequence of policies that are greedy with respect to \( Q_n = T^nQ_\theta \) where \( \sum_{(x,a) \in X \times A} \pi(a|x) - \pi_n(a|x) \) is minimized. Then for large enough \( n \), \( \pi_n = \pi \). Denote by \( S_{\pi_n} \) the map \( S \) defined in (12.10) where \( \pi_n \) is the implemented policy. Consider the sequence \( \phi_{\theta,n} \) such that \( \phi_{\theta,0} = 0 \) and \( \phi_{\theta,n+1} = S_{\pi_n} \phi_{\theta,n} \). For large enough \( n \), \( \phi_{\theta,n+1} \to \phi_{\theta,n} \). Applying the (local) contraction mapping theorem (see, e.g., [168, Theorem 3.18]) we get that \( \lim_{n \to \infty} S^n \phi_0 \) converges to a unique fixed point.

Moreover, by induction and Proposition 21 \( \phi_{\theta,n}(x,a) \in \partial_\theta Q_n(x,a,\theta) \). Hence, by Proposition 22 the limit is a subdifferential of \( Q_\theta^* \) since \( \tilde{v} \) is Lipschitz on \( Y \) and \( \Theta \) and the derivatives of \( \tilde{v} \) are uniformly bounded. Since by part (a), \( Q_\theta^* \) is locally Lipschitz in \( \theta \), Rademacher’s Theorem (see, e.g., [71, Thm. 3.1]) tells us it is differentiable almost everywhere (except a set of Lebesgue measure zero). Since \( Q_\theta^* \) is differentiable, its subdifferential is its derivative.

Theorem 28 gives us a procedure—namely, a fixed-point equation which is a contraction—to compute the derivative \( D_\theta Q^* \) so that we can compute the derivative of our loss function \( \ell(\theta) \). Hence the gradient method provided in Algorithm 4 for solving the inverse risk-sensitive reinforcement learning problem is well formulated.

**Algorithm 4** Gradient-Based Risk-Sensitive IRL

**Input** : Observed data \( \mathcal{D} \), Number of iterations \( N \\

5 Initialize: \( \theta \leftarrow \theta_0 \) while \( k < N \) \& \( \|\ell(\theta) - \ell(\theta_-)\| \geq \delta \) do

6 \hspace{1cm} \eta_k \leftarrow \text{LineSearch}(\ell(\theta_-)), D_\theta \ell(\theta) \\
7 \hspace{1.5cm} \theta \leftarrow \theta - \eta_k D_\theta \ell(\theta) \\
8 \hspace{1.5cm} k \leftarrow k + 1 \\
9 return \theta
Remark 9. The prospect theory value function \( v \) given in (11.2) is not globally Lipschitz in \( y \)—in particular, it is not Lipschitz near the reference point \( y_0 \)—for values of \( \zeta_+ \) and \( \zeta_- \) less than one. Moreover, for certain parameter combinations, it may not even be differentiable. The \( \ell \)-prospect function, on the other hand, is locally Lipschitz and its derivative near the reference point is bounded away from zero. This makes it a more viable candidate for numerical implementation. Its derivative, however, is not bounded away from zero as \( y \to \infty \).

This being said, we note that if the procedure for computing \( Q^* \) follows an algorithm which implements repeated applications of the map \( T \) is initialized with \( Q_0(x,a) \) being finite for all \((x,a)\) and \( r \) is bounded for all possible \((x,a,w)\) pairs, then the derivative of \( \tilde{v} \) will always be bounded away from zero for all realized values of \( y \) in the procedure. An analogous statement can be made regarding the computation of \( D_yQ^* \). Hence, the procedures for computing \( Q^* \) and \( D_yQ^* \) for all the value functions we consider (excluding the classical prospect value function) are guaranteed to converge (except on a set of measure zero).

Let us translate this remark into a formal result. Consider a modified version of Assumption [17].

Assumption 19. The value function \( v \in C^1(Y \times \Theta, \mathbb{R}) \) satisfies the following:

(i) it is strictly increasing in \( y \) and for each \( \theta \in \Theta \), there exists a \( \bar{y} \) such that \( v(\bar{y},\theta) = v_0 \);

(ii) for each \( \theta \in \Theta \), it is Lipschitz in \( y \) with constant \( L_y(\theta) \) and locally Lipschitz on \( \Theta \) with constant \( L_\theta \).

Simply speaking, analogous to Assumption [17], we have removed the uniform lower bound on the derivative of \( v \). Moreover, Theorem 25 gives us that \( T \), as defined in (12.8), is a contraction on a ball of finite radius for each \( \theta \) under Assumption [17].

Theorem 29. Assume that \( v \in C^1(Y \times \Theta, \mathbb{R}) \) satisfies Assumption [19] and that the reward \( r : X \times A \times W \to \mathbb{R} \) is bounded almost surely by \( M > 0 \). Then the following statements hold.

1. For any ball \( B_K(0) \), \( Q^*_\theta \) is locally Lipschitz-continuous on \( B_K(0) \) as a function of \( \theta \)—that is, for any \((x,a) \in X \times A, \theta, \theta' \in \Theta, |Q^*(x,a,\theta) - Q^*(x,a,\theta')| \leq C||\theta - \theta'|| \) for some \( C > 0 \).

2. For each \( \theta \), let \( B_K(0) \) be the ball with radius \( K \) satisfying

\[
\frac{\max\{|\tilde{v}(M,\theta)|, |\tilde{v}(-M,\theta)|\}}{1 - \gamma} < K \min_{y \in \ell_K} D\tilde{v}(y,\theta) \tag{12.14}
\]

Except on a set of measure zero, the gradient \( D_\theta Q^*_\theta(x,a) \in B_K(0) \) is given by the solution of the fixed-point equation

\[
\phi_\theta(x,a) = \alpha \mathbb{E}_{x',w}[D_2\tilde{v}(y(\theta),\theta) + D_1\tilde{v}(y(\theta),\theta)(\gamma \phi_\theta(x',a^*_x) - \phi_\theta(x,a))] + \phi_\theta(x,a)
\]

where \( \phi_\theta : X \times A \to \mathbb{R}^d \) and \( a^*_x \) is the action that maximizes \( \sum_{a' \in A} \pi(a|x')Q(x',a,\theta) \) with \( \pi \) being any policy that is greedy with respect to \( Q_\theta \).
The proof of the above theorem follows the same techniques as in Theorem 25 and Theorem 28. Below, we provide an outline of the proof, and for brevity, direct the reader to the analogous sections of the two proceeding proofs as required.

**Proof of Theorem 29.a.** For each $\theta$, the proof that $TQ(x,a,\theta)$ is a contraction, and thus has a fixed point $Q^*_\theta \in B_K(0)$, follows directly that of Theorem 25 where instead of $Q_1$ and $Q_2$ we have $Q(\theta)$ and $Q(\theta')$. Given that $T$ is a contraction, the proof that $Q^*_\theta \in B_K(0)$ is Lipschitz with constant $\alpha L_\theta/(1 - \bar{\alpha}_K)$ follows a similar argument to Theorem 28.

**Proof of Theorem 29.b.** The proof that $S$ is a contraction on $B_K(0)$ follows a similar argument to that of Theorem 28, part (b). Indeed,

$$
(S\phi_\theta - S\phi_\theta')(x,a) = \alpha \mathbb{E}_{x',w}[D_1\tilde{v}(y(\theta),\theta)\gamma(\phi_\theta(x',a^*_x) - \phi'(x',a^*_x)) - (\phi_\theta(x,a) - \phi'(x,a))]
+ \phi_\theta(x,a) - \phi'(x,a)
\leq (1 - \alpha)(1 - \gamma)\mathbb{E}_{x',w}[D_1\tilde{v}(y(\theta),\theta)]\|\phi_\theta - \phi'_\theta\|_\infty
$$

so that, by Assumption 17,

$$
\|(S\phi_\theta - S\phi_\theta')(x,a)\| \leq (1 - \alpha)(1 - \gamma)\|\phi_\theta - \phi'_\theta\|_\infty
$$

where $\varepsilon_K = \min\{D_1\tilde{v}(y,\theta)\mid y \in I_K\}$. Note that $\bar{\alpha}_K = 1 - \alpha(1 - \gamma)\varepsilon_K < 1$ for the same reasons as given in the proof of Theorem 25 since $\alpha \in (0, \min\{1, L^{-1}\}]$.

For each $\theta \in \Theta$, let $B_K(0)$ be the ball with radius $K$ satisfying

$$
\frac{\max\{||\tilde{v}(M,\theta)||, ||\tilde{v}(-M,\theta)||\}}{1 - \gamma} < K \min_{y \in I_K} D\tilde{v}(y,\theta).
$$

Then, for each $\theta$, $S$ satisfies Theorem 26 so that it has a unique fixed point in $B_K(0)$.

Following the same argument as in the proof of Theorem 28 part (b), by induction and Proposition 21 $\phi_{\theta,a}(x,a) \in \partial_\theta Q_n(x,a,\theta)$. Hence, by Proposition 22 the limit is a subdifferential of $Q^*_\theta$. By part (a), $Q^*_\theta$ is locally Lipschitz in $\theta$ so that Rademacher’s Theorem (see, e.g., [71, Thm. 3.1]) implies it is differentiable almost everywhere (except a set of Lebesgue measure zero). Since $Q^*_\theta$ is differentiable, its subdifferential is its derivative.

Note that for each fixed $\theta$, condition (12.14) is the same as condition (11.25). Moreover, Proposition 20 shows that for the $\ell$-prospect and entropic value functions, such a $K$ must exist for any choice of parameters.

**Complexity**

Small dataset size is often a challenge in modeling sequential human decision-making owing in large part to the frequency and time scale on which decisions are made in many applications. To properly understand how our gradient-based approach performs for different amounts
of data, we analyze the case when the loss function, $\ell(\theta)$, is either the negative of the log-likelihood of the data—see [12.3] above—or the sum over states of the KL divergence between the policy under our learned value function and the empirical policy of the agent—see (12.4) above. These are two of the more common loss functions used in the literature.

We first note that maximizing the log-likelihood is equivalent to minimizing a weighted sum over states of the KL divergence between the empirical policy of the true agent, $\hat{\pi}_n$, and the policy under the learned value function, $\pi_{\theta}$. In particular, through some algebraic manipulation the weighted log-likelihood can be re-written as

$$\ell(\theta) = \sum_{x \in D} w(x) D_{KL}(\hat{\pi}_n(\cdot|x)||\pi_{\theta}(\cdot|x))$$

where $w(x)$ is the frequency of state $x$ normalized by $|D| = N$. This approach has the added benefit that it is independent of $\theta$ and therefore will not be affected by scaling of the value functions [136].

Both cost functions are natural metrics for performance in that they minimize a measure of the divergence between the optimal policy under the learned agent and empirical policy of the true agent. While the KL-divergence is not suitable for our analysis, since it is not a proper metric on the space of probability distributions, it does provide an upper bound on the total variation (TV) distance via Pinsker’s inequality:

$$\delta(\hat{\pi}_n(\cdot|x), \pi_{\theta}(\cdot|x)) \leq \sqrt{2D_{KL}(\hat{\pi}_n(\cdot|x)||\pi_{\theta}(\cdot|x))}$$

where $\delta(\pi(\cdot|x), \pi_{\theta}(\cdot|x))$ is the TV distance between $\hat{\pi}_n(\cdot|x)$ and $\pi_{\theta}(\cdot|x)$, defined as

$$\delta(\hat{\pi}_n(\cdot|x), \pi_{\theta}(\cdot|x)) = \frac{1}{2}\|\pi_{\theta}(\cdot|x) - \hat{\pi}_n(\cdot|x)\|_1.$$  

The TV distance between distributions is a proper metric. Furthermore, use of the two cost functions described above will also translate to minimizing the TV distance as it is upper bounded by the KL divergence.

We first note that, for each state $x$, we would ideally like to get a bound on $\delta(\pi(\cdot|x), \pi_{\theta}(\cdot|x))$, the TV distance between the agent’s true policy $\pi(\cdot|x)$ and the estimated policy $\pi_{\theta}(\cdot|x)$. However, we only have access to the empirical policy $\hat{\pi}_n$. We therefore use the triangle inequality to get an upper bound on $\delta(\pi(\cdot|x), \pi_{\theta}(\cdot|x))$, in terms of values for which we can calculate explicitly or construct bounds. In particular, we derive the following bound:

$$\delta(\pi_{\theta}(\cdot|x), \pi(\cdot|x)) \leq \delta(\hat{\pi}_n(\cdot|x), \pi_{\theta}(\cdot|x)) + \delta(\hat{\pi}_n(\cdot|x), \pi(\cdot|x)).$$

Note that $\delta(\hat{\pi}_n(\cdot|x), \pi_{\theta}(\cdot|x))$ is tantamount to a training error as metricized by the TV distance, and is upper bounded by a function of the KL divergence (which appears in the loss function) via (12.16).

The first term in (12.18), $\delta(\hat{\pi}_n(\cdot|x), \pi(\cdot|x))$, is the distance between the empirical policy and the true policy in state $x$. Using the Dvoretzky Kiefer-Wolfowitz inequality (see, e.g., [112, 127]), this term can be bounded above with high probability. Indeed,

$$\Pr(||\pi(\cdot|x) - \hat{\pi}_n(\cdot|x)||_1 > \epsilon) \leq 2|A|e^{-2\epsilon^2/|A|^2}, \epsilon > 0$$
where \( n \) is the number of samples from the distribution \( \pi(\cdot|x) \) and \(|A|\) is the cardinality of the action set. Combining this bound with (12.18), we get that, with probability \( 1 - \nu \),

\[
\delta(\pi_\theta(\cdot|x), \pi(\cdot|x)) \leq |A| \left( \frac{2}{n} \log \frac{2|A|}{\nu} \right)^{1/2} + \delta(\hat{\pi}_n(\cdot|x), \pi_\theta(\cdot|x)).
\] (12.20)

Supposing Algorithm 1 achieves a sufficiently small training error \( \varepsilon > 0 \), the second term above can be bounded above by a calculable small amount which we define notationally to be \( \bar{\varepsilon} > 0 \). Supposing \( \bar{\varepsilon} \) is also sufficiently small, the dominating term in the distance between \( \pi \) and \( \pi_\theta \) is the first term on the right-hand side in (12.20). This gives us a \( O(n^{-1/2}) \) convergence rate on the per state level. This rate is seen qualitatively in our experiments on sample complexity outlined in Section 12.2.

We note that this bound is for each individual state \( x \). Thus, for states that are visited more frequently by the agent, we have better guarantees on how well the policy under the learned value function approximates the true policy. Moreover, it suggests ways of designing data collection schemes to better understand the agent’s actions in less explored regions of the state space.

12.2 Examples

Let us now demonstrate the performance of the proposed method on two examples. While we are able to formulate the inverse risk-sensitive reinforcement learning problem for parameter vectors \( \theta \) that include \( \gamma \) and \( \beta \), in the following examples we use \( \gamma = 0.95 \) and \( \beta = 4 \). The purpose of doing this is to explore the effects of changing the value function parameters on the resulting policy.

In all experiments, our optimization objective is the negative log-likelihood of the data, defined in (12.3) and the valuation function we use is induced by an acceptance level set defined for a value function that we specify and acceptance level of zero. Furthermore, for the prospect and \( \ell \)-prospect value functions, we use a reference point of zero. These choices are aimed at further deconflating our observations of the behavior—in terms of risk-sensitivity and loss-aversion—that results from different choices of the value function parameters from other characteristics of the MDP or learning algorithm.

Grid World

In our first test of the proposed gradient-based inverse risk-sensitive reinforcement learning approach, we utilize data from agents operating on the canonical Grid World MDP. In the remainder, we describe the setup of the MDP, the three types of experiments we conduct, and qualitative results on sample complexity. The three experiments are described as follows:

\footnote{Individually, the acceptance level and the reference point can be recentered around zero without loss of generality.}
Figure 12.1: (a) Grid World layout showing the reward structure. (b) The five behavior profiles of risk-sensitive policies through the Grid World. These five paths correspond to the maximum likelihood paths of agents with various parameter combinations for their prospect, $\ell$-prospect and entropic map value functions. To generate each behavior with the prospect and $\ell$-prospect value functions, the following parameter combinations ($\{k_-, k_+, \zeta_-, \zeta_+\}$) were used: Behavior 1: $\{0.1, 1.0, 0.5, 1.5\}$; Behavior 2: $\{1.0, 1.0, 1.0, 1.0\}$; Behavior 3: $\{1.0, 1.0, 1.1, 0.9\}$; Behavior 4: $\{5.0, 1.0, 1.1, 0.8\}$; Behavior 5: $\{5.0, 1.0, 1.5, 0.7\}$. To generate the behaviors with the entropic map value function, we varied $\lambda$ from 1 to $-1$.

1. Learning the value function of an agent with the correct model for the value function (e.g., learning a prospect value function when the agent also has a prospect value function);

2. Learning the value function of an agent with the wrong model for the value function (e.g., learning an entropic map value function when the agent has a prospect value function);

3. Exploring the dependence of our training error on the number of sample trajectories collected from the agent.

We measure the performance of the gradient-based approach via the TV norm, defined in (12.17), of the difference between the policy in state $x$ of the true agent and the policy in state $x$ under the learned value function.
CHAPTER 12. INVERSE RISK-SENSITIVE REINFORCEMENT LEARNING

<table>
<thead>
<tr>
<th>Value Function</th>
<th>Prospect</th>
<th>ℓ-prospect</th>
<th>Entropic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavior</strong></td>
<td><strong>Mean</strong></td>
<td><strong>Variance</strong></td>
<td><strong>Mean</strong></td>
</tr>
<tr>
<td>Behavior 1</td>
<td>1.9e-2</td>
<td>6.3e-4</td>
<td>1.3e-2</td>
</tr>
<tr>
<td>Behavior 2</td>
<td>1.5e-2</td>
<td>2.0e-4</td>
<td>1.0e-2</td>
</tr>
<tr>
<td>Behavior 3</td>
<td>2.0e-2</td>
<td>3.6e-4</td>
<td>1.1e-2</td>
</tr>
<tr>
<td>Behavior 4</td>
<td>1.6e-2</td>
<td>2.0e-4</td>
<td>1.2e-2</td>
</tr>
<tr>
<td>Behavior 5</td>
<td>4.7e-2</td>
<td>3.0e-3</td>
<td>1.0e-2</td>
</tr>
</tbody>
</table>

(a) Learning with the Correct Model

<table>
<thead>
<tr>
<th>Value Function</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prospect</td>
<td>1.5e-2</td>
<td>1.6e-4</td>
</tr>
<tr>
<td>ℓ-prospect</td>
<td>1.5e-2</td>
<td>1.6e-4</td>
</tr>
<tr>
<td>Entropic Map</td>
<td>5.4e-2</td>
<td>1.4e-2</td>
</tr>
</tbody>
</table>

(b) Learning with an Incorrect Model

Table 12.1: (a) In this experiment, the learning is done with the same type of value function as that of the agent from which the data was collected. We report the mean and variance across all states in the grid of the TV distance between the true policy and the policy under the learned value function. We note that these are the results of the best of five randomly sampled initial sets of parameters. (b) In this experiment, 10,000 trajectories were sampled from the policy of an agent with the prospect value function with \( \{k_-, k_+, \zeta_-, \zeta_+\} = \{2.0, 1.0, 0.9, 0.7\} \). We then used this data to learn prospect, ℓ-prospect, and entropic map value functions. We report the mean and variance across all states in the grid of the TV distance between the true policy and the policy under the learned value function. Again, we note that we present the best of five randomly sampled initial sets of parameters.

Setup

Our instantiation of Grid World is shown in Fig. 12.1a. An agent operating in this MDP starts in the blue box and aims to maximize their value function over an infinite time horizon. Every square in the grid represents a state, and the action space allows movement in to any of the eight neighboring states \( A = \{N, NE, E, SE, S, SW, W, NW\} \). Each action corresponds to a movement in the specified direction (where we have used the usual abbreviations for directions). The black and green states are absorbing, meaning that once an agent enters that state they can never leave no matter their action. In all the other states, the agent moves in their desired direction with probability 0.93 and they move in any of the other seven directions with probability 0.01. To make the grid finite, any action taking the agent out of the grid has probability zero, and the other actions are re-weighted accordingly. The reward structure of our instantiation of the Grid World is shown in Fig. 12.1a as well. The agent gets a reward of \(-1\) and \(+1\) for being in the black and green states respectively. In the darker gray states, the agent gets a reward of \(-0.1\). In all other states the agent is given a reward of \(+0.1\).
Learning with the correct model of the value function

This experiment is intended to validate our approach on a simple example. We trained agents with various parameter combinations of the four value functions described in Section 11. The resulting policies of these agents are classified into five behavior profiles via their maximum likelihood path through the MDP. These behaviors are outlined in Fig. 12.1b. Each behavior corresponds to the maximum likelihood path resulting from a different risk profile: Behavior 1 corresponds to a profile that is risk-seeking on gains, Behavior 2 corresponds to a profile that is risk neutral on gains and losses (this is also the behavior corresponding to the non-risk-sensitive reinforcement learning approach), and Behaviors 3-5 correspond to behaviors that are increasingly risk averse on losses and increasingly weigh losses more than gains.

We sampled 1,000 trajectories from the policies of these agents and used the data to learn the value function of the agent using our gradient-based approach. In this experiment, the learned value function is of the same type as that of the agent. For example, the data sampled from the policy of an agent having a prospect value function and exhibiting Behavior 1 is used to learn the parameters of a prospect value function. We note that due to the non-convexity of the problem, we use five randomly generated initial parameter choices. The results we report are associated with the value function that achieves the minimum value of the objective. In Table 12.1a, we report the mean TV distance between the two policies across all states, as well as the variance in the TV distance across states. In all the cases considered in Table 12.1a, the learned value functions produce policies that correctly match the maximum likelihood path of the true agent.

We remark that the performance for learning a prospect value function was consistently worse than learning an $\ell$-prospect function. This is most likely due to the fact that the prospect value function is not Lipschitz around the reference point. Thus, we have no guarantees of differentiability of $Q^*$ with respect to $\theta$ for the prospect value function. This translates to numerical issues in calculating the gradient which, in turn, results in worse performance.

The entropic value function performs best of the four value functions, primarily due to the fact that there is only one parameter to learn, and the rewards and losses are all relatively small. In fact, in all the cases the learned entropic map value function coincided with the true value function of the agent, thereby indicating that the objective function was relatively convex around the parameter values we tried.

Learning with an incorrect model of the value function

The second experiment consists of learning different types of value functions from the same dataset. This is a more realistic experiment since the value function of human subjects will very likely be different than any model we could choose. The motivation for this experiment is to ensure that the results and risk-profiles learned were consistent across our choice of model.
The experiment uses 10,000 samples from an agent with a prospect value function and learned prospect, $\ell$-prospect, and entropic map value functions. The mean TV distance between the policy of the true agent and the policies under the learned value functions are shown in Table 12.1b. The true agent’s value function has parameters $\{k_-, k_+, \zeta_-, \zeta_+\} = \{2.0, 1.0, 0.9, 0.7\}$—that is, it is risk-seeking in losses, risk-averse in gains, and loss averse.

Again, the learned value functions all have policies that replicated the maximum likelihood behavior of the true agent. We note that the $\ell$-prospect and prospect functions perform as well as each other on this data, but the $\ell$-prospect function showed none of the numerical issues that we encountered with the prospect function (see Section 12.2 for further detail on numerical considerations). Further, learning with the $\ell$-prospect function is markedly faster than with the prospect function. Again, this is most likely due to the fact that the prospect function is not locally Lipschitz continuous around the reference point. Thus, the values of $\alpha$ required to make the various contraction maps converge to their fixed points are vanishingly small. This results in slow convergence.

The fact that the entropic value functions does not perform as well is most likely due to the fact that it cannot accurately match the shape of the prospect function at these values; e.g., the entropic map is always either convex or concave.

**Qualitative results on sample complexity**

One of the challenges in modeling human decision-making is the lack of access to large datasets, particularly when it comes to sequential decisions that are made over longer periods of time. This is counter to the usual learning scenarios addressed in the much of the learning literature. For instance, if the focus is learning to control a robot, then it may be possible to generate a large number of demonstrations very quickly. This motivates our third experiment with the Grid World MDP—i.e. an experiment that allows us to better understand how the performance of our approach varies with the size of the dataset.

In this experiment, we first train an agent with an entropic map value function and then create sets of sample trajectories from the agent’s policy varying between zero and 10,000 in size. Next, using each of these sample sets, we learn the value function via our approach and plot the mean TV distance across all states between the true policy of the agent and the policy under the learned value function. This is shown in Fig. 12.2.

First, we note that more data does translate to consistently better results. This matches our intuition that the better our data matches the policy of the true agent, the better we can learn a value function that would be associated with that policy. Of particular interest, though, is the rate at which the average TV across all the states decreases with the number of trajectories sampled. The rate, which is on the order of $x^{-0.54}$, is very close to the asymptotic rate, derived in Section 7, of $O(x^{-1/2})$. This suggests that the dominating factor in the performance of our algorithm is how well our data matches the underlying policy, and not the non-convexity of the objective function. In fact, this provides empirical evidence that the second term in (12.20)—i.e. $\delta(\hat{\pi}_n(\cdot|x), \pi_\theta(\cdot|x))$—must also be $O(x^{-1/2})$. 

Figure 12.2: The mean TV distance across all states between the policy of the agent and the policy under the learned value function, as a function of the number of trajectories in the dataset. To construct each data point, we sample five different datasets of the same number of trajectories from the agent’s policy. We then try five random initial parameter values per dataset and take the value function that achieves the minimum value of the objective. Finally, we calculate the mean TV distance between the policy of the agent and the policy under the learned value function for each dataset and then average these values. The bars show the 95% confidence interval around the mean of the five datasets of the given size. Finally, we note that the trendline $y = 0.04x^{-0.54}$ is the best fit of the form $y = ax^b$ to the data points, for constant terms $a, b$.

A Passenger’s View of Ride-Sharing

In addition to the Grid World example, we explore a ride-sharing example for which the MDP is created from real-world data and we simulate agents with different risk preference and loss aversion profiles\(^2\).

Reference dependence models are increasingly being used to model travel choices and activity scheduling [100]. More broadly, behavioral modeling has been used quite extensively

\(^2\)We adopt the *surge pricing* model here due to the availability of data even though ride-sharing services such as Uber are moving towards personalized pricing schemes that combine data on exogenous factors such as demand and driver supply with data on riders’ individual choices to deterime a price that reflects what the rider is willing to pay. This kind of pricing model motivates even more strongly the need for techniques that are considerate of how humans actually make decisions.
in transportation to model travel choices (see, e.g., [13, 31, 85, 200]).

Ride-sharing is a disruptive technology that offers commuters an alternative mode of transport. Many ride-sharing companies set prices based on both supply of drivers and demand of passengers. As a result, the price can fluctuate over time and space and passengers react differently to price changes depending on their risk preferences.

From the passenger’s view point, we model the ride-sharing MDP as follows. The action space is $A = \{0, 1\}$ where 0 corresponds to ‘wait’ and 1 corresponds to ‘ride.’ The state space $X = \mathcal{X} \times \mathcal{T} \cup \{x_t\}$ where $\mathcal{X}$ is a finite set of surge price multipliers, $\mathcal{T} = \{0, \ldots, T_t\}$ is the part of the state corresponding to the time index, and $x_t$ is a terminal state representing the completed ride that occurs when a ride is taken. At time $t$, the state is notionally given by $(x_t, t)$. The reward $r_t$ is modeled as a random variable that depends on the current price as well as a random variable $Z(t)$ for travel time. In particular, for any time $t < T_t$ the reward is given by

$$R(x_t, a_t) = \begin{cases} \bar{r}, & a_t = 0 \text{ (‘wait’)} \\ \tilde{r}, & a_t = 1 \text{ (‘ride’)} \end{cases}$$

(12.21)

with $\bar{r} < 0$ a constant and $\tilde{r} = S_t - x_t(p_{\text{base}} + p_{\text{mile}}D + p_{\text{min}}Z(t))$ where $D$ is the distance in miles, $S_t$ is a time dependent satisfaction (we selected it to linearly decrease in time from some initial satisfaction level), and $p_{\text{base}}$, $p_{\text{mile}}$, and $p_{\text{min}}$ are the base, per mile, and per min

Figure 12.3: Plots showing the probabilities of taking a ride in each state under the true and learned optimal policies for true and learned agents with prospect value functions. The true agent has prospect gain parameters of $k_+ = 0.5$ and $k_- = 1.0$ for all three plots. The value function used for the right most graphic (Fig. 12.3c) is most representative of human decision-making since humans tend to be risk-averse in gains, risk-seeking in losses, are loss averse. In these plots, the trend we see is that the more risk-averse, the less likely they policy suggests taking the ride.
Figure 12.4: Plots showing the probabilities of taking a ride in each state under the true and learned optimal policies for true and learned agents with prospect value functions. The true agent has prospect parameters of $\zeta_- = \zeta_+ = 1.0$ for all three plots, while we vary $(k_+, k_-)$ to capture different degrees of loss-aversion. In these plots, the trend we see is that the more loss-averse the agent (under both the learned and true value functions), the more likely they are to take the ride.

At the final time $T_{\text{final}}$, the agent is forced to take the ride if they have not selected to take a ride at a prior time. This reflects the fact that the agent presumably needs to get from their origin to their destination and the reward structure reflects the dissatisfaction the agent feels as a result of having to ultimately take the ride despite the potential desire to wait.

Using the Uber Movement\(^3\) platform for travel time statistics, base pricing data\(^4\) and surge pricing data\(^5\) for Washington D.C., we examined several locations and hours which have different characteristics in terms of travel time and price statistics. We generate the distribution for $Z(t)$ from these data sets as well as the surge price intervals and transition probability matrix. Since the core risk-sensitive behaviors we observe are similar across the different locations, we report only on one.

Specifically, we report on a ride-sharing MDP generated for origin GPS $=$ (−77.027046, 38.926749) and destination GPS $=$ (−76.935773, 38.885964)\(^6\) in Washington D.C. at 5AM.

\(^3\) Uber Movement: [https://movement.uber.com/cities](https://movement.uber.com/cities)
\(^4\) The base, per min, and per mile prices can be found here: [http://uberestimate.com/prices/](http://uberestimate.com/prices/)
\(^5\) The surge pricing data we used was originally collected by and has been made publicly available here: [https://github.com/comp-journalism/2016-03-wapo-uber](https://github.com/comp-journalism/2016-03-wapo-uber). The data we use was collected over three minute intervals in period between November 14 to November 28, 2016.
\(^6\) Note that these correspond to Uber Movement id’s 197 and 113, respectively.
Figure 12.5: Expected rewards for each time step in the ride-sharing example. Notice that the rewards can either be gains (positive values) or losses (negative values) given that we take the reference point to be \( r_0 = 0 \).

<table>
<thead>
<tr>
<th>Value Function</th>
<th>Prospect</th>
<th>Entropic</th>
<th>( \ell )-prospect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Variance</td>
<td>Mean</td>
</tr>
<tr>
<td><strong>Risk-Averse Gains</strong></td>
<td>1.3e-2</td>
<td>3.5e-4</td>
<td>0.9e-3</td>
</tr>
<tr>
<td><strong>/Risk-Seeking Losses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk-Neutral</strong></td>
<td>0.6e-2</td>
<td>4.9e-5</td>
<td>1.4e-3</td>
</tr>
<tr>
<td><strong>Risk-Seeking Gains</strong></td>
<td>1.1e-2</td>
<td>1.7e-4</td>
<td>1.1e-3</td>
</tr>
<tr>
<td><strong>/Risk-Averse Losses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12.2: Averaged TV error and variance over 10 different initializations of the algorithm for different risk-preference profiles. The last column shows the error when using an \( \ell \)-prospect agent with \( \epsilon = 1e-2 \) to learn a prospect agent.

The transition probability kernel \( P : X \times A \times X \rightarrow [0, 1] \) is estimated from the ride-sharing data. The travel-time data is available on an hourly basis and the price change data is available on a three minute basis. Hence, we use the three minute price change data for each hour to derive a static transition matrix by empirically estimating the transition probabilities where we bin prices in the following way. For prices in \([1.0, 1.2)\), \( x = 1.0 \); for prices in \([1.2, 1.6)\), \( x = 1.4 \); for prices in \([1.6, 2.0)\), \( x = 1.8 \); otherwise \( x = 2.2 \). Hence, \( \mathcal{X} = \{1.0, 1.4, 1.8, 2.2\} \). In the time periods we examine, the max price multiplier was 2.2. We set the reference point \( y_0 \) and acceptance level \( v_0 \) to be zero.

With this model, the transition matrix for the price multipliers is given by

\[
P = \begin{bmatrix}
0.876 & 0.099 & 0.017 & 0.008 \\
0.347 & 0.412 & 0.167 & 0.074 \\
0.106 & 0.353 & 0.259 & 0.282 \\
0.086 & 0.219 & 0.143 & 0.552
\end{bmatrix}
\]  \quad (12.22)

for each time. The travel time distribution is a standard normal distribution truncated to
the upper and lower bounds specified by the Uber Movement data. Measured in seconds, we use location parameter 2371, scale parameter 100, and 1554 and 3619 as the upper and lower bound, respectively.

The graphics in Fig. 12.3 and Fig. 12.4 show the state space as a grid with the probability of taking a ride under the true and learned optimal policies overlaid on each state. For the examples depicted in these figures, we consider the true and learned agents to have prospect value functions.

In Fig. 12.3, we fix the true agent’s parameters to show a range of behaviors from risk-seeking in losses/risk-averse in gains to risk-averse in losses/risk-seeking in gains. There is empirical evidence supporting the fact that human’s are more like the former. Moreover, in these examples we use \((k_+, k_-) = (0.5, 1)\) to capture that humans tend to be loss-averse—that is, for losses and gains of equal value, the loss is perceived as more significant.

In each of the graphics in Fig. 12.3 and Fig. 12.4, we see that the learned policy is very close to the true policy. In addition, in Fig. 12.3, we observe that the more risk-averse the agent is (in gains or losses), the more likely they are to take the ride. This trend can be seen by noting the sign of the expected rewards—in Fig. 12.5, we see that the reward is positive for \(x_t \in \{1.0, 1.4\}\) and is negative for \(x_t \in \{1.8, 2.2\}\)—and examining the corresponding rows in Fig. 12.3 for negative and positive rewards. In Fig. 12.4, observe that the more loss averse the agent, the more likely they are to take the ride uniformly. This is reasonable as the satisfaction level is linear decreasing in time.

In Table 12.2, we show the mean and variance of the total variation error for the ride-sharing example where we varied the risk preference profiles, holding \((k_+, k_-) = (1, 1)\), using agents with prospect and entropic value functions. In addition, we show the error for different risk profiles when we learn a true prospect agent with an \(\ell\)-prospect agent. Recall that the prospect value function does not meet the requirements of our theorem where as the \(\ell\)-prospect value function does as it is Lipschitz.

**Numerical Considerations**

We end the experimental results section with some observations on the convergence speed and the implementation of Algorithm 1.

First, we note that the two contraction mappings (11.23) and (12.6) are sensitive to the learning rate \(\alpha\). A very small choice of \(\alpha\) results in convergence of the sequence of Q-functions to the fixed point being too slow to be practically useful. On the other hand, a large choice of \(\alpha\) makes the sequence diverge. Thus, choosing \(\alpha\) has a large effect on the runtime of the overall algorithm as the computation of \(Q^*\) and \(D_\theta Q^*\) both depend on the choice of \(\alpha\).

We further remark that numerical observations suggest that the condition \(\alpha \in (0, \min \{L^{-1}, 1\})\) is fairly restrictive and that larger values of \(\alpha\) give faster convergence. Hence, our implementation of Algorithm 1 includes an adaptive scheme to find the largest possible \(\alpha\). In
particular, if two consecutive iteration elements in the sequence are observed to diverge in the $L_\infty$ norm, we decrease $\alpha$ by a fixed constant. As long successive elements in the sequence converge, we periodically increase $\alpha$ by another constant. This allows us to noticeably speed up the implementation of our algorithm. Adaptively choosing the step-size $\alpha$ also allows us to train the prospect function agents more accurately, since these were particularly susceptible to changes in the value of $\alpha$ due to the fact that the value function is non-Lipschitz around the reference point.

To speed up the gradient-descent algorithm, we also implement a back-tracking line search. We do this to address the computationally intensive gradient calculation. Specifically, the line-search allows us to exploit each gradient calculation fully. The backtracking line search also leads to a noticeable speed up in the implementation of our algorithm, which allows us to tackle larger MDPs.

12.3 Chapter Summary

We present a new gradient based technique for learning risk-sensitive decision-making models of agents operating in uncertain environments. We find that while there are a number of technical issues related to learning prospect theory based agents—namely, their value functions are not Lipschitz for parameter combinations that best capture human decision-making (i.e. when $0 < \zeta_- < \zeta_+ < 1$)—we are still able to numerically learn the policies of these agents. Moreover, we introduce a Lipschitz variation of the prospect value function, which retains the convex-concave structure of the prospect theory value function while satisfying the assumptions of our theorems on a bounded domain and possessing better numerical properties. We demonstrate the algorithm’s performance for agents based on several types of behavioral models and do so on two examples: the canonical Grid World problem and a passenger’s view ride-sharing where the parameters of the ride-sharing MDP are learned from real-world data.

Looking forward, we remark that we assumed the reference point was known and fixed. We are examining techniques that have formal performance guarantees (e.g., on convergence) that allow us to simultaneously estimate reference points. We are also examining the use of other risk-metrics beyond convex risk measures derived from acceptance sets that will allow us to leverage the benefits of cumulative prospect theory which has been shown to be more flexible in approximating human decision-making and has recently been adopted in the reinforcement learning literature [90].
Part IV

Future Directions: Algorithms in Societal-Systems
Chapter 13

Future Directions

This dissertation represents a small part of what is really an emerging research agenda on developing algorithms for societal systems. Moving forward, there is a large scope for leveraging tools in dynamical systems, machine learning, stochastic analysis, and blending them with ideas game theory and behavioral economics to develop a fundamental understanding of the challenges posed by the deployment of learning algorithms in societal-scale systems.

An overarching goal at the heart of this research agenda is developing a unified design methodology for learning algorithms that not only have provable guarantees of performance for individual agents, but also achieve societal goals—i.e., system-wide objectives like fairness. This entails moving beyond analyzing the interactions between algorithms and developing a fundamental understanding of the consequences of game theoretic interactions between heterogeneous agents.

To achieve this goal, we see three broad themes which expand upon the foundations laid in this dissertation: (i) understanding the impacts of algorithmic decision making in economic settings, (ii) learning-based mechanism design, and (iii) high-confidence decision-making in dynamic environments.

Understanding the impacts of algorithmic decision making in economic settings. In this dissertation, we developed an understanding of the equilibria and dynamics of learning algorithms in competitive settings. Moving forwards, it will be crucial to understand more broadly the impacts of learning algorithms on societal objectives in societal-scale systems. Of particular importance is developing a game theoretic understanding of the feedback loops between learning algorithms and the data sources on which they rely. Indeed, there is a growing recognition of the fact that people are not merely sources of static, i.i.d data, but are in fact strategic data sources who can dynamically alter their data to achieve their goals. Examples of this abound in real-world settings, like the gaming of surge pricing algorithms by drivers\footnote{Uber drivers reportedly triggering higher fares through Surge Club, Digital Trends, 2019.} and understanding these issues can have a large impact on the deployment of algorithms in real-world settings \cite{205}.
Learning-based mechanism design. Algorithms are deployed in real-world settings under the premise that they have beneficial impacts on societal systems, but there is growing evidence that suggests that poorly designed algorithms can have disastrous impacts on societal welfare (e.g., using click through rates as proxies for user engagement has led to the widespread proliferation of conspiracy theories on social networks). Core to this research agenda on algorithms in societal-systems is the development of learning-based mechanism design which entails designing algorithms for societal systems that can adapt to the game theoretic structure of the problems to achieve societal goals. This includes designing machine learning algorithms that are robust to—or can adapt to—the gamification of the data, and designing algorithms for online incentive design to drive systems towards better outcomes\cite{108, 202}.

High-confidence decision-making in dynamic environments. In this dissertation we focused on analyzing model-based learning in the simplest dynamic problem—multi-armed bandits—and extended the ideas to an algorithm for robotics that had impressive empirical successes. Despite this, understanding the fundamental limits of how to learn models and adapt them to uncertainty online is still an open question in complex settings like reinforcement learning and robotics, though there is no shortage of evidence that model-based methods are vastly more efficient than model-free methods at most tasks. As such, an interesting avenue of future work is to continue to develop a systematic understanding of how to learn and use models in uncertain, dynamic environments—a line of work that belongs in the emerging and exciting research area known as Assured Autonomy. The ultimate goal of this line of work is to develop model-based algorithms that are flexible enough to overcome issues of model mis-specification while having the safety and robustness guarantees required to be used in real world settings.

13.1 Concluding Remarks

The massive scale at which autonomous systems are being deployed has opened the doors for new opportunities for innovation in society. This new reality poses new challenges that can only be addressed through an interdisciplinary research agenda at the intersection of economics and engineering and computer science. This dissertation drew on tools from dynamical systems theory, statistics, machine learning, and economics to begin to develop a fundamental understanding of the challenges posed by the deployment of learning algorithms in societal-scale systems. Moving forwards, this research agenda has a tremendous potential to have a beneficial impact in application domains like matching markets, transport systems, and online platforms.
Bibliography


