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Abstract

Connected Quadratic Programs for Autonomy

by

Forrest J Laine

Doctor of Philosophy in Engineering — Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Claire Tomlin, Chair

This dissertation describes the work I have done on the subject of computing equilibrium solutions of connected quadratic programs (QPs), particularly for the connected programs arising in the context of autonomous system design. Reasoning about the interaction between multiple mathematical programs enables the analysis and solution to a wealth of problems inaccessible by standard optimization formulations.

One of the most commonly arising examples of connected optimization problems is the bilevel program, comprised of an outer-level and inner-level program. The outer-level problem is subject to a constraint that a subset of decision variables solve the inner-level problem. Another class of connected optimization problems are those of Nash equilibrium problems, in which optimization problems are solved simultaneously.

Beyond these and some other simple organizations of problem, general interactions among optimization problems are not well studied, despite the potential for modeling many interesting real-world problems. Presumably this is because with generalization in problem organization comes increased complexity, both from an analysis and computation perspective.

To address this, it is claimed in this work that it is possible to compute equilibrium solutions to a broad range of connected optimization problems, assuming those problems take the form of convex quadratic programs. This claim is based off a result that equilibrium solutions to a collection of QPs with piecewise linear constraints can be represented as a piecewise linear mapping. Recursive application of this result leads to the results for generally nested equilibrium problems. Theoretical results and computational approaches for this class of problem are developed. The efficacy of the presented methodologies is demonstrated on various problems faced by autonomous vehicles.
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Chapter 1

Introduction

Mathematical programming provides an extremely powerful tool for solving real-world problems arising in numerous contexts. The study of standard-form optimization problems allows for the development of numerical methods and analytic tools which are broadly applicable to any problem which can be modeled in that standard form. In a sense, mathematical programming can be thought of as the study of problem templates. If any instantiation of a problem fits the template, then the methodologies and analysis developed for the template can be applied to that problem.

Often times engineers are trained (intentionally or not) to think about problems in the context of these mathematical programming templates. The most common template is that of convex optimization problems, for which a wealth of strong analysis is available, as well as professional-grade solution techniques. Non-convex programs capture a broader class of problem, but the added flexibility comes at the cost of increased complexity. Nevertheless, extensive research and development into these (and other) standard formats has lead to the availability of very mature solution approaches.

While the framing of common problems as mathematical programs is often a very fruitful practice, there are many real-world problems which are fundamentally not optimization problems. The standard form of optimization problem, stated as the minimization (or maximization) of some function, subject to feasible set constraints, cannot capture the intended decision to be made in many applications. Game theory was introduced for this very reason — when there are multiple agents each acting rationally according to their own best interest, the resultant behavior cannot be characterized as the solution to a single optimization problem, but rather the simultaneous solution to a collection of optimization problems.

Under the perspective that mathematical games are simply collections of optimization problems which interact in a particular manner, then games are a strict generalization of optimization problems. In this view, the game-theoretic template is one that is applicable to a very broad class of problems. Even so, the particular structure of the games for which most templates are designed seems relatively limited.

Classic game formulations, like Nash or Stackelberg equilibrium problems, exhibit a very particular type of interaction among the multiple optimization problems making up the game.
Nash games consider lateral connections of problems, meaning all optimization problems are treated equally, whereas Stackelberg formulations consider vertical connections, where one optimization problem gets preference over the other. When understanding these two primary classes of games as simply two different ways of organizing optimization problems, however, it doesn’t take much to imagine more elaborate ways to connect problems.

With the freedom to chain, nest and group optimization problems in all sorts of configurations, the possible modeling capacity of games seems endless. For example, entire graphs of connected optimization problem could be envisioned. The only question, is whether formulating problems as complicated organizations of optimization problems is useful at all. Is the complexity of an elaborate connection pattern such that it makes any meaningful analysis impossible? Are computational methods for finding solutions out of reach?

These questions have been the main driver for the work presented in this dissertation. In what follows, I argue that a broad class of organized connected optimization problems can be analyzed, and methods for computing solutions to such problems can be generated. Namely, when each of the connected optimization problems takes the form of a quadratic program, some appealing properties emerge which enable arbitrary nesting of equilibrium problems to become possible. I will present theoretical results establishing this claim, and then will apply those results to a handful of real-world problems.

1.1 Outline

In chapter 2, I will develop theory regarding the class of organized quadratic programs that will be considered in this work. This class of problem is specifically that of Equilibrium Problems with Nested Equilibrium Constraints (EPNECs). In chapter 3 I will then present a proposed method for computing solutions to these EPNECs, which will be based on the theory developed in chapter 2. In chapter 4 I will focus on an important subclass of EPNECs, which are the class of Generalized Feedback Nash Equilibrium problems, which can be used to model interesting phenomena like interactive driving. In chapter 5 I will extend that work to discuss methods for making game-theoretic motion planning more practical for autonomous vehicles. Finally in chapter 6 I will propose a framework for solving Problems of Ordered Preferences, which are problems with multiple objectives in a prioritized hierarchy. Finally, I will conclude with some remarks on proposed future work in this area.
Chapter 2

Theory

In this chapter, the theory of connected quadratic programs is developed, leading up to the concept of equilibrium problems with nested equilibrium constraints, which is the most general form of connected QP that will be considered in this dissertation. Development will proceed by successively generalizing problem formulations, from parametric QPs, to parametric equilibrium problems, to parametric equilibrium problems with equilibrium constraints, to finally, equilibrium problems with nested equilibrium constraints. Along the way, various theorems on the existence of solutions and the properties of those solutions will be given.

2.1 Parametric Quadratic Programs

The fundamental building block of most problems considered in this work are parametric quadratic programs. These programs take the following form:

\[ QP(y) := \arg \min_{x \in \mathbb{R}^n} x^\top \left( \frac{1}{2} Qx + Ry + q \right) \]

subject to

\[ Ax + By + c \geq 0, \]
\[ Dx + Ey + f = 0 \]

Here \((2.1)\) is a parametric quadratic program, since it takes as input the parameter \(y \in \mathbb{R}^m\). Let \(p_i\) denote the number of inequality constraints and \(p_e\) the number of equality constraints, such that \(A \in \mathbb{R}^{p_i \times n}, D \in \mathbb{R}^{p_e \times n}\), etc.

**Theorem 2.1.1** (Necessary and Sufficient Conditions for Optimality). Assume that for every \(y \in \mathbb{R}^m\), the following hold:

- There exist at least some \(x \in \mathbb{R}^n\) such that \(Ax + By + c \geq 0\) and \(Dx + Ey + f = 0\) (feasibility).
• $Z^\top QZ > 0$, where $Z$ is a nullspace basis for the matrix $D$ (strong convexity).

Then, there exists a unique $x^* \in \mathbb{R}^n$ such that $QP(y) = x^*$, and for which there exist some $\lambda^* \in \mathbb{R}^{pe}$ and $\mu^* \in \mathbb{R}^{pi}$ satisfying the following:

\[
\begin{align*}
Qx^* - A^\top \mu^* - D^\top \lambda^* + Ry + q &= 0 \\
Ax^* + By + c &\geq 0 \\
Dx^* + Ey + f &= 0 \\
\mu^* &\geq 0 \\
\mu^* \top (Ax^* + By + c) &= 0.
\end{align*}
\]

\(2.2\)

Proof. See [192], Theorem 12.6. \(\square\)

At some $y, x^*$, the active, inactive, degenerate, strictly-active, and strictly-inactive index sets are defined as the following:

\[
\begin{align*}
\mathcal{I}_a &:= \{ j \mid (Ax^* + By + c)_j = 0 \}, \\
\mathcal{I}_i &:= \{ j \mid \lambda^*_j = 0 \}, \\
\mathcal{I}_d &:= \mathcal{I}_a \cap \mathcal{I}_i, \\
\mathcal{I}_{sa} &:= \mathcal{I}_a \setminus \mathcal{I}_d, \\
\mathcal{I}_{si} &:= \mathcal{I}_i \setminus \mathcal{I}_d.
\end{align*}
\]

\(2.3\)

When the set $\mathcal{I}_d \equiv \emptyset$, the pair $y, x^*$ are described as satisfying strict complementarity. Using the definition of the above index sets, the constraint coefficients $A$, $B$, and $c$, and multipliers $\mu$ are decomposed:

\[
\begin{align*}
A_{sa} := (A)_{\mathcal{I}_{sa}}, & \quad B_{sa} := (B)_{\mathcal{I}_{sa}}, & \quad c_{sa} := (c)_{\mathcal{I}_{sa}}, & \quad \mu_{sa} := (\mu)_{\mathcal{I}_{sa}} \\
A_{si} := (A)_{\mathcal{I}_{si}}, & \quad B_{si} := (B)_{\mathcal{I}_{si}}, & \quad c_{si} := (c)_{\mathcal{I}_{si}}, & \quad \mu_{si} := (\mu)_{\mathcal{I}_{si}} \\
A_d := (A)_{\mathcal{I}_d}, & \quad B_d := (B)_{\mathcal{I}_d}, & \quad c_d := (c)_{\mathcal{I}_d}, & \quad \mu_d := (\mu)_{\mathcal{I}_d}
\end{align*}
\]

\(2.4\)

The notation used in Eq. \(2.4\) is used to indicate, for example, that $A_{sa}$ is the matrix formed by stacking the rows of the matrix $A$ specified by the index set $\mathcal{I}_{sa}$.

**Theorem 2.1.2 (Piecewise Linearity of QP).** Under the assumptions listed in Theorem 2.1.1, the mapping $QP(y) \rightarrow x^*$ is piecewise linear. Furthermore, for any $y \in \mathbb{R}^m$, the directional derivative of $QP(y)$ in the direction of some vector $\delta y \in \mathbb{R}^m$, denoted as $DQF(y)[\delta y]$ is given as the solution to the following program:
\[ DQP(y)[\delta y] = \arg\min_{\delta x \in \mathbb{R}^n} \delta x^T(\frac{1}{2}Q\delta x + R\delta y) \] (2.5a)
subject to \[ D\delta x + E\delta y = 0, \] (2.5b)
\[ A_{sa}\delta x + B_{sa}\delta y = 0, \] (2.5c)
\[ A_d\delta x + B_d\delta y \geq 0 \] (2.5d)

**Proof of Theorem 2.1.2.** By the assumptions and result of Theorem 2.1.1, there always exists a unique \( \delta x^* \) which solves (2.5), and there additionally exist corresponding multipliers \( \delta \lambda^*, \delta \mu_{sa}^*, \) and \( \delta \mu_d^* \) such that

\[ Q\delta x^* - A_{sa}^T\delta \mu_{sa}^* - D^T\delta \lambda^* - A_d^T\delta \mu_d^* + R\delta y = 0 \] (2.6a)
\[ A_d\delta x^* + B_d\delta y = 0 \] (2.6b)
\[ D\delta x^* + E\delta y = 0 \] (2.6c)
\[ A_d\delta x^* + B_d\delta y \geq 0 \] (2.6d)
\[ \delta \mu_d^* \geq 0 \] (2.6e)
\[ \delta \mu_d^* (A_d\delta x^* + B_d\delta y) = 0. \] (2.6f)

It follows that for all \( \delta y \) and small enough \( \alpha \), the point \( x^* + \alpha \delta x \) is the unique solution to \( QP(y + \alpha \delta y) \). To see this, let \( \delta \mu_{si} := 0 \), and \( \delta \mu \) be the reconstruction of \( \delta \mu_d, \delta \mu_{sa}, \) and \( \delta \mu_{si} \) in the original index ordering. It suffices to show that \( x^* + \alpha \delta x, \lambda^* + \alpha \delta \lambda, \) and \( \mu^* + \alpha \delta \mu \) satisfy the necessary and sufficient conditions for optimality of \( QP(y + \alpha \delta y) \) listed in Theorem 2.1.1.

First note that from Eqs. (2.2) and (2.6),

\[ Q(x^* + \alpha \delta x^*) - A_{sa}^T(\mu_{sa}^* + \alpha \delta \mu_{sa}^*) - D^T(\lambda^* + \alpha \delta \lambda^*) - A_d^T\delta \mu_d^* + R(y + \alpha \delta y) = 0, \] (2.7a)
\[ D(x^* + \alpha \delta x^*) + E(y + \alpha \delta y) + f = 0, \] (2.7b)
\[ A_{sa}(x^* + \alpha \delta x^*) + B_{sa}(y + \alpha \delta y) + c_s = 0, \] (2.7c)
\[ A_d(x^* + \alpha \delta x^*) + B_d(y + \alpha \delta y) + c_d \geq 0, \] (2.7d)
\[ \mu_d^* + \alpha \delta \mu_d^* \geq 0. \] (2.7e)

Furthermore, by the definition of the set \( \mathcal{I}_d \), both \( A_d x^* + B_d y + c_d = 0 \) and \( \mu_d^* = 0 \), so

\[ (\mu_d^* + \alpha \delta \mu_d) (A_d(x^* + \alpha \delta x^*) + B_d(y + \alpha \delta y) + c_d) = (\alpha \delta \mu_d)^T(A_d(\alpha \delta x^*) + B_d(\alpha \delta y)) = 0. \] (2.8)

Therefore, it only remains to show that

\[ A_{si}(x^* + \alpha \delta x^*) + B_{si}(y + \alpha \delta y) + c_s \geq 0, \] (2.9)

since \( \mu_{si}^* + \alpha \delta \mu_{si} = 0 \). From the definition of the index set \( \mathcal{I}_{si} \), it is known that

\[ A_{si}x^* + B_{si}y + c_s > 0. \] (2.10)
Therefore Eq. (2.9) must be satisfied for all \( \alpha \in [0, \alpha_{\text{max}}] \), where

\[
\alpha_{\text{max}} := \min_{1 \leq i \leq |I_{\text{s}}|} \frac{(A_{si}x^* + B_{si}y + c_s)_i}{\max(0, -(A_{si}\delta x^* + B_{si}\delta y)_i)}.
\] (2.11)

Provided that \( \delta x^* \) is finite, \( \alpha_{\text{max}} \) is strictly positive for vectors \( \delta y \). But by the existence and uniqueness of \( \delta x^* \), that must be true.

Therefore for any direction \( \delta y \), it is concluded that \( QP(y + \alpha \delta y) = x^* + \alpha \delta x^* \) for all \( \alpha \in [0, \alpha_{\text{max}}] \). This implies the piecewise-linearity of \( QP \) and concludes the proof.

The implications of Theorem 2.1.2 are twofold. First, for any \( x^* = QP(y) \) such that strict complementarity holds, the set \( I_d = \emptyset \), and the conditions Eq. (2.6) are strictly linear. This implies that \( \delta x^* \) is a constant linear function of \( \delta y \) for all directions \( \delta y \), and hence \( QP \) is differentiable at \( y \).

When strict complementarity does not hold, determining the directional derivative of \( QP(y) \) in some direction \( \delta y \) requires solving an inequality constrained quadratic program, however the number of inequality constraints to be resolved is limited to the size of the set \( I_d \), which is potentially much smaller than the number of inequality constraints in \( QP(y) \) itself.

**LCP Formulation**

The quadratic program Program 2.1 can be equivalently represented as a linear complementarity problem (LCP), as seen in the following. Program 2.1 can be rewritten as

\[
QP(y) := \arg \min_{x' \in \mathbb{R}^{n'}} x'(\frac{1}{2}Q'x' + R'y + q')
\] (2.12a)

subject to

\[
A'x' + By + c \geq 0, \quad x' \geq 0.
\] (2.12b)

\[
x' \geq 0.
\] (2.12c)

Note that it may be that the dimension \( n' \neq n \), and similarly the terms \( Q', R', q' \), and \( A' \) may be different than their counterparts in (2.1). Any equality constraints can be absorbed into the inequality constraints (2.12b) by including both the constraint and the negation of the constraint as inequalities. The existence of a transformation between (2.1) and (2.12) can be seen by first introducing variables \( x_+ \in \mathbb{R}^n \) and \( x_- \in \mathbb{R}^n \), such that \( n' = 2n \), and

\[
x = x_+ - x_-, \quad x' := [x_+^\top \ x_-^\top]^\top,
\]

\[
Q' := \begin{bmatrix} Q & \epsilon I - Q \\ \epsilon I - Q & Q \end{bmatrix}, \quad R' := \begin{bmatrix} R \\ -R \end{bmatrix}, \quad q' := \begin{bmatrix} q \\ -q \end{bmatrix},
\] (2.13)
Substituting these values into (2.12) results in the objective

\[ \frac{1}{2}(x_+ - x_-)^T Q (x_+ - x_-) + (x_+ - x_-)^T (R y + q) + \epsilon x_+^T x_-, \]

which is the objective in (2.1), with the addition of the term \( \epsilon x_+^T x_- \). Notice that for any unique value \( x^* \) solving (2.1), there are infinite possibilities of \( x_+, x_- \in \mathbb{R}_+^n \) such that \( x^* = x_+ - x_- \). Therefore the term \( \epsilon x_+^T x_- \) is introduced into the objective to enforce the condition that for each element of \( x_+ \) and \( x_- \), only one can be non-zero, i.e. \( (x_+)_i \geq 0 \perp (x_-)_i \geq 0 \). Since both \( x_+ \) and \( x_- \) are restricted to be positive, the optimal value of the added term \( \epsilon x_+^T x_- \) is 0, and is attainable for every choice of \( x = x_+ - x_- \). Therefore the addition of this term does not change the optimal value of the objective.

The value \( \epsilon > 0 \) is included such as to guarantee that the matrix \( Q' \) is positive definite if the matrix \( Q \) is positive definite. The matrix \( Q' \) can be seen to be

\[ Q' := \tilde{Q} + E, \quad \tilde{Q} := \begin{bmatrix} Q & -Q \\ -Q & Q \end{bmatrix}, \quad E := \begin{bmatrix} \epsilon I \\ \epsilon I \end{bmatrix}. \]

(2.15)

Since the matrices \( \tilde{Q} \) and \( E \) commute and are therefore simultaneously diagonalizable, the eigenvalues of the symmetric matrix \( Q' \) are the sum of the eigenvalues of \( \tilde{Q} \) and \( E \). From this it is easy to show that the spectrum of \( Q' \) is

\[ \sigma(Q') := \{2\sigma(Q) - \epsilon\} \cup \{\epsilon\}. \]

(2.16)

Therefore when \( Q \) is positive definite, for small enough \( \epsilon \), \( Q' \) is also positive definite. When \( Q \) is positive semi-definite, \( Q' \) is also positive semi-definite for \( \epsilon = 0 \).

It is possible that transformations other than Eq. (2.13) can bring QPs of the form (2.1) to the form (2.12). However the guaranteed existence of this transformation serves to show that general quadratic programs can be expressed in the form (2.12) without loss of generality, and while preserving the properties of the quadratic objective.

Expressing the first-order necessary conditions for Program (2.12) (analogous to those in Eq. (2.2)), gives rise to the following conditions:

\[ \begin{bmatrix} Q' & -A'^T \\ A' & -N' \end{bmatrix} \begin{bmatrix} x' \\ y \end{bmatrix} + \begin{bmatrix} R' \\ B \end{bmatrix} \begin{bmatrix} y \\ c \end{bmatrix} \geq 0 \perp \begin{bmatrix} x' \\ N' \end{bmatrix} \geq 0. \]

(2.17)

The condition Eq. (2.17) takes the form of a linear complementarity problem. Therefore, when the first-order necessary conditions are also sufficient for optimality (i.e. under a convexity assumption), solving the QP (2.1) is equivalent to solving the LCP (2.17). Methods for solving LCPs can be applied to solving QPs. As will be seen in the following sections, more general problem formulations can also be cast as LCPs, implying that some of the same techniques used for solving and analyzing QPs (via LCPs) can be used to solve and analyze those more general problem formulations.
2.2 Parametric Equilibrium Problems

On the road to generalizing QPs to groups of QPs, the first natural extension to introduce is the (Generalized Nash) equilibrium problem. An equilibrium problem, for the purposes of this dissertation, is a collection of $N$ QPs, each of which are to be solved simultaneously. In particular, for each $i \in \{1,\ldots,N\}$, a parametric QP (using form of \eqref{eq:QP}) is defined as

$$ QP_i(y, x_{-i}) := \arg \min_{x_i \in \mathbb{R}^{n_i}} x^\top (\frac{1}{2} Q_i x + R_i y + q_i) \quad (2.18a) $$

subject to

$$ A_i x + B_i y + c_i \geq 0, \quad (2.18b) $$

$$ x_i \geq 0. \quad (2.18c) $$

Here, $x := [x_1^\top \ldots x_N^\top]^\top$, $x_{-i} := [x_1^\top \ldots x_{i-1}^\top x_{i+1}^\top \ldots x_N^\top]^\top$, $n = \sum_{i=1}^N n_i$, and as before, the parameter $y \in \mathbb{R}^m$.

An equilibrium solution to the collection of problems \eqref{eq:EQP} is a vector $x^*$ belonging to the following set:

$$ \text{EQP}(y) := \{ x^* \in \mathbb{R}^n \ | \ x_i^* \in QP_i(y, x_{-i}^*), \ \forall i \in \{1,\ldots,N\} \}. \quad (2.19) $$

When the programs \eqref{eq:EQP} are strongly convex, the corresponding sets $QP_i(y, x_{-i})$, $i \in \{1,\ldots,N\}$ are singleton sets for every choice of $y, x_{-i}$. Even when this is the case, it is still possible that the set $\text{EQP}(y)$ contains multiple elements for any given choice of the parameter $y$.

In general, the set of equilibrium solutions is a set-valued mapping $\text{EQP} : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$. In sections to follow, we will be interested in how the set $\text{EQP}(y)$ responds to changes in the parameter $y$, and under which conditions the set $\text{EQP}(y)$ contains a single unique element for each $y$. To analyze these questions, we equivalently cast the $\text{EQP}$ problem as a LCP (as was done in the preceding section).

Assuming each of the QPs \eqref{eq:EQP} are convex in their decision variable, the set $\text{EQP}(y)$ can be equivalently represented as the set of vectors $x^*$ such that there exist multipliers $\lambda^*$ satisfying the concatenated first-order necessary conditions of optimality of all $N$ QPs:

$$ \text{EQP}(y) := \left\{ x^* \in \mathbb{R}^n \ | \ \exists \lambda^* : (Q_i)_{(i,:)} x^* + (R_i)_{(i,:)} y + (q_i)_{(i)} - (A_i)_{(i,:)}^\top \lambda_i^* \geq 0 \perp x_i \geq 0 \right\} $$

$$ A_i x^* + B_i y + c_i \geq 0 \perp \lambda_i^* \geq 0, \ \forall i \in \{1,\ldots,N\} $$

$$ \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \qa...
\[ \text{EQP}(y) := \left\{ \begin{array}{c} x^* \in \mathbb{R}^n \mid \exists \lambda^* : \begin{bmatrix} Q & -\bar{A}^\top \\ A \end{bmatrix} \begin{bmatrix} x^* \\ \lambda^* \end{bmatrix} + \begin{bmatrix} R \\ B \end{bmatrix} y + \begin{bmatrix} q \\ c \end{bmatrix} \geq 0 \perp \begin{bmatrix} x^* \\ \lambda^* \end{bmatrix} \geq 0 \end{array} \right\}, \] (2.21)

where the block matrix terms introduced are defined as

\[
\begin{align*}
Q &:= \begin{bmatrix} (Q_1)_{(1,:)} \\ \vdots \\ (Q_N)_{(N,:)} \end{bmatrix}, \\
A &:= \begin{bmatrix} A_1 \\ \vdots \\ A_N \end{bmatrix}, \\
\bar{A} &:= \begin{bmatrix} (A_1)_{(:,1)} \\ \vdots \\ (A_N)_{(:,N)} \end{bmatrix}, \\
R &:= \begin{bmatrix} (R_1)_{(1,:)} \\ \vdots \\ (R_N)_{(N,:)} \end{bmatrix}, \\
B &:= \begin{bmatrix} B_1 \\ \vdots \\ B_N \end{bmatrix}, \\
q &:= \begin{bmatrix} (q_1)_{(1)} \\ \vdots \\ (q_N)_{(N)} \end{bmatrix}, \\
c &:= \begin{bmatrix} c_1 \\ \vdots \\ c_N \end{bmatrix}.
\end{align*}
\] (2.22)

Using the LCP form of \( \text{EQP}(y) \), we can establish results about the non-degeneracy of the set for each value \( y \) — in other words, we can establish the existence of solutions to the parametric equilibrium problem.

**Existence of Solutions**

The following theorem makes use of the concept of copositivity of a matrix. A matrix \( M \) is said to be copositive, if \( x \geq 0 \Rightarrow x^\top M x \geq 0 \). The matrix \( M \) is said to be strictly copositive if \( x \geq 0, x \neq 0 \Rightarrow x^\top M x > 0 \). For ease of notation, denote the matrix \( M := \begin{bmatrix} Q & -\bar{A}^\top \\ A \end{bmatrix} \).

**Theorem 2.2.1.** Let \( Q \) be strictly copositive. Let the positive cone formed by the columns of \((A_i)_{(:,i)}\) be a subset of the non-negative orthant, and let the intersection of the positive cone formed by the columns of \((A_i)_{(:,i)}\) with the negative orthant be empty. Then the set \( \text{EQP}(y) \) is non-empty for every choice of \( y \in \mathbb{R}^m \), meaning an equilibrium solution exists.

**Proof of Theorem 2.2.1.** Under the stated assumption, it can be seen that the matrix \( M \) is copositive.

\[
\begin{bmatrix} x \\ \lambda \end{bmatrix}^\top \begin{bmatrix} Q & -\bar{A}^\top \\ A \end{bmatrix} \begin{bmatrix} x \\ \lambda \end{bmatrix} = x^\top Q x + \lambda^\top \bar{A} x, \] (2.23)

where

\[ \bar{A} := A - \bar{A}. \] (2.24)

When both \( x \geq 0 \) and \( \lambda \geq 0 \), \( \bar{A} x \geq 0 \) and \( x^\top Q x \geq 0 \), therefore the right-hand side of Eq. (2.23) must be non-negative, implying that \( M \) is indeed copositive.

Additionally, whenever

\[
\begin{bmatrix} x \\ \lambda \end{bmatrix}^\top M \begin{bmatrix} x \\ \lambda \end{bmatrix} = 0, \quad M \begin{bmatrix} x \\ \lambda \end{bmatrix} \geq 0, \quad \text{and} \quad \begin{bmatrix} x \\ \lambda \end{bmatrix} \geq 0, \] (2.25)
it must be that
\[ (x^\top \lambda) (RB y + qc) \geq 0. \quad (2.26) \]

To see this, notice that by the strict copositivity of \( Q \), the first condition in Eq. (2.25) implies that \( x = 0 \). Furthermore, by the second condition in Eq. (2.25), \( \bar{A}^\top \lambda \leq 0 \). However, since \( \lambda \geq 0 \) by the third condition, the value \( \bar{A}^\top \lambda \) lies in the positive cone formed by the columns of \( \bar{A}^\top \), which by our assumption does not intersect the negative orthant. Therefore it must be that \( \lambda = 0 \), implying Eq. (2.26).

Finally, by Theorem 3.8.6 in [48], the LCP in Eq. (2.21) must have a solution for all values of \( y \in \mathbb{R}^m \).

The main restriction of Theorem 2.2.1 is the non-negativity of \( \bar{A} \). This requirement will be violated, for example, if problems of the form (2.18). Note that this requirement is of course satisfied when \( \bar{A} = 0 \), which is the case when the constraints (2.18b) are independent of \( x_{-i} \). Such problems arise in the classic Nash equilibrium problems (as opposed to the generalized Nash equilibrium problem of consideration here).

Sometimes this restriction is too stringent though, and it is therefore fruitful to leverage alternate existence theorems to guarantee solutions exist for EQP(\( y \)), namely using a fixed-point argument.

**Theorem 2.2.2.** For each \( i \in \{1, \ldots, N\} \), let the objective (2.18a) appearing in QP$_{2.18}$ be convex with respect to \( x_i \). Furthermore, let the constraint set defined by Eqs. (2.18b) and (2.18c) be non-empty and bounded for every value of \( y \in \mathbb{R}^m, x_{-i} \in \mathbb{R}^{n-n_i} \). Then there exists an equilibrium solution to the problem EQP(\( y \)) for every \( y \).

**Proof of Theorem 2.2.2.** This follows from direct application of Theorem 3.1 in [66].

The requirement in Theorem 2.2.2 that the constraint set Eqs. (2.18b) and (2.18c) be non-empty and bounded for every value of \( y \in \mathbb{R}^m, x_{-i} \in \mathbb{R}^{n-n_i} \) may in some cases be more restrictive than the requirement that the positive cone of \( \bar{A} \) is a subset of the non-negative orthant, appearing in Theorem 2.2.1. Therefore, these two existence theorems provide alternative conditions which are sufficient for the existence of solutions to the equilibrium problem at hand, and therefore both useful.

**Multiplicity and Differentiability of Solutions**

Throughout this dissertation, it will be of importance to rely on the locally unique solution of the EQP (and other related problems) at various points \( y \). Therefore in this section, some results on the multiplicity of solutions are presented. When solutions are indeed locally unique, it will be seen that the local solution is represented by a piecewise linear function in the input \( y \).

The concept of an \( R_0 \) matrix is used in the following theorem. A matrix \( M \) is an \( R_0 \) matrix, if for every vector \( x \geq 0 \), if \( Mx \geq 0 \) and \( x^\top Mx = 0 \), it must be that \( x = 0 \).
Theorem 2.2.3. Let the assumptions made in Theorem 2.2.1 hold. Then if the matrix $M$ additionally has no negative principal minors (i.e. $M$ is a $P_0$ matrix), then the number of solution to $EQP(y)$ is finite, and each solution is locally unique.

Proof of Theorem 2.2.3. By Theorem 2.2.1, the set $EQP(y)$ is non-empty for all $y$, implying $M$ is a $Q$ matrix. Therefore, by Theorem 3.9.22 in [48], it follows that $M$ is also an $R_0$ matrix (see reference), establishing the local uniqueness of solutions.

From this result, we can further establish that the set of solutions to this problem for small changes of $y$ in some direction $d$ can be represented by a set of linear functions of $y$. In order to establish this result, it is useful to return to an alternate, equivalent formulation of Program 2.18:

$$\tilde{QQP}_i(y, x_{-i}) := \arg \min_{x_i \in \mathbb{R}^{n_i}} x^T(\frac{1}{2}\tilde{Q}_i x + \tilde{R}_i y + \tilde{q}_i)$$

subject to $\tilde{A}_i x + \tilde{B}_i y + \tilde{c}_i \geq 0$ (2.27a)

Here, the bound constraints $x_i \geq 0$ appearing in Eq. (2.18c) are dropped, which can always be done without loss of generality by simply absorbing them into the constraint (2.27b). To distinguish this form of the QPs of consideration from those in (2.18), the tilde notation is used. When each of the programs (2.27) are convex, the first-order necessary conditions of optimality no longer give rise to a linear complementarity problem, but rather a linear mixed complementarity problem (MCP). These conditions give rise to an alternate definition of the set $EQP(y)$:

$$EQP(y) := \left\{ x^* \in \mathbb{R}^n \mid \exists \lambda^* : (\tilde{Q}_i)_{(i,::)} x^* + (\tilde{R}_i)_{(i,:)y} + (\tilde{q}_i)_{(i,i)} - (\tilde{A}_i)_{(i,:)}^T \lambda^* = 0 \\ \tilde{A}_i x^* + \tilde{B}_i y + \tilde{c}_i \geq 0 \downarrow \lambda^*_i \geq 0, \forall i \in \{1, ..., N\} \right\}$$

(2.28)

Similar to how was done in the preceding section, for some solution $x^* \in EQP(y)$, with associated multiplier $\lambda^*$ define the following index sets, and associated coefficient terms:

$$\mathcal{T}_a := \{ j \mid (\tilde{A}_i x^* + \tilde{B}_i y + \tilde{c}_i)_j = 0\},$$

$$\mathcal{T}_i := \{ j \mid (\lambda^*_i)_j = 0\},$$

$$\mathcal{T}_d := \mathcal{T}_a \cap \mathcal{T}_i,$$

$$\mathcal{T}_{sa} := \mathcal{T}_a \setminus \mathcal{T}_d,$$

$$\mathcal{T}_{si} := \mathcal{T}_i \setminus \mathcal{T}_d.$$

(2.29)

$$\tilde{A}_i_{sa} := (\tilde{A}_i)_{\mathcal{T}_{sa}}, \tilde{B}_i_{sa} := (\tilde{B}_i)_{\mathcal{T}_{sa}}, \tilde{c}_i_{sa} := (\tilde{c}_i)_{\mathcal{T}_{sa}}, \lambda_i_{sa} := (\lambda_i)_{\mathcal{T}_{sa}}$$

(2.30)
Theorem 2.2.4. Let the assumptions made in Theorem 2.2.3 hold. Let \( x^* \in EQP(y) \) with associated multiplier vector \( \lambda^* \). Define \( N(x^*) \subset \mathbb{R}^n \) to be some local neighborhood around \( x^* \). Then for small enough \( \epsilon \), the set of solutions to the set \( EQP(y + \epsilon \delta y) \cap N(x^*) \) is the set of \( x^* + \epsilon \delta x \), where \( \delta x \) is defined to be any solution to the equilibrium problem defined by the following collection of quadratic programs:

\[
DQP_i(y, x^*)[\delta y, \delta x_{i-1}] := \arg \min_{\delta x_i \in \mathbb{R}^n} \delta x_i^T (Q_i \delta x + R_i \delta y) \tag{2.31a}
\]

subject to \( (A_i)_{sa} \delta x + (B_i)_{sa} \delta y = 0 \), \( (A_i)_{d} \delta x + (B_i)_{d} \delta y \geq 0 \) \( \forall i \in \{1, \ldots, N\} \). \( \tag{2.31b} \)

\[
DQEPP(y, x^*)[\delta y] := \left\{ \delta x \in \mathbb{R}^n \mid \exists ((\delta \lambda)_{sa}^*, (\delta \lambda)_{d}^*): (\tilde{Q}_i)_{(i,i)} \delta x^* + (\tilde{R}_i)_{(i,i)} \delta y = 0, (\tilde{A}_i)_{sa} \delta x^* + (\tilde{B}_i)_{sa} \delta y = 0, (\tilde{A}_i)_{d} \delta x^* + (\tilde{B}_i)_{d} \delta y \geq 0 \right\} \tag{2.32}
\]

Proof of Theorem 2.2.4. Expressing the first-order necessary conditions for the collection of convex QPs (2.31) allows us to express the set \( DQEPP(y, x^*)[\delta y] \) as the following:

\[
DQEPP(y, x^*)[\delta y] := \left\{ \delta x^* \in \mathbb{R}^n \mid \exists ((\delta \lambda)_{sa}^*, (\delta \lambda)_{d}^*): (\tilde{Q}_i)_{(i,i)} \delta x^* + (\tilde{R}_i)_{(i,i)} \delta y = 0, (\tilde{A}_i)_{sa} \delta x^* + (\tilde{B}_i)_{sa} \delta y = 0, (\tilde{A}_i)_{d} \delta x^* + (\tilde{B}_i)_{d} \delta y \geq 0 \right\} \tag{2.33}
\]

Define \( (\delta \lambda)_{s_i}^* := 0 \), and let \( \delta \lambda^* \) be the reconstruction of \( (\delta \lambda)_{sa}^*, (\delta \lambda)_{d}^* \), and \( (\delta \lambda)_{d}^* \), in the original index ordering. Following the technique used in Theorem 2.1.2, it follows directly that for small enough \( \epsilon \), the set of solutions \( EQP(y + \epsilon \delta y) \) is represented by the set of \( x^* + \epsilon \delta x^* \), \( \lambda^* + \epsilon \delta \lambda^* \), where \( \delta x^* \in DQEPP(y, x^*)[\delta y] \) and \( \delta \lambda^* \) are associated multipliers. In particular, define

\[
\epsilon_{\text{max}} := \arg \max_{\epsilon > 0} \epsilon \tag{2.34a}
\]

subject to \( (\tilde{A}_i)_{s_i} (x^* + \epsilon \delta x^*) + (\tilde{B}_i)_{s_i} (y + \epsilon \delta y) + (\tilde{c}_i)_{s_i} \geq 0, \forall i \), \( \tag{2.34b} \)

\[
(\lambda_{i})_{sa} + \epsilon (\delta \lambda_{i})_{sa}^* \geq 0, \forall i. \tag{2.34c}
\]

Then for all \( 0 \leq \epsilon \leq \epsilon_{\text{max}} \), \( x^* + \epsilon \delta x^* \) is a solution to \( EQP(y + \epsilon \delta y) \). \( \square \)
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The assumptions made in Theorem 2.2.4 are sufficient conditions for the solution set of $\text{EQP}(y^* + \epsilon \delta y) \cap \mathcal{N}(x^*)$ to be represented by a collection of affine functions in the change $\delta y$. If the equilibrium problem defined by (2.31) contains multiple solutions (the number of solutions must be finite), then there exist multiple valid local affine representations of solutions to the set $\text{EQP}(y + \epsilon \delta y)$ emanating from the point $x^*$. For example, if $\delta x_a^*$ and $\delta x_b^*$ are two solutions to (2.31), then $x^* + \epsilon \delta x_a^*$ and $x^* + \epsilon \delta x_b^*$ are both solutions to $\text{EQP}(y + \epsilon \delta y)$. This implies that the point $(y, x^*)$ is a multifurcation point in the graph $\mathcal{G}(\text{EQP})$.

**Theorem 2.2.5.** Let $\text{EQP}(y)$ have a finite and non-zero number of solutions for every $y \in \mathbb{R}^m$. For some particular $y^*$, let $x^* \in \text{EQP}(y^*)$. Then there exists a piecewise-linear mapping $\bar{x} = K(y)$, such that $\bar{x}$ is a solution to $\text{EQP}(\bar{y})$ for all $\bar{y} \in \mathbb{R}^m$, and with $x^* = K(y^*)$.

**Proof.** Consider $x^*$ as a solution in $\text{EQP}(y)$, and any direction $\delta y \in \mathbb{R}^m$. By the assumptions in Theorem 2.2.4, because $\text{EQP}(y)$ is non-empty for all $y$, $\text{DEQP}(y, x^*)[\delta y]$ is non-empty for all choice of $\delta y$ as well. Furthermore, because $\text{EQP}(y)$ contains a finite number of elements for all $y$, so must $\text{DEQP}(y, x^*)[\delta y]$.

Let $((\delta \lambda)^*_a, (\delta \lambda)^*_b)$ be the multipliers associated with some solution $\delta x^*$ for the direction $\delta y$. Define for this solution, the index sets

$$\mathcal{J}^*_a := \{ j \mid (\bar{A}_i)_a \delta x^* + (\bar{B}_i)_a \delta y \}_j = 0 \} \quad (2.35)$$

$$\mathcal{J}^*_i := \{ j \mid (\bar{A}_i)_i \delta x^* + (\bar{B}_i)_i \delta y \}_j > 0 \},$$

Consider the system of equations formed from Eq. (2.33) by replacing each row $j$ of the complementarity condition with $(\bar{A}_i)_a \delta x^* + (\bar{B}_i)_a \delta y \}_j = 0$ if $j \in \mathcal{J}^*_a$ and the constraint is linearly independent from all other “active” constraints, else replacing it with $((\delta \lambda)_a)_j = 0$ if $j \in \mathcal{J}^*_i$. This is now an equality-constrained system, which by the property that $\text{DEQP}(y, x^*)[\delta y]$ contains a finite number of elements, must be non-singular. This system takes the form

$$\bar{M} \begin{bmatrix} \delta x^* \\ \delta \lambda^* \end{bmatrix} + \bar{N} \delta y = 0, \quad (2.36)$$

which by the non-singularity of the system, implies linear relationships

$$\delta x^* = K \delta y, \quad \delta \lambda^* = L \delta y. \quad (2.37)$$

If $(L_i \delta y)_d = (\delta \lambda_i)_d$, then these linear relationships must hold for all direction $\delta y$ satisfying

$$((L_i \delta y)_d)_j \geq 0, \quad j \in \mathcal{J}^*_a$$

$$((\bar{A}_i)_d K + (\bar{B}_i)_d \delta y)_j \geq 0, \quad j \in \mathcal{J}^*_i \quad (2.38)$$

By Theorem 2.2.4, this implies that for small enough $\epsilon$, $x^* + \epsilon K \delta y$ is a solution to $\text{EQP}(y + \epsilon \delta y)$ for all $\delta y$ satisfying the conditions (2.38). From (2.34), the exact region for which this linear mapping is valid can be established.
$x^* + K \delta y$ is a solution to $EQP(y + \delta y)$ for all $\delta y \in \mathcal{R}$, defined as

$$
\mathcal{R} := \left\{ \delta y \in \mathbb{R}^m : \forall i, \begin{cases} ((L_i \delta y)_d)_j \geq 0, & j \in J_i^a \\ ((\hat{A}_i)_d K + (\hat{B}_i)_d) \delta y)_j \geq 0, & j \in J_i^i \\ (\hat{A}_i)_{si} (K \delta y + x^*) + (\hat{B}_i)_{si} (y + \delta y) + (\hat{c}_i)_{si} \geq 0 \\ ((L \delta y + \lambda^*)_{si})_{sa} \geq 0 \end{cases} \right\} \quad (2.39)
$$

It is useful to represent the region defined by $\{y + \delta y, \delta y \in \mathcal{R}\}$ compactly as $\{y \in \mathbb{R}^m : Dy + d \geq 0\}$, as will be seen in later sections.

Thus far it has been established that for any direction $\delta y$, there exists an affine mapping relating solutions to $EQP(y + \delta y)$ to $y + \delta y$, which passes through $x^*$, which is valid for some polyhedral region containing the origin. Because the existence of this piecewise-affine mapping must exist for every direction $\delta y$ at every solution pair $(y, x^*)$, this implies a globally existent piecewise linear mapping from points $\hat{y} \in \mathbb{R}^m$ to solutions $EQP(\hat{y})$.

The conditions provided in this section are sufficient to ensure the existence of equilibrium solutions to the equilibrium problem, the finite cardinality of solutions, and a piecewise linear relationship between parameter and solutions. All of the conditions listed are not necessary for these properties to hold. In general, each of these desirable properties may hold for other equilibrium problems, even if they do not satisfy the sufficient conditions outlined.

### 2.3 Equilibrium Problems with Equilibrium Constraints

We now consider a generalization of the equilibrium problem defined in the previous section, as we move one step closer to introducing the general connected quadratic programs that are the primary focus of this dissertation.

Let $EQP(y)$ denote the solution to a parametric equilibrium problem defined as in (2.18), (2.19). We denote an equilibrium problem with equilibrium constraints to be an equilibrium solution of the following $N_y$ quadratic programs, each which are subject to shared equilibrium constraints involving the variable $x$:

$$
QPEC_i(z, y_{-i}) := \arg\min_{y_i \in \mathbb{R}^{m_i}, x \in \mathbb{R}^n} \begin{bmatrix} y_i \\ x \end{bmatrix}^\top \begin{bmatrix} \frac{1}{2} Q_{y,i} & y_i \\ y_i & R_{y,i} \end{bmatrix} \begin{bmatrix} y_i \\ x \end{bmatrix} + q_{y,i} \quad (2.40a)
$$

subject to $A_{y,i} \begin{bmatrix} y_i \\ x \end{bmatrix} + B_{y,i} \begin{bmatrix} y_{-i} \\ z \end{bmatrix} + c_{y,i} \geq 0, \quad (2.40b)$

$x \in EQP(y). \quad (2.40c)$
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Here it is implied that \( \sum_{i=1}^{N_y} m_i = m \). Each of the above programs take as parameter some value \( z \in \mathbb{R}^l \), as well as the decision variables \( y_{-i} \). The problem of finding an equilibrium for this set of parametric programs is called an equilibrium problem with equilibrium constraints, or an EPEC:

\[
EPEC(z) := \left\{ x^* \in \mathbb{R}^n, y^* \in \mathbb{R}^m \mid (y^*_i, x^*) \in QPEC_i(z, y^*_{-i}), \forall i \in \{1, ..., N_y\} \right\} \tag{2.41}
\]

Here \( EPEC \) can be seen to be a set-valued mapping \( EPEC : \mathbb{R}^l \Rightarrow \mathbb{R}^{n+m} \).

**Theorem 2.3.1.** Assume that the EQP appearing in Eq. \((2.40)\) has a finite and non-zero number of isolated solutions for every value of \( y \), and therefore the result of Theorem 2.2.5 applies. Then for some \( z \in \mathbb{R}^l \), if \( (y^*, x^*) \) are solutions to the equilibrium problem with equilibrium constraints, i.e. \( (y^*, x^*) \in EPEC(z) \), then for every portion of the piecewise-linear mapping(s) defined by \( \{ y = K x + k, D y + d \geq 0 \} \) and satisfying \( x^* = Ky^* + k, Dy^* + d \geq 0 \) as given in Theorem 2.2.5, \( (y^*, x^*) \) is also a solutions to the equilibrium problem defined by the following programs:

\[
QPEC_i^{(K,k,D,d)}(z, y_{-i}) := \arg \min_{y_i \in \mathbb{R}^{m_i}, x \in \mathbb{R}^n} \left[ \begin{array}{c}
y_i \\
x
\end{array} \right]^T \left( \frac{1}{2} Q_{y,i} \left[ \begin{array}{c}
y_i \\
x
\end{array} \right] + R_{y,i} \left[ \begin{array}{c}
y_i - z \\
x
\end{array} \right] + q_{y,i} \right) \tag{2.42a}
\]

subject to \( A_{y,i} \left[ \begin{array}{c}
y_i \\
x
\end{array} \right] + B_{y,i} \left[ \begin{array}{c}
y_i - z \\
x
\end{array} \right] + c_{y,i} \geq 0, \tag{2.42b} \)
\( D y + d \geq 0, \tag{2.42c} \)
\( x - (Ky + k) = 0. \tag{2.42d} \)

\[
EPEC^{(K,k,D,d)}(z) := \left\{ (x, y) \mid (y_i, x) \in QPEC_i^{(K,k,D,d)}(z, y_{-i}), \forall i \in \{1, ..., N_y\} \right\} \tag{2.43}
\]

In other words, \( (x^*, y^*) \in EPEC^{(K,k,D,d)}(z) \) for all such \( (K, k, D, d) \).

**Proof of Theorem 2.3.1.** This proof follows directly from the fact that locally, the feasible domain for the programs \((2.40)\) is the union of the feasible domains for the programs \((2.42)\). Therefore if there exist two pieces of the piecewise linear representation of the set \( EQP(y) \), denoted by \( (K_1, k_1, D_1, d_1) \) and \( (K_2, k_2, D_2, d_2) \), such that they are neighboring at \((x^*, y^*)\), i.e. \( D_1 y^* + d_1 \geq 0, D_2 y^* + d_2 \geq 0, \) and \( K_1 y^* + k_1 = K_2 y^* + k_2 = x^* \). Let \( (x^*, y^*) \in EPEC^{(K_1,k_1,D_1,d_1)}(z) \), but \( (x^*, y^*) \notin EPEC^{(K_2,k_2,D_2,d_2)}(z) \). This immediately implies \( (x^*, y^*) \) can’t be an equilibrium point of \( EPEC(z) \), since there must exist a point \((x, y)\) in the domain \( D_2 y + d_2 \geq 0, x = K_2 y + k_2 \) which unilaterally decreases the objective value for one of the programs \((2.40)\) (by definition of equilibrium), and therefore a point \((x, y)\) in the domain \( x \in EQP(y) \) which decreases the objective value for one of the programs \((2.42)\).
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On the contrary, if there exist no points in any of the independent domains which uni-
laterally decreases the objective value for one of the programs (2.40), then there cannot exist
a point in the union of domains which unilaterally decreases the objective value for one of
the programs (2.42). This establishes the result.

Theorem 2.3.2. Let the matrices \( Q_{y,i} \) appearing in Eq. (2.42a) be positive semi-definite
for all \( i \in \{1, \ldots, N_y \} \). Furthermore, for all \( i \), and for the polyhedral region \( D_y + d \geq 0 \)
 appearing in Eq. (2.42c), let the following region be a bounded and non-empty set for every
\( y_{-i} \in \mathbb{R}^{m_{-i}} \), \( z \in \mathbb{R}^l \):

\[
C_i(y_{-i}, z) := \left\{ y_i \in \mathbb{R}^{m_i} : \begin{bmatrix} A_{y,i} & y_i \\ K_y + k & z \end{bmatrix} + B_{y,i} \begin{bmatrix} y_{-i} \\ z \end{bmatrix} + c_{y,i} \geq 0, \quad Dy + d \geq 0 \right\}
\] (2.44)

Then, there exists an equilibrium solution to the EPEC defined in terms of the quadratic
programs (2.42), i.e. the set \( \text{EPEC}^{(K,k,D,d)}(z) \) (2.43) is non-empty.

Proof of Theorem 2.3.2. For each program (2.42), substitute \( x \) using the constraint \( x - (K_y + k) = 0 \). We can then re-express each program as the following:

\[
QPEC_{i}^{(K,k,D,d)}(z, y_{-i}) := \arg \min_{y_i \in \mathbb{R}^{m_i}} y_i^T \begin{bmatrix} \frac{1}{2} \tilde{Q}_{y,i} y_i + \tilde{R}_{y,i} \\ \tilde{q}_{y,i} \end{bmatrix} + \tilde{y}_{y,i} \] (2.45a)

subject to \( \tilde{A}_{y,i} y_i + \tilde{B}_{y,i} \begin{bmatrix} y_{-i} \\ z \end{bmatrix} + \tilde{c}_{y,i} \geq 0, \quad Dy + d \geq 0. \) (2.45b and 2.45c)

Here, the new coefficients are given as

\[
\begin{align*}
\tilde{Q}_{y,i} &:= \begin{bmatrix} I \\ K_i \end{bmatrix}^T Q_{y,i} \begin{bmatrix} I \\ K_i \end{bmatrix}, \\
\tilde{R}_{y,i} &:= \begin{bmatrix} I \\ K_i \end{bmatrix}^T \left( Q_{y,i} \begin{bmatrix} 0 \\ K_{-i} \end{bmatrix} + R_{y,i} \right), \\
\tilde{q}_{y,i} &:= \begin{bmatrix} I \\ K_i \end{bmatrix}^T \left( Q_{y,i} \begin{bmatrix} 0 \\ k \end{bmatrix} + q_{y,i} \right), \\
\tilde{A}_{y,i} &:= A_{y,i} \begin{bmatrix} I \\ K_i \end{bmatrix}, \\
\tilde{B}_{y,i} &:= A_{y,i} \begin{bmatrix} 0 \\ K_{-i} \end{bmatrix} + B_{y,i}, \\
\tilde{c}_{y,i} &:= A_{y,i} \begin{bmatrix} 0 \\ k \end{bmatrix} + c_{y,i}.
\end{align*}
\] (2.46)

Here \( K_i \) refers to the \( \sum_{j=1}^{i-1} m_j + 1 \) through \( \sum_{j=1}^{i} m_j \) columns of \( K \), and \( K_{-i} \) refers to all
other columns. It can be seen that since \( Q_{y,i} \) is positive semi-definite by assumption, and
the matrix \( \begin{bmatrix} I \\ K_i \end{bmatrix}^T \) is full rank, \( \tilde{Q}_{y,i} \) is positive semi-definite, and the program is convex in
the variable \( y_i \).

The constraints (2.45b and 2.45c) give rise to the set \( C_i(y_{-i}, z) \) in (2.44), which is non-
empty and bounded for all \( y_{-i} \) and \( z \) by assumption. Therefore by Theorem 3.1 in [66], there
must exist an equilibrium point for this collection of problems.
Before introducing and proving another key theorem, it is useful to describe the set of solutions to the equilibrium problem \( EPEC^{K,k,D,d}(z) \) in terms of the first-order necessary conditions for the individual component programs. This gives:

\[
EPEC^{(K,k,D,d)}(z) := \begin{cases} 
(x^*, y^*) | \exists \lambda^*, \gamma^* : (\bar{Q}_{y,i}^{(i)}y^*_{i} + (\bar{R}_{y,i}^{(i)}y^*_{i} \right [ \frac{y^*_{i} y^*_{j}}{z} ] + \\
(\bar{q}_{y,i}^{(i)} - (\bar{A}_{y,i}^{(i)})^{T}\lambda^* - D^{T}_{(i,j)}\gamma^* = 0, \\
\bar{A}_{y,i}y^*_{i} + \bar{B}_{y,i} \right [ \frac{y^*_{i} y^*_{j}}{z} ] + \bar{c}_{y,i} \geq 0 \iff \lambda^*_i \geq 0, \\
\forall i \in \{1, ..., N_y\}, \\
Dy + d \geq 0 \iff \gamma^* \geq 0
\end{cases}
\] (2.47)

Notice that since all \( QPEC^{(K,k,D,d)}_i \) share the constraints \( Dy + d \geq 0 \), a shared multiplier is used in the first-order necessary conditions of optimality.

Consider some solution \((x^*, y^*)\) to \( EPEC^{(K,k,D,d)}(z) \), with associated multipliers \( \lambda^* \) and \( \gamma^* \). As in previous sections, define the index sets and coefficients

\[
\begin{align*}
T_a^* := \{ j | (\bar{A}_{y,i}x^* + \bar{B}_{y,i}y + \bar{c}_i)_j = 0 \}, & T_a^D := \{ j | (Dy + d = 0) \}, \\
T_l^* := \{ j | (\lambda^*_i)_j = 0 \}, & T_l^D := \{ j | (\gamma^*_i)_j = 0 \}, \\
T_d^* := T_a^*, & T_d^D := T_a^D, \\
T_s^* := T_l^*, & T_s^D := T_l^D, \\
T_i^* := T_d^*, & T_i^D := T_d^D.
\end{align*}
\] (2.48)

\[
\begin{align*}
(\bar{A}_{y,i})_{sa} := (\bar{A}_{y,i})_{I_{sa}}, & (\bar{B}_{y,i})_{sa} := (\bar{B}_{y,i})_{I_{sa}}, (\bar{c}_{y,i})_{sa} := (\bar{c}_{y,i})_{I_{sa}}, (\lambda_i)_{sa} := (\lambda_i)_{I_{sa}}, \\
(\bar{A}_{y,i})_{si} := (\bar{A}_{y,i})_{I_{si}}, & (\bar{B}_{y,i})_{si} := (\bar{B}_{y,i})_{I_{si}}, (\bar{c}_{y,i})_{si} := (\bar{c}_{y,i})_{I_{si}}, (\lambda_i)_{si} := (\lambda_i)_{I_{si}}, \\
(\bar{A}_{y,i})_{da} := (\bar{A}_{y,i})_{I_{da}}, & (\bar{B}_{y,i})_{da} := (\bar{B}_{y,i})_{I_{da}}, (\bar{c}_{y,i})_{da} := (\bar{c}_{y,i})_{I_{da}}, (\lambda_i)_{da} := (\lambda_i)_{I_{da}}, \\
(D)_{da} := (D)_{I_{da}}, & (d)_{da} := (d)_{I_{da}}, (\gamma)_{da} := (\gamma)_{I_{da}}, \\
(D)_{si} := (D)_{I_{si}}, & (d)_{si} := (d)_{I_{si}}, (\gamma)_{si} := (\gamma)_{I_{si}}, \\
(D)_{sa} := (D)_{I_{sa}}, & (d)_{sa} := (d)_{I_{sa}}, (\gamma)_{sa} := (\gamma)_{I_{sa}}, \\
(D)_{d} := (D)_{I_{d}}, & (d)_{d} := (d)_{I_{d}}, (\gamma)_{d} := (\gamma)_{I_{d}}.
\end{align*}
\] (2.49)

Using this notation, we can introduce the following result on the local piecewise-linearity of solutions to \( EPEC(z) \).

**Theorem 2.3.3.** Let the \( EPEC \) \( (2.41) \) have an isolated equilibrium solution for some \( z^* \in \mathbb{R}^l \), denoted by \((y^*, x^*)\). Then there exists a piecewise linear mapping \((y, x) = K(z)\) such that \((y, x)\) are solutions to \( EPEC(z) \) for all \( z \) in some local region containing \( z^* \).
Proof of Theorem 2.3.3. Denote the set of all non-trivial pieces of the piecewise linear mappings relating the set of local to \( EQP(y) \) in the vicinity of \( x^* \) by

\[
\mathcal{K}(z^*, y^*, x^*) := \{(K, k, D, d) \mid \forall y : Dy + d \geq 0, (Ky + k) \in EQP(y)\},
\]

where the coefficients for each piece \( K, k, D, d \) are those defined in Theorem 2.2.5.

For each \( (K, k, D, d) \in \mathcal{K}(z^*, y^*, x^*) \), let \( DEPEC^{(K,k,D,d)}(z^*, y^*, x^*][\delta z] \) be defined as the set of equilibrium solutions to the following collection of problems:

\[
\begin{align*}
DQPEC^{(K,k,D,d)}_i(z^*, y^*, x^*) \left[ \frac{\delta z}{\delta y_{-i}} \right] &:= \arg \min_{\delta y_i \in \mathbb{R}^{m_i}} \delta y_i^T \left( \frac{1}{2} \bar{Q}_{y,i} \delta y_i + \bar{R}_{y,i} \left[ \frac{\delta y_{-i}}{\delta z} \right] \right) \quad (2.51a) \\
\text{subject to} \quad (\bar{A}_{y,i})_d \delta y_i + (\bar{B}_{y,i})_d \left[ \frac{\delta y_{-i}}{\delta z} \right] &\geq 0, \quad (2.51b) \\
(\bar{A}_{y,i})_{sa} \delta y_i + (\bar{B}_{y,i})_{sa} \left[ \frac{\delta y_{-i}}{\delta z} \right] &= 0, \quad (2.51c) \\
(D)_d \delta y &\geq 0, \quad (2.51d) \\
(D)_{sa} \delta y &= 0. \quad (2.51e)
\end{align*}
\]

\[
DEPEC^{(K,k,D,d)}(z^*, y^*, x^*)[\delta z] := \left\{ \delta y : \left[ \delta y_i \in DQPEC^{(K,k,D,d)}_i(z^*, y^*, x^*)[\delta z, \delta y_{-i}] \right]_{i \in \{1, \ldots, N_y\}} \right\}
\]

(2.52)

It is easy to verify (as was done in earlier sections) that for sufficiently small \( \epsilon \), the pair \( (y^* + \epsilon \delta y, K(y^* + \epsilon \delta y) + k) \) is a solution to \( EPEC^{(K,k,D,d)}_i(z + \epsilon \delta z) \), for any

\[
\delta y \in DEPEC^{(K,k,D,d)}(z^*, y^*, x^*)[\delta z].
\]

Following a similar process as in Theorem 2.2.5, this result can be extended to show that there exists a linear mapping defined by some coefficients \( K', k', D', d' \), such that

\[
\forall z : D'z + d' \geq 0, \quad (K'z + k') \in EPEC^{(K,k,D,d)}(z).
\]

(2.53)

While the results so far establish the local piecewise-linearity of the equilibrium problems \( EPEC^{(K,k,D,d)} \), the directional derivative associated with each piece \( (K, k, D, d) \in \mathcal{K}(z^*, y^*, x^*) \) may not agree. The effect of this is that changes in some direction \( \delta z \) may cause the equilibrium point in one piece to leave the boundary of its defining region, while
in other pieces the equilibrium point remains at the boundary of the bordering region. the local equilibrium point of the original EPEC moves as well.

Specifically, by Theorem 2.3.1, a piece of the piecewise linear mapping \((K', k', D', d')\) for \(EPEC^{(K,k,D,d)}(z)\) as in (2.53) is a piece of the piecewise linear mapping for \(EPEC(z)\) if either of the following conditions hold:

- for all other \((\tilde{K}, \tilde{k}, \tilde{D}, \tilde{d}) \in K(z^*, y^*, x^*)\), if there exists a piece \((\tilde{K}', \tilde{k}', \tilde{D}', \tilde{d}')\) of the piecewise-linear representation of the local solution to \(EPEC^{(K,k,D,d)}\) as in (2.53), and \(\tilde{D}' z + \tilde{d}' \geq 0\), then \(\tilde{K}' z + \tilde{k}' = K' z + k'\).

- \(D(K' z + k') + d > 0\).

The conditions above establish sufficient conditions for the existence of a linear mapping of \(z\) which constitutes solutions to \(EPEC(z)\) for all \(z\) in some polyhedral region containing \(z^*\), but do not guarantee that the union of all such polyhedral regions contains an open ball around \(z^*\). This implies that for some changes in the parameter \(z\), the set \(EPEC\) may fail to have a solution. This is contrast to the results in section 2.2, in which the piecewise linear mapping was shown to be globally existent for all choice of parameters \(y\). Nevertheless, whenever the above conditions do hold, they establish a local region around \(z^*\) for which the local linear representation is indeed a solution to \(EPEC(z)\), establishing the result of this theorem.

In this section, some results have been developed for solutions to equilibrium problems with equilibrium constraints. In particular, it was established that when the equilibrium constraints can be represented locally as a piecewise linear mapping, then whenever an equilibrium point to the \(EPEC\) is isolated, and solutions exist for neighboring values of \(z\), then those solutions can be represented (locally) by a piecewise linear function of \(z\). This fact will enable the development of a generalization presented in the next section.

### 2.4 Equilibrium Problems with Nested Equilibrium Constraints

With the results established in previous sections, more general formulations of connected quadratic programs can be introduced. In particular, layers of nested equilibrium problems with equilibrium constraints will be considered. These organizations of programs effectively form \textit{towers} of QPs, made up of vertically nested layers of equilibrium problems. Each layer in the vertical stack is made up of an equilibrium problem, with each quadratic program in the layer subject to a shared constraint that the nested sub-tower of QPs satisfy an equilibrium. The organization we consider is formally defined recursively in terms of parametric groups of nested equilibrium problems.

The term \textit{parametric equilibrium problem with nested equilibrium constraints} (EPNEC) is used to define this organization, and is formalized in the recursive definitions below.
**Definition 1** (QPNEC). A parametric quadratic program with nested equilibrium constraints (QPNEC) at layer index \( l \) for player index \( i \) is a set-valued mapping \( QPNEC_{l,i} : \mathbb{R}^{m_{l,i}} \rightarrow \mathbb{R}^{n_{l,i}+n_{l+1}} \) defined as:

\[
QPNEC_{l,i}(y_{l,i}) := \arg \min_{\bar{x}_{l,i} := [x_{l,0}^\top \ x_{l,i}^\top]^\top, \ x_{l,i} \in \mathbb{R}^{n_{l,i}}}
\bar{x}_{l,i}^\top \left( \frac{1}{2} Q_{l,i} \bar{x}_{l,i} + R_{l,i} y_{l,i} + q_{l,i} \right) \tag{2.54a}
\]

subject to
\[
A_{l,i} \bar{x}_{l,i} + B_{l,i} y_{l,i} + c_{l,i} \geq 0, \tag{2.54b}
\]

\[
EPNEC_{l+1}([y_{l,i}^\top \ x_{l,i}^\top]^\top) \ni x_{l,0} \tag{2.54c}
\]

Here, all variables, cost, and constraint coefficients are labeled by the tuple \((l, i)\) to indicate that in a connected organization of quadratic programs, each \( QPNEC \) is in general, different. In the case that the constraint (2.54c) (defined below) is omitted, it is assumed that the dimension of \( x_{l,0} \) is 0, and therefore the \( QPNEC \) at level \( l \) for player \( i \) is equivalent to a \( QP \).

**Definition 2** (EPNEC). A parametric equilibrium problem with nested equilibrium constraints at level \( l \) is a set-valued mapping \( EPNEC_l : \mathbb{R}^{m_l} \rightarrow \mathbb{R}^{n_l} \) defined as:

\[
EPNEC_l(y_l) := \left\{ \begin{bmatrix} x_{l,0} \\ x_{l,1} \\ \vdots \\ x_{l,N_l} \end{bmatrix} \in \mathbb{R}^{n_l} \mid \begin{bmatrix} x_{l,0} \\ x_{l,i} \end{bmatrix} \in QPNEC_{l,i} \left( \begin{bmatrix} y_i \\ x_{l,-i} \end{bmatrix} \right), \forall i \in \{1, ..., N_l\} \right\} \tag{2.55}
\]

Above, \( N_l \) is the number of players at level \( l \) of the organization, and \( x_{l,-i} \) is defined as:

\[
x_{l,-i} := [x_{l,1}^\top \ ... \ x_{l,i-1}^\top \ x_{l,i+1}^\top \ ... \ x_{l,N_l}^\top]
\]

Similarly let

\[
x_{1:N_l} := [x_{l,1}^\top \ ... \ x_{l,N_l}^\top]^\top.
\]

Notice that the parameter \( y_{l,i} \) being passed to \( QPNEC_{l,i} \) is implicitly defined as \( y_{l,i} := [y_i^\top \ x_{l,-i}^\top]^\top \). Then, the stacking of variables \([y_{l,i}^\top \ x_{l,i}^\top]^\top\) appearing in constraint (2.54c) (via a slight abuse of notation) should be interpreted as \([y_i^\top \ x_{1:N_l}^\top]^\top\), which by the definition of \( ECQP_{l+1} \) is equivalent to \( y_{l+1} \).

Therefore, the dimension of \( y_{l+1} \) is given by \( m_{l+1} = m_l + \sum_{i=1}^{N_l} n_{l,i} \), and hence \( m_l \) is the dimension of all variables appearing in levels strictly before \( l \). Conversely, it is seen that \( n_l = n_{l+1} + \sum_{i=1}^{N_l} n_{l,i} \), and is the dimension of all variables appearing in levels at or after \( l \).
### Table 2.1: Variable scopes for the EPNECs appearing in Fig. 2.1

<table>
<thead>
<tr>
<th>$l$</th>
<th>Input to $EPNEC_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$y_1 = []$</td>
</tr>
<tr>
<td>2</td>
<td>$y_2 = [x_{1,1} \ x_{1,2}]$</td>
</tr>
<tr>
<td>3</td>
<td>$y_3 = [x_{1,1} \ x_{1,2} \ x_{2,1} \ x_{2,2} \ x_{2,3}]$</td>
</tr>
<tr>
<td>4</td>
<td>$y_4 = [x_{1,1} \ x_{1,2} \ x_{2,1} \ x_{2,2} \ x_{2,3} \ x_{3,1}]$</td>
</tr>
<tr>
<td>5</td>
<td>$y_5 = [x_{1,1} \ x_{1,2} \ x_{2,1} \ x_{2,2} \ x_{2,3} \ x_{3,1} \ x_{4,1} \ x_{4,2} \ x_{4,3}]$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$l$</th>
<th>Output of $EPNEC_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x_1 = [x_{1,1} \ x_{1,2} \ x_{2,1} \ x_{2,2} \ x_{2,3} \ x_{3,1} \ x_{4,1} \ x_{4,2} \ x_{4,3}]$</td>
</tr>
<tr>
<td>2</td>
<td>$x_2 = [x_{2,1} \ x_{2,2} \ x_{2,3} \ x_{3,1} \ x_{4,1} \ x_{4,2} \ x_{4,3}]$</td>
</tr>
<tr>
<td>3</td>
<td>$x_3 = [x_{3,1} \ x_{4,1} \ x_{4,2} \ x_{4,3}]$</td>
</tr>
<tr>
<td>4</td>
<td>$x_4 = [x_{4,1} \ x_{4,2} \ x_{4,3}]$</td>
</tr>
<tr>
<td>5</td>
<td>$x_5 = []$</td>
</tr>
</tbody>
</table>

The variable $x_{l,0}$ appearing in $EPNEC_l$ has dimension $n_{l+1}$, and is a shared variable among all $N_l$ players at layer $l$. It represents all variables being determined at level $l + 1$ and after. This variable is constrained by the shared constraint $x_{l,0} \in EPNEC_{l+1}(y_{l+1})$, appearing in $QPNEC_{l,i}$ for all $i \in \{1, ..., N_l\}$. It is through these variables that the nesting of the connected quadratic programs is made explicit. This shared constraint (2.54c) enables the optimization for player $i \in \{1, ..., N_l\}$ at layer $l$ to reason about the reaction of players in successive layers to changes in player $i$'s decision variables.

In Fig. 2.1 an example organization of connected quadratic programs is outlined. In this example there are 4 nested layers of $EPNECs$, with an empty $EPNEC$ at the 5th level for completeness. Each of the four $EPNECs$ considered are comprised of a group of between one and three $QPNECs$. Variable scopes for the various $EPNECs$ and $QPNECs$ in the organization are listed in Tables 2.1 and 2.2.

Note that the equilibrium problems with equilibrium constraints considered in section 2.3 are simply $EPNECs$ with two layers. The formulation here generalizes those problems to arbitrary number of layers.

The form of connected quadratic programs considered here, which can be described by
Figure 2.1: An example organization of a connected quadratic program that can be described in the \textit{EPNEC} framework. Decision variable scopes for the problems at each layer are given in Tables 2.1 and 2.2.
Table 2.2: Variable scopes for some of the $QPNEC_l,i$ appearing in example in Fig. 2.1.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$i$</th>
<th>Input to $QPNEC_{l,i}$</th>
<th>Output of $QPNEC_{l,i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$y_{1,1} = [x_{1,2}]$</td>
<td>$x_{1,1} = [x_{1,1} x_{2}]$</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>$y_{1,2} = [x_{1,1}]$</td>
<td>$x_{2,1} = [x_{2,1} x_{2}]$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$y_{2,1} = [x_{1} x_{2,2} x_{2,3}]$</td>
<td>$x_{2,1} = [x_{2,1} x_{3}]$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$y_{2,2} = [x_{1} x_{2,1} x_{2,3}]$</td>
<td>$x_{2,2} = [x_{2,2} x_{3}]$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>$y_{2,3} = [x_{1} x_{2,1} x_{2,2}]$</td>
<td>$x_{2,3} = [x_{2,3} x_{3}]$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

$EPNECs$, constitute a very general class of problems. It will be shown in later sections that a variety of important and interesting real-world problems can be cast in this framework. Hence, this framework is sufficiently general to encapsulate a broad swath of problems, but is structured enough to be analyzed and enable the development of general solution techniques. This is particularly important, since instead of designing customized solution methods which are specialized for the particular organization of quadratic programs that arise in any given problem, the same method designed for general $EPNECs$ can be applied to that problem. The study of such a computational method is the focus of the next chapter, which will make use of the following theorem.

**Theorem 2.4.1.** Consider an $EPNEC_l$, at some layer $1 \leq l \leq L$ in a stack of nested $EPNECs$. Then if solutions to $x_{l,0} \in EPNEC_{l+1}(y_{l+1})$ can be locally represented as a piecewise linear mapping, and $x_{l-1,0}^*$ is an isolated solution to $EPNEC_l(y_{l}^*)$. Then there exists a piecewise linear representation of local solutions to $EPNEC_l(y_{l})$ for all $y_{l}$ in a polyhedral region containing $y_{l}^*$.

**Proof.** This proof follows from direct application of Theorem 2.3.3, since if the problem $EPNEC_{l+1}(y_{l+1})$ admits a piecewise linear representation, the problem $EPNEC_l(y_{l})$ is indistinguishable from the problem (2.41). \qed

The result of Theorem 2.4.1 implies an inductive relationship between the piecewise linearity of solutions at various layers in an $EPNEC$. Assuming an isolated solution exists to the $EPNEC$ at some layer $l + 1$, the piecewise linear representation of solutions can be used to search for an isolated equilibrium point to the $EPNEC$ at layer $l$. Assuming this can be found, and is an isolated point, a piecewise linear representation of local solutions can be generated for this problem, which can in turn be used to search for solutions to the $EPNEC$.
at layer \( l - 1 \), and so on. This core idea will be the foundation for the computational method developed in the next chapter for computing solutions to these collections of connected quadratic programs.
Chapter 3

General Computation

In this chapter, a method for computing solutions to the $L$-level EPNECs defined in section 2.4 is described, which builds on Theorem 2.4.1. We first present the proposed algorithm in whole, and then discuss various properties of it in the section to follow. In later chapters, example problems are described and some solutions of those problems are reported.

The basic premise of the presented method is the following. An initial iterate is found which is simultaneously feasible for the constraints (2.54b) at every $l \in \{1, ..., L\}, i \in \{1, ..., N_l\}$. This can be done by solving a simple feasibility problem. If there is no such point satisfying all of these constraints, then of course no equilibrium solution can exist.

Once the initial iterate is found, the decision variables $y_L$ are held fixed, while a solution is found to $EPNEC_L(y_L)$. This equilibrium problem at level $L$ is equivalent to the equilibrium formulation described in section 2.2. Once a solution to the problem at level $L$ is found, a piecewise linear representation is formed for the local solutions to that level $L$ problem, which is then used to replace the equilibrium constraints appearing in the equilibrium problem at level $L - 1$.

The decision variables $x_{L-1}$ are now released (such that only $y_{L-1}$ is fixed), and the equilibrium problem at level $L - 1$ is solved using the piecewise linear representation of the sub-level equilibrium constraints. Inspired by the results of Theorem 2.3.1, a method for traversing pieces of the piecewise linear representation is used to find the solution of the level $L - 1$ equilibrium problem. Once a solution is found, a piecewise linear representation of the local solution set is found, and this representation is used to replace the equilibrium constraints appearing in the equilibrium problem $EPNEC_{L-2}$.

This process is repeated until, ideally, a solution is found for $EPNEC_1$, implying an equilibrium solution for the entire set of connected quadratic programs has been found. If at any point, a non-isolated solution is found to the $EPNEC_l$ for some level $2 \leq l \leq L$, then the algorithm terminates with failure, as a suitable representation for the set of local solutions is unable to be found. Furthermore, if an equilibrium is failed to be found at any level $l$, then failure is also returned.
3.1 Equilibrium Problems with Piecewise Linear Constraints

Since much of the method outlined above relies on the solution of equilibrium problems with shared piecewise linear constraints, a specialized subroutine is developed for that problem. Given the development of that subroutine, the method for computing \( L \)-level EPNEC’s can be established.

Before stating the subroutine for solving equilibrium problems with shared piecewise linear equality constraints, the problem formulation is stated with specificity.

Let \( K: \mathbb{R}^m \to \mathbb{R}^n \) be some piecewise linear mapping. Specifically, let \( K \) be defined by \( N_r \) regions, each region \( i \in \{1, \ldots, N_r\} \) defined as
\[
\mathcal{R}_i := \left\{ y \in \mathbb{R}^m : D_i y + d_i \geq 0 \right\}.
\] (3.1)

Assume further that the regions are all connected, i.e. there exists some simply-connected region \( \mathcal{D} \subset \mathbb{R}^m \), and that
\[
\left( \bigcup_{i=1}^{N_r} \mathcal{R}_i \right) = \mathcal{D}.
\] (3.3)

Finally the function \( K \) can be defined:
\[
K(y) := \begin{cases} 
K_i y + k_i & \text{if } y_i \in \mathcal{R}_i 
\end{cases}
\] (3.4)

Notice that the definition of \( K \) implies that the mapping is continuous over the domain \( \mathcal{D} \).

With this definition of the form of piecewise-linear mappings we are concerned with, the equilibrium problem of interest can be defined. We denote this an equilibrium problem with piecewise linear constraints, or \( EPPWLC \). This is an equilibrium problem among multiple quadratic programs with piecewise linear constraints, or \( QPPWLCs \).

\[
QPPWLC_i(z, y_{-i}) := \arg \min_{y_i \in \mathbb{R}^m, x \in \mathbb{R}^n} \begin{bmatrix} y_i \\ x \end{bmatrix}^T \left( \frac{1}{2} Q_{y,i} \begin{bmatrix} y_i \\ x \end{bmatrix} + R_{y,i} \begin{bmatrix} y_{-i} \\ z \end{bmatrix} + q_{y,i} \right) \] subject to \[
A_{y,i} \begin{bmatrix} y_i \\ x \end{bmatrix} + B_{y,i} \begin{bmatrix} y_{-i} \\ z \end{bmatrix} + c_{y,i} \geq 0, \] \( x - K(y) = 0 \). (3.5a, 3.5b, 3.5c)

\[ EPPWLC(z) := \left\{ x^* \in \mathbb{R}^n, y^* \in \mathbb{R}^m | (y_i^*, x^*) \in QPPWLC_i(z, y_{-i}^*), \forall i \in \{1, \ldots, N_y\} \right\} \] (3.6)
Algorithm 1 Equilibrium Problems with Shared Piecewise Linear Equality Constraints

Require:
- Piecewise linear function $K$, defined in (3.4)
- Parameter value $z$
- Collection of $N_y$ QPPWLCS, defined in (3.5)
- Positive semi-definite coefficients $Q_{y,i}$, for all $i \in \{1, \ldots, N_y\}$
- Positive definite submatrix $(Q_{y,i})_{1:m_i,1:m_i}$, for all $i \in \{1, \ldots, N_y\}$

for $i = 1 \ldots N_r$ do
  $(x,y) \leftarrow EPEC(K_i, k_i, D_i, d_i)(z)$ (Using LCP Solve)
  if failure then continue
  if $D_i y + d_i > 0$ then return $(x,y)$
  else
    for $j = 1 \ldots N_r$ do
      if $D_j y + d_j \geq 0$ and $(x,y) \not\in EPEC(K_j, k_j, D_j, d_j)(z)$ (Using LCP check) then break
    end for
    return $(x,y)$
  end if
end for
return $\emptyset$

The first algorithm presented for solving $EPPWLC(z)$ is a simple enumeration-based approach. This approach is conceptually simple, but has some drawbacks which are addressed in algorithm 3.

The premise of Algorithm 1 is to simply enumerate the solutions to the equilibrium problems formed when restricted to each piece of the piecewise linear mapping $K$, and check to see if they satisfy the requirements to be equilibrium points for (3.6) as stated in Theorem 2.3.1.

The method for solving the $EPEC$ associated with each piece is to use a method for solving linear complementarity problems, such as Lemke’s method [48]. In order to convert the $EPEC$ into the form of a linear complementarity problem, first the equality constraints $x = K_i y + k_i$ can be used to eliminate the variable $x$ from the programs as was done in Theorem 2.3.2. At this point the programs are converted to bound-constrained problems via the technique introduced in section 2.1 for converting general QPs into bound-constrained QPs. Finally, expressing the joint first-order necessary conditions for these resultant problems (analogous to (2.47)) result in a LCP which can be solved using known methods.
In Algorithm 1, it is also assumed that the solution to some $EPEC^{K_i,k_i,D_i,d_i}$ may not exist or can not be found. The method is robust to such situations, in that it can still attempt to find an equilibrium point for the problem at large.

The obvious drawback of using Algorithm 1 to solve $EPPWLC$ problems, is that it requires being able to enumerate every piece to the piecewise linear mapping $K$, not to mention then solving the $N_r$ corresponding LCPs. As we will see, in many cases the pieces comprising $K$ are not known in advance, but rather are generated on demand. Specifically, when $y$ leaves a region $R_i$, a new piece $x = K_j y + k_j$ is formed, and the region $R_j$ for which the piece is a valid representation of $K$ is computed.

These difficulties inspire an alternative approach to solving $EPPWLC$ problems, which is outlined in Algorithm 2. The basic idea of this approach is instead to search locally for equilibrium solutions, transitioning from piece to neighboring piece as needed. The challenges in such an approach are that if a particular piece does not warrant an equilibrium solution, establishing which neighboring region to transition to requires care. Furthermore, it can be difficult to find an initial feasible solution which satisfies both the inequality constraints appearing in each QP, as well as the piecewise linear equality constraint. For this reason, Algorithm 2 must have a higher rate of failure than Algorithm 1 yet nevertheless the loss in robustness made in exchange for practicality is often worth it.

There are three subroutines introduced in Algorithm 2 that have not yet been discussed. These are the routines FindFeasible, LCPCheck and EnumerateNeighbors. The method FindFeasible is intended to locate an initial piece of the piecewise linear mapping $K$ for which there is a joint-feasible solution, meaning it simultaneously satisfies the conditions $(3.5b), (3.5c)$ for all $i \in \{1, \ldots, N_y\}$. In general, this is a non-convex problem and can warrant difficulties depending on how the piecewise linear mapping $K$ is represented. Presumably any arbitrary piece of the mapping could be used to initialize the search for an equilibrium point, but then it is unclear how to proceed when no solution exists to the problem $EPEC^{(K,k,D,d)}$.

It may even be that after finding a jointly-feasible solution, that an equilibrium still does not exist. Nevertheless, initializing in a piece in which at least the feasible search region is non-empty gives a strong guess which yields good performance empirically.

The remaining subroutine appearing in Algorithm 2 (and in Algorithm 1) is the method for verifying whether some point $(x, y)$ is a solution to an equilibrium problem $EPEC^{(K,k,D,d)}(z)$.
Algorithm 2 Equilibrium Problems with Shared Piecewise Linear Equality Constraints

Require:

- Piecewise linear function $K$, defined in (3.4)
- Parameter value $z$
- Collection of $N_y$ QPPWLCs, defined in (3.5)
- Positive semi-definite coefficients $Q_{y,i}$, for all $i \in \{1, ..., N_y\}$
- Positive definite submatrix $(Q_{y,i})_{1:m_i,1:m_i}$, for all $i \in \{1, ..., N_y\}$
- Initialization point $(\hat{x}, \hat{y})$ and piece of mapping $\hat{K}, \hat{k}, \hat{D}, \hat{d}$ such that $\hat{D}\hat{y} + \hat{d} \geq 0$.
- $\text{max}_\text{iters}$ (maximum number of pieces to search before declaring failure)

$(\text{success}, K^0, k^0, D^0, d^0) = \text{FindFeasible}(\hat{x}, \hat{y}, \hat{K}, \hat{k}, \hat{D}, \hat{d})$

if not success then return $\emptyset$

end if

$j \leftarrow 0$

while $j < \text{max}_\text{iters}$ do

$(\text{success}, x^j, y^j) \leftarrow \text{EPEC}(K^j, k^j, D^j, d^j)(z)$ (using LCP solve)

if success then

if $D^j y^j + d^j > 0$ then

return $(x^j, y^j)$

else

$\mathcal{N} \leftarrow \text{EnumerateNeighbors}(x^j, y^j, K^j, k^j, D^j, d^j)$

for $(K', k', D', d') \in \mathcal{N}$ do

if $(x^j, y^j) \notin \text{EPEC}(K', k', D', d')(z)$ (using LCP check) then

$(K^{j+1}, k^{j+1}, D^{j+1}, d^{j+1}) \leftarrow (K', k', D', d')$

break

end if

end for

return $(x^j, y^j)$

end if

else

success, $K^{j+1}, k^{j+1}, D^{j+1}, d^{j+1} \leftarrow \text{FindFeasible}()$

if not success then return $\emptyset$

end if

end if

$j \leftarrow j + 1$

end while

return $\emptyset$
Algorithm 3 FindFeasible

Require:
- Piecewise linear function $K$, defined in (3.4)
- Constraints: $Ax + By + c \geq 0$
- (Optional) Initial point $(x, y)$
- (Optional) Initial piece $(K, k, D, d)$

if $(x, y)$ not provided then
  if $(K, k, D, d)$ not provided then
    Choose $(x, y)$ satisfying $Ax + By + c \geq 0$
    if $(y \notin \text{Domain}(K))$ then
      return failure,null,null,null,null
    end if
    $(K, k, D, d) \leftarrow \text{FindLocalPiece}(K, y)$
  else
    Choose $(x, y)$ satisfying $Dy + d \geq 0, x = Ky + k$
  end if
else
  if $(K, k, D, d)$ not provided then
    if $(y \notin \text{Domain}(K))$ then
      return failure,null,null,null,null
    end if
    else
      Assert that $Dy + d \geq 0, x = Ky + k$
    end if
  end if
end if
while True do
  Solve \[ \min_{x^1, y^1, x^2, y^2} \left\| x^1 - x^2 \right\|_2 \text{ s.t. } \{ Dy^1 + d \geq 0, x^1 = Ky^1 + k, Ax^2 + By^2 + c \geq 0 \}. \]
  $(x, y) \leftarrow (x^1, y^1)$
  if $x^1 == x^2$ and $y^1 == y^2$ then return success,$K, k, D, d$
  else
    $\mathcal{N} = \text{EnumerateNeighbors}(x, y, K, k, D, d)$
    if $\mathcal{N} == \emptyset$ then return failure,null,null,null,null
  end if
  $(K, k, D, d) \leftarrow \text{ChooseFrom}(\mathcal{N})$
end while
One way to attempt this is to find a solution to \( EPEC^{(K,k,D,d)}(z) \) and check if that point matches \((x,y)\). However, when multiple solutions exist, any given method for computing solutions may return a different solution than \((x,y)\). In such a case, it cannot be said whether or not \((x,y)\) is indeed a solution to \( EPEC^{(K,k,D,d)}(z) \). Therefore we propose a simplified technique for checking whether \((x,y)\) is indeed a solution to \( EPEC^{(K,k,D,d)}(z) \), which involves fixing \((x,y)\), and attempting to find multipliers which satisfy the conditions (2.47). When the set of active constraints are linearly independent, this is as simple as solving a linear system of equations to solve for the constraint multipliers, and determining whether or not they are non-negative.

### 3.2 Equilibrium Problems with Nested Equilibrium Constraints

Given the methods so far described, we are ready to present the method for computing solutions to equilibrium problems with nested equilibrium constraints.

**Algorithm 4** Equilibrium Problems with Nested Equilibrium Constraints

**Require:**
- \( L \)-level \( EPNEC \), defined by the equilibrium layers (2.55) and the \( QPNECs \) (2.54).
- Positive semi-definite coefficients \( Q_{l,i} \), for all \( l \in \{1,..,L\}, i \in \{1,...,N_l\} \)
- Positive definite submatrix \((Q_{l,i})_{n_l,i:n_l,i}\): for all \( l \in \{1,..,L\}, i \in \{1,...,N_l\} \)
- Initialization \( x_1 \) (\( x_1 \) is the output variables of the 1st layer of the \( EPNEC \), and therefore comprises all decision variables in the \( EPNEC \)).

Decompose \( x_1 := \begin{bmatrix} y_L \\ x_L \end{bmatrix} \)

\( x_L \leftarrow EPNEC_L(y_L) \) using LCP solve (as in section 2.2)

if failure, or non-isolated solution then return failure

end if

for \( l = (L-1) \ldots 1 \) do

\( K_{l+1} \leftarrow \) piecewise linear representation of \( x_{l+1} = EPNEC_{l+1}(y_{l+1}) \)

\( EPPWL_{l+1} \leftarrow \) representation of \( EPNEC_l(y_l) \) using \( K_{l+1} \)

\( x_l \leftarrow EPPWL_{l+1}(y_l) \) using Algorithm 2

if no solution, or non-isolated solution then return failure

end if

end for

return \( x_1 \)

Algorithm 4 follows the basic idea put forth in the beginning of this section. For the very reasons outlined in chapter 2, it is very difficult to guarantee the success of this method.
Nevertheless, by leveraging the local piecewise linearity of each equilibrium sub-problem, equilibrium points for large-scale EPNECs can often be found using this approach.

It is important to point out a possible alternate approach for solving EPNEC problems. Presumably, necessary conditions for equilibrium solutions could be inscribed in terms of primal and dual variables for the entire problem. This would involve starting at layer $L$, and representing the solution to the equilibrium problem at that level as a complementarity problem. This formulation involves not only the primal variables at layer $L$, but also the dual variables. Then, solutions to the equilibrium problem at layer $L - 1$ are formed, now in terms of necessary conditions of equilibrity for the resultant equilibrium problem with equilibrium constraints. Now, additional dual variables are introduced to handle the constrained values of the sub-level dual variables. Presuming such conditions can be succinctly represented, they could be passed in as a constraint into the equilibrium problem at layer $L - 2$, and so forth. It is seen that the total number of decision variables quickly grows very large with the number of layers $L$. Furthermore, the form of the constraints becomes increasingly complicated to represent. It is not hard to see why such an approach is not practical.

So, despite lacking guarantees of the ability to find a solution if one exists, the method presented in Algorithm 4 is still very appealing for its ability to find solutions to previously unsolvable problems. In the sections to follow, various interesting problems are cast as EPNECs, and some results of applying Algorithm 4 to those problems are presented.
Chapter 4

Feedback Nash Equilibrium Problems

In this chapter, the concept of a generalized Feedback Nash equilibrium (GFNE) is introduced, as it serves as an interesting example of an EPNEC, and in many ways was my inspiration for studying connected optimization problems in general. The concept of a GFNE will be formalized, and then some techniques for implementing the approach in Algorithm 4 for this class of problem will be discussed. Finally some examples of solutions will be presented. Much of this chapter is taken from [151], which is co-authored with David Fridovich-Keil, Chih-Yuan Chiu, and Claire Tomlin.

4.1 Introduction: Dynamic Games

As discussed in earlier chapters, connected optimization problems, and EPNECs in particular, arise frequently in the context of game-theoretic problems. Recently there has been a growing interest in the application of game-theoretic concepts to applications in automated systems, as explored in [150, 263, 52, 47, 89, 86, 51, 78]. Indeed, numerous problems arising in these domains can be modeled as games, and particularly as dynamic or repeated games. Particularly in the context of discrete-time dynamic games, in which players have the ability to influence the state of the game over a finite set of game stages, these games can be formulated in the EPNEC framework. Associated with dynamic/repeated game solutions are game trajectories, which capture the evolution of the continuous game state and player inputs over the sequence of stages.

Solutions to dynamic games have been studied extensively; as in [19]. Such studies are largely complementary to the study of extended mathematical programming, such as the study of general equilibrium problems or nested optimization problems. Within the theory of dynamic games, the concept of an information pattern is used to represent the information each player has access to at the point of making decision. Each of these patterns results in a fundamentally different solution. The perspective taken here is that information patterns correspond to connection organizations in the context of connected optimization problems.

Perhaps the simplest information pattern is the open-loop pattern, in which the repeated
nature of the game is ignored. In this pattern the stages of the game are combined into a single static game, and the entire trajectory is chosen at once to satisfy a Nash, Stackelberg, or other type of equilibrium. When constraints on the state variables are imposed upon the players, a generalized equilibrium must be considered, meaning the constraints imposed on each player depend on the decision variables of other players. Formulating games with an open-loop information pattern has many advantages, as the resultant static game often admits known methods for analysis and computing solutions, as presented, for example, in [70, 71]. However, by ignoring the dynamic nature of these games, the expressiveness of the resultant solutions are significantly limited. Intelligent game play in repeated games often involves observing the evolving game state and reacting accordingly.

Reactive game-play can emerge when associating a closed-loop information pattern to the game of interest. Effectively, games with this information pattern are such that the players choose control policies which define the control input as a function of the game state at that stage. When those policies at each game stage are chosen to constitute an equilibrium for the dynamic subgame played over the subsequent game stages, the resultant solution is called a feedback equilibrium. This type of solution is capable of capturing strategies for a player which anticipate and account for the reaction of other players. Some advantages of this type of solution are explored in the autonomous driving context in, e.g., [150].

While feedback equilibrium solutions are often desirable over their open-loop counterparts, for all but simple cases, there do not exist well-developed numerical routines for computing them. The unconstrained Linear-Quadratic (LQ) setting is perhaps the simplest case, and methods for computing feedback equilibria for these games are well known, as presented in [19]. The extension to the computation of a feedback Nash equilibrium for a class of inequality-constrained LQ games is introduced in [212, 213], although restrictive assumptions are made on the form of the dynamics, constraints and cost terms of the game. Numerous other approaches have considered the computation of feedback equilibria under various special cases, such as those in [248, 249, 138], among others. Methods for computing feedback Nash equilibria have been recently developed in the unconstrained, nonlinear case using a value-iteration based approach [109], and an iterative LQ game approach [89]. Nevertheless, to the best of our knowledge, no methods exist for computing feedback equilibria in games with constraints appearing on both the state and input dimensions, both in the general LQ and nonlinear settings.

Since many emerging applications of dynamic games involve inequality constraints on the game states and inputs, we have pursued the development of a robust and efficient method for computing feedback equilibria in this setting. The result of that work is the topic of this chapter. From the view that information patterns are associated with connection patterns of optimization problems, a closed-loop information pattern can be cast as a \textit{EPNEC}. Therefore, the analysis and methods introduced in preceding chapters are used to address to this type of problem.

The outline of the chapter is the following. In Section 4.2 we introduce the concept of a Generalized Feedback Nash Equilibrium (GFNE), which formally defines the feedback concept in the constrained setting. This formulation does not yet make any assumptions
on the objective or constraint forms presented to each player. We discuss pitfalls with a parameterized approach to encoding GFNE problems as a means to motivate and introduce a non-parametric alternative. We show that a GFNE can be cast in the framework of an EPNEC, with some special properties. We then develop necessary and sufficient conditions on game trajectories to satisfy a GFNE using this non-parametric formulation. Challenges associated with the computation of arbitrary GFNE are highlighted, and a close approximation is introduced which is amenable to efficient computation. Finally, numerical methods for the computation of such approximate solutions are developed in detail, for the equality-constrained LQ setting (Section 4.3), inequality-constrained LQ setting (Section 4.4), and ultimately, the general nonlinear setting (Section 4.5). We demonstrate our method on an application to autonomous driving in Section 4.6 and conclude the chapter in Section 4.7.

4.2 Formulation

We focus our attention to the class of $N$-player discrete-time, deterministic, infinite, general-sum dynamic games of discrete stage-length $T$. Let $\mathbf{N}$ denote the set $\{1, \ldots, N\}$, and similarly $\mathbf{T}$ the set $\{1, \ldots, T\}$. We also make use of the sets $\mathbf{T}^+ := \mathbf{T} \cup \{T + 1\}$, $\mathbf{T}_t := \{t, \ldots, T\}$, and $\mathbf{T}_{t}^+ := \{t, \ldots, T + 1\}$. The game state at each discrete time-step $t$ is represented by $x_t \in \mathcal{X} = \mathbb{R}^n$. The game is assumed to start at stage $t = 1$, from a pre-specified initial state $\hat{x}_1$. Throughout this paper we refer to subgames starting at stage $t$, which refers to the game played over a portion of the original game, on the stages $\{t, \ldots, T\}$.

The evolution of the game state is described by the dynamic equation:

$$x_{t+1} = f_t(x_t, u^1_t, \ldots, u^N_t), \quad t \in \mathbf{T}, \quad (4.1)$$

where $u^i_t \in \mathcal{U}^i_t = \mathbb{R}^{m^i}$ are the control variables chosen by players $i \in \mathbf{N}$ at time $t$. Let $m_t := \sum_{i=1}^N m^i_t$ and $m^{-i}_t := m_t - m^i_t$.

To simplify the notation in definitions and derivations, we make use of the following shorthand to refer to various sets of state and control variables:

**Notation reference:**

$$x := (x_1, x_2, \ldots, x_{T+1}),$$
$$u^i := (u^i_1, u^i_2, \ldots, u^i_T),$$
$$u := (u^1, \ldots, u^N),$$
$$u_t := (u^1_t, \ldots, u^N_t),$$
$$u^{-i}_t := (u^1_t, \ldots, u^{i-1}_t, u^{i+1}_t, \ldots, u^N_t),$$
$$(u^i_t, u^{-i}_t) := (u^1_t, \ldots, u^N_t) = u_t$$

Each player in the game is associated with time-separable cost-functionals:

$$L^i(x, u^1, \ldots, u^N) := \sum_{t=1}^{T} l^i_t(x_t, u_t) + l^i_{T+1}(x_{T+1}) \quad (4.2)$$
Furthermore, each player is assigned stage-wise, non-dynamic, equality and inequality constraints.

\[\begin{align*}
0 &= h^i_t(x_t, u_t), \quad t \in T \\
0 &= h^i_{T+1}(x_{T+1}) \quad (4.3a) \\
0 &\leq g^i_t(x_t, u_t), \quad t \in T, \\
0 &\leq g^i_{T+1}(x_{T+1}) \quad (4.3b)
\end{align*}\]

Let the dimension of the constraints \(h^i_t\) and \(g^i_t\), for all \(t \in T^+\) and \(i \in N\), be denoted as \(a^i_t \geq 0\) and \(b^i_t \geq 0\), respectively. Define \(V^i_t : X \to (\mathbb{R} \cup \infty)\) as the Value-function for player \(i \in N\) at stage \(t \in T^+\), and \(Z^i_t : X \times U_t^i \times \ldots \times U_t^N \to (\mathbb{R} \cup \infty)\) the Control-Value-function for player \(i \in N\) at time \(t \in T\).

A Generalized Feedback Nash Equilibrium is defined in terms of measurable maps \(\pi^i_t : X \to U_t^i\), for \(i \in N, t \in T\), which we refer to as feedback policies or strategies. The feedback policies, Value-functions, and Control-Value-functions are together defined according to the following recursive relationships Eq. (4.4)-Eq. (4.7):

\[
V^i_{T+1}(x_{T+1}) := \begin{cases} 
  l^i_{T+1}(x_{T+1}), & 0 = h^i_{T+1}(x_{T+1}) \\
  0 & \leq g^i_{T+1}(x_{T+1}) \\
  \infty, & \text{else}
\end{cases}
\quad (4.4)
\]

Given \(V^i_{t+1}\) for some \(t \in T\) and \(i \in N\), we define \(Z^i_t\) by

\[
Z^i_t(x_t, u^1_t, \ldots, u^N_t) := \begin{cases} 
  l^i_t(x_t, u^i_t) + V^i_{t+1}(f_t(x_t, u_t)), & 0 = h^i_t(x_t, u_t) \\
  0 & \leq g^i_t(x_t, u_t) \\
  \infty, & \text{else}
\end{cases}
\quad (4.5)
\]

For a particular state \(x_t\) at stage \(t\), the feedback policies \(\pi_t\) are defined to return a local Nash equilibrium solution for the static game defined in terms of the \(N\) Control-Value-functions evaluated at \(x_t\) (one for each player).

\[
\bar{u}_t = \pi_t(x_t) \implies Z^i_t(x_t, \bar{u}_t^1, \ldots, \bar{u}_t^N) \leq Z^i_t(x_t, u^1_t, \bar{u}_t^2, \ldots, \bar{u}_t^N), \quad \forall u^1_t \in \mathcal{N}(\bar{u}_t^1),
\]

\[
\vdots
\]

\[
Z^N_t(x_t, \bar{u}_t^1, \ldots, \bar{u}_t^N) \leq Z^N_t(x_t, \bar{u}_t^1, \ldots, \bar{u}_t^{N-1}, u^N_t), \quad \forall u^N_t \in \mathcal{N}(\bar{u}_t^N),
\quad (4.6)
\]

The set \(\mathcal{N}(\bar{u}_t^i)\) is some neighborhood around \(\bar{u}_t^i\). There may exist multiple, potentially non-isolated, local Nash equilibria. For the purposes considered here, we require only that for any state \(x_t\), the policies evaluate to one arbitrarily chosen, yet particular, local equilibrium. A more stringent definition for the policies \(\pi_t\) could require that the inequalities in Eq. (4.6) hold over the entire sets \(U_t^i\). In any case, the Value-functions for stages \(t \in T\) are defined as

\[
V^i_t(x_t) := Z^i_t(x_t, \pi^1_t(x_t), \ldots, \pi^N_t(x_t)). \quad (4.7)
\]
Definition 3 (GFNE). A Local Generalized Feedback Nash Equilibrium is defined by a set of policies $\pi_t^i, t \in T, i \in N$ defined in Eq. (4.6), such that the value of $V^i_1(\hat{x}_1)$, defined in Eq. (4.7), is finite for all $i \in N$. Note that in this chapter we refer to local GFNE whenever we write GFNE.

Consider a collection of policies constituting a GFNE. Let the corresponding equilibrium trajectory be denoted by $x^*_t, u^*_t$ such that

$$
\begin{align*}
x^*_1 &:= \hat{x}_1, \\
u^*_t &:= \pi_t^i(x^*_t), \quad t \in T, \\
x^*_{t+1} &:= f_t(x^*_t, u^*_1, \ldots, u^*_N), \quad t \in T.
\end{align*}
$$

Parametric Formulation

To encode a GFNE problem, one approach would be to use a parametric representation of the policies $\pi_t^i$, and reinterpret the decisions made by players as the parameters of these policies. That is, we could restrict each player to choose from policies $\pi_t^i \equiv \pi_t^i(\theta_t^i)$ at each time $t$, parameterized by a real vector $\theta_t^i$ of arbitrary finite dimension. For clarity we also define $\theta^i := (\theta^i_1, \ldots, \theta^i_T)$ and $\theta_t := (\theta^i_1, \ldots, \theta^i_N)$. A GFNE problem could then be expressed as the following set of coupled optimization problems in which each player $i$ minimizes over policy parameters $\theta^i$, and the trajectory $x, u$ (including the controls of other players, $u^{-i}$):

$$
\begin{align*}
\min_{\theta^i, x, u} \quad & L^i(x, u) \quad (4.9a) \\
\text{s.t.} \quad & 0 = x_{t+1} - f_t(x_t, u_t), \quad t \in T \quad (4.9b) \\
& 0 = u_t - \pi_t^i(x_t), \quad t \in T \quad (4.9c) \\
& 0 = h^i_t(x_t, u_t), \quad t \in T \quad (4.9d) \\
& 0 \leq g^i_t(x_t, u_t), \quad t \in T \quad (4.9e) \\
& 0 = h^T_{t+1}(x_{T+1}) \quad (4.9f) \\
& 0 \leq g^T_{T+1}(x_{T+1}) \quad (4.9g)
\end{align*}
$$

Because the parameterized control policies are treated as constraints, and the controls $u^{-i}$ are treated as decision variables, the reaction of other players to the decisions of player $i$ are explicitly accounted for in the optimization Eq. (4.9). Solutions to this encoding of the game could be found by finding a Generalized Nash Equilibrium for the set of $N$ optimization problems (one corresponding to each player), using a method such as those described in [70].

Although this formulation is theoretically equivalent to a Generalized Nash Equilibrium problem (as are trajectory games with an open-loop information pattern), there are several important issues associated with it. Specifically, even if the parameterization of policies is a simple stage-varying affine map, player $i$ has $m^i \times (n + 1) \times T$ degrees of freedom, many more.
than the underlying control dimension $m^i$. Furthermore, this over-parameterization leads to an ambiguity in the choice of policy—for any single state $x_t$ and control $u_t$, there exist an infinite number of linear maps which relate the two. In general, any collection of policy parameters which lead to the same equilibrium trajectory (i.e., equivalent representations of one another, [19, Definition 5.12]), are indistinguishable in Eq. (4.9). Therefore, without additional regularization, the optimization is under-specified, and this leads to ill-conditioning of the problem.

Perhaps the most important problem that arises with the formulation Eq. (4.9) is that despite relationships between the control variables $u_t$ and state $x_t$ being accounted for via the policies $\pi_{t,\theta_t}$, the gradient of this policy is not necessarily meaningful. Specifically, if the dynamics Eq. (4.9b) and policies Eq. (4.9c) are substituted into the cost functional Eq. (4.9a), and the gradient is taken with respect to the parameters $\theta_t$, the chain rule relates the effect of the parameters on the cost through the policy gradients $\nabla_x \pi_{t,\theta_t}$. However, the over-representation of the policies $\pi_{t,\theta_t}$ implies that the gradient need not correspond to the true gradient of the subgame-optimal policy. To illustrate this, consider a simple example, describing the relationship between a scalar state $x_t$, and player 1’s scalar control $u^1_t$. Let $\pi_{t,\theta_t}(x_t) = \theta_1 \cdot x_t + \theta_2$. If at the state $x_t = 2$, the subgame-optimal value for $u^1_t$ is 1, then one possible parameterization is $\theta_1 = 0.5$, and $\theta_2 = 0$. However, if at the state $x_t = 2 + \epsilon$, the subgame-optimal value for $u^1_t$ is $1 - \epsilon$, then this implies that the original estimate of $\nabla_x \pi_{t,\theta_t} = 0.5$ is unrelated to the observed gradient of the subgame-optimal policy, which is $-1$.

**Non-parametric Formulation**

As discussed above, while it is conceivable to express GFNE problems by use of parameterized policies, the resulting formulation leads to significant numerical and theoretical challenges. The remainder of this work is devoted to an “implicit,” non-parametric encoding of the GFNE problem, which does not suffer the same problems associated with the parametric formulation. We begin the presentation of this approach by first noting that the GFNE problem can be expressed precisely as a EPNEC, as depicted in Fig. 4.1. Using this interpretation, we can lean on the same ideas presented in chapters 2 and 3, and express the policies at each stage $t$ in terms of the subgame starting at that stage.

**Theorem 4.2.1.** The policies defined in Eq. (4.6) can equivalently be expressed in terms of the nested Generalized Nash Equilibrium Problems Eq. (4.10).
Figure 4.1: The EPNEC interpretation of GFNE problems. Decision variable scopes for the problems at each layer are given in the Table 4.1.

<table>
<thead>
<tr>
<th>l</th>
<th>Input to EPNEC_l</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x_1</td>
</tr>
<tr>
<td>2</td>
<td>x_2</td>
</tr>
<tr>
<td>...</td>
<td>:</td>
</tr>
<tr>
<td>T</td>
<td>x_T</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>l</th>
<th>Output of EPNEC_l</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[u_1 x_2 ... u_T x_{T+1}]</td>
</tr>
<tr>
<td>1</td>
<td>[u_2 x_3 ... u_T x_{T+1}]</td>
</tr>
<tr>
<td>...</td>
<td>:</td>
</tr>
<tr>
<td>T</td>
<td>[u_T x_{T+1}]</td>
</tr>
</tbody>
</table>

Table 4.1: Variable scopes for the EPNECs representing the GFNE appearing in Fig. 4.1
\[ \pi^i_t(x_t) := \arg \min_{u^i_t, u^i_{t:T}, u^-_{t+1:T}, x_{t+1:T+1}} \sum_{s=t}^T l^i_s(x_s, u^i_s, u^-_s) + l^i_{T+1}(x_{T+1}) \] (4.10a)

\[ \text{s.t.} \quad 0 = \bar{u}^-_s - \pi^-_s(x_s), \quad s \in T_{t+1} \] (4.10b)

\[ 0 = x_{s+1} - f_s(x_s, u^i_s, \bar{u}^-_s), \quad s \in T_t \] (4.10c)

\[ 0 = h^i_s(x_s, u^i_s, \bar{u}^-_s), \quad s \in T_t \] (4.10d)

\[ 0 \leq g^i_s(x_s, u^i_s, \bar{u}^-_s), \quad s \in T_t \] (4.10e)

\[ 0 = h^i_{T+1}(x_{T+1}) \] (4.10f)

\[ 0 \leq g^i_{T+1}(x_{T+1}) \] (4.10g)

Here \( \pi^-_s(x_t) := (\pi^1_t(x_t), \ldots, \pi^{i-1}_t(x_t), \pi^{i+1}_t(x_t), \ldots, \pi^N_t(x_t)) \), and the notation \( \arg \min \) is used to indicate that the minimum is taken over \( a \) and \( b \), but only the value of \( a \) at the minimum is returned. Furthermore, the value of the minimization appearing in Eq. (4.10) is considered infinite for any combination of optimization variables violating the constraints. Note that the set \( T_{T+1} \) is empty, so for stage \( t = T \), the constraint Eq. (4.10b) vanishes.

**Proof.** Starting with stage \( T \), and substituting \( x_{T+1} \) using the dynamics Eq. (4.10c), and moving constraints Eqs. (4.10d) to (4.10g) into the objective by means of infinite-valued indicator functions, observe that the objective of the minimization is equivalent to \( Z^i_T \) Eq. (4.5) as claimed.

Now, for some other stage \( t \in T \), assuming \( \pi^i_t(x_{t+1}) \) can be expressed by Eq. (4.10), it can be shown that \( \pi^i_t(x_t) \) must also be equivalently expressed by Eq. (4.10). Eq. (4.10) can be re-written as the following:
The nested minimum appearing in Eq. (4.11) is exactly that appearing in Eq. (4.10) for stage \( t + 1 \) (ignoring Eq. (4.11b) if \( t + 1 = T \)). Because the controls \( \bar{u}_{t+1}^{i} \) (for \( t + 1 \leq T \)) are constrained by the policies \( \pi_{t+1}^{i}(x_{t+1}) \), the value of this nested minimization must equal the value function \( V_{t+1}(x_{t+1}) \) as defined in Eq. (4.7) for any minimizer \( u_{t+1}^{i} \), regardless of whether or not the minimizer corresponds to the particular one corresponding to \( \pi_{t+1}^{i}(x_{t+1}) \). By substituting \( x_{t+1} \) using the constraint Eq. (4.11i), and using infinite-valued indicator functions to move Eqs. (4.11j) and (4.11k) into the objective of Eq. (4.11), we see that the objective of the minimization is equivalent to Eq. (4.5) for stage \( t \). Thus, the alternate definition of \( \pi_{t}^{i}(x_{t}) \) in Eq. (4.10) is equivalent to that in Eq. (4.6) for all stages \( t \).

Here we have defined the GFNE policies in terms of the nested equilibrium problems with equilibrium constraints Eq. (4.10). These equilibrium constraints arise in these problems because the constraints Eq. (4.10b) are defined in terms of equilibrium problems. Critically, though, the set of players in all inner-level equilibrium problems are exactly those in the outer-level problems, allowing for the removal of the redundant constraint that \( u_{s}^{i} = \pi_{s}^{i}(x_{s}), s \in T_{t+1} \) from player \( i \)'s problem statement Eq. (4.10), as demonstrated in Theorem 4.2.1. When the necessary conditions of all players are concatenated, the constraints \( u_{s}^{i} = \pi_{s}^{i}(x_{s}), s \in T_{t+1} \) become redundant for all \( i \), as we show in Theorem 4.2.2. This fact will allow for a compact representation of necessary conditions associated with solutions of a GFNE, and ultimately algorithms for finding such solutions.
by \(\{x^*_s; s \in T^+_t, x^*_t = \hat{x}_t\}\), \(\{u^*_s; s \in T^+_t\}\). Furthermore, assume the policies \(\pi_s(x_s)\) are differentiable at the point \(x^*_s\) for \(s \in T_{t+1}\), and a standard constraint qualification such as the linear independence constraint qualification holds for the optimization problem appearing in Eq. (4.10), for each \(i \in N\). Then there exist multipliers \(\{\lambda^i_s \in \mathbb{R}^n; s \in T_t, i \in N\}\), \(\{\mu^i_s \in \mathbb{R}^q; s \in T^+_t, i \in N\}\), \(\{\gamma^i_s \in \mathbb{R}^{q^i}; s \in T^+_t, i \in N\}\), and \(\{\psi^i_s \in \mathbb{R}^{m^i}; s \in T_{t+1}, i \in N\}\) which satisfy:

\[
0 = \nabla_{u^*_s} \left[ l^i_s + f^i_s x^i_s - h^i_s \mu^i_s - g^i_s \gamma^i_s \right]_{x^*_s, u^*_s}, \quad i \in N, \ s \in T_t \tag{4.12a}
\]

\[
0 = \nabla_{x^*_s} \left[ l^i_s - \lambda^i_s - f^i_s x^i_s - h^i_s \mu^i_s - g^i_s \gamma^i_s + \pi^i_s \psi^i_s \right]_{x^*_s, u^*_s}, \quad i \in N, \ s \in T_{t+1} \tag{4.12b}
\]

\[
0 = \nabla_{u^*_s} \left[ l^i_s + f^i_s x^i_s - h^i_s \mu^i_s - g^i_s \gamma^i_s - \psi^i_s \right]_{x^*_s, u^*_s}, \quad i \in N, \ s \in T_{t+1} \tag{4.12c}
\]

\[
0 = \nabla_{x^*_{T+1}} \left[ l^i_{T+1} - \lambda^i_{T+1} - h^i_{T+1} \mu^i_{T+1} - g^i_{T+1} \gamma^i_{T+1} \right]_{x^*_{T+1}}, \quad i \in N \tag{4.12d}
\]

\[
0 = x^i_{s+1} - f_s(x^*_s, u^*_s), \quad s \in T_t, \tag{4.12e}
\]

\[
0 = h^i_s(x^*_s, u^*_s), \quad i \in N, \ s \in T_t, \tag{4.12f}
\]

\[
0 \leq g^i_s(x^*_s, u^*_s) \perp \gamma^i_s \geq 0, \quad i \in N, \ s \in T_t, \tag{4.12g}
\]

\[
0 = h^i_{T+1}(x^*_s), \quad i \in N, \tag{4.12h}
\]

\[
0 \leq g^i_{T+1}(x^*_s) \perp \gamma^i_{T+1} \geq 0, \quad i \in N. \tag{4.12i}
\]

Furthermore, let \(L_t(z_t, x^*_t) = 0\) denote the entire set of conditions Eq. (4.12) formed by treating active inequalities Eqs. (4.12g) and (4.12i) as equalities, and ignoring the inactive inequalities. Here, \(z_t\) is the set of all variables appearing in Eq. (4.12) other than \(x^*_t\) and all multipliers \(\gamma^i_s\) associated with inactive inequality constraints. If strict complementarity holds, and the matrix \(\nabla_{x^*_t} L_t\) is non-singular, then the policy \(\pi_t(x_t)\) is also differentiable at the point \(\hat{x}_t\), and \(\nabla_{x} \pi_t(x_t) := -[\nabla_{x^*_t} L_t]^{-1} \nabla_{x^*_t} L_t]_{u_t}\).

The notation \([\cdot]_{u_t}\) implies that if \(u_t\) appears in the \(j_1\) through \(j_2\) indices of \(z_t\), then the \(j_1\) through \(j_2\) rows of the matrix argument are selected. The notation in the first equation of Eq. (4.12) is used to indicate that the gradients of the functions \(l^i_s(x_s, u_s)\), \(f(x_s, u_s)\), \(h^i_s(x_s, u_s)\), and \(g^i_s(x_s, u_s)\) are evaluated at \(x^*_s\) and \(u^*_s\). The symbol \(\perp\) is used to indicate complementarity of the left- and right-hand-side conditions. For example, if \(\psi^i_s > 0\) then \(\psi^i_s \gamma^i_s = 0\) must be 0, and vice-versa. As before, for the final stage \(t = T\), the set of conditions Eqs. (4.12b) and (4.12c) is empty, as the set \(T_{T+1} = \emptyset\).

**Proof.** By the assumption that the optimization problems Eq. (4.10) satisfy a standard constraint qualification, the Lagrange Multiplier theorem states that there must exist multipliers associated with each player \(i \in N\)’s optimization problem at stage \(t\), such that both the conditions in Eq. (4.12) (evaluated for the particular \(i \in N\)) and the constraints \(u^{-1}_s = \pi_s^{-1}(x_s)\)
hold. Concatenating these conditions for all of the $N$ players gives rise to the conditions Eq. (4.12), with the addition of the constraints Eq. (4.10b) for each $i \in N$. Since there must exist multipliers satisfying those conditions, the conditions Eq. (4.12) must also be satisfied, as Eq. (4.12) are formed by simply removing the constraints $u_s^* = \pi_s(x_s)$.

After removing all inactive inequality constraints and associated multipliers from Eq. (4.12), it is straightforward to verify that the dimension of the system $L_t(z_t, x^*_t)$ and $z_t$ are the same, and therefore that $\nabla z_t L_t$ is a square matrix. If $z^*_t$ is comprised of $x^*_{t+T+1}$, $u^*_t$, and multipliers satisfying Eq. (4.12) such that $L_t(z^*_t, x^*_t) = 0$, then assuming this matrix is non-singular, the Implicit Function Theorem states that there must exist a unique function $\Pi_t(x_t)$ and open set $\mathcal{X}^*_t \subset \mathcal{X}$ containing $x^*_t$ such that $L_t(\Pi_t(x_t), x_t) = 0$ for all $x_t \in \mathcal{X}^*_t$. By the uniqueness of this function, we must have that for all $x_t \in \mathcal{X}^*_t$, $[\Pi_t(x_t)]_{u_t} = \pi_t(x_t)$, where $[\Pi_t(x_t)]_{u_t}$ selects the components of the function $\Pi_t$ corresponding to the subset of $z_t$ containing $u_t$. Therefore, for all $x_t \in \mathcal{X}^*_t$, $\nabla x_t \pi_t(x_t) = \nabla x_t (\Pi_t(x_t))_{u_t} = -[\nabla z_t L_t]^{-1} \nabla x_t L_t|_{u_t}$.

Observe that the conditions $L_t(z_t, x_t) = 0$ contain as a subset the conditions $L_s(z_s, x_s) = 0$, $s \in T_{t+1}$. If the matrices $\nabla x_s L_s(z_s, x_s)$, $s \in T_{t+1}$ are also non-singular, then in some neighborhood of $z^*_t$, the constraints $u^*_s = \pi_s(x^*_s)$, $s \in T_{t+1}$ are equivalent to $L_s(z^*_s, x^*_s) = 0$, motivating the removal of the constraints Eq. (4.10b) from the conditions Eq. (4.12).

For games and corresponding solutions satisfying the stated assumptions, Theorem 4.2.2 suggests a method for computing those solutions. Evaluating the conditions Eq. (4.12) only requires the evaluation of the policy gradients $\nabla x_t \pi_t(x_t)$, and not the policies themselves. This is important for computational reasons, since while in general an explicit representation of the policies is unavailable, it is possible to evaluate the policy gradients.

The procedure we propose for computing GFNE trajectories is to find a solution to the conditions Eq. (4.12), which can then be checked against a sufficiency condition to ensure that the solution indeed constitutes a GFNE.

**Theorem 4.2.3 (Sufficient Conditions).** Consider any set of states $\{x^*_s, s \in T^*_t\}$ and controls $\{u^*_s, s \in T^*_t\}$, which together with multipliers $\{\lambda^*_i \in \mathbb{R}^n; s \in T^*_t, i \in N\}$, $\{\mu^*_s \in \mathbb{R}^{|i|}; s \in T^*_t, i \in N\}$, $\{\gamma^*_i \in \mathbb{R}^{|i|}; s \in T^*_t, i \in N\}$, and $\{\psi^*_i \in \mathbb{R}^{|m|}; s \in T_{t+1}, i \in N\}$ satisfy the conditions Eq. (4.12), with the matrix $\nabla z_t L_s$ non-singular for all $s \in T$. If additionally, for all $i \in N$,

\[
\sum_{s=1}^{T} \begin{bmatrix} d_{x,s}^T & d_{u,s}^T \end{bmatrix} \begin{bmatrix} \nabla^2 \mu^*_s (x^*_s, u^*_s) & 0 \\ 0 & \nabla^2 \lambda^*_i (x^*_{i-1}) \end{bmatrix} \begin{bmatrix} d_{x,s}^T \\ d_{u,s}^T \end{bmatrix} + d_{x,T+1}^T \nabla^2 \lambda^*_i (x^*_{T+1}) d_{x,T+1} > 0,
\]

(4.13a)

\[
\forall \{d_{x,s}, d_{u,s}\} \text{ s.t. } 0 = d_{u,s} - \nabla x \pi_s(x_s) d_{x,s},
\]

(4.13b)

\[
0 = d_{x,s+1} - \nabla x f_s(x_s^*, u_s^*) d_{x,s} - \nabla u f(x_s^*, u_s^*) d_{u,s}, \quad s \in T_t,
\]

(4.13c)

then the trajectory $x^*_s, u^*_s$ constitutes a GFNE trajectory.

**Proof.** The set of $d_{x,s}, d_{u,s}$ satisfying Eqs. (4.13b) and (4.13c) is a super-set of the critical constraint cone [192 Eq. 12.53], therefore the trajectory $x^*_s, u^*_s$ must constitute a true local
minimum of the problems Eq. (4.10) for stage $t$ and each player $i \in \mathcal{N}$, as stated in Theorem 12.6].

The sufficiency condition outlined in Theorem 4.2.3 is stricter than necessary since it ignores other active constraints which reduce the volume of the critical constraint cone, and could be relaxed by considering the linearization of all active constraints.

Although Theorems 4.2.2 and 4.2.3 together outline a procedure for computing GFNE trajectories, there remain some difficulties which must be addressed if such a procedure is to be practical. It is important to note that while the conditions Eq. (4.12) do not require the evaluation of any higher-order derivatives of dynamic and constraint functions appearing at the late stages of the game must be computed to evaluate the conditions Eq. (4.12) when $t = 1$. While technically possible, this requirement is impractical for many games. We therefore introduce a reasonable approximation to the computation of policy gradients $\nabla_x \pi_t(x_t)$ which do not require the evaluation of any higher-order derivatives of policies $\pi_s(x_s), s \in \mathcal{T}_{t+1}$.

**Definition 4 (Policy Quasi-Gradients).** We approximate $\nabla_x \pi_t(x_t)$ by what is termed the policy quasi-gradient, $K_t$, defined implicitly by the following conditions:

\[
\begin{align*}
0 &= \nabla_{u_1^i} \left[ l^i_1 + f^i_1 \lambda^i_1 - h^i_1 \mu^i_1 - g^i_1 \gamma^i_1 \right]_{x^i_1, u^i_1}, \quad i \in \mathcal{N}, \quad s \in \mathcal{T}_t \\
0 &= \nabla_{x_s} \left[ l^i_s - \lambda^i_{s-1} + f^i_s \lambda^i_s - h^i_s \mu^i_s - g^i_s \gamma^i_s \right]_{x^i_s, u^i_s} + K^{-i}_s \psi^i_s, \quad i \in \mathcal{N}, \quad s \in \mathcal{T}_{t+1}, \\
0 &= \nabla_{u^i_s} \left[ l^i_s + f^i_s \lambda^i_s - h^i_s \mu^i_s - g^i_s \gamma^i_s - \psi^i_s \right]_{x^i_s, u^i_s}, \quad i \in \mathcal{N}, \quad s \in \mathcal{T}_{t+1}, \\
0 &= \nabla_{x_{T+1}} \left[ l^i_{T+1} - \lambda^i_T - h^i_T \mu^i_{T+1} - g^i_T \gamma^i_{T+1} \right]_{x^i_{T+1}}, \quad i \in \mathcal{N}, \\
0 &= x^i_{s+1} - f_i(x^i_s, u^i_s), \quad s \in \mathcal{T}_t, \\
0 &= h^i_s(x^i_s, u^i_s), \quad i \in \mathcal{N}, \quad s \in \mathcal{T}_t, \\
0 &\leq g^i_s(x^i_s, u^i_s) \perp \gamma^i_s \geq 0, \quad i \in \mathcal{N}, \quad s \in \mathcal{T}_t, \\
0 &= h^i_{T+1}(x^i_{T+1}), \quad i \in \mathcal{N}, \\
0 &\leq g^i_{T+1}(x^i_{T+1}) \perp \gamma^i_{T+1} \geq 0, \quad i \in \mathcal{N}.
\end{align*}
\]

The conditions Eq. (4.14) are nearly the same as Eq. (4.12), although the actual policy gradients $\nabla_x \pi_s(x_s)$ have been replaced with the quasi-gradients $K_s$. Letting $\hat{L}_t(z_t, x^i_t)$
represent the concatenation of active conditions in Eq. (4.14) (analogous to \( L_t(z_t, x_t^*) \) in Theorem 4.2.2), then

\[
K_t := -[\nabla z_t \hat{L}_t]^{-1} \nabla x_t \hat{L}_t|_{u_t},
\]

where \( K_s, s \in T_{t+1} \) are treated as constants (\( \nabla z_t K_s = 0, s \in T_{t+1} \)). If the matrix \([\nabla z_t \hat{L}_t]\) is singular at some \((z_t, x_t)\), we say that the policy quasi-gradient does not exist at that point.

The conditions Eq. (4.14) can be evaluated without the need for computing any third- or higher-order derivatives of any constraint or objective terms of the game, and can also be evaluated efficiently, as we will show. Solutions satisfying the conditions Eq. (4.14) will not satisfy the conditions Eq. (4.12) in general. Rather, the solutions to Eq. (4.14) will be distinct from solutions to Eq. (4.12), and therefore we introduce the notion of a Generalized Feedback Quasi-Nash Equilibrium (GFQNE) to characterize these solutions. Empirical results indicate that GFQNE solutions closely approximate GFNE solutions.

**Definition 5 (GFQNE).** Let \( \{x_t^*; s \in T^+_t, x_t^* = \hat{x}_t\}, \{u_t^*; s \in T_t\}, \{\lambda^i_s \in \mathbb{R}^n; s \in T_t, i \in \mathbb{N}\}, \{\mu^i_s \in \mathbb{R}^{n_i}; s \in T^+_t, i \in \mathbb{N}\}, \{\gamma^j_s \in \mathbb{R}^{r^j}; s \in T^+_t, i \in \mathbb{N}\}, \text{and} \{\psi^i_s \in \mathbb{R}^{n^i-1}; s \in T_{t+1}, i \in \mathbb{N}\} \) be such that the conditions Eq. (4.14) are satisfied. Furthermore, let

\[
\sum_{s=t}^{T} \left[ \begin{array}{c} d_{x,s} \\ d_{u,s} \end{array} \right]^\top \nabla^2 \psi^j_s(x_t^*, u_t^*) \left[ \begin{array}{c} d_{x,s} \\ d_{u,s} \end{array} \right] + d^T_{x, T+1} \nabla^2 \psi^j_{T+1}(x_{T+1}^*) d_{x, T+1} > 0,
\]

\[\forall \{d_{x,s}, d_{u,s}\} \text{ s.t. } 0 = d_{u,s} - K_s d_{x,s}, \quad s \in T_t,
\]

\[0 = d_{x,s+1} - \nabla x f_s(x_s^*, u_s^*) d_{x,s} - \nabla u f(x_s^*, u_s^*) d_{u,s}, \quad s \in T_t,
\]

then we say that the trajectory \( x_t^*, u_t^* \) constitutes a Generalized Feedback Quasi-Nash Equilibrium (GFQNE) trajectory. Note that the condition Eq. (4.16) differs from the condition in Theorem 4.2.3 in the definition of the critical cone.

If all cost functionals Eq. (4.2) in the game are quadratic, and all dynamic Eq. (4.1) and non-dynamic Eqs. (4.3a) to (4.3b) constraints are linear, then the policy quasi-gradients are equivalent to the policy gradients, and all GFQNE are therefore GFNE.

In the general setting, the policy quasi-gradients do not exactly match the policy gradients, which potentially introduces a different type of computational difficulty. Using Newton-type methods to solve for solutions to Eq. (4.14), we will ideally be able to evaluate \([\nabla z_t \hat{L}_t]^{-1}\) exactly, without treating \( K_s, s \in T_2 \) as constants (since indeed, they depend on \( z_1 \)). If we are unwilling or unable to compute derivatives of sub-game policy quasi-gradients, we will be forced to use a quasi-Newton method at best. Because we are working in the game setting, and the matrix \( \nabla z_t \hat{L}_t \) will, in general, be asymmetric, it is difficult to provide guarantees that such a quasi-Newton method will converge. Nevertheless, we find that in practice, such an approach does in fact converge and is useful in interesting settings.

So far we have also made an important, limiting assumption, which is that the matrices \( \nabla z_t L_t \) and \( \nabla z_t \hat{L}_t \) are non-singular for all \( t \in T \). For many common forms of constraints
Eq. (4.3a), Eq. (4.3b), this assumption cannot hold. This will occur, for example, when there is a terminal constraint on the entire game state, such as \( h_{T+1}^{T+1}(x_{T+1}) := x_{T+1} \). If \( m_i < n \), then the matrices \( \nabla_z \hat{L}_t \) necessarily must be singular. Since many games involve constraints of this form, we handle them in the following way.

If at any stage \( t \), the matrix \( \nabla_z \hat{L}_t \) is found to be singular, and the game is otherwise well-posed\(^1\), then this is likely due to an over-constrained sub-game. In this situation, we can combine the stage \( t \) with the preceding stage \( t-1 \), and define new combined-stage dynamics and constraint functions accordingly. For example, assume at stage \( t \) the matrix \( \nabla_z \hat{L}_t \) is singular. We then define \( \hat{u}_{t-1} := [u_{t-1}^T u_t]^T \), \( \hat{U}_{t-1} := U_{t-1} \times U_t \), and the updated dynamic, constraint, and stage-wise cost functionals as

\begin{align*}
\hat{f}_{t-1}(x_{t-1}, \hat{u}_{t-1}) &:= f_t(f_{t-1}(x_{t-1}, u_{t-1}), u_t), \quad (4.17a) \\
\hat{g}_{i-1}^t(x_{t-1}, \hat{u}_{t-1}) &:= [g_{i-1}^t(x_{t-1}, u_{t-1})^T g_t^t(f(x_{t-1}, u_{t-1}), u_t)^T]^T, \quad (4.17b) \\
\hat{h}_{i-1}^t(x_{t-1}, \hat{u}_{t-1}) &:= [h_{i-1}^t(x_{t-1}, u_{t-1})^T h_t^t(f(x_{t-1}, u_{t-1}), u_t)^T]^T, \quad (4.17c) \\
\hat{l}_{i-1}^t(x_{t-1}, \hat{u}_{t-1}) &:= l_{i-1}^t(x_{t-1}, u_{t-1}) + l_t^t(f(x_{t-1}, u_{t-1}), u_t). \quad (4.17d)
\end{align*}

In this procedure, we effectively reduce the number of stages of the game by 1, but the dimension of all controls input to the game and the cost and constraints imposed upon each player are unchanged.

Throughout the remainder of this chapter, we will assume that game stages are combined as necessary to ensure the subgame policy quasi-gradients are well-defined, and the game horizon \( T \), dynamics, constraints, and cost-functionals all reflect any such modifications. In what follows we focus on the derivation of numerical methods for computing Generalized Feedback Quasi-Nash Equilibria. We begin our presentation by considering a special-case, which will serve as a building block for more general methods.

### 4.3 Equality-Constrained LQ Games

We consider the case in which the dynamics equation describing the game evolution Eq. (4.1) is linear in its arguments, the cost-functionals Eq. (4.2) for each player are quadratic functions of the state and control variables, and each player is subject only to linear equality constraints.

In particular, let

\[ x_{t+1} = A_t x_t + B_t^1 u_t^1 + \ldots + B_t^N u_t^N + c_t, \quad t \in T, \tag{4.18} \]

\(^1\)For example, the quadratic cost functionals of every player have sufficient curvature in the tangent cone of the game.
for (time-varying) matrices $A_t \in \mathbb{R}^{n \times n}$, $B_t^i \in \mathbb{R}^{m_t \times n}$, and vectors $c_t \in \mathbb{R}^n$. Associated with the dynamic constraints are multipliers $\lambda_i^t$ for each player $i \in \mathcal{N}$. Let

$$B_t := [B_1^t \ldots B_N^t], \quad \hat{B}_t := \begin{bmatrix} B_1^t \\ \vdots \\ B_N^t \end{bmatrix}, \quad \lambda^t := \begin{bmatrix} \lambda_1^t \\ \vdots \\ \lambda_N^t \end{bmatrix},$$

(4.19)

$$\tilde{B}_t := \begin{bmatrix} B_2^t \ldots B_N^t \\ \vdots \\ B_1^t \ldots B_{N-1}^t \end{bmatrix}.$$  

In this setting, the cost functionals for each player can be expressed as:

$$l_i^t(x_t, u_t) := \frac{1}{2} \left( [x_t]^\top [Q_i^t \quad S_i^t] [x_t] + 2 [x_t]^\top [q_i^t \quad r_i^t] \right),$$

$$l_{t+1}^i(x_{t+1}) := \frac{1}{2} \left( x_{t+1}^\top Q_{t+1} x_{t+1} + 2 x_{t+1}^\top q_{t+1}^i \right),$$

(4.20)

for (time-varying) matrices $Q_i^t \in \mathbb{R}^{n \times n}$, $S_i^t \in \mathbb{R}^{m_t \times n}$, $R_i^t \in \mathbb{R}^{m_t \times m_t}$, and vectors $q_i^t \in \mathbb{R}^n$, $r_i^t \in \mathbb{R}^{m_t}$. For notational purposes, let the terms $R_i^t$, $S_i^t$, and $r_i^t$ be comprised of sub-matrices, $R_t^{i,j,k} \in \mathbb{R}^{m_t \times m_t}$, $S_t^{i,j} \in \mathbb{R}^{m_t \times n}$, and sub-vectors $r_t^{i,j} \in \mathbb{R}^{m_t}$, for $j, k \in \mathcal{N}$:

$$R_i^t := \begin{bmatrix} R_{t}^{i,1,1} & \ldots & R_{t}^{i,1,N} \\ \vdots & \ddots & \vdots \\ R_{t}^{i,N,1} & \ldots & R_{t}^{i,N,N} \end{bmatrix}, \quad S_i^t := \begin{bmatrix} S_{t}^{i,1,1} \\ \vdots \\ S_{t}^{i,N,N} \end{bmatrix}, \quad r_i^t := \begin{bmatrix} r_{t}^{i,1} \\ \vdots \\ r_{t}^{i,N} \end{bmatrix}$$

(4.21)

We additionally make use of the following matrix terms for brevity, which combine compo-
nents from the cost functionals of all players:

\[
R_t := \begin{bmatrix}
R_{1,1}^t & \ldots & R_{1,N}^t \\
R_{2,1}^t & \ldots & R_{2,N}^t \\
\vdots & \ddots & \vdots \\
R_{N,1}^t & \ldots & R_{N,N}^t
\end{bmatrix}, \quad S_x := \begin{bmatrix}
S_{1}^t \\
S_{2}^t \\
\vdots \\
S_{N}^t
\end{bmatrix}, \quad r_t := \begin{bmatrix}
r_{1,1}^t \\
r_{2,2}^t \\
\vdots \\
r_{N,N}^t
\end{bmatrix}, \quad S_x := \begin{bmatrix}
S_{1}^t \\
S_{2}^t \\
\vdots \\
S_{N}^t
\end{bmatrix},
\]

\[
Q_t := \begin{bmatrix}
Q_1^t \\
\vdots \\
Q_N^t
\end{bmatrix}, \quad S_u := \begin{bmatrix}
S_{1}^T \\
S_{2}^T \\
\vdots \\
S_{N}^T
\end{bmatrix}, \quad q_t := \begin{bmatrix}
q_{1}^t \\
\vdots \\
q_{N}^t
\end{bmatrix},
\]

\[
\bar{R}_t := \begin{bmatrix}
R_{1,1}^{t-1} & \ldots & R_{1,N}^{t-1} \\
\vdots & \ddots & \vdots \\
R_{N,1}^{t-1} & \ldots & R_{N,N}^{t-1}
\end{bmatrix}, \quad \bar{S}_{x_t} := \begin{bmatrix}
S_{1}^{t-1} \\
S_{2}^{t-1} \\
\vdots \\
S_{N}^{t-1}
\end{bmatrix}
\]

We impose the regularity assumptions

\[
R_{i,i,i}^t > 0, \quad R_i^t \succeq 0, \quad Q_i^t \succeq 0 \quad (4.23)
\]

to ensure that the objective of each player is strictly convex. These conditions are sufficient for any solution to the conditions Eq. (4.12) to constitute a GFNE, as stated in Theorem 4.2.3, but not necessary.

The constraints imposed upon each player take the form

\[
0 = H_{x_i}^i x_t + H_{u_i}^i u_1^t + \ldots + H_{u_i}^i u_N^t + h_i^t, \quad t \in \mathbf{T}
\]

\[
0 = H_{x_i}^i x_{T+1} + h_{T+1}^i, \quad (4.24)
\]

for matrices \(H_{x_i}^i \in \mathbb{R}^{a_i \times n}, \ H_{u_i}^i \in \mathbb{R}^{a_i \times m_i}\), and vectors \(h_i^t \in \mathbb{R}^{n_i}\), where \(a_i\) is the dimension of the equality constraint imposed on player \(i\) at stage \(t \in \mathbf{T}^+\). As in Section 4.1, we associate
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multipliers $\mu_i \in \mathbb{R}^{q_i}$, $t \in T^+$ with these constraints for each player $i \in N$. Let

$$H_{u_t} := \begin{bmatrix} H_{u_1}^1 & \ldots & H_{u_N}^1 \\ \vdots & \ddots & \vdots \\ H_{u_1}^N & \ldots & H_{u_N}^N \end{bmatrix}, \quad \hat{H}_{u_t} := \begin{bmatrix} H_{u_1}^1 \\ \vdots \\ H_{u_N}^1 \end{bmatrix},$$

$$H_{x_t} := \begin{bmatrix} H_{x_1}^1 \\ \vdots \\ H_{x_N}^1 \end{bmatrix}, \quad \hat{H}_{x_t} := \begin{bmatrix} H_{x_1}^1 \\ \vdots \\ H_{x_N}^1 \end{bmatrix},$$

$h_t^\top := \begin{bmatrix} (h_1^1)^\top & \ldots & (h_N^1)^\top \end{bmatrix}, \quad \mu_t^\top := \begin{bmatrix} (\mu_1^1)^\top & \ldots & (\mu_N^1)^\top \end{bmatrix},$

$$\tilde{H}_{u_t} := \begin{bmatrix} H_{u_1}^1 & \ldots & H_{u_N}^1 \\ \vdots & \ddots & \vdots \\ H_{u_1}^N & \ldots & H_{u_N}^{N-1} \end{bmatrix}.$$

Due to the linearity of all dynamic and non-dynamic constraint functions appearing in the game, and the quadratic cost functionals, the solutions of the conditions Eq. (4.12) and Eq. (4.14) will be identical, as stated in Section 4.2. Therefore we will use the terms $K_t$ and $\nabla_{x_t} \pi_t(x_t)$ interchangeably in this section.

Using the above-defined dynamic, constraint and cost terms, we are able to proceed with development of numerical methods for computing GFNE solutions to this game. Instead of taking a dynamic programming perspective as is, for example, taken in the classic derivation of Feedback Nash Equilibria for unconstrained LQ games in [19, Chapter 6], we derive our method using what we refer to as a dynamic matrix factorization. The primary idea behind this derivation is simply that the computation used to evaluate $K_{t+1}$ can be reused to compute $K_t$ efficiently.

To start, note that the conditions Eq. (4.14) for stage $t = T$ can be expressed in terms of the following matrix system:

$$\begin{bmatrix} R_T & -\hat{H}_{u_T}^\top & \hat{B}_T^\top \\ H_{u_T} & I_n & Q_{T+1} \\ -B_T & H_{x_{T+1}} & \hat{H}_{x_{T+1}}^\top \end{bmatrix} \begin{bmatrix} u_T \\ \mu_T \\ \lambda_T \end{bmatrix} + \begin{bmatrix} S_{x_T} \\ H_{x_T} \\ -A_T \end{bmatrix} x_T + \begin{bmatrix} r_T \\ h_T \\ -c_T \end{bmatrix} = 0 \quad (4.26)$$

In Eq. (4.26), the matrices $I_n$ denote the $n \times n$-dimensional identity matrix. Letting the system in Eq. (4.26) be denoted in shorthand as

$$M_T z_T + N_T x_T + n_T = 0, \quad (4.27)$$
where \( z_T := [u_T^T \mu_T^T \lambda_T^T x_{T+1}^T \mu_{T+1}^T]^T \), we have that
\[
\pi(x_T) := K_T x_T + k_T,
\lambda_T := K_{\lambda_T} x_T + k_{\lambda_T},
\mu_T := K_{\mu_T} x_T + k_{\mu_T},
\mu_{T+1} := K_{\mu_{T+1}} x_T + k_{\mu_{T+1}},
\]
\[
K_T := -[M_T^{-1} N_T] u_T, \quad k_T := -[M_T^{-1} n_T] u_T,
K_{\lambda_T} := -[M_T^{-1} N_T] \lambda_T, \quad k_{\lambda_T} := -[M_T^{-1} n_T] \lambda_T,
K_{\mu_T} := -[M_T^{-1} N_T] \mu_T, \quad k_{\mu_T} := -[M_T^{-1} n_T] \mu_T,
K_{\mu_{T+1}} := -[M_T^{-1} N_T] \mu_{T+1}, \quad k_{\mu_{T+1}} := -[M_T^{-1} n_T] \mu_{T+1},
\] (4.28)

For any stage \( t \), we also make use of the matrix
\[
\Pi_t^T := \begin{bmatrix} K_t^{2T} & \cdots & K_t^{N_T} \\
\vdots & K_t^{1T} & \cdots & K_t^{3T} & \cdots & K_t^{N_T} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
K_t^1 & \cdots & K_t^{(N-1)T} & 
\end{bmatrix}^T
\] (4.29)

Notice that if we denote the conditions Eq. (4.14) for some stage \( t+1 \) as
\[
M_{t+1} z_{t+1} + N_{t+1} x_{t+1} + n_{t+1} = 0,
\] (4.30)
as we did for \( t+1 = T \), then we have also that the conditions Eq. (4.14) for stage \( t \) can be denoted as
\[
M_t z_t + N_t x_t + n_t = 0,
\] (4.31)
where \( z_t := [u_t^T \mu_t^T \lambda_t^T \psi_{t+1}^T x_{t+1}^T z_{t+1}^T]^T \), and the matrices \( M_t, N_t, \) and \( n_t \) are defined as follows:
\[
M_t := \begin{bmatrix} D_t^1 \\
\vdots \\
D_t^2 \\
\end{bmatrix} = \begin{bmatrix} D_t^1 \\
\vdots \\
D_t^2 \\
\end{bmatrix}
\]
\[
D_t^1 := \begin{bmatrix} R_t \\
\vdots \\
H_{ut} \\
\end{bmatrix} = \begin{bmatrix} R_t \\
\vdots \\
H_{ut} \\
\end{bmatrix}
\]
\[
D_t^2 := \begin{bmatrix} S_{ut+1} \\
\vdots \\
\hat{R}_{t+1} \\
\end{bmatrix} = \begin{bmatrix} S_{ut+1} \\
\vdots \\
\hat{R}_{t+1} \\
\end{bmatrix}
\]
\[
N_t^T := \begin{bmatrix} S_{x_t}^T \\
H_{x_t}^T \\
\vdots \\
\hat{A}_{t+1}^T \\
\end{bmatrix}, \quad n_t^T := \begin{bmatrix} r_t^T \\
h_t^T \\
\vdots \\
0 \\
\end{bmatrix} = \begin{bmatrix} r_t^T \\
h_t^T \\
\vdots \\
0 \\
\end{bmatrix}. 
\] (4.32)
From this form, we have as before, that

\[ \pi(x_t) := K_t x_t + k_t, \]
\[ \lambda_t := K_{\lambda_t} x_t + k_{\lambda_t}, \]
\[ \mu_t := K_{\mu_t} x_t + k_{\mu_t}, \]
\[ \psi_{t+1} := K_{\psi_{t+1}} x_t + k_{\psi_{t+1}}, \]
\[ K_t := -[M_t^{-1} N_t]_{u_t}, \quad k_t := -[M_t^{-1} n_t]_{u_t}, \]
\[ K_{\lambda_t} := -[M_t^{-1} N_t]_{\lambda_t}, \quad k_{\lambda_t} := -[M_t^{-1} n_t]_{\lambda_t}, \]
\[ K_{\psi_{t+1}} := -[M_t^{-1} N_t]_{\psi_{t+1}}, \quad k_{\psi_{t+1}} := -[M_t^{-1} n_t]_{\psi_{t+1}}, \]
\[ K_{\mu_t} := -[M_t^{-1} N_t]_{\mu_t}, \quad k_{\mu_t} := -[M_t^{-1} n_t]_{\mu_t}, \]

The advantage of expressing our system in the form Eq. \((4.32)\) is that the computation performed to solve \(K_{t+1}\) and \(k_{t+1}\) can be reused to solve \(K_t\) and \(k_t\). Using the block form of \(M_t\) defined in Eq. \((4.32)\), and presuming that \(M_{t+1}\) is non-singular, we have from \([165]\):

\[
[M_t^{-1}[N_t n_t]_{u_t,\mu_t,\lambda_t,\psi,\chi_{t+1}} = \begin{bmatrix} P_t^1 & P_t^2 \end{bmatrix} \begin{bmatrix} N_t & n_t \end{bmatrix},
\]

\[
= \begin{bmatrix} P_t^1 N_t & P_t^1 \begin{bmatrix} r_t \\ h_t \\ -c_t \end{bmatrix} + P_t^2 n_{t+1} \end{bmatrix}
\]

where the matrices \(P_t^1\) and \(P_t^2\) are defined as

\[
P_t^1 := (D_t^1 - D_t^2 M_t^{-1} [0 \quad N_{t+1}])^{-1}
\]
\[
P_t^2 := -P_t^1 D_t^2 M_t^{-1}
\]

Substituting in the form of the matrices in Eq. \((4.32)\), we have that

\[
P_t^1 := \begin{bmatrix} R_t & -\hat{H}_{t+1}^T & \hat{B}_{t+1}^T \\ \hat{H}_{u_t} & -B_t \end{bmatrix}^{-1}
\]
\[
\hat{P}_t^{1,a} := Q_{t+1} - S_{u_{t+1}} K_{t+1} + \hat{H}_{x_{t+1}}^T K_{\mu_{t+1}} - \hat{A}_{t+1}^T K_{\lambda_{t+1}};
\]
\[
\hat{P}_t^{1,b} := \check{S}_{x_{t+1}} - \check{R}_{t+1} K_{t+1} + \check{H}_{u_{t+1}}^T K_{\mu_{t+1}} - \check{B}_{t+1}^T K_{\lambda_{t+1}};
\]
\[
P_t^2 n_{t+1} := -P_t^1 \begin{bmatrix} S_{u_{t+1}} k_{t+1} - \hat{H}_{x_{t+1}}^T k_{\mu_{t+1}} + \hat{A}_{t+1}^T k_{\lambda_{t+1}} \\ \check{R}_{t+1} k_{t+1} - \check{H}_{u_{t+1}}^T k_{\mu_{t+1}} + \check{B}_{t+1}^T k_{\lambda_{t+1}} \end{bmatrix}.
\]
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From the above, it can be seen that the entire matrix inverse \( M_t^{-1} \) does not need to be computed for any stage \( t \) (other than the terminal stage \( T \)), and the factorization presented here allows computation of the entire GFNE trajectory and associated multipliers very efficiently. In particular, the overall computational complexity of solving this system is \( O(T \cdot ((N + 1) \cdot (n + m))^2 \cdot (n + 1)) \) time due to the dominating cost of at each stage solving the system of equations of the form \( P_t \cdot W_t \), where \( (P_t)^{-1} \) is a square matrix of width no greater than \( (N + 1) \cdot (n + m) \), and \( W_t \) is some matrix with \( n + 1 \) columns.

After computing the terms Eq. (4.33) for all stages \( t \) using the procedure above, the resultant GFNE trajectory and associated multipliers can be extracted:

\[
x_1^* := \hat{x}_1,
\]

\[
u_s^* := K_s x_s^* + k_s, \quad s \in T,
\]

\[
\lambda_s^* := K_{\lambda_s} x_s^* + k_{\lambda_s}, \quad s \in T,
\]

\[
\psi_s^* := K_{\phi_s} x_{s-1}^* + k_{\phi_s}, \quad s \in T_2,
\]

\[
x_{s+1}^* := A_s x_s^* + B_s u_s^* + c_s, \quad s \in T,
\]

\[
\mu_{T+1}^* := K_{\mu_{T+1}} x_{T+1} + k_{\mu_{T+1}}.
\]

4.4 Inequality-Constrained LQ Games

We now extend the basic results presented in Section 4.3 on the computation of GFNE for equality-constrained LQ games, to the computation of GFNE for inequality-constrained LQ games. The approach we take here is that of an active-set method, analogous to active-set methods for quadratic programming (see, e.g. [192]). This method is simply a particular implementation of the approach presented in Algorithm 4, tailored for the structure of objective and constraint functions appearing in these feedback Nash equilibrium games. Furthermore, instead of using an LCP solver to solve each local equilibrium problem subject to a piece of piecewise linear constraint, the proposed active-set method enables the decision variables associated with multiple levels to change even if the decision variables at deeper levels of the EPNEC have not yet satisfied their equilibrium conditions.

Consider a dynamic game among \( N \) players over \( T \) stages, with linear dynamics described by Eq. (4.18), and quadratic cost functionals Eq. (4.20). Assume that each player is also subject to linear equality constraints of the form Eq. (4.24), along with linear inequality constraints of the form

\[
0 \leq G_{x_t}^i x_t + G_{u_t}^i u_t^1 + \ldots + G_{u_t}^i u_t^N + g_t^i, \quad t \in T
\]

\[
0 \leq G_{x_{T+1}}^i x_{T+1} + g_{T+1}^i,
\]

for matrices \( G_{x_t}^i \in \mathbb{R}^{b_{x} x_t} \), \( G_{u_t}^i \in \mathbb{R}^{b_{u_t} x_t} \), and vectors \( g_t^i \in \mathbb{R}^{b_{g_t}} \), where \( b_t^i \) is the dimension of the inequality constraint imposed on player \( i \) at stage \( t \in T^+ \). As in Section 4.2 we
associate multipliers $\gamma^i_t \in \mathbb{R}^{l^i_t}$, $t \in \mathbb{T}^+$ with these constraints for each player $i \in \mathbf{N}$. Assume that a solution to the system Eq. (4.12) exists for this game at stage $t = 1$, and that strict complementarity holds for the conditions Eq. (4.12) for the subgame starting at every $t \in \mathbb{T}$ along any solution.

The method we present for computing a GFNE of this game is an adaptation of Algorithm 16.3 in [192] to the current setting. Under the strict complementarity assumption (which ensures differentiability of the policies $\pi_t$ along the solution), we have that at any GFNE solution, some subset of the constraints Eq. (4.38) associated with strictly positive multipliers hold with equality at the solution. If the set of active constraints along some solution were known in advance, we could consider all active constraints as equality constraints, ignore all inactive constraints, and solve for the resultant equality-constrained game using the method presented in Section 4.3. In general the set of active constraints along a solution is obviously unknown in advance. The active-set method we propose accounts for this by iteratively solving for the unique GFNE solution for different guesses of the active constraint set, and uses dual variable information to update the guess of the active set. In the remainder of this section we describe the proposed method. The presentation of this section is based off section 16.5 in [192], with necessary modifications made to account for the multiplayer feedback setting considered here.

The method begins with a feasible initialization for the game (defined by the linear dynamics Eq. (4.18), equality constraints Eq. (4.24), and inequality constraints Eq. (4.38), and the quadratic cost functionals Eq. (4.20)). We denote the set of all primal variables associated with the game at the $k$th iteration of the method by $X_k := [x_{(1:T+1),k}, u_{(1:T),k}]$. Also associated with the $k$th iteration of the algorithm is the working set $\mathcal{W}_k$ which denotes the set of constraints which are treated with equality at the $k$th iteration. Note that the working set $\mathcal{W}_k$ always contains all of the equality constraints Eq. (4.24). The working set $\mathcal{W}_1$ is taken to be a subset of the constraints active along the initialization $X_1$.

Given an iterate $X_k$ and working set $\mathcal{W}_k$, a step $P_k := [p_{x_{1:T+1},k}, p_{u_{1:T},k}]$ is found which moves $X_k$ to the GFNE associated with the working set of equality constraints in $\mathcal{W}_k$. Specifically, the problem to be solved at each iteration is the GFNE problem for the equality-constrained LQ game defined by the stage-wise cost functionals for each player

\[
\begin{align*}
I_{t,k}(p_{x_t}, p_{u_t}) := & \frac{1}{2} \left( \begin{bmatrix} p_{x_t} \\ p_{u_t} \end{bmatrix}^T \begin{bmatrix} Q_t \\ S_t^T R_t^T \end{bmatrix} \begin{bmatrix} p_{x_t} \\ p_{u_t} \end{bmatrix} + 2 \begin{bmatrix} p_{x_t} \\ p_{u_t} \end{bmatrix}^T \begin{bmatrix} q_{t,k}^i \\ r_{t,k}^i \end{bmatrix} \right), \quad t \in \mathbb{T} \\
q_{t,k}^i := & Q_t^i x_{t,k} + S_t^T u_{t,k} + q_t^i, \quad t \in \mathbb{T}, \\
r_{t,k}^i := & S_t^i x_{t,k} + R_t^i u_{t,k} + r_t^i, \quad t \in \mathbb{T}, \\
I_{T+1,k}(p_{x_{T+1},k}) := & \frac{1}{2} \left( p_{x_{T+1}}^T Q_{T+1}^i p_{x_{T+1}} + 2 p_{x_{T+1}}^T q_{T+1,k}^i \right), \\
q_{T+1,k}^i := & Q_{T+1}^i x_{T+1,k} + q_{T+1,k}^i,
\end{align*}
\]

the dynamics

\[
p_{x_{t+1}} = A_t p_{x_t} + B_t^1 p_{u_1} + \ldots + B_t^N p_{u_N}, \quad t \in \mathbb{T},
\]
and the linear equality constraints

\begin{align*}
0 &= H_i^{(x_t,k)}p_{x_t} + H_i^{(u_1^t,k)}p_{u_1^t} + \ldots + H_i^{(u_N^t,k)}p_{u_N^t}, \quad t \in T \\
0 &= H_i^{(x_{T+1},k)}p_{x_{T+1}}.
\end{align*}

(4.41)

Above, the matrices $H_i^{(x_t,k)}$ and $H_i^{(u_j^t,k)}$ are defined to be the set of active equality constraint coefficients corresponding to $W_k$:

\begin{align*}
H_i^{(x_t,k)} := \begin{bmatrix}
H_i^{x_t} \\
\vdots \\
\{G_i^{x_j^t}\}_{(t,i,j) \in W_k \cap I} \\
\vdots
\end{bmatrix},
H_i^{(u_t,k)} := \begin{bmatrix}
H_i^{u_t} \\
\vdots \\
\{G_i^{u_j^t}\}_{(t,i,j) \in W_k \cap I} \\
\vdots
\end{bmatrix}.
\end{align*}

(4.42)

The set $W_k \cap I$ is the index set of all active inequality constraints, and $G_i^{x_j^t}$ is the $j$th row of the matrix $G_i^{x_t}$.

Associated with the constraints Eq. (4.41) are multipliers $\mu_i^{(t,k)}$, defined as

\begin{align*}
\mu_i^{(t,k)} := \begin{bmatrix}
\mu_i^t \\
\vdots \\
\{\gamma_i^{x_j^t}\}_{(t,i,j) \in W_k \cap I} \\
\vdots
\end{bmatrix}.
\end{align*}

(4.43)

where $\gamma_i^{x_j^t}$ is the $j$th element of $\gamma_i^t$.

After solving for $P_k$, the GFNE of the resultant equality-constrained LQ game, $X_k + P_k$ is the GFNE for the equality-constrained LQ game defined by Eq. (4.18), Eq. (4.20), Eq. (4.24), and the active constraints Eq. (4.38) in $W_k \cap I$. However, it may be that $X_k + P_k$ is infeasible with respect to the entire set of inequality constraints Eq. (4.38). Therefore we instead find the point $X_k + \beta_k P_k$, where

\begin{align*}
\beta_k := \max_{\beta \in [0,1]} \beta \\
\text{s.t. } X_k + \beta P_k \text{ feasible w.r.t. Eq. (4.38)}.
\end{align*}

(4.44)

The optimization in Eq. (4.44) is a linear program, and $\beta_k$ can be computed exactly and efficiently. When $\beta_k < 1$, it implies that there is an inequality constraint not considered in the working set which must be accounted for. When this is the case, the iterate $X_{k+1}$ is updated to the point $X_k + \beta_k P_k$, and the working set is updated to include the blocking constraint. If instead, $\beta_k = 1$, then the point $X_k + P_k$ both is a GFNE solution for the working set and is feasible with respect to all equality and inequality constraints. All that is left to check is whether the constraints $\mu_i^{x_j^t} > 0$ for all $j > a_i^t$, meaning the complementarity conditions in Eq. (4.12) are satisfied, and therefore a solution satisfying the entire set of conditions Eq. (4.12) for the inequality-constrained problem has been found. If some multiplier
associated with the inequality constraints in the working set $W_k$ is negative then the corresponding constraint is to be dropped from the working set at the next iteration. Unlike the the convex quadratic programming setting, where forming $W_{k+1}$ by dropping a constraint associated with a negative multiplier in the set $W_k \cap I$ and setting $X_{k+1} = X_k + P_k$, the update $P_{k+1}$ does not necessarily move away from the dropped constraint boundary. In such situations, the procedure fails to make progress, since the value of $\beta_{k+1}$ in Eq. (4.44) will be 0. In practice these conditions can be treated by dropping a different constraint (also associated with a negative multiplier) from the working set. If no other constraints are associated with negative multipliers, a GFNE does not exist in the vicinity of the iterate, and failure is declared. The full procedure is stated in Algorithm 5.

4.5 Nonlinear Games

So far the focus of this dissertation has been on connected quadratic programs. In this section we propose a method for extending some of the previous results to the nonlinear setting, in which each connected optimization problem is a nonlinear optimization problem.

In particular, we outline a procedure for finding a solution to the conditions Eq. (4.14) for games defined by the dynamics Eq. (4.1), cost functionals Eq. (4.2), and constraints Eqs. (4.3a) and (4.3b). We assume that all functions appearing in the conditions Eq. (4.14) are continuously twice differentiable, with the exception of the implicitly defined policies. The procedure leverages the method for computing solutions to inequality-constrained LQ games presented in Section 4.4 and Algorithm 5 and generally is inspired by Sequential Quadratic Programming methods for non-convex numerical optimization (see e.g. [192], Chapter 18).

The foundation of this approach is in the observation that a Newton-style method can be used to finding a solutions to the conditions Eq. (4.14), where each iteration involves solving for a GFNE for the locally approximate LQ game formed around the current iterate. Considering first the case in which the game does not include any inequality constraints, computing a search direction using Newton’s method on the conditions Eq. (4.14) at $t = 1$ can be seen to be equivalent to computing a search direction by solving an LQ approximation of the game. In the inequality-constrained case, search directions can be found by solving an inequality-constrained LQ approximation, analogous to the method in [192].

In particular, we propose an iterative method for finding solutions to the conditions Eq. (4.14). Note that throughout this section, iterations are again indexed by $k = 1, 2, 3, \ldots$, as they were in the method for computing inequality-constrained LQ games in Section 4.4. Here, let the current iterate of the primal and dual game variables at iteration $k$ be denoted as

$X_k := [x(1:T+1), k, u(1:T), k]$
$\Lambda_k := [\lambda(1:T), k, \mu(1:T+1), k, \gamma(1:T+1), k, \psi(2:T), k]$ (4.45)

Note that the multipliers cannot be zero by the strict complementarity assumption made.
Algorithm 5 Active Set Inequality Constrained LQ Game GFNE Solver

1: Start with $X_1$ feasible w.r.t. Eq. (4.18), Eq. (4.24), Eq. (4.38)
2: Initialize $W_1$ to be subset of active inequality constraints along $X_1$
3: for $k=1,2,3,...$ do
4:   Solve equality-constrained LQ GFNE defined by Eq. (4.39), Eq. (4.40), Eq. (4.41), and denote the solution as $P_k$
5:   if $P_k == 0$ then
6:     Extract multipliers $\mu_{(t,k)}^i$, $\psi_t^i$, $\lambda_t^i$, using Eq. (4.37)
7:     if $\mu_{(t,k)}^{i,j} > 0$, $\forall j > a_t^i$ (Inequality constraint multipliers) then return $X_k$, 
8:     else
9:        $(t_m,i_m,j_m) \leftarrow \arg\min_{(t,i,j) \in W_k \cap \mathcal{I}} \mu_{(t,k)}^{i,j}$
10:       $X_{k+1} \leftarrow X_k$
11:       $W_{k+1} \leftarrow W_k \setminus \{(t_m,i_m,j_m)\}$
12:    end if
13:   else
14:     Find largest $\beta_k \in [0,1]$ such that $X_k + \beta_k P_k$ is feasible w.r.t. Eq. (4.38)
15:     $X_{k+1} \leftarrow X_k + \beta_k P_k$
16:     if $\beta_k < 1$ then
17:        $(t_b,i_b,j_b) \leftarrow \text{index of blocking inequality constraint not already in } W_k \cap \mathcal{I}$
18:        if $(t_b,i_b,j_b) == (t_m,i_m,j_m)$ (Blocking index is previously dropped index) then
19:            Choose other blocking constraint or declare failure
20:        else
21:            $W_{k+1} \leftarrow W_k \cup (t_b,i_b,j_b)$
22:        end if
23:     else
24:        $W_{k+1} \leftarrow W_k$
25:     end if
26:   end if
27: end for
Assume some initialization of all variables $X_1$ and $\Lambda_1$. Then for each iteration $k$, a search direction $P_k$ is found by solving the inequality-constrained LQ game formed in the following way.

Let the dynamics Eq. (4.18) for the approximate game at the $k$th iteration be defined by the terms
\[
A_{t,k} := \nabla_x f_t(x_{t,k}, u_{t,k}), \quad B_{i,t,k} := \nabla u_i f_t(x_{t,k}, u_{t,k}), \quad c_{t,k} := f_t(x_{t,k}, u_{t,k}) - x_{t+1,k}.
\]

Similarly, let the equality and inequality constraint terms in Eqs. (4.24) and (4.38) be defined as
\[
H_{x,t,k}^i := \nabla_x h_t^i(x_{t,k}, u_{t,k}), \quad G_{x,t,k}^i := \nabla_x g_t^i(x_{t,k}, u_{t,k}),
\]
\[
H_{u,t,k}^i := \nabla u_i h_t^i(x_{t,k}, u_{t,k}), \quad G_{u,t,k}^i := \nabla u_i g_t^i(x_{t,k}, u_{t,k}).
\]

Finally, let the cost functional coefficients in Eq. (4.20) for stages $t \in T$ be defined as
\[
Q_{t,k}^i := \nabla^2_{x,x} l_t^i(x_{t,k}, u_{t,k}) + (\nabla^2_{x,x} f_t)^\top \lambda_{t,k}^i - (\nabla^2_{x,x} h_t^i)^\top \mu_{t,k}^i - (\nabla^2_{u,x} g_t^i)^\top \gamma_{t,k}^i,
\]
\[
S_{t,k}^i := \nabla^2_{u,x} l_t^i(x_{t,k}, u_{t,k}) + (\nabla^2_{u,x} f_t)^\top \lambda_{t,k}^i - (\nabla^2_{u,x} h_t^i)^\top \mu_{t,k}^i - (\nabla^2_{u,u} g_t^i)^\top \gamma_{t,k}^i,
\]
\[
R_{t,k}^i := \nabla^2_{u,u} l_t^i(x_{t,k}, u_{t,k}) + (\nabla^2_{u,u} f_t)^\top \lambda_{t,k}^i - (\nabla^2_{u,u} h_t^i)^\top \mu_{t,k}^i - (\nabla^2_{u,u} g_t^i)^\top \gamma_{t,k}^i,
\]
\[
q_{t,k}^i := \nabla_x l_t^i(x_{t,k}, u_{t,k}), \quad r_{t,k}^i := \nabla u_i l_t^i(x_{t,k}, u_{t,k}).
\]

The solution to this inequality-constrained LQ game at each iteration $k$ yields the search direction $P_k$ and multipliers $\Lambda_{k+1}$. To ensure progress towards a solution of the conditions Eq. (4.14), a line-search procedure is invoked. We seek a parameter $\alpha_k \in [0,1]$ such that the iterates
\[
X_{k+1} := X_k + \alpha_k P_k, \quad \Lambda_{k+1} := \Lambda_k + \alpha_k (\Lambda_{k+1} - \Lambda_k)
\]
make maximal progress towards satisfying the conditions Eq. (4.14), with respect to an appropriate merit function. Because the game setting involves multiple players, a decrease in the objective of all players’ objectives cannot be guaranteed. Therefore the merit function we consider is simply the residual squared norm of the conditions Eq. (4.14). In particular,
define the merit function to search over as the following:

\[
M(X, \Lambda) := \sum_{i \in \mathbb{N}} \sum_{s \in T} \left\| \nabla u_i \left[ l_s^i + f_s^T \lambda^i_s - h_s^{iT} \mu^i_s - g_s^{iT} \gamma^i_s \right] \right\|_2^2 + \\
\sum_{i \in \mathbb{N}} \sum_{s \in T_2} \left\| \nabla x_s \left[ l_s^i - \lambda^i_{s-1} + f_s^T \lambda^i_s - h_s^{iT} \mu^i_s - g_s^{iT} \gamma^i_s + K^{iT} \right] \right\|_2^2 + \\
\sum_{i \in \mathbb{N}} \sum_{s \in T_2} \left\| \nabla u_s \left[ l_s^i + f_s^T \lambda^i_s - h_s^{iT} \mu^i_s - g_s^{iT} \gamma^i_s - \psi^i_s \right] \right\|_2^2 + \\
\sum_{i \in \mathbb{N}} \left\| \nabla x_{s+1} \left[ l_{s+1}^i - \lambda^i_{s+1} + h_{s+1}^{iT} \mu^i_{s+1} - g_{s+1}^{iT} \gamma^i_{s+1} \right] \right\|_2^2 + \\
\sum_{s \in T} \left\| x_{s+1} - f_s(x_s, u_s) \right\|_2^2 + \\
\sum_{i \in \mathbb{N}} \left( \sum_{s \in T} \left\| h_s^i(x_s, u_s) \right\|_2^2 + \left\| h_{s+1}^i(x_{s+1}) \right\|_2^2 \right) + \\
\sum_{i \in \mathbb{N}} \left( \sum_{s \in T} \left\| \min(g_s^i(x_s, u_s), 0) \right\|_2^2 + \left\| \min(g_{s+1}^i(x_{s+1}), 0) \right\|_2^2 \right) + \\
\sum_{i \in \mathbb{N}} \sum_{s \in T^+} \left\| \min(\mu_s^i, 0) \right\|_2^2 + \left\| (g_s^i)^T \mu_s^i \right\|.
\] (4.50)

Recall that $T_2 := \{2, \ldots, T\}$. Then $\alpha_k$ is defined as:

\[
\alpha_k := \min_{\alpha \in [0,1]} M(X_k + \alpha P_k, \Lambda_k + \alpha (\Lambda_{k+1} - \Lambda_k)).
\] (4.51)

Algorithm 6 GFQNE Solver for Nonlinear Games

1: Set convergence tolerance $\epsilon > 0$
2: Start with initial $X_1, \Lambda_1$
3: for $k=1,2,3,\ldots$ do
4: \hspace{1em} Solve inequality-constrained LQ GFNE defined by Eq. (4.46), Eq. (4.47), Eq. (4.48), and denote the solution and corresponding multipliers as $P_k, \Lambda_{k+1}$
5: \hspace{1em} Find $\alpha_k$ according to Eq. (4.51) and Eq. (4.50) via backtracking line-search
6: $X_{k+1} \leftarrow X_k + \alpha_k P_k$
7: $\Lambda_{k+1} \leftarrow \Lambda_k + \alpha_k (\Lambda_{k+1} - \Lambda_k)$
8: if $M(X_{k+1}, \Lambda_{k+1}) < \epsilon$ then
9: \hspace{1em} Return $X_{k+1}, \Lambda_{k+1}$ and break
10: end if
11: end for

The choice of merit function need not be as defined in Eq. (4.50). Any positive-valued function which evaluates to 0 if and only if the arguments constitute a solution to Eq. (4.14) is
acceptable. Note that in the line-search procedure Eq. (4.51) using any such merit function, it is necessary in general to evaluate the policy quasi-gradients $K_t$ at the candidate point $X_k + \alpha P_k, \Lambda_k + \alpha (\Lambda_{k+1} - \Lambda_k)$ for general $\alpha$. However, recall that these terms are implicitly defined, and in general require solving the approximate LQ game defined at the candidate point to evaluate them. This makes the evaluation of Eq. (4.51) very expensive. Therefore, in practice, we find it acceptable in most cases to replace the policy quasi-gradients $K_t$ appearing in Eq. (4.50) corresponding to the candidate point, with the quasi-gradients corresponding to the point $X_k, \Lambda_k$, which are evaluated in the computation of the search direction $P_k$.

Even with the reuse of the policy quasi-gradients, the minimization in Eq. (4.51) cannot be carried out exactly. In practice, a backtracking line-search satisfying a sufficient decrease condition is used instead.

The complete algorithm for computing solutions to Eq. (4.14) for nonlinear games is given in Algorithm 6.

4.6 Example

We now demonstrate the methodologies so far presented on a practical example.

Consider a game describing a driving scenario involving an autonomous vehicle and two other vehicles on a freeway. Here $N = 3$, and let $T = 100$ denote the number of discrete time-points in the trajectory game. Let the game dynamics be defined as the concatenation of the independent dynamics of each vehicle in the game. We assume that each vehicle
<table>
<thead>
<tr>
<th>Major Iteration</th>
<th>Minor Iteration</th>
<th>Working Set Indices</th>
<th>Comment</th>
<th>$\alpha_k$</th>
<th>$M(X_{k+1}, \Lambda_{k+1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F1</td>
<td>{}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>{(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>F3</td>
<td>{(101,1),(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>{(101,1),(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>{(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>{(101,1),(101,2)}</td>
<td>Cycle 1</td>
<td>1</td>
<td>96.25</td>
</tr>
<tr>
<td>2</td>
<td>F1</td>
<td>{(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>{(101,1),(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>{(101,1),(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>{(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>{(101,1),(101,2)}</td>
<td>Cycle 1</td>
<td>1</td>
<td>55.65</td>
</tr>
<tr>
<td>3</td>
<td>F1</td>
<td>{(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>{(101,2)}</td>
<td></td>
<td>Solution 1</td>
<td>0.221</td>
</tr>
<tr>
<td>4</td>
<td>F1</td>
<td>{(101,2)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>{(101,2)}</td>
<td></td>
<td>Solution 1</td>
<td>2.3e-5</td>
</tr>
<tr>
<td>Total Time</td>
<td>Total LQ Solves</td>
<td>Solve Time</td>
<td>Function Eval Time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.14</td>
<td>17</td>
<td>0.97</td>
<td>4.17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Algorithm iterate information when using Algorithm 6 (Major Iterations) and Algorithm 5 (Minor Iterations) to compute a GFQNE to the example in Section 4.6, when $\sigma_{polite} = 5$ (Fig. 4.2b). Here $M(X_{k+1}, \Lambda_{k+1})$ is the merit function value after performing a line search in the direction of $P_k$ in Algorithm 6. In each major iteration of this solve, $\alpha_k = 1$, meaning no backtracking was necessary in the line search procedure. Here the minor iterations labeled “F□” indicate equality-constrained LQ solves used in the search of a feasible initial solution to the inequality-constrained LQ game associated with the major iteration. The detection of a cycle indicates that the removal of a constraint associated with a negative multiplier did not move the iterate associated with Algorithm 5 away from the dropped constraint boundary (Line 19). In these cases the iterate is accepted and the algorithm continues with the next major iteration.
follows simple unicycle dynamics. Specifically, for each $i \in \mathbb{N}$, let

$$
x_{t+1}^i = \begin{bmatrix} x_{t+1}^{i,1} \\ x_{t+1}^{i,2} \\ x_{t+1}^{i,3} \\ x_{t+1}^{i,4} \end{bmatrix} = f_i^t (x_t^i, u_t^i) = \begin{bmatrix} x_t^{i,1} + \Delta \cdot x_t^{i,3} \cos(x_t^{i,4}) \\ x_t^{i,2} + \Delta \cdot x_t^{i,3} \sin(x_t^{i,4}) \\ x_t^{i,3} + \Delta \cdot u_t^{i,1} \\ x_t^{i,4} + \Delta \cdot u_t^{i,2} \end{bmatrix}.
$$

Here $\Delta$ represents some small sampling time. The interpretation of the vehicles states and controls are the following: the first dimension is the longitudinal (along-lane) position, the second is the lateral (across-lane) position. The third dimension is the speed in the direction of the vehicle heading, and the fourth dimension is the vehicle heading in radians. The first control dimension is the vehicle acceleration, and the second dimension is the angular velocity.

The dynamics for the entire game state are then given as

$$
x_{t+1} := \begin{bmatrix} f_1^t(x_t^1, u_t^1) \\ f_2^t(x_t^2, u_t^2) \\ f_3^t(x_t^3, u_t^3) \end{bmatrix} = f_t(x_t, u_t), \ t \in T.
$$

The goal of player 2 is to minimize its acceleration, angular velocity, and deviation from desired speed, while staying in-lane and avoiding collision with player 1. Similarly, the goal of player 3 is to minimize its acceleration, angular velocity, and deviation from desired speed, while staying in-lane.

The goal of player 1 is to complete a lateral lane change while minimizing its own acceleration, angular velocity, and deviation from its desired speed, and avoiding collision with player 3. Player 1 also attempts to minimize the objective of player 2 in addition to its own objective.

A depiction of this game is given in Fig. 4.2. The functions describing the objective and constraints of each player are the following:

$$
0 = h_1^{T+1}(x_{T+1}) := x_{T+1}^{1,2} + 2,
$$
$$
0 = h_2^{T+1}(x_{T+1}) := x_{T+1}^{2,2} + 2,
$$
$$
0 = h_3^{T+1}(x_{T+1}) := x_{T+1}^{3,2} - 2,
$$
$$
0 \leq g_1^t(x_t) := \left\| \begin{bmatrix} x_t^{1,1} - x_t^{3,1} \\ x_t^{1,2} - x_t^{3,2} \end{bmatrix} \right\|_2 - d_{\text{min}}, \ t \in T^+,
$$
$$
0 \leq g_2^t(x_t) := \left\| \begin{bmatrix} x_t^{2,1} - x_t^{1,1} \\ x_t^{2,2} - x_t^{1,2} \end{bmatrix} \right\|_2 - d_{\text{min}}, \ t \in T^+,
$$

(4.54)
\[ L^1(x, u) = \left( \sum_{t=1}^{T} \sigma_1 \|u_t^1\|^2_2 + \sigma_2 (x_t^1)^2 + \sigma_3 (x_t^1 - v^1_{\text{goal}})^2 \right) + \sigma_{\text{polite}} L^2(x, u), \]
\[ L^2(x, u) = \sum_{t=1}^{T} \sigma_1 \|u_t^2\|^2_2 + \sigma_2 (x_t^2)^2 + \sigma_3 (x_t^2 - v^2_{\text{goal}})^2, \]
\[ L^3(x, u) = \sum_{t=1}^{T} \sigma_1 \|u_t^3\|^2_2 + \sigma_2 (x_t^3)^2 + \sigma_3 (x_t^3 - v^3_{\text{goal}})^2, \]

The initial state \( \hat{x}_1 \) is defined to be \( \hat{x}_1 := [0, 2, 1, 0, -10, -2, 1.5, 0, 30, 2, 0.75, 0]^T \). The lateral center of the left lane is \(-2\), and the lateral center of the right lane is \(2\). The constant \( d_{\text{min}} \) is the minimum separation distance from vehicle centers needed to avoid collision, which in this example is \(3.3\). The parameters \( \sigma_{\{1,2,3\}} \) scale the relative weights between objective terms, and are \( \sigma_1 = 10 \), \( \sigma_2 = 0.2 \), and \( \sigma_3 = 10 \). The desired speeds of the three players are \( v^1_{\text{goal}} = 1 \), \( v^2_{\text{goal}} = 1.5 \), and \( v^3_{\text{goal}} = 0.75 \). The term \( \sigma_{\text{polite}} \) is the politeness coefficient and weights how much player 1 cares about interfering with player 2’s objective. We consider two variants, with \( \sigma_{\text{polite}} = 0 \) and \( \sigma_{\text{polite}} = 5 \). This example is similar to games explored in [150]. Visualizations of the GFQNE solutions for the two variants are given in Fig. 4.2, and computation details for the \( \sigma_{\text{polite}} = 5 \) case are given in Table 4.2 (details for the case \( \sigma_{\text{polite}} = 0 \) are omitted for brevity).

### 4.7 Conclusion

In this chapter, we have presented a non-parametric, implicit policy formulation for generalized feedback Nash equilibrium problems. We developed efficient solution methods for the equality-constrained Linear-Quadratic (LQ) case, the inequality-constrained LQ case, and the general nonlinear case. To the best of our knowledge, these constitute the first solution methods for finding Feedback Nash Equilibria both LQ and nonlinear games with general constraints. Dynamic games have numerous applications; we demonstrate the utility of our method in a trajectory planning setting for a lane-changing autonomous vehicle.

Future work should consider other solution methods for the general game which build upon our solution to the equality-constrained LQ game. In particular, penalty methods and interior point methods may also be competitive. Furthermore, the results presented should be extended to cases in which strict complementarity does not hold. Necessary conditions based on sub-differentials could be used in such cases. It is also important to further develop a deeper theoretical understanding of the “policy quasi-gradient” approximation and its implications on convergence to local solutions. Finally, a high-performance, optimized implementation of our method will facilitate its use in practical applications by other researchers and practitioners.
Chapter 5

Uncertainty in Game-Theoretic Motion Planning

In this chapter we consider some issues that arise from attempting to use game-theoretic motion planning techniques for autonomous driving prediction and planning, and leverage some benefits of the GFNE solutions (presented in the previous chapter) to overcome them. In particular, some properties of the GFNE solution is used to account for the uncertainty present in assuming the underlying cost and constraint structure that other game players are optimizing for. The results in this section build on the non-quadratic objective, non-linear constraint formulation of the GFNE solutions, and therefore stray from the primary focus of this dissertation, but are included as an application (via nonlinear extension) of connected quadratic programs.

The contents of this chapter are primarily taken from [150], which is co-authored with David Fridovich-Keil, Chih-Yuan Chiu, and Claire Tomlin.

5.1 Introduction

Trajectory planning for autonomous agents often proceeds in a model-predictive control fashion, where trajectories are frequently re-planned as new information about the environment is collected. When operating in the presence of other agents, as in autonomous driving, motion plans must reason about predicted trajectories of those other agents. When those predictions are assumed fixed, the resultant motion plans of the “ego” vehicle are incapable of reasoning about the reactions of the other agents to the ego’s own decisions.

Game-theoretic motion planners instead model the interaction with other agents directly, by handling planning and prediction jointly. That is, the intentions of all agents in the scene are encoded as optimization problems that they are each trying to solve, and an equilibrium solution for the collection of optimization problems is found. This equilibrium consists of a set of interacting trajectories of all the agents, which can be used as predictions for non-ego agents, and as a motion plan for the ego agent.
Figure 5.1: The fast-moving ego vehicle (blue) believes that the slow-moving (red) agent will change lanes with probability $p$. Our method constructs and solves a dynamic game involving both lane-changing and non-lane-changing versions of the red agent. Depicted here are three different solutions to this game, corresponding to different probabilities associated to the two hypotheses. When certain that the red agent will change lanes ($p \approx 1$), the ego agent takes full responsibility for avoiding collision with the lane-changing version of the red agent, allowing it to change lanes unimpeded. When certain the red agent will stay in-lane ($p \approx 0$), the lane-changing agent is required to take full responsibility for collision-avoidance with ego, which allows ego to pass at its original speed. Probabilities in the range $0 < p < 1$ result in trajectories which qualitatively interpolate between these two behaviors. Note that the non-lane-changing version of the red agent is unaffected by the actions of the ego agent for all values of $p$ in this case.
A serious drawback of game-theoretic planning is that it typically assumes that the intentions of other agents are known to the ego, and that the agents act rationally with respect to those intentions. In this chapter, we introduce a novel way of accounting for the uncertainty an autonomous system has regarding the intentions of other agents in game-theoretic planning contexts.

In particular, our approach assumes the ego agent maintains a probability distribution over a discrete set of hypotheses regarding the intentions of other agents. These hypotheses model uncertainties about intentions such as potential lane changes, nominal speeds, aversion to acceleration, etc. These hypotheses could, for example, be generated by a predictor trained from data. For the purposes of this work, we are not concerned with how these hypotheses are generated, but rather how the system should process them. Our proposed approach is to construct distinct optimization problems for each agent, which when optimized over, result in trajectories which are qualitatively representative of the different hypotheses associated with that agent. Replicas of each agent (one for each hypothesis) are created, and are assigned to the corresponding optimization problem. We introduce a way of combining the replicated versions of other agents into a dynamic game, which allows the ego agent to reason about interactions with the other agents based on the probabilities of their hypothesized actions in a principled manner. This is the main contribution of our work.

The remainder of this chapter is outlined as follows. We detail comparisons of our method to prior approaches in Section 5.2. In Section 5.3, we review concepts related to game-theoretic planning needed to formalize our method, which is then introduced in Section 5.4. In Section 5.5, we present empirical results of our method on various realistic driving scenarios, and finally, we make concluding remarks in Section 5.6.

5.2 Related Work

Motion planning for autonomous vehicles is a well-researched field, and many algorithms and formulations exist. The method we present builds directly on some recent works which explore specialized game-theoretic planning algorithms and their use for autonomous systems, so we primarily discuss those works here.

There are multiple equilibrium concepts which can be considered for trajectory games, and therefore game-theoretic motion planning. The primary types of equilibria most often considered are Open-Loop Nash Equilibria, Feedback Nash Equilibria, and Open-Loop Stackelberg Equilibria. For detailed description of these concepts, see, for example, [18]. Each of these types of equilibria further offer a generalized variant, which are considered when constraints are shared among players in the game, such as collision-avoidance constraints. Different methods in the literature have considered the use of each of these equilibrium concepts for the use of game-theoretic motion planning.

The works [47, 52, 51] present algorithms for computing (generalized) Open-Loop Nash equilibria in trajectory games. Considering this type of equilibrium is equivalent to treating the trajectory game as a static Nash game. Hence, players have equal precedence in
determining their trajectories, and the players choose their entire trajectories at once. Generalized static Nash games are discussed in [71]. A study of Newton-type methods for solving generalized Nash Equilibrium problems is given in [70].

The drawback of the Open-Loop Nash equilibrium formulation is that players cannot directly reason about the reaction other agents will have to their own actions. To overcome this challenge, Open-Loop Stackelberg equilibria can be found, which assign an ordered precedence to the players in the game. Players with higher precedence can reason directly about how players with lower precedence will reason about their trajectories. The works [236] and [265] leverage this framework (by means of sensitivity analysis) to accomplish this in the context of drone racing. In [103] a Stackelberg formulation is also used. In [160], both Open-Loop Stackelberg and Nash Equilibria are considered. The authors in [128] use a generalized Stackelberg formulation for use in tree-search planning methods.

Similar to Stackelberg equilibria, Feedback Nash equilibria can capture inter-agent reactions, by treating trajectory games as repeated games. These games are played over a sequence of turns, corresponding to discrete time points in the trajectory. While very expressive, these equilibria are generally more complicated to compute exactly. Nevertheless, [89] presents a method which efficiently computes approximate Feedback Nash equilibria. The authors in [227] also present a method to solve for approximate Feedback Nash Equilibria of trajectory games, although in the context of unconstrained belief-space games. In [151], a method for computing approximate Generalized Feedback Nash Equilibria is introduced, allowing for the computation of Feedback equilibria for games with shared constraints.

While many of the above-mentioned works assume the objective and constraint functions of each player are known, some methods also reason about uncertainty in the underlying game. In [227], uncertainty caused by partial and noisy observations is considered, but the objective and constraints of the players are known. [103] consider different possible driver social models, but these profiles are proposed by a decision making module and are assumed fixed in the inner trajectory optimization. In [128], many possible discrete actions of other agents are considered in the tree search process, but require a discretized space.

There are also a vast number of non game-theoretic works which have considered planning under uncertainty regarding the behavior of other agents in an environment. For example, regarding autonomous vehicle navigation, [274] describes planning in the context of uncertain (yet static) predictions for other agents in the scene. [10] similarly present a real-time method for chance-constrained collision avoidance problems, while [104] uses optimization-based path planning to establish probabilistic collision avoidance guarantees for autonomous vehicles. Meanwhile, [222, 223, 204, 286] describe methods for human activity prediction, in which safety guarantees are established for autonomous vehicles by collecting information to infer the intent of the human agents in the environment. Distributionally-robust optimal control methods such as [256, 191] relax the common Gaussian uncertainty assumption in chance-constrained optimization. These works are just a sample of the many in the literature, but because we are focused on a game-theoretic context, we do not discuss them further.

To the best of our knowledge, the method we present is the only approach capable of efficiently handling uncertainty in the intentions of non-ego agents, in a continuous state and
5.3 Preliminaries

The method we present assumes that there is no ordering in the precedence of the players in the game, and therefore considers Nash equilibrium formulations of the trajectory games encountered by an autonomous vehicle. In order to properly account for the uncertainty the ego agent has regarding the intention of other players in the game, we rely on a Generalized Feedback Nash equilibrium formulation. Before introducing our method of accounting for uncertainty in the game, we review this concept of equilibrium.

Consider a trajectory game comprised of $N$ agents acting in a discrete-time, continuous-space environment, for which the global state at some time-step $t$ can be represented by the variable $x_t \in \mathcal{X}$, where $\mathcal{X}$ defines the state-space for the environment (typically $\mathbb{R}^n$ for $n$-dimensional state-spaces). Often, the state-space $\mathcal{X}$ is the product space of the state-spaces for individual agents, i.e. $\mathcal{X} := \mathcal{X}^1 \times ... \times \mathcal{X}^N$. When this is the case, $x_t = (x^1_t, ..., x^N_t)$. The agents influence the state of the environment by applying private control variables, denoted as $u^i_t \in U^i$ for agent $i \in \{1, ..., N\}$ at time-step $t$. We denote the dimension of $U^i$ by $m^i$ (both $U^i$ and $m^i$ may differ across agents), and use the shorthand $u_t := (u^1_t, ..., u^N_t)$ and $u^{-i}_t := (u^1_t, ..., u^{i-1}_t, u^{i+1}_t, ..., u^N_t)$. The state evolution of the system over discrete time-steps is given by the dynamic update

$$x_{t+1} = f(x_t, u^1_t, ..., u^N_t) = f(x_t, u_t)$$

We consider finite-horizon games of discrete time-step length $T$, and assume without loss of generality that games start at $t = 0$ from a known state $\hat{x}_0$. The objective and constraints imposed on the actions of the agents in the game are also assumed known. Uncertainty in the initial state of the game, as well as in the objective and constraints imposed on other agents, is accounted for in Section 5.4.

The task of computing a generalized Feedback Nash Equilibrium [151] for the game of consideration is that of computing a generalized Nash equilibrium [70] of the following collection of optimization problems for each player $i$, for $s = 0$: 
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\[ V^i_s(\hat{x}_s) := \min_{x_s, x_{s+1}, \ldots, x_{T-1}} \sum_{t=s}^{T-1} l^i_t(x_t, u_t) + l^i_T(x_T) \]  
\text{s.t.} \quad x_s - \hat{x}_s = 0, \quad t = s \]  
\[ x_{t+1} - f(x_t, u_t) = 0, \quad s \leq t \leq T - 1 \]  
\[ h^i_t(x_t, u_t) = 0, \quad s \leq t \leq T - 1 \]  
\[ g^i_t(x_t, u_t) \geq 0, \quad s \leq t \leq T - 1 \]  
\[ h^i_T(x_T) = 0 \]  
\[ g^i_T(x_T) \geq 0 \]  
\[ u^i_t - \pi^{-i}_t(x_t) = 0, \quad s + 1 \leq t \leq T - 1 \]  
\[ (5.2a) \]  
\[ (5.2b) \]  
\[ (5.2c) \]  
\[ (5.2d) \]  
\[ (5.2e) \]  
\[ (5.2f) \]  
\[ (5.2g) \]  
\[ (5.2h) \]

The cost functions \( l^i(\cdot, \cdot) \) and \( l^i_T(\cdot) \) are assumed to be continuous and twice-differentiable, and in general may depend on the control variables of other agents, \( u^{-i}_t \).

The equality and inequality constraints imposed on each agent are unique to that particular agent in general, but the dynamic constraints (and initial condition) are common to all agents. The dimension of the constraints \( h^i_t \) and \( g^i_t \) may vary at every time-step \( t \), including potentially having dimension 0 (representing no constraint). We assume these constraint functions are twice-differentiable in their arguments. In the context of autonomous driving, these terms often encode constraints such as collision avoidance or road boundary constraints.

Here, both the shared state variables and the control variables for agent \( i \) are treated as decision variables in the optimization, as are the control variables of other players \( u^{-i}_t \) for time \( t > s \), where they are constrained by a feedback policy \( \pi^{-i}_t(x_t) \). The polices \( \pi^{-i}_t(x_t) \) are defined implicitly to yield the controls \( u^{-i}_t \) which form a Generalized Nash Equilibrium for the set of problems \( \{V^1_t(x_t), \ldots, V^N_t(x_t)\} \).

Note that the computation of a generalized Feedback Nash equilibrium problem is actually a series of \( T \) nested equilibrium problems, due to the definition of the policy constraints \( (5.2h) \).

The nested information pattern arising in the problems \( (5.2) \) is a fundamental aspect of the method for accounting for uncertainty of the intentions of agents in the game presented in Section 5.4. The nested structure allows for optimizing over cost-functions and constraints directly on the control and state variables of other players in the game, which is otherwise impossible in Open-Loop Nash equilibria. The required costs or constraints are also possible in Stackelberg equilibria, although those formulations require assigning an order of precedence to the players in the game, and pose the same computational challenges as Feedback equilibria do. For a in-depth presentation of generalized Feedback Nash equilibria, see [151].
5.4 Methods

We now present a method which accounts for common forms of uncertainty arising in game-theoretic planning frameworks.

The foundation of our method is based on the observation that interaction among agents in a driving scenario can be attributed to some kind of collision-avoidance constraint. The objective and other constraints imposed upon agents in the scene can often be expressed solely as functions of the private state and control variables for independent agents. The responsibility of collision-avoidance between two agents can be assigned in multiple ways, resulting in qualitatively different behaviors. These constraints can be symmetrical, meaning in a pair of agents, both are responsible, or asymmetrical, meaning only one of the two agents bears more responsibility. Asymmetrical situations are useful from a modeling perspective for situations such as when one agent approaches another from behind on the highway, and the rear agent is responsible for avoiding collision.

Always assigning collision-avoidance responsibility to the ego agent is perhaps the safest option, although this can result in overly-conservative behavior, such as being unable to merge into dense traffic. However, assigning collision-avoidance responsibility to other agents in the scene is risky, since assuming other agents will take responsibility can result in dangerous driving behavior from the ego agent if this assumption is incorrect.

Our method uses asymmetrical constraints to account for uncertainty the ego vehicle has about the other agents in the scene. In order to do this, we introduce a way to interpolate constraint responsibility continuously between two agents.

Given multiple hypotheses regarding the intentions of each non-ego agent in the scene, we propose introducing a copy of the corresponding agent for each hypothesis. These replicas are endowed with objective and constraint terms of the form Eq. (5.2), which reflects the hypothesized intentions. We associate a probability of occurrence with each hypothesis replica. Then, for hypotheses with low probability, we shift collision-avoidance constraint responsibility to the replica agent, allowing the ego to ignore the replica. For hypotheses with high probability, we shift constraint responsibility to the ego vehicle, allowing the replica to ignore the ego vehicle. A continuum of behaviors in between these two extremes is achieved for intermediate probabilities.

Interpolating Responsibility of Collision-Avoidance

The interpolation between collision-avoidance constraint responsibility is made possible by the properties of the Feedback Nash equilibrium introduced in Section 5.3.

Consider first the simple case of two agents in a trajectory game, one of them being the ego agent. Let the other be an agent with a hypothesized objective and set of constraints. Denote these two agents as \( P^1 \) (ego) and \( P^2 \). We denote the independent objective function of both players to take the form in Eq. (5.2a), but only depend on the controls and state variables associated with their self:
\begin{align}
L^1(x_0, u_0, ..., x_T) &:= \sum_{t=0}^{T-1} l^1(x_t, u_t) + l^1_T(x_T). \tag{5.3a} \\
L^2(x_0, u_0, ..., x_T) &:= \sum_{t=0}^{T-1} l^2(x_t, u_t) + l^2_T(x_T). \tag{5.3b}
\end{align}

We add a copy of the objective of $P^2$ to the objective of $P^1$, weighted by the odds (corresponding to probability $p$) of this hypothesis for $P^2$. Specifically, the complete objective function for the ego agent is
\[ \bar{L}^1(x_0, u_0, ..., x_T; p) := L^1(x_0, u_0, ..., x_T) + \frac{p}{1-p} L^2(x_0, u_0, ..., x_T). \tag{5.4} \]

We refer to the added term in Eq. (5.4) as a “politeness” term.

Because we have introduced the politeness term in the objective of $P^1$, we assign only $P^2$ the collision-avoidance constraints between $P^1$ and $P^2$. The other constraints imposed on $P^1$ in Eqs. (5.2d) to (5.2g) depend only on its own state and control variables. In other words, we only explicitly require $P^2$ to account for the collision-avoidance constraints between $P^1$ and $P^2$.

Although $P^1$ does not account for the collision-avoidance constraints itself, $P^1$ can take effective ownership of the constraints for large values of $p$. When $p \to 1$, the right-hand side of Eq. (5.4) dominates $P^1$’s independent objective. This places a very large penalty on sub-optimal values of $P^2$’s objective. This can effectively be viewed as imposing a constraint on $P^1$ that $P^2$’s objective term is minimized with respect to the decision variables of $P^1$.

In this limiting case, $P^1$ does its best to ensure that $P^2$ does not have to incur any unnecessary cost to optimize its objective or satisfy its constraints, including the collision-avoidance constraints it is responsible for satisfying. Therefore, $P^1$ prioritizes staying clear of $P^2$’s desired trajectory, so that $P^2$ doesn’t have to exert effort to avoid $P^1$. In the other limit, when $p \to 0$, the right-hand side of Eq. (5.4) vanishes, and $P^1$ ignores all notions of collision-avoidance, leaving $P^2$ to be responsible. For intermediate values of $p$, the responsibility of collision avoidance is shared between the two agents.

It is here that the dependence of our method on a nested equilibrium concept such as the Feedback Nash equilibrium introduced in Section 5.3 is made clear. The loss function $L^1$ includes terms that are functions only of the state and control variables of $P^2$, which would be ignored in, for example, an Open-Loop Nash equilibrium.

**Handling Unknown Intentions**

Given the ability to interpolate between the collision-avoidance constraint ownership between agents, we propose using the probability of existence associated with multiple hypothesized agents as the interpolating factor appearing in Eq. (5.4).
In particular, assume again that the ego-vehicle is indexed as agent 1, and all other agents in the scene correspond to indices 2 through $N$. For each of the other agents, there are $K^i$ hypotheses for the potential intentions of each agent $i$. Again, assume there is a known categorical belief distribution $Q^i$ over these $K^i$ hypotheses. $Q^i$ is comprised of probabilities $\{p_{i,1}^i, \ldots, p_{i,K^i}^i\}$, where $0 < p_{i,k}^i < 1$ and $\sum_{k=1}^{K^i} p_{i,k}^i = 1$.

We construct a trajectory game from the set of hypotheses in the following way. For each hypothesis $k$ regarding agent $i$, we form a replica agent, denoted $P_{i,k}$. Let the independent state of agent $P_{i,k}$ at time-step $t$ be denoted by $x_{i,k}^t$, and the corresponding control variable by $u_{i,k}^t$. The total number of agents (including replicas) is now given by $\hat{N} = 1 + \sum_{i=2}^{N} K^i$. Let $x_t$ and $u_t$ denote the vector of states and controls for all $\hat{N}$ agents, i.e. $x_t := (x_1^t, x_2^t, \ldots, x_{2K^2}^t, \ldots, x_{NK^N}^t)$, and $u_t$ is defined analogously.

Each replica agent $P_{i,k}$ is assigned an objective $L_{i,k}$ of the form in Eq. (5.3), which only depends on the states $x_{i,k}^t$ and controls $u_{i,k}^t$. The constraints associated with each agent include collision-avoidance constraints with the ego agent.

The complete objective for the ego agent is then given by

\[
L^1(x_0, u_0, \ldots, x_T) := L^1(x_0, u_0, \ldots, x_T) + \sum_{i=2}^{N} \sum_{k=1}^{K^i} \frac{p_{i,k}^i}{1 - p_{i,k}^i} L_{i,k}(x_0, u_0, \ldots, x_T),
\]

and is subject only to dynamic and constraints only on its own state and control variables.

When considering the objectives and constraints of the ego agent and all replica agents in a generalized Feedback Nash equilibrium, the same notions of constraint ownership described in Section 5.4 apply. If any given hypothesis associated with a particular agent has high probability, the politeness term associated with that hypothesis will force the ego agent to take constraint ownership.

In general, non-ego agents can also interact with each other, meaning the hypotheses regarding those agents are coupled. In such a setting, replicas of each agent should be made for every global hypothesis, and collision avoidance responsibility can be assumed to be shared among all non-ego agents associated with the same global hypothesis. In most situations, however, we find that it is not necessary to consider the interaction of non-ego agents, as demonstrated in Section 5.5.

### 5.5 Results

We demonstrate our proposed approach on several different traffic scenario examples. In each, the ego agent maintains multiple hypotheses about one or more other agents in the scene. By varying its belief about which version of the various agents will realize, the ego generates a spectrum of maneuvers, all of which are game-theoretic equilibria of the game posed in Section 5.4. For simplicity, we presume that all agents follow a linear driving model...
with independent lateral and longitudinal accelerations. Nothing in our method precludes the use of more expressive dynamics models, however.

**Passing Slow-Moving Traffic**

Consider a common situation occurring on highways or roads with two or more lanes in each direction, in which there is slow-moving traffic in one lane, and the ego vehicle alone occupies the other lane. This is the situation depicted in Fig. 5.1. Although there are no vehicles in front of the ego vehicle forcing it to slow down, it is unsafe to travel at high speeds past slow-moving traffic. Our method allows a natural way to achieve safe driving behavior that is reflective of the probability that one of the slow-moving vehicles will turn into the lane of the ego vehicle.

Specifically, the two hypotheses considered in this example correspond to \( P^2 \) lane changing vs. staying to the right. In terms of the Dynamic Feedback Game, we represent these hypotheses with the terminal constraints on the lateral position of the red agent. Associated with these two hypotheses is the distribution

\[
Q := \{p, 1 - p\},
\]

where \( p \) represents the probability of the lane-change hypothesis. The independent objectives for all agents are the sums of quadratic costs on their private control inputs (accelerations) and quadratic costs on desired speed. The ego agent additionally minimizes the odds-weighted independent objective of the two red agent replicas, as described in Section 5.4. Because the non-lane-changing version of the red agent does not interact with the ego agent, the independent objective corresponding to that hypothesis can be ignored.

As demonstrated in Fig. 5.1, varying the probability \( p \) naturally produces a range of behaviors of the ego agent, ranging from slowing down in full-anticipation of a lane change, to speeding by, as if the ego vehicle is ignoring the possibility of a lane change.

**Lane Change: Coupled Predictions**

Consider a similar situation, except now the ego vehicle is on the right and attempting to change lanes, and it is uncertain about the speed of an agent approaching in the left lane. This situation is depicted in Fig. 5.2. The ego agent again considers two hypotheses regarding the approaching agent, associated with different speeds, with \( p \) denoting the probability of that the red agent approaches at the higher speed. Unlike the example in Section 5.5, the hypothesis associated with a lower speed of the approaching agent still requires the ego vehicle to apply some otherwise-non-optimal acceleration. As in the previous example, interpolating \( p \) from 0 to 1 results in behaviors ranging from respecting the slower-moving hypothesis to respecting the faster-moving hypothesis.

For intermediate values of \( p \), although the odds factor for the slower-moving hypothesis does not vanish, the independent objective of the corresponding replica is not affected by
Figure 5.2: The ego (blue) agent is attempting to change lanes in front of a fast-approaching vehicle (red) in the target lane. The ego agent maintains two hypotheses about the speed of the red agent. A belief probability $p$ is placed on the hypothesis that the red-vehicle is traveling very fast, as opposed to moderately fast. Varying the probability $p$ results in a spectrum of behaviors for both agents.
Figure 5.3: The ego (blue) agent is attempting to change lanes in front of the red agent. The
ego agent maintains two hypotheses about the speed of the red agent—(1) that it is traveling
fast ($p^1 \approx 1$) and (2) that it is traveling at the same speed as ego ($p^1 \approx 0$). The ego agent
additionally maintains two hypotheses about the green agent—(1) that it may also change
lanes into the middle lane ($p^2 \approx 1$), or (2) may not ($p^2 \approx 0$). In both hypotheses, the green
agent is assumed to travel at the same speed as ego. By varying the belief associated with
these independent hypotheses, various behaviors emerge.

the ego agent’s decision variables. This is because since the ego agent is also considering the
fast-moving hypothesis, it does not obstruct the agent in the slower-moving hypothesis. The
result of this is that the equilibria associated with intermediate values of $p$ will not linearly
interpolate between the behaviors associated with $p \approx 0$ and $p \approx 1$. This is seen in Fig. 5.2
in which $p = 0.66$ is roughly associated with a linear interpolation between the two other
behaviors, as opposed to $p = 0.5$ as one might expect.

Double Lane-Change: Multiple Independent Hypotheses
This situation demonstrates the ability of our method to handle hypotheses associated with
multiple agents in the scene. As depicted in Fig. 5.3, the ego agent is attempting to lane-
change in front of the red agent. There is another (green) vehicle which may also change lanes into the target lane. The ego agent maintains two hypotheses about the speed of the red agent, one being that it is traveling at the same speed as ego, and the other that it is traveling much faster. The ego agent also maintains two hypotheses regarding the green agent, one in which it changes lane and one in which it doesn’t. We associate a probability \( p^1 \) with the hypothesis that the red agent is traveling fast, and \( p^2 \) with the hypothesis that the green agent will change lanes.

The behaviors generated for various values of probabilities \( p^1 \) and \( p^2 \) are shown in Fig. 5.3. As in previous examples, when the probability of a hypothesis is high, the ego agent takes ownership of collision-avoidance with the corresponding replica, and when the probability is low, the hypothesis is effectively ignored. An interesting aspect of this example is the case in which both \( p^1 \to 1 \) and \( p^2 \to 1 \). In this case, the ego agent is conflicted between traveling fast to be polite with respect to the approaching red agent, and traveling slow to allow the green agent to also change lanes. The compromise is to travel at a moderate speed, trading off the preference of both agents. From a practical perspective, this can be problematic. Even if the ego agent is certain that the red agent is moving fast, taking ownership of collision-avoidance with respect to the green agent should take precedence over avoiding collision with the red agent. This behavior can be achieved by simply requiring \( p^1 < p^2 \) by a sufficient margin. In this perspective, the values \( p^1 \) and \( p^2 \) would not be interpreted directly as probability of hypothesis, but simply as “politeness” parameters.

**Computation**

The method we used to compute solutions in the above examples is presented in [151]. In particular, we implemented a method analogous to Sequential Quadratic Programming to jointly solve the first-order necessary conditions corresponding to the game. Linear-Quadratic (LQ) problems formed at each major iteration are solved using an Active-Set (AS) approach. The equality-constrained LQ games to be solved in each minor iteration of the AS approach are solved using a method analogous to [149], adapted to the game setting.

Run-time was not a major concern for the purposes of this work. For ease of prototyping, we implemented our method in MATLAB®. All examples were solved with 50 discrete knot points, with solve times listed in Table 5.1. We strongly believe that the method presented in this work is amenable to real-time computation ((0.5s)), if implemented efficiently. For example, proper initializations of the solver can avoid unnecessary iterations, especially when using an active-set method as we do here. Exploiting linearity can further avoid unnecessary computations of gradients or Hessians, and utilizing parallelization to compute problem data could result in large savings. Parallelization could also be utilized in LQ solves as demonstrated in [147]. Finally, implementation in a strongly typed, compiled language such as C++ or Julia would result in major speedups as well.
Table 5.1: Solve times and iterations for all examples. Example IDs are according to subsections of Section 5.5. The information under “Total” refers to total solve time. “Data” refers to the portion of total time spent evaluating problem data such as function gradients and Hessians. “LQ Iters” refer to the number of solves of equality-constrained LQ-games in minor iterations of the solver. Both instances with exceptionally long solve-times had very-large numbers of active-constraints, necessitating many iterations due to poor initializations.

<table>
<thead>
<tr>
<th>Example</th>
<th>( p )</th>
<th>Total (s)</th>
<th>Data (s)</th>
<th>LQ Iters</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( p =0.01 )</td>
<td>2.15</td>
<td>0.77</td>
<td>7</td>
</tr>
<tr>
<td>A</td>
<td>( p =0.50 )</td>
<td>1.99</td>
<td>0.73</td>
<td>7</td>
</tr>
<tr>
<td>A</td>
<td>( p =0.99 )</td>
<td>3.12</td>
<td>2.03</td>
<td>11</td>
</tr>
<tr>
<td>B</td>
<td>( p =0.01 )</td>
<td>2.26</td>
<td>0.73</td>
<td>8</td>
</tr>
<tr>
<td>B</td>
<td>( p =0.66 )</td>
<td>19.08</td>
<td>5.24</td>
<td>70</td>
</tr>
<tr>
<td>B</td>
<td>( p =0.99 )</td>
<td>2.35</td>
<td>0.71</td>
<td>9</td>
</tr>
<tr>
<td>C</td>
<td>( p^1 =0.99, p^2 =0.01 )</td>
<td>1.92</td>
<td>0.70</td>
<td>7</td>
</tr>
<tr>
<td>C</td>
<td>( p^1 =0.01, p^2 =0.99 )</td>
<td>3.43</td>
<td>1.04</td>
<td>13</td>
</tr>
<tr>
<td>C</td>
<td>( p^1 =0.99, p^2 =0.99 )</td>
<td>30.76</td>
<td>6.62</td>
<td>113</td>
</tr>
</tbody>
</table>

5.6 Conclusion

This chapter accounts for categorical uncertainty in the intentions of other players by forming replicas of those players, and assigning collision-avoidance responsibility according to the probability associated to each replica. We show several examples of its expressive ability to handle uncertain intentions in the context of autonomous driving.

Future work will focus on a real-time implementation of our method, and will investigate the application of this method to receding horizon, model-predictive control settings. It may also be important to study our method in more depth for contexts where interactions among non-ego agents cannot be ignored. Finally, methods to estimate agents’ constraints should be investigated. Preliminary work in the context of optimal control is ongoing, e.g., [228, 258, 44], but should be extended to the game setting.
Chapter 6

Problems of Ordered Preference

In this chapter, problems of ordered preference (POPs) are introduced, and it is demonstrated that these problems are naturally cast as connected quadratic programs, and in the framework of EPNECs. The particular structure of the resultant connected programs are studied. In the general case, the problems of interest will not satisfy some of the requirements assumed in Chapter 2, motivating further development so the methodologies presented there can be extended to this important problem class. However, a special case is presented which does admit solutions, namely the over-constrained dynamic programming problem.

6.1 Motivation

Many engineering disciplines involve the art of crafting optimization problems, such that when solved, a particular desired result is returned. One such example is that of motion planning engineers working on robotic or autonomous driving projects. Motion planning is naturally cast as an optimization problem: find a trajectory which minimizes energy expenditure, subject to satisfying collision avoidance constraints, obeying the speed limit, etc.

While it might be simple in theory to conjure up a reasonable set of cost and constraint functions for this purpose, practitioners often encounter difficult decisions when making these modeling choices. For an autonomous vehicle, should trajectories be absolutely constrained to obey the speed limit? What about staying within the lane lines? While in nominal situations, these restrictions should be treated as constraints, in some cases these rules should be broken. If collision is otherwise unavoidable, a planned trajectory should absolutely exit the lane boundaries.

A sensible way of encoding this type of desired behavior might be the following:

1. Minimize collision violations.
2. With remaining degrees of freedom, minimize road boundary violations.
3. With remaining degrees of freedom, minimize speed limit violations.
4. With remaining degrees of freedom, minimize discomfort.

This type of ordered preference of objectives is not possible in a standard optimization framework. There, every term would have to be considered either a constraint or be lumped into the cost function. If a system is expected to violate one of these “constraints” at some time or another, an engineer will likely prefer to absorb them into the cost function to avoid infeasible problem instances. This imposes the difficult challenge of choosing weightings which trade off the various penalized constraint terms such that the desired result is achieved in a variety of situations.

Alternatively, one could formulate this problem of ordered preferences as a connected quadratic program, and enable the automatic generation of trajectories which obey those preferences. In general, connected quadratic programs can be used to solve any problem which involves a quadratic objective and considers an ordered preference on violations of linear constraints (equality or inequality), as shown in the sections to follow.

**6.2 General Formulation**

Consider a problem which is to optimize over some decision variable \( x \in \mathbb{R}^n \), according to the following ordered preferences:

\[
\begin{align*}
1. & \quad \min_x \min (0, (a_{m}^\top x + b_{m}))^2 \\
2. & \quad \min_x \min (0, (a_{m-1}^\top x + b_{m-1}))^2 \\
\vdots & \quad \vdots \\
m. & \quad \min_x \min (0, (a_1^\top x + b_1))^2 \\
m + 1. & \quad \min_x x^\top (\frac{1}{2}Qx + q)
\end{align*}
\]

(6.1)

Here, the first \( m \) preferences (with 1 being top priority) are to minimize the violation of the \( m \) inequalities given by the term

\[
Ax + b \geq 0.
\]

(6.2)

In other words, \( a_i^\top \) corresponds to the \( i \)th row of the matrix \( A \), and the last inequality in \((6.2)\) is the top priority. The lowest priority, which is only considered if the first \( m \) violations can be avoided, is to minimize the quadratic objective.

It is straightforward to generalize this framework to allow for other types or orders of preferences, such as violations of equality constraints, groups of terms with equal preference, or weakly convex cost terms. However, for simplicity, only the ordering in \((6.1)\) is considered here.

To see how this problem can be viewed as connected quadratic programs, helper variables \( c \in \mathbb{R}^m \) and \( v \in \mathbb{R}^m \) are introduced. Let \( c_{l:m} := [c_l \ldots c_m]^\top \), and define \( v_{l:m} \) analogously. The following connected QPs define the problem:
\[ \text{OPQP}_m^a := \arg \min_{x, c_m, v_m} v_m^2 \]  
subject to \( x, c_m, v_m \in \text{OPQP}_m^b \) \hfill (6.3a)  
\[ \text{OPQP}_m^b := \arg \min_{x, c_m, v_m} (v_m - c_m)^2 \]  
subject to \( x, c_m, v_m \in \text{OPQP}_m^b \) \hfill (6.3b)  

The set of minimizers of \( \text{OPQP}_m^a \) are all \( x \) such that \( a_m^T x + b_m \geq 0 \). Hence these two problems encode, in an elaborate way, the first preference in (6.1). The remaining ordered preferences are encoded through the remainder of the connected QPs, defined for \( 1 \leq l \leq m - 1 \):

\[ \text{OPQP}_l^a := \arg \min_{x, c_l, v_l} v_l^2 \]  
subject to \( x, c_l, v_l \in \text{OPQP}_l^b \) \hfill (6.5a)  
\[ \text{OPQP}_l^b := \arg \min_{x, c_l, v_l} (v_l - c_l)^2 \]  
subject to \( x, c_l, v_l \in \text{OPQP}_l^b \) \hfill (6.5b)  

At each level \( 1 \leq l \leq m \), the set of minimizers of \( \text{OPQP}_l^a \) are all \( x \) such that the preferences \( 1 \) through \( m + 1 - l \) are optimized, in order. The lowest priority preference, the quadratic objective, is minimized in the final connected QP:

\[ \text{OPQP}_0 := \arg \min_{x, c_1, v_1} x^T \left( \frac{1}{2} Q x + q \right) \]  
subject to \( x, c_1, v_1 \in \text{OPQP}_0^a \) \hfill (6.7a)  

Jointly solving the set of QPs given by (6.3), (6.4), (6.5), (6.6), and (6.7) can be accomplished by finding a solution to the equilibrium problem with nested equilibrium constraints as formalized in Section 2.4. In the framework of connected optimization problems, there are \( 2m + 1 \) levels of EPNECs, each comprised of a single QPNEC, corresponding to exactly
Figure 6.1: Organization of connected QPs arising in problems of ordered preference. Here, the \textit{QPNEC}s depicted in red are named by the specific \textit{OPQP} they correspond to. In this case, wrapping each layer of this organization as an \textit{EPNEC} is not necessary, and only done to relate this particular organization to the general organization introduced in Chapter 1. Variable scopes for this organization are given in Table 6.1.
Table 6.1: Variable scopes for the EPNECs appearing in the general problem of ordered preference presented in Section 6.2. Here, each layer is independent of all preceding layers, in that there are no parametric inputs. However, each layer can, in general, affect the entire vector $x$, in effect, imposing constraints which the preceding layers must satisfy.
one of the \(2m + 1\) QPs. A diagram of the organization characteristic of these problems of ordered preference is shown in Fig. 6.1.

Unfortunately, the properties of the \(EPNEC\) arising in this context violate some of the key assumptions made on problems which enable computation via, for example, Algorithm 4. Namely, for a given parameter value \(y_l\) to any \(EPNEC_l(y_l)\), any given solution will in general not be isolated. This prohibits generating a piecewise linear representation of local solutions to \(EPNEC_l\). On the contrary, the set of solutions form some convex subset of \(\mathbb{R}^n_l\) for every choice of \(y_l \in \mathbb{R}^m_l\). An explicit representation of this convex region can be generated for any solution \((y^*_l, x^*_l)\). For any local region of the resultant solution set, this set of solutions can be represented by

\[
\mathcal{R} := \{x \in \mathbb{R}^n, y \in \mathbb{R}^m : Dy + d \geq 0, \quad Hx + Gy + g = 0\}, \quad (6.8)
\]

with \(\text{rank}(H) \leq n\), as opposed to the regions assumed in Chapters 2 and 3,

\[
\mathcal{R} := \{x, y : Dy + d \geq 0, \quad x = Ky + k\}. \quad (6.9)
\]

The result of this is that the shared variable \(x\) is under-specified within this region, and it is unclear which of the various programs collectively optimizing over \(x\) own the unconstrained degrees of freedom.

Although the general formulation of these problems of ordered preference remain inaccessible by the methodologies presented in this dissertation, they serve to motivate future work to extend those methodologies to be able to handle such types of problem. More on this topic is discussed in the following chapter.

### 6.3 Example: Constrained Dynamic Programming

Here, our focus is turned to a special case of a problem with ordered preference, which arises in the context of constrained dynamic programming for optimal control, wherein at each stage of the control problem, a potentially over-constrained optimization problem is encountered. The controlling agent is required to prioritize residual constraint satisfaction, if possible. Only with any remaining degrees of freedom does the agent optimize for its objective. Clearly this problem takes the form of a problem of ordered preference. The context in which this problem arises, and methods for computing solutions are given in what follows. This section is taken from [149], which is co-authored with Claire Tomlin.

#### Introduction

Due to its mathematical elegance and wide-ranging usefulness, the Linear Quadratic Regulator has become perhaps the most widely studied problem in the field of control theory. Referring to both continuous and discrete-time systems, the LQR problem is that of finding an infinite or finite-length control sequence for a linear dynamical system that is optimal
with respect to a quadratic cost function. Either as a stand-alone means for computing trajectories and controllers for linear systems, or as a method for solving successive approximate trajectories for nonlinear systems, it shows up in one way or another in the computation of nearly all finite-length trajectory optimization problems.

Because of the importance of trajectory optimization in controlling robotic systems, and because of the prevalence of the LQR problem in those optimizations, devoting time to highly efficient methods capable of solving LQR-type problems is an important endeavor. The focus of this section is on a particular instance of the discrete-time, finite-horizon variant of the LQR problem, which is subject to linear equality constraints. These constrained problems are important in their own right, and arise in relatively common situations.

As an example, imagine we want to plan a trajectory that minimizes the amount of energy needed to get a robot to some desired configuration. If the dynamics of the robot can be modeled as a linear system, this problem takes the form of linear-equality-constrained LQR. We can also imagine constraints appearing at multiple stages in the trajectory and having varying dimensions. Perhaps we require that the center of mass of the robot is constrained to not move in the first half of the trajectory. Again, this type of constraints typically take the form of linear equality constraints.

Of course, many robots are many robots have nonlinear dynamics. But even when planning constrained trajectories for such systems, iterative solution methods such as Sequential Quadratic Programming make successive local approximations of the trajectory optimization problem which result in a series of constrained LQR problems to be solved. We will discuss this relationship in more detail in a later section.

In order to motivate the need for better solutions to this problem, first note that this type of problem are quadratic programs (QPs). Since the dynamic constraints are linear, and all auxiliary constraints we consider are also linear, these problems result in QPs just as unconstrained LQR problems are QPs [32]. Under standard assumptions, the constrained problems are also strictly convex and each has a unique solution. Unlike unconstrained LQR, however, the presence of additional constraints cause some computational difficulties.

From a pure optimization standpoint, all of the approaches to solving convex QPs can be applied to the constrained LQR problem without problem. However, using general methods in a naive way fails to exploit the unique structure of the optimal control problem, and suffers a computational complexity which grows cubicly with the time horizon being considered in the control problem (trajectory length). Due to the sparsity of the problem data in the time domain, the KKT conditions of optimality for optimal control problems have a banded nature, and linear algebra packages designed for such systems can be used to solve the problem in a linear complexity with respect to the trajectory length [269]. However, these approaches result in what we will call open-loop trajectories, producing only numerical values of the state and control vectors making up the trajectory.

It is well-known that the unconstrained LQR problem offers a solution based on dynamic programming which is sometimes referred to as the discrete-time Riccati recursion. This method can also solve unconstrained LQR problems in linear time complexity while also providing an affine relationship between the state and control variables. This relationship
provides a feedback policy which can be used in control, and offers many advantages over the open-loop variants.

It is because we would like to derive these policies for the constrained case that the aforementioned computational difficulties show up. The presence of auxiliary constraints have made it so that up until now, a completely general method for the equality-constrained LQR problem that is analogous in computation time and solution type (feedback vs. open-loop) to the Riccati recursion method has not been developed. It is important to note that many approaches have been developed, but as we will discuss in Section 6.3 they all have important limitations. The key difficulty of this problem is due to the fact that linear constraints (of dimension exceeding that of the control input) can not always be thought of as time-separable. This means that the choice of control at a particular time-point may not always be able to satisfy a constraint appearing at that time-point (for arbitrary values of the corresponding state at that time). We will see that this complication requires satisfying portions of such a constraint at points in time before it actually appears, making dynamic programming solutions non-trivial. This is why existing methods either make restrictive assumptions on the dimension of constraints, or require a higher order of computational complexity to compute solutions than one might expect.

If the problem to be solved does not satisfy the restricting assumptions made by those methods, solution approaches are therefore limited to QP solvers and only offer open-loop trajectories, or suffer cubic time-complexity with respect to the trajectory length if control policies are desired. Given this context, we can now state the contribution of this work:

We present a method for computing constraint-aware feedback control policies for discrete-time, time-varying, linear-dynamical systems which are optimal with respect to a quadratic cost function and subject to auxiliary linear equality constraints. This is done by handling the constraints in a novel way such that a dynamic programming solution can be formulated. We make no assumptions about the dimension of the constraints, with effective handling of over-constrained or redundantly constrained problems.

In section 6.3 we discuss in more detail the existing methods which have addressed the same problem and the corresponding limitations of those works. In section 6.3 we formally define the problem and present our method. In section 6.3 we discuss computational complexity, and present an alternative approach to solving the problem. We also demonstrate some of the advantages of the control policies derived from our method when compared to the open-loop solutions, and discuss applicability to SQP methods.

Prior Work

Consideration of the constrained linear-quadratic optimal control problem extends back to the early days in the field of control. Many authors have presented methods for constraining control systems to a time-invariant linear subspace. The author in [122] studied this issue for continuous systems under the name subspace stabilization. In the works [107] and [279] the same problem is addressed by designing pole-assignment controllers. More recently, [207] utilizes a very similar method to generate a time-varying controller for tracking existing tra-
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jectories. This method is also derived in continuous-time, and hence requires the constraint dimension to be constant.

The authors in [133] developed a more comprehensive method for computing optimal control policies for discrete-time, time-varying objective functions, but only consider a single time-invariant constraint of constant dimension. In [199] a method is presented for solving continuous- and discrete-time LQR problems with fixed terminal states. This method is able to reason about a constraint only appearing at the end of the trajectory, but does not account for additional constraints appearing at other times.

Perhaps the most general method for computing linearly constrained LQR control policies is presented in [231]. However, this method suffers a computational complexity which scales cubicly in the worst-case, i.e. when many constraints which have dimension exceeding the control dimension are present. As a part of the method presented in [273], a technique for satisfying linear constraints at arbitrary times in the trajectory is presented, but that method assumes that the constraint dimension does not exceed that of the control. Most recently, [94] presents a method for solving problems with time-varying constraints, but still requires that the relative degree of these constraints does not exceed 1. This is a slightly less restrictive condition than requiring the dimension of the constraints be less than that of the control, but still limits the applicability of this method.

As mentioned above, the problem can also be solved using numerical linear algebra techniques, as discussed for example in [268] and particularly for the optimal control problem in [269]. Again, these methods are very general and efficient but fail to produce the desired feedback control policies.

The method we present combines the desirable properties of all these methods into one. The contribution of this method is that it is capable of generating optimal feedback control policies for general, discrete-time, linearly-constrained LQR problems while maintaining a linear computational complexity with respect to control horizon. To the best of our knowledge, the approach we present is the only method in existence that is capable of this.

Problem and Method

The method we present here is a means of deriving optimal feedback control policies for the following problem:

\[
\begin{align*}
\min_{x_0, u_0, \ldots, u_{T-1}, x_T} & \quad \text{cost}_T(x_T) + \sum_{t=0}^{T-1} \text{cost}_t(x_t, u_t) \\
\text{s.t.} & \quad \text{dynamics}_t(x_{t+1}, x_t, u_t) = 0 \quad \forall t \in \{0, \ldots, T-1\} \\
& \quad x_0 = x_{\text{init}} \\
& \quad \text{constraint}_t(x_t, u_t) = 0, \quad \forall t \in \{0, \ldots, T-1\} \\
& \quad \text{constraint}_T(x_T) = 0
\end{align*}
\] (6.10a, 6.10b, 6.10c, 6.10d, 6.10e)
Where \( x_t \in \mathbb{R}^n, u_t \in \mathbb{R}^m \), and the functions

\[
\begin{align*}
\text{cost}_t : \mathbb{R}^n \times \mathbb{R}^m & \to \mathbb{R} \\
\text{constraint}_t : \mathbb{R}^n \times \mathbb{R}^m & \to \mathbb{R}^{l_t} \\
\text{dynamics}_t : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m & \to \mathbb{R}^n \\
\text{cost}_T : \mathbb{R}^n & \to \mathbb{R} \\
\text{constraint}_T : \mathbb{R}^n & \to \mathbb{R}^{l_T}
\end{align*}
\]

are defined as:

\[
\begin{align*}
\text{cost}_t(x, u) &= \frac{1}{2} \begin{pmatrix} 1 \\ x \\ u \end{pmatrix}^T \begin{pmatrix} 0 & q_{x1t}^T & q_{u1t}^T \\ q_{x1t} & Q_{xxt} & Q_{xut}^T \\ q_{u1t} & Q_{xut} & Q_{uuu} \end{pmatrix} \begin{pmatrix} 1 \\ x \\ u \end{pmatrix} \\
\text{cost}_T(x) &= \frac{1}{2} \begin{pmatrix} 1 \\ x \end{pmatrix}^T \begin{pmatrix} 0 & q_{x1T}^T \\ q_{x1T} & Q_{xxT} \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix} \\
\text{dynamics}_t(x_{t+1}, x_t, u_t) &= x_{t+1} - (F_x x_t + F_u u_t + f_1) \\
\text{constraint}_t(x_t, u_t) &= G_x x_t + G_u u_t + g_1 \\
\text{constraint}_T(x_T) &= G_x x_T + g_{1T}
\end{align*}
\]

where \( l_t \) (for \( 0 \leq t < T \)) and \( l_T \) are the dimensions of the constraints at the corresponding times.

In the above expressions, and in the rest of this chapter, coefficients are assumed to have dimension such that the expression makes sense. We assume for now that the coefficient matrix \( Q_{uuu} \) of the quadratic functions \( \text{cost}_t \) is positive-definite, and that \( Q_{xxt} - Q_{xut} Q_{uuu}^{-1} Q_{xut}^T \) is positive semi-definite. This assumption is possible to relax, and we will discuss this below.

### Constrained LQR

The method for computing the constrained control policies will follow a dynamic programming approach. Starting from the end of the trajectory and working towards the beginning, a given control input \( u_t \) will be chosen such that for any value of the resulting state \( x_t \), the control will satisfy all constraints imposed at time \( t \), as well as any constraints remaining to be satisfied in the remainder of the trajectory, if possible.

If the constraint is unable to be satisfied by the control for arbitrary states, the control will minimize the sum of squared residuals of the constraints. This has the effect of eliminating \( r \) dimensions of the constraint, where \( r \) is the rank of the constraint coefficient multiplying \( u_t \). For a trajectory to satisfy the constraint in this case, the state \( x_t \) must therefore be such that the constraint residuals will be zero. This can be enforced by passing on a residual linear constraint to the choice of control at the preceding time, \( u_{t-1} \) (and controls preceding that, if necessary). If there are degrees of freedom in the control input that do not affect the constraint, the portion of the control lying in the null-space of the constraint will be chosen such as to minimize the cost in the remainder of the trajectory. Following this procedure will result in solutions to problem (6.10), when one exists.
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To formalize this procedure, we introduce a time-varying quadratic function, \( cost_{to-go_t} : \mathbb{R}^n \to \mathbb{R} \), representing the minimum possible cost remaining in the trajectory from stage \( t \) onward as a function of state. Additionally, we introduce a linear function \( constraint_{to-go_t} : \mathbb{R}^n \to \mathbb{R}^{n_t} \), which defines, through a constraint on \( x_t \), the subspace of admissible states such that the control \( u_t \) will be able to satisfy the constraints in the remainder of the trajectory. Here \( p_t \) is the dimension of constraints needed to enforce this condition. These functions are defined as follows:

\[
\begin{align*}
\text{cost}_{to-go_t}(x) &= \frac{1}{2} \begin{pmatrix} 1 \\ x \end{pmatrix}^T \begin{pmatrix} 0 & v_{x1t}^T \\ v_{x1t} & V_{xxt} \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix} \quad (6.16) \\
\text{constraint}_{to-go_t}(x) &= H_{x,x} x + h_{1t}. \quad (6.17)
\end{align*}
\]

We initialize these terms at time \( T \):

\[
V_{xxT} = Q_{xxT} \quad v_{x1T} = q_{x1T} \\
H_{xT} = G_{xT} \quad h_{1T} = g_{1T}. \quad (6.18)
\]

Note that in the value function \((6.16)\) we do not include any constant terms (which would appear in the top-left block of \((6.16)\)). This is because the calculations we will derive do not depend on them, and so we omit them for clarity.

Given the above definitions, starting at \( T - 1 \) and working backwards to 0, we solve the following optimization problem for each time \( t \):

\[
\begin{align*}
&\quad u_t^*(x_t) = \arg \min_{u_t} \text{cost}_t(x_t, u_t) + \text{cost}_{to-go_{t+1}}(x_{t+1}) \quad (6.19a) \\
&\text{s.t.} \quad 0 = \text{dynamics}_t(x_{t+1}, x_t, u_t) \quad (6.19b) \\
&\quad u_t \in \arg \min_{u} \| \text{constraint}_t(x, u) - \text{constraint}_{to-go_{t+1}}(x_{t+1}) \|_2 \quad (6.19c)
\end{align*}
\]

To see how a solution to this problem can be found, we first simplify it by using the form of \((6.19b)\) to eliminate \( x_{t+1} \), and plug in coefficients:

\[
\begin{align*}
&\quad u_t^*(x_t) = \arg \min_{u_t} \frac{1}{2} \begin{pmatrix} 1 \\ x_t \end{pmatrix}^T \begin{pmatrix} 0 & m_{x1t}^T & m_{u1t}^T \\ m_{x1t} & M_{xx} & M_{xu}^T \\ m_{u1t} & M_{u} & M_{uu} \end{pmatrix} \begin{pmatrix} 1 \\ x_t \end{pmatrix} \quad (6.20a) \\
&\text{s.t.} \quad u_t \in \arg \min_{u} \| N_{x} x_t + N_{u} u + n_{1t} \|_2. \quad (6.20b)
\end{align*}
\]

Where the above terms are defined as:

\[
\begin{align*}
m_{x1t} &= q_{x1t} + F_{x1t}^T v_{x1t+1} \\
M_{xx} &= Q_{xx} + F_{x}^T V_{xx} F_{x} \\
M_{u} &= Q_{u} + F_{u}^T V_{xx} F_{u} \\
M_{u} &= Q_{ux} + F_{u}^T V_{xx} F_{u} \\
N_{x} &= \begin{pmatrix} G_{x} \\ H_{x1} \end{pmatrix} \\
N_{u} &= \begin{pmatrix} \begin{pmatrix} G_{u} \\ H_{u1} \end{pmatrix} \end{pmatrix} \\
N_{1t} &= \begin{pmatrix} g_{1t} \\ H_{1t} \end{pmatrix} \\
N_{1t} &= \begin{pmatrix} g_{1t} \\ H_{1t} + h_{1t+1} \end{pmatrix}.
\end{align*}
\]

\[
\begin{align*}
m_{u1t} &= q_{u1t} + F_{u1t}^T v_{x1t+1} \\
M_{uu} &= Q_{u} + F_{u}^T V_{xx} F_{u} \\
M_{uu} &= Q_{uu} + F_{u}^T V_{xx} F_{u} \\
M_{uu} &= Q_{ux} + F_{u}^T V_{xx} F_{u} \\
N_{x} &= \begin{pmatrix} G_{x} \\ H_{x1} \end{pmatrix} \\
N_{u} &= \begin{pmatrix} \begin{pmatrix} G_{u} \\ H_{u1} \end{pmatrix} \end{pmatrix} \\
N_{1t} &= \begin{pmatrix} g_{1t} \\ H_{1t} \end{pmatrix} \\
N_{1t} &= \begin{pmatrix} g_{1t} \\ H_{1t} + h_{1t+1} \end{pmatrix}.
\end{align*}
\]
Given this form, we can again re-write the problem as an unconstrained optimization problem, which admits a closed-form solution to \( u_t^*(x_t) \):

\[
y_t^*, w_t^* = \arg \min_{y_t, w_t} \frac{1}{2} \| N_x x_t + N_u P_y y_t + n_t \|_2^2 + \frac{1}{2} \begin{pmatrix} 1 & x_t \end{pmatrix} \begin{pmatrix} 0 & m_{u1}^T \\ m_{x1} & M_{xx} \end{pmatrix} \begin{pmatrix} 1 \\ x_t \end{pmatrix} (6.22a)
\]

\[
u_t^* = P_y y_t^* + Z_{w_t} w_t^* \quad (6.22b)
\]

Here, \( Z_{w_t} \) is chosen such that the columns form an orthonormal basis for the null space of \( N_u \), and \( P_y \) is chosen such that its columns form a orthonormal basis for the range space of \( N_u^\dagger \). Hence \( N_u \) and \( P_y \) are also orthogonal and their columns together span \( \mathbb{R}^m \). We can interpret \( y_t \) as the constrained dimensions of the control, and \( w_t \) as the free dimensions of the control. One simple way of computing \( P_y \) and \( Z_{w_t} \) is to compute the singular-value decomposition of \( N_u \), and take \( P_y \) to be the first \( r \) and \( Z_{w_t} \) the last \((m-r)\) columns of the “V” matrix from the SVD of \( N_u \) \((N_u = USV^\dagger)\), where \( r \) is the rank of \( N_u \).

The solution to (6.22) can now easily be expressed:

\[
y_t^* = -(N_u P_y)^\dagger (N_x x_t + n_t) \quad (6.23)
\]

\[
w_t^* = -(Z_{w_t}^T M_{uu} Z_{w_t})^{-1} Z_{w_t}^T (M_{ax} x_t + m_{u1}) \quad (6.24)
\]

The symbol \( \dagger \) in (6.23) indicates the pseudo-inverse. Note that the pseudo-inverse can always be computed efficiently in this usage\footnote{\( N_u P_y \) will always be full column rank, so \((N_u P_y)^\dagger = ((N_u P_y)^T(N_u P_y))^{-1}(N_u P_y)^T \).}. In the case that \( P_y \) is a zero matrix (i.e. \( \text{rank}(N_u) = 0 \)), then \( Z_{w_t} = I_m \) (Identity matrix \( \in \mathbb{R}^{m \times m} \)), and \( y_t \) has dimension 0. Correspondingly, when the nullity of \( Z_{w_t} \) is 0, we have \( P_y = I_m \) and \( w_t \) has dimension 0. Therefore, in these cases, we ignore the update that is of size 0, i.e. (6.23) or (6.24). With this in mind, and combining terms, we can express the control \( u_t \) in closed-form as an affine function of the state \( x_t \):

\[
u_t^* = K_{x} x_t + k_{1_t} \quad (6.25)
\]

\[
K_{x} = -(P_y (N_u P_y)^\dagger N_{x1} + Z_{w_t} (Z_{w_t}^T M_{uu} Z_{w_t})^{-1} Z_{w_t}^T M_{ax}) \quad (6.26)
\]

\[
k_{1_t} = -(P_y (N_u P_y)^\dagger n_{1_t} + Z_{w_t} (Z_{w_t}^T M_{uu} Z_{w_t})^{-1} Z_{w_t}^T m_{u1}) \quad (6.27)
\]

Since the control is a function of the state, we can also express the value of the constraint residual (6.19c) as a function of the state. We define the function \( \text{constraint.to.go}_t \) to be this constraint residual. We substitute (6.25) (6.26) (6.27) into (6.20b) to obtain:

\[
\text{constraint.to.go}_t(x_t) = N_x x_t - N_u P_y (N_u P_y)^\dagger (N_x x_t + n_{1_t}) + n_{1_t} \quad (6.28)
\]
This results in the update for the terms $H_{x_t}$ and $h_{1_t}$:

$$H_{x_t} = (I - N_{u_t}P_{y_t}(N_{u_t}P_{y_t})^\dagger)N_{x_t}$$

(6.29)

$$h_{1_t} = (I - N_{u_t}P_{y_t}(N_{u_t}P_{y_t})^\dagger)n_{1_t}.$$  

(6.30)

Here $I$ is the identity matrix having the same leading dimension as $N_{x_t}$. By observing these updates, we see that the terms in (6.28) are computed by projecting $N_{x_t}x_t + n_{1_t}$ into the kernel of $(N_{u_t}P_{y_t})^\dagger$. Hence, the residual constraint will lie in a subspace of dimension no larger than the nullity of $(N_{u_t}P_{y_t})^\dagger$. We can therefore remove redundant constraints by removing linearly-dependent rows of the matrix $[h_{1_t}, H_{x_t}]$, in order to maintain a minimal representation and keep computations small. In general, we will be able to remove $r$ constraints, where $r$ is the rank of $N_{u_t}$. This can be done by multiplying $[h_{1_t}, H_{x_t}]$ by $U^\dagger$ and deleting the last $r$ rows of the resulting matrix, where $U$ comes from the SVD $USV^\dagger = [h_{1_t}, H_{x_t}]$.

Note that if $h_{1_t}$ is not in the range space of $H_{x_t}$ at any time, then there exists no $x_t$ that can satisfy the constraints, and we have detected that the trajectory optimization problem (6.10) is infeasible. Otherwise, by enforcing that $x_t$ satisfy the constraint $H_{x_t}x_t + h_{1_t} = 0$, the control $u_t^*$ will be such that all remaining constraints in the trajectory are satisfied.

We also plug the expression for the control into the objective function of our optimization problem (6.20a) to obtain an update on our cost_to_go function as a function of the state (again, omitting constant terms):

$$cost\_to\_go_t(x_t) = \frac{1}{2} \begin{pmatrix} 1 \\ x_t \\ u_t^* \end{pmatrix}^\dagger \begin{pmatrix} 0 & m_{x1t}^T & m_{u1t}^T \\ m_{x1t} & M_{xx_t} & M_{ux_t}^T \\ m_{u1t} & M_{ux_t} & M_{uu_t} \end{pmatrix} \begin{pmatrix} 1 \\ x_t \\ u_t^* \end{pmatrix}$$

(6.31)

$$= \frac{1}{2} \begin{pmatrix} 1 \\ x_t \\ v_{x1t} \end{pmatrix}^\dagger \begin{pmatrix} 0 & v_{x1t}^T \\ v_{x1t} & V_{xx_t} \end{pmatrix} \begin{pmatrix} 1 \\ x_t \end{pmatrix}.$$  

(6.32)

where terms are defined as

$$V_{xx_t} = M_{xx_t} + 2M_{ux_t}^TK_{x_t} + K_{x_t}^TM_{uu_t}K_{x_t}$$

(6.33)

$$v_{x1t} = m_{x1t} + K_{x_t}^TM_{u1t} + (M_{ux_t}^T + K_{x_t}^TM_{uu_t})k_{1_t}.$$  

(6.34)

We have now presented updates for the terms $V_{xx_t}, v_{x1t}, H_{x_t}$, and $h_{1_t}$, and computed control policy terms $K_{x_t}$ and $k_{1_t}$ in the process. Assuming the initial state $x_{init}$ satisfies $constraint\_to\_go_0(x_{init}) = 0$, then the sequence of control policies $\{K_{x_t}, k_{1_t}\}_{t\in\{0,...,T-1\}}$ will produce, by construction, a sequence of states and controls that are feasible and optimal for our original problem (6.10).

**Analysis**

In the preceding section, we have presented a method for computing control policies for the equality-constrained LQR problem (6.10). In this section we will analyze the method and the resulting policies by evaluating the computational complexity of the method and by relating the policies to those that are produced in standard, unconstrained LQR.
Table 6.2: Comparing computation times of constrained and unconstrained LQR problems between our constrained LQR method (CLQR) and a method using LAPACK to directly solve the KKT system of equations.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>T</th>
<th>% Constrained</th>
<th>LAPACK (s)</th>
<th>CLQR (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>10</td>
<td>250</td>
<td>0</td>
<td>0.089</td>
<td>0.031</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>250</td>
<td>90</td>
<td>0.095</td>
<td>0.040</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>125</td>
<td>90</td>
<td>0.046</td>
<td>0.021</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>250</td>
<td>0</td>
<td>0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>250</td>
<td>50</td>
<td>0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>125</td>
<td>50</td>
<td>0.001</td>
<td>0.003</td>
</tr>
</tbody>
</table>

**Computation**

We mentioned that one of the contributions of this method is its computational efficiency compared to existing results. Due to the dynamic-programming nature of this method, the computational time-dependence on trajectory length is linear, irrespective of the dimension of auxiliary constraints.

In each iteration of the dynamic programming backups, the heavy computations involve computing the null and range space representations of $N_u$ and $N_u^\top$, respectively, and then computing the pseudo-inverse of $N_u P_y$. These operations can all be done by making use of one singular-value decomposition. The dimension of $N_u$ is no greater than $(2n + m) \times m$ where $n$ is the dimension of the state and $m$ is the dimension of the control signal. Computation complexity of the SVD is thus $O((2n + m)^2 m + m^3)$ [100]. We also make use of a decomposition on the terms $[h_1, H_{21}]$ to remove redundant constraints, which requires computations on the order of $O(n^3)$. The remaining computations are numerous matrix-matrix products and matrix-inversions with terms having dimension no larger than $2n + m \times n$. Thus, the overall order of the method presented here is $O(T(\kappa_1 n^3 + \kappa_2 n^2 m + \kappa_3 m^2 n + \kappa_4 m^3))$, where $\kappa_1, \kappa_2, \kappa_3, \kappa_4$ are some positive scalars.

Therefore, the method we present here has computational complexity which is roughly equivalent to known solutions based on using a banded-matrix solver on the system of KKT conditions [50] [270]. This is not surprising, since our method can be thought of as performing a specialized block-substitution method on the system of KKT conditions, and hence a specialized block-substitution solver for the particular structure arising in constrained optimal control problems.

In Table 6.2 we show a comparison of computation times between our method and the method ‘DGBTRS’ from the well-known linear algebra package LAPACK [9]. All times are taken as the minimum over 10 trials, run on a laptop with 2-core 1.7GHz Intel Core i7-4650U processor. The LAPACK method performs Gaussian elimination on the banded KKT system of equations, using a standard BLAS library [155]. We make this comparison
for varying problem sizes and percentage of the number of independent constraints relative to the total number of degrees of freedom in the problem. For problems of relatively small size, we see that LAPACK offers superior speed, even in the standard unconstrained LQR case. However, as the problem size grows, we see that our method quickly becomes more efficient than the LAPACK solution.

**Infinite Penalty Perspective**

We here consider an alternative way to solve (6.10), the quadratic penalty approach. It is known that we can solve equality-constrained quadratic programs by solving an unconstrained problem, where the linear constraint terms are penalized in the objective as an infinitely weighted cost on the sum of squared constraint residuals \[28\]. Therefore, in light of our original problem (6.10), we could penalize the constraints (6.10d) and (6.10e) in this way, which would result in a standard (from a structural standpoint) LQR problem, where some of the cost terms are weighted infinitely high. The resulting problem would appear as

\[
\begin{align*}
\min_{u_0, \ldots, u_{T-1}} \ & \text{constraint\_penalized\_cost}_T(x_T) + \\
& \sum_{t=0}^{T-1} \text{constraint\_penalized\_cost}_t(x_t, u_t) \quad (6.35a) \\
\text{s.t.} \ & \text{dynamics}_t(x_{t+1}, x_t, u_t) = 0 \ \forall t \in \{0, \ldots, T-1\} \quad (6.35c) \\
x_0 = x_{\text{init}}. \quad (6.35d)
\end{align*}
\]

Here the modified cost functions are defined as

\[
\begin{align*}
\text{constraint\_penalized\_cost}_t(x, u) &= \text{cost}_t(x, u) + \frac{1}{\epsilon} \|\text{constraint}_t(x, u)\|_2^2 \quad (6.36) \\
\text{constraint\_penalized\_cost}_T(x) &= \text{cost}_T(x) + \frac{1}{\epsilon} \|\text{constraint}_T(x)\|_2^2. \quad (6.37)
\end{align*}
\]

Reiterating, if \(\epsilon \to 0_+\), problem (6.35) converges to problem (6.10) \[28\]. However in practice, we cannot penalize the constraint terms by infinity (by letting \(\epsilon \to 0_+\)), but it may suffice to penalize the constraints by some very large constant. Because the optimal control problems we typically solve are based on approximate models of systems, solving an ‘approximately’ constrained system may sometimes be adequate. In these cases, one could consider solving the unconstrained penalized problem (6.35). The necessary computation for its solution is slightly less than the approach developed in section 6.3, as was shown in Table 6.2.

We illustrate this relationship between the two methods using a very simple example.
Consider the constrained LQR problem for a discrete-time double integrator below:

\[
\begin{align*}
\min_{u_0, \ldots, u_{T-1}} & \sum_{t=0}^{T-1} \|u_t\|_2^2 \\
\text{s.t.} & \quad x_{t+1} = \begin{bmatrix} 1 & dt \\ 0 & 1 \end{bmatrix} x_t + \begin{bmatrix} 0 \\ dt \end{bmatrix} u_t \\
& \quad x_0 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}^T \\
& \quad x_{T/2} = \begin{bmatrix} -1 \\ -1 \end{bmatrix}^T \\
& \quad x_T = \begin{bmatrix} 0 \\ 0 \end{bmatrix}^T
\end{align*}
\]  


For this example, we let \( dt = 0.01 \) and \( T = 100 \) to simulate a one second trajectory. In Figure 6.2 trajectories of the first element of \( x_t \) can be seen for the solution to the explicitly constrained formulation as well as solutions computed using the penalty formulation (6.35) for varying values of \( \epsilon \). As can be seen, as \( \epsilon \to 0_+ \), the solutions of the penalty method converge to that of the explicitly constrained method.

While this simpler approach might seem an enticing alternative to the approach outlined in section 6.3, we maintain that our method which handles constraints explicitly is still important. Our method ensures the optimal solution without guessing a sufficient value of \( \epsilon \). In applications where correct solutions are needed, such as using this method in the context of an SQP approach (discussed more below), iteratively updating the penalty parameter
until acceptable constraint satisfaction might be much slower than computing the analytic solution from the start.

**Disturbance Rejection**

Another benefit of the control policies we have generated is in robustly satisfying constraints. Consider again the example (6.38). Let us compare the performance of executing the open-loop control signal as would be generated when using a Gaussian elimination technique as discussed above, compared to executing the constrained feedback policies, in the presence of unforeseen disturbances. In Figure 6.3, we see the comparison of the open loop control policy compared to the feedback policy when executed on a ‘true’ system with dynamics when the input \( u_t \) is corrupted by unit Gaussian noise \( (u_t \sim \mathcal{N}(0, 1)) \). We see (as would be expected) that the open loop signal strays far from satisfying either of the equality constraints (6.38d) and (6.38e), where as by using the constrained feedback policies, they are still nearly satisfied. This is a purely empirical argument, but demonstrates a simple case in which the benefits of the generated control policies are seen. More in-depth analysis of the robustness properties of constraint-aware feedback policies can be seen in [133] for a time-invariant constraint, and a similar analysis could be done for the general constraint policies presented here, but is left for future work.
CHAPTER 6. PROBLEMS OF ORDERED PREFERENCE

Application to Sequential Quadratic Programming

Due to the generality and computational efficiency of our method, we believe it is well-suited for algorithms for solving more complicated optimal control problems. In particular, consider the more general version of problem (6.10) where the cost functions might be non-quadratic or even non-convex, and the dynamic and auxiliary constraints might be non-linear. In this general form, computing solutions requires a non-convex optimization method. One prominent method for solving these types of problem is Sequential Quadratic Programming (SQP). A in-depth overview SQP methods can be found in [28] or [268].

When using an SQP approach to solving a non-convex version of (6.10), Newton’s method is used to solve the KKT conditions of the problem [268]. Each iteration of Newton’s method results in a linearly-constrained LQR problem, of which the solution provides an update to the solution of the non-convex problem. Therefore, because this procedure requires solving many constrained LQR problems, having an efficient means of computing the solutions to those subproblems is critical for an efficient solution to the non-convex problem.

If the solutions of constrained LQR subproblems generated in an SQP are only used as updates in an iterative procedure for generating a trajectory, it may seem unnecessary to generate feedback policies and an open-loop solution based approach might suffice. However, there has been much research into the advantages of shooting type methods for unconstrained variants of the nonlinear optimal control problem, such as in Differential Dynamic Programming [117]. These methods generate iterates by applying the open-loop controls updates on the nonlinear system dynamics, in effect projecting the iterate onto the manifold of dynamically feasible trajectories. A recent exploration into the benefits of these type of methods [95] has shown that generating iterates in this way can lead to improved rate of convergence of trajectories to solutions of the non-convex problem, but sometimes suffer instabilities when the underlying system dynamics are unstable. Using the feedback control policies to update the control signal as the nonlinear system trajectory diverges from the linear system trajectory such as in [230] and [157] can mitigate this instability while maintaining enhanced convergence properties.

Because our method is highly efficient, and because it can handle arbitrary constraints without making any assumptions about linear dependence or dimension, it is an excellent candidate for use in SQP algorithms for trajectory optimization. Therefore, using our method to compute solutions to sub-problems would be no worse than using a direct method in terms of versatility and computation time, and the feedback policies could potentially improve convergence as discussed in [95] and [94]. An in-depth analysis of how and when these policies can aid in convergence would be interesting, but is left for future work.

Conclusion

In summary, we have presented a method for computing feedback control policies for the general equality-constrained LQR problem. The method presented has a computational complexity that scales linearly with respect to the trajectory length. We demonstrated that
in practice the computation of such policies is on the order of the fastest existing methods. We also showed that the control policies generated are useful in contexts of robustly satisfying constraints, and offered perspective on the use of our method in contexts of solving general trajectory optimization problems.
Chapter 7

Conclusions and Future Work

The contents of this dissertation have introduced a class of connected optimization problems (EPNECs), for which analysis and computational methods were developed. These results were applied to the context of a handful of problems arising in the context of autonomous system design, namely that of game-theoretic motion planning for autonomous vehicles, and solving optimization problems with ordered preferences.

The methodologies presented here apply more broadly to many other problems which could not be covered in this work. For example, problems ranging from motion planning through contact, to mechanism design and inverse game theory problems, to geometric problems with set-based constraints, all can be cast as EPNECs. Going forward, it will be of great interest to apply these techniques to those problems. Already, the work that has been developed here has enabled the computation to a wide range of problems which were previously inaccessible by existing approaches.

Regarding the methodologies themselves, in preceding chapters, particularly in Chapter 6, reference was made to some avenues for future work in this area. In what follows, three such avenues of future research are proposed and discussed.

7.1 Existence and Solvability

In chapters 2 and 3, some sufficient conditions were laid out for equilibrium problems with nested equilibrium constraints to have solutions. These conditions relied on a local piecewise linear representation of the equilibrium constraints, and then leveraged standard methods for determining whether solutions are guaranteed to exist to equilibrium problems with a local linear representation of the equilibrium constraints. Two approaches for establishing the guaranteed existence were proposed, one based on formulating the problem as a LCP and using corresponding existence theorems, or using general fixed-point arguments.

The problem with the LCP approach is that often existence theorems in the LCP literature covered in the references here focus on proving existence for any “q”. In the case of the equilibrium problems of concern in this dissertation, we often do not care about proving
existence for any \( q \) vector, but those lying in particular subspaces. Therefore often the LCP existence theorems are too general and therefore restrictive for our purposes.

On the contrary, the fixed point arguments are also often more general than needed for our purposes. Those arguments fail to exploit the linear structure of the equilibrium problems considered here.

It would be of strong interest to develop both non-trivial necessary conditions, as well as less restrictive sufficient conditions, for an equilibrium solution to exist to the EPNECs presented in this work. For most practical problems, it cannot be predicted with the current tools whether or not equilibrium solutions exist. Solutions can only be attempted to found using computational search procedures such as Algorithm 4.

On that note, it would be of great interest to be able to characterize the class of EPNECs such that Algorithm 4 is guaranteed to find solutions, if one exists. This would bestow greater confidence in the method by practitioners and widen its reach.

7.2 Unconstrained Shared Variables

One particular problem of great importance is that of shared control of decision variables. Consider as an example, a simple two-player game in which both players attempt to optimize over some shared variable \( x \in \mathbb{R}^n \):

\[
\begin{align*}
QP_1 &:= \arg\min_{x \in \mathbb{R}^n} \quad x^\top \left( \frac{1}{2} Q_1 x + q_1 \right) \tag{7.1a} \\
\text{subject to} \quad &A_1 x + b_1 \geq 0 \tag{7.1b}
\end{align*}
\]

\[
\begin{align*}
QP_2 &:= \arg\min_{x \in \mathbb{R}^n} \quad x^\top \left( \frac{1}{2} Q_2 x + q_2 \right) \tag{7.2a} \\
\text{subject to} \quad &A_2 x + b_2 \geq 0 \tag{7.2b}
\end{align*}
\]

In the programs (7.1, 7.2), the entire variable \( x \) is optimized over by both players. When both programs are strictly convex, there exists a unique solution for both programs, which in general will be different. Therefore the concatenated necessary conditions of optimality for both players forms an over-constrained system, and it is not possible to find a solution which is optimal for both players. Instead, some kind of fairness constraint must be imposed upon the players, such that the loss each player experiences for having to play fair is equivalent.

One possible approach to this type of problem could be to have the deviation of cost for each player from their optimal value be equivalent:

\[
(x_s^* - x_1^*)^\top \left( \frac{1}{2} Q_1 (x_s^* - x_1^*) + q_1 \right) = (x_s^* - x_2^*)^\top \left( \frac{1}{2} Q_2 (x_s^* - x_2^*) + q_2 \right), \tag{7.3}
\]
where \( x_1^* \) solves \( QP_1 \), \( x_2^* \) solves \( QP_2 \), and \( x_s^* \) satisfies (7.1b, 7.2b). Finding \( x_s^* \) results in a feasibility problem with quadratic equality constraints, and therefore is a non-convex problem. There are other reasons this formulation is not ideal, such as that it requires handling a quadratic equality constraint, which is something not required by either of the problems \( QP_1 \) or \( QP_2 \).

The development of a formulation which warrants both intuitive meaning for real-world problems (i.e. the solution does in fact constitute some notion of fairness), and also is amenable to computational solution approaches would have wide-ranging applicability. One such case in which such a development would be advantageous is described in the next section.

### 7.3 Equilibrium Problems with Nested, Non-Isolated Equilibrium Constraints

In Chapter 6, it was discussed that Algorithm 4 (and Algorithm 5) are not meaningful if the equilibrium points satisfying any of the equilibrium constraints in an \( L \)-layer EPNEC are non-isolated, meaning there exist a continuum of solutions satisfying the constraint at some input parameter. The major problem associated with non-isolated solutions is that a piecewise linear representation of the mapping is no longer possible — in fact, the solution is impossible to represent as a function because the solution space of the equilibrium problem is locally a set-valued mapping. In the context of Problems of Ordered Preference, where each layer of the EPNEC is only a single optimization problem, presumably Algorithm 4 could be extended to allow the variables \( x_{l+1} \) at layer \( l \) to be under specified. However, when each layer of the EPNEC contains multiple optimization problems, this issue of under-specified shared variables discussed in the preceding section arises.

Resolving this issue and using it to extend Algorithm 4 to handle these under-constrained shared variables arising in the presence of non-isolated equilibria would greatly expand the applicability of the method. Specifically, some of the strict requirements on equilibria being isolated would no longer be necessary. This would apply to, for example, each of the connected optimization problems to be linear programs instead of quadratic programs.
Bibliography


[244] Zachary N Sunberg and Mykel J Kochenderfer. “Online algorithms for POMDPs with continuous state, action, and observation spaces”. In: Twenty-Eighth International Conference on Automated Planning and Scheduling. 2018.


