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Quantum computers now exist, and will likely continue to get bigger and better. But will they ever be useful? That is, are there real-world problems that future quantum computers will be able to solve well enough in a reasonable amount of time, but for which classical computers cannot do the same? This thesis presents a collection of results that together address this question from different directions. The first part limits the utility of quantum computers. We show how to characterize and minimize the cost (in time and memory) of simulating quantum computations on a classical computer in terms of the congestion (a graph property) of a graphical representation of the quantum computation. Therefore, for a quantum computation to have an advantage over classical computation, it must have large congestion. Even when that is the case, better classical simulations, costly though they may be, can help validate and develop quantum computers. We also prove that the fundamental problem of quantum chemistry, the electronic structure problem, is QMA-complete. Therefore, under standard complexity-theoretic assumptions, the solution must be represented using a quantum state, and yet still even quantum computers cannot efficiently find it. The second part includes methods for applying and compiling quantum algorithms in order to maximize the utility of the hardware we have, now and in the future. We introduce the strategy of generalized swap networks and show how to use them to compile quantum algorithms for quantum chemistry and classical optimization. We combine quantum computation with constraint programming in two ways: we show how to combine existing quantum algorithms to speed up the solution of constraint programming problems, which capture a wide range of realistic application domains, and also discuss the application of constraint programming to compiling quantum algorithms. We also present a framework for generalizing the Quantum Approximate Optimization Algorithm to what we call the Quantum Alternating Operator Ansatz. Many of the algorithms are heuristic, but by improving the efficiency of their implementation on actual devices, we improve our chances of successfully trying them out and seeing if they work or not.
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Chapter 1

Introduction

The theories of computation and quantum mechanics, midwifed early in the last century, are foundational to our modern understanding and manipulation of the world. The computational lens now pervades modern science, natural and social, and computers themselves now mediate much of our social and economic lives. Quantum mechanics is arguably the most precisely validated physical theory we have. Its use is necessary to explain important phenomena and allowed the engineering of amazing technologies, from displays and solar panels to computers themselves. At the intersection of computation and quantum mechanics is quantum computation: the theory and engineering of computational devices whose operation is quantum mechanical at the logical level (as opposed to computers whose implementation is quantum mechanical).

Just years after quantum computing was first proposed, independently by Manin [110] and Feynman [65], Deutsch [53] showed that in theory quantum computation can be better than classical, at least for some contrived problem. In the following decade, Shor invented their titular algorithm for factoring numbers [144], thereby showing that quantum computation can be advantageous for a problem of practical interest, at least compared to the best known classical algorithm. Subsequently, there has been significant progress in theoretical, algorithmic, and experimental quantum computing. Just two years ago, Google demonstrated a programmable quantum device [8] for simulating which there is no known efficient classical algorithm, achieving what is known as “quantum supremacy”.

This thesis explores several ways of understanding the power of quantum computation in theory and improving the power of quantum computers in practice.

Classical simulation of quantum computations  The only way currently known to verify that a putative quantum device has successfully performed random circuit sampling (the task performed in Google’s “quantum supremacy” experiment) is to classically simulate the same experiment and compare the results. Architecture design choices and experimental noise can be exploited to make the classical simulations more efficient, but it is expected that all classical simulations have inherently exponential scaling. Nevertheless, classical simulation of quantum circuits is a useful tool, both for validating quantum devices and
for designing quantum algorithms. Most state-of-the-art large-scale classical simulations of quantum circuits employ the formalism of tensor networks, a way of expressing certain quantities as sums of products that has found widespread use both as a tool for understanding and for simulating quantum systems (and classical counting problems). Chapter 2 of this thesis describes one way of parameterizing a tensor network that tightly characterizes both the time and space resources necessary to calculate its value via matrix multiplication (as all such calculations are done in practice). In contemporary simulations, memory is often the limiting factor; indeed, this work grew out of conversations with Benjamin Villalonga, who, as a leading contributor to efforts to simulate Google's experiments, was seeking ways of understanding and minimizing the bottlenecking memory requirements. The characterization of the time resources quantitatively matches the dominant term of earlier work [111], but is also more precise and conceptually much cleaner, which hopefully increases its potential utility. That the characterization is tight within a realistic computational model and also yields the memory requirements exemplifies its utility.

**Computational complexity** Random circuit sampling is of no value beyond demonstrating “quantum supremacy”. The true goal of building quantum computers is to perform practically useful tasks better than classical computers can. Simulating quantum systems is the seminal task (as proposed by Feynman) and continuous to be considered one of the most promising applications of quantum computers. In particular, there is hope that quantum computers can be useful in solving the electronic structure problem (approximating the ground state energy of electrons subject to external potentials), the fundamental problem of quantum chemistry. Chapter 3 of this thesis limits what we can hope for in this regard, by proving that a reasonable formalization of the problem is QMA-complete. This implies that, under standard assumptions (QMA ≠ BQP and QMA ≠ QCMA, respectively), not even quantum computers can efficiently solve the problem in general, even though the answer has no concise classical description. In other words, the significant structure imposed by physics on the electronic structure Hamiltonian is not enough to make the problem easy for quantum computers. But practically important instances of the electronic structure problem may have some additional, yet-unknown structure that can be exploited.

**Quantum algorithms** Classical algorithms and hardness results upper bound the relative and absolute power of quantum computers. Quantum algorithms lower bound it, by showing what quantum computers can do. As with classical algorithms, quantum algorithms can be both rigorous (with proven success probabilities) and heuristic (with intuitive justification but not proven to work). Section 5.2 of this thesis describes rigorous quantum algorithms for constraint programming, with a practical focus on early fault-tolerant devices. Many of the most successful classical algorithms are heuristic, and there is no reason to expect that the same will be true of quantum algorithms. We consider two of the most popular heuristic quantum algorithms: the Quantum Approximate Optimization algorithm for classical constraint satisfaction problems and the Variational Quantum Eigensolver for quantum Hamiltonians.
Both take the form of a parameterized quantum state (known as an \textit{ansatz}), whose parameters are then optimized.

\textbf{Outline}  This thesis is organized as follows. Part I describes two results that upper bound the possible advantage of quantum computation. Chapter 2 describes the parameterization of tensor network contraction, a general method for computing quantities in quantum computation. Chapter 3 proves that the fundamental problem of quantum chemistry, the electronic structure problem, is QMA-complete. Part II presents methods for applying and compiling quantum algorithms in order to maximize the utility of the hardware we have, now and in the future. Chapter 4 introduces the strategy of generalized swap networks and shows how to use them to compile quantum algorithms for quantum chemistry and classical optimization. Chapter 5 describes work at the intersection of quantum computation and classical optimization: the generalized Quantum Alternating Operator Ansatz in Section 5.1, the application of quantum computation to Constraint Programming and vice versa in Section 5.2, and the construction of phase transitions in instance families of the Single-Machine Scheduling problem in Section 5.3.
Part I

Upper bounding quantum advantage
Chapter 2

Parameterization of tensor network contraction

This chapter reproduces Ref. 123 with minor modification. In this chapter, we present a conceptually clear and algorithmically useful framework for parameterizing the costs of tensor network contraction. Our framework is completely general, applying to tensor networks with arbitrary bond dimensions, open legs, and hyperedges. The fundamental objects of our framework are rooted and unrooted contraction trees, which represent classes of contraction orders. Properties of a contraction tree correspond directly and precisely to the time and space costs of tensor network contraction. The properties of rooted contraction trees give the costs of parallelized contraction algorithms. We show how contraction trees relate to existing tree-like objects in the graph theory literature, bringing to bear a wide range of graph algorithms and tools to tensor network contraction. Independent of tensor networks, we show that the edge congestion of a graph is almost equal to the branchwidth of its line graph.

2.1 Introduction

Tensor networks are widely used in chemistry and physics. Their graphical structure provides an effective way for expressing and reasoning about quantum states and circuits. As a model for quantum states, they have been very successful in expressing ansatzes in variational algorithms (e.g., PEPS, MPS, and MERA). As a model for quantum circuits, they have been used in state-of-the-art simulations [56, 57, 68, 129, 153]. In the other direction, quantum circuits can also simulate tensor networks, in the sense that (additively approximate) tensor network contraction is complete for quantum computation [6].

The fundamental computation in the application of tensor networks is tensor network contraction, i.e., computing the single tensor represented by a tensor network. Tensor network contraction is \#P-hard in general [17] but fixed-parameter tractable. Markov and Shi [111] defined the contraction complexity of a tensor network and showed that contraction can be
done in time that scales exponentially only in the treewidth of the line graph of the tensor network. Given a tree decomposition of the line graph of a tensor network, a contraction order can be found such that the contraction takes time exponential in the width of the decomposition, and vice versa. However, the translation between contraction orders and tree decompositions does not account for polynomial prefactors. This is acceptable in theory, where running times of $O(n2^n)$ and of $O(2^n)$ are both “exponential”; in practice, the difference between $\Theta(n2^n)$ and $\Theta(2^n)$ can be the difference between feasible and infeasible.

We give an alternative characterization of known results in terms of tree embeddings of the tensor network rather than tree decompositions of the line graph thereof. In this context, we call such tree embeddings contraction trees. While one can efficiently interconvert between a contraction tree of a tensor network and a tree decomposition of the line graph, contraction trees exactly model the matrix multiplications done by a contraction algorithm in an abstract way. That is, the time complexity of contraction is exactly and directly expressed as a property of contraction trees, in contrast to tree decompositions of line graphs, which only capture the exponent. Our approach is thus more intuitive and precise, and easily applies to tensor networks with arbitrary bond dimensions and open legs.

We show that contraction trees also capture the space needed by a matrix-multiplication-based contraction algorithm. In practice, space often competes with time as the limiting constraint. Even further, we can express the time used by parallel algorithms as a property of rooted contraction trees, which are to contraction orders as partial orders are to total orders.

In a contraction tree, tensors are assigned to the leaves and each wire is “routed” through the tree from one leaf to another. The congestion of a vertex of the contraction tree is the number of such routings that pass through it, and similarly for the congestion of an edge. The vertex congestion of a graph $G$, denoted $vc(G)$, is the minimum over contraction trees of the maximum congestion of a vertex, and similarly for the edge congestion, denoted $ec(G)$.

Formally, our main results are the following two theorems.

**Theorem 1.** A tensor network $(G, M)$ can be contracted in time $n2^{vc(G)+1}$ and space $n2^{vc(G)+1}$, or in time $2^{1.5ec(G)+1}$ and space $2^{ec(G)+1}$. More precisely, the tensor network can be contracted in time $\min_{(T,b)} \sum_{t \in T} 2^{vc(t)}$, where the minimization is over contraction trees $(T, b)$. The contraction can be done using space equal to the minimum weighted, directed modified cutwidth of a rooted contraction tree using edge weights $w(f) = 2^{ec(f)}$. If the contraction is done as a series of matrix multiplications, these precise space and time bounds are tight (though not necessarily simultaneously achievable).

**Theorem 2.** A parallel algorithm can contract a tensor network $(G, M)$ in time $\min_{(T,b)} \max_l \sum_t 2^{vc(t)}$, where the minimization is over rooted contraction trees $(T, b)$, the maximization is over leaves $l$ of $T$, and the summation is over vertices of $t$ on the unique path from the leaf $l$ to the root $r$. In other words, the time is the minimum vertex-weighted height of a rooted contraction tree, where the weight of a vertex is $w(t) = 2^{vc(t)}$. If the contraction is done as matrix multiplications in parallel, this is tight.
Figure 2.1: Two unrooted contraction trees for a tensor network with 6 tensors. Each color corresponds to a wire of the tensor network. The inclusion of a color in the representation of a vertex or edge of the contraction tree indicates the contribution of the corresponding wire’s weight to the congestion of the vertex or edge, respectively.

Given a tree decomposition of a line graph with width $k - 1$, we can efficiently construct a contraction tree of the original graph with vertex congestion $k$. Thus one immediate application of our framework is as a way of precisely assessing the costs of contraction implied by different tree decompositions (even of the same width) computed using existing methods. This is especially useful in distinguishing between contraction orders that have the same time requirements but different space requirements; prior to this work, there was no comprehensive way of quantifying the space requirements, which in practice can be the limiting factor. Alternatively, one can start with existing algorithms for computing good branch decompositions, which can be converted into contraction trees of small edge congestion. More broadly, identifying the right abstraction (i.e., contraction trees) and precise quantification of the space and time costs is a foundation for minimizing those costs as much as possible.

In Section 2.2, we go over the graph-theoretic concepts that are the foundation of this work. In Section 2.3, we present seemingly unrelated graph properties in a unified framework that may be of independent interest. Section 2.3, while strictly unnecessary for understanding the main results, helps explain the relationship between our work and prior work. In Section 2.4, we introduce the cost model on which our results are based. In Section 2.5, we give our main results. In Section 2.6, we discuss extensions and generalizations of the main ideas. In Section 2.7, we prove that the edge congestion of a graph is almost equal to the branchwidth of its line graph.

There are several possible directions for future work:

- Proving the hardness of exactly or approximately computing the vertex or edge conges-
Invention algorithms (that aren’t simply disguised treewidth or branchwidth algorithms) for finding small-congestion contraction trees.

- Exploring the space-time trade-off of vertex and edge congestions. They are always within a small multiplicative constant of each other, but can they be exactly minimized simultaneously? If not, what does the trade-off look like, particularly for graphs of practical interest like 2D and 3D grids.

- Parallelizing at larger scale. In our discussion of parallelized algorithms, we neglected communication costs. While this is probably reasonable at a relatively small number of parallel processes (i.e., that can be on a single multi-processor node of a cluster), at larger scales it may become material and worth trying to minimize.

- Adapting our methods to approximate tensor network contraction.

- Finding analogous methods for optimizing tensor-network ansatzes. For example, it is known that optimizing (bounded-bond dimension) tree tensor networks is easy. Can this be generalized in a parameterizable way as we did for tensor network contraction?

2.2 Background

Let \([i,n] = \{j \in \mathbb{Z} | i \leq j \leq n\}\), \([n] = [1,n]\), and \([n] = [n_1] \times [n_2] \times \cdots \times [n_r]\) for \(n = (n_1, \ldots, n_r) \in (\mathbb{Z}^+)^r\). Let \(G[S] = (V, E \cap \binom{S}{2})\) be the subgraph of \(G\) induced by a subset of the vertices \(S \subset V(G)\). For two disjoint sets of vertices of an edge-weighted graph, \(w(S, S') = \sum_{\{u,v\} \in E | u \in S, v \in S'} w(\{u, v\})\) is the sum of the weights of the edges between \(S \subset V\) and \(S' \subset V\). More generally, for \(r\) disjoint sets of vertices, \(w(S_1, \ldots, S_r) = \sum_{\{i,j\} \in \binom{[r]}{2}} w(S_i, S_j)\) is the sum of the weights of the edges with endpoints in distinct sets. In this context, we will denote singleton sets by their sole elements, e.g., \(w(u, v) = w(\{u\}, \{v\}) = w(\{u, v\})\). Let \(N(v)\) be the neighbors of a vertex \(v\).

2.2.1 Tensor networks and contraction

A tensor can be defined in several equivalent ways. Most concretely, it is a multidimensional array. Specifically, a rank-\(r\) tensor is an \(r\)-dimensional array of size \(d = (d_1, \ldots, d_r)\). More abstractly, a tensor is a collection of numbers indexed by the Cartesian product of some set of indices, e.g., \(T_{i_1,i_2,\ldots,i_r} \in [d_1] \times [d_2] \times \cdots \times [d_r]\) indexed by \(i \in [n]\). Alternatively, a tensor can be thought of as a multilinear map \(T : [d] \rightarrow \mathbb{C}\). (Our focus will be on complex-valued tensors.)

**Definition 1** (Tensor network). A tensor network \((G, \mathcal{M})\) is an undirected graph \(G\) with edge weights \(w\) and a set of tensors \(\mathcal{M} = \{M_v | v \in V(G)\}\) such that \(M_v\) is a \(|N(v)|\)-rank tensor.
Figure 2.2: Three ways of viewing the contraction of two tensors. Left: multiplication of a $d_L \times d_M$-rank tensor with a $d_M \times d_R$-rank tensor, resulting in a $d_L \times d_R$-rank tensor. Middle: contraction of a degree $w_L + w_M$ vertex with a degree $w_M + w_R$ vertex, resulting in a degree $w_L + w_R$ vertex. Right: removing a close pair of leaves (with congestions $w_L + w_M$ and $w_M + w_R$) of a contraction tree, leaving a new leaf with congestion $w_L + w_R$.

tensor with $2^{\deg(v)}$ entries, where $\deg(v) = \sum_{u \in N(v)} w(\{u, v\})$ is the weighted degree of $v$. Each edge $e$ corresponds to an index $i \in [2^{w(e)}]$ along which the adjacent tensors are to be contracted.

The contraction of two tensors is the summation over the values of their shared indices. Graphically, this is like an edge contraction of the edge adjacent to the two tensors. The result is a new tensor that takes the place of the two original ones.\footnote{1}{See Figure 2.2. Let $v_1$ and $v_2$ be the vertices contracted into the new vertex $v_{\{1,2\}}$. The weight of an edge between the new vertex and any other vertex $v'$ is $w(v_{\{1,2\}}, v') = w(\{v_1, v_2\}, v') = w(v_1, v') + w(v_2, v')$.}

Except in Section 2.6, we assume that all tensor networks have no "open legs", i.e., every edge connects two vertices (tensors). In this case, the value of a tensor network is the single number that results from contracting all of its edges. Each contraction reduces the number of vertices (tensors) by one, so the network is fully contracted by $n - 1$ contractions. We call a sequence of such contractions a \textit{contraction order}. The value of the tensor network is independent of the contraction order, but the cost of doing the contraction can vary widely depending on the contraction order. Each contraction is identified by an edge, but that edge may not be in the original graph, i.e., its adjacent vertices may have been formed by earlier contractions. One way of specifying a contraction order is by a sequence of edges of the original graph that constitute a spanning tree thereof. In Section 2.5, we introduce the notion

\footnote{1}{Note that this is a “parallel” model of contraction, whereas Markov and Shi use “one-edge-at-a-time” contraction of multigraphs. They are equivalent in the sense that an edge with integer weight can be considered as that number of (unweighted) parallel edges. The parallel model more closely matches how contraction is done in practice. It also allows for arbitrary bond dimension, whereas the multigraph model requires that all bond dimensions be powers of the same base.}
of contraction trees, which allow for a conceptually clear way of expressing contraction orders that makes manifest the associated temporal and spatial costs.

Exactly computing the value of a tensor network is \( \mathsf{\#P} \)-hard [16], as a tensor network can be constructed that counts the number of satisfying assignments to a satisfiability instance or the number of proper colorings of a graph. Even multiplicative and additive approximation is NP-hard [6]. Interestingly, approximating the value of a tensor network with bounded degree and bounded bond dimension is BQP-complete [6]. That is, not only can tensor networks simulate quantum circuits, but quantum circuits can simulate tensor networks as well. In this sense, tensor networks and quantum circuits are computationally equivalent.

\section{Treewidth and branchwidth}

This section is intended primarily to establish notation and recapitulate the standard definitions of the graph properties used in the present work. For a more thorough and pedagogical treatment, see Diestel’s excellent textbook [54]. Many instances of graph problems that are hard in general are actually easy when instance graphs are restricted to trees. In many such cases, this generalizes in the sense that it is possible to characterize the hardness of an instance by how “tree-like” it is, as captured by the treewidth of the graph. The treewidth of a graph is defined in terms of an optimal tree decomposition. Treewidth has several alternative characterizations; one of these, elimination width, is the basis of Markov and Shi’s result equating treewidth and contraction complexity.

\begin{definition}[Tree decomposition]
A tree decomposition of a graph \( G = (V, E) \) is a tuple \( (T, \mathcal{X}) \) of a tree \( T \) and a tuple \( \mathcal{X} = (X_t)_{t \in V(T)} \) of subsets (called bags) of the vertices of \( G \) with the following properties.

1. For every edge \( \{u, v\} \in E(G) \), there is some bag \( X \in \mathcal{X} \) that contains both endpoints: \( u, v \in X \).

2. For every vertex \( v \in V(G) \) of \( G \), the subtree \( S_v \) of \( T \) induced by the bags \( S_v = \{X \in \mathcal{X} | v \in X\} \) containing \( v \) is non-empty and connected.

\end{definition}

\begin{definition}[Width and treewidth]
The width of a tree decomposition \( (T, \mathcal{X}) \) of a graph \( G \) is one less than the size of the largest bag: \( \text{width}(G, T, \mathcal{X}) = \text{width}(\mathcal{X}) = \max_{X \in \mathcal{X}} |X| - 1 \).

The treewidth of a graph is the minimum width of a tree decomposition of the graph.

A related concept is that of path decompositions and pathwidth, defined analogously to tree decompositions and treewidth, except restricted to paths rather than trees.

\begin{definition}[Path decomposition and pathwidth]
A path decomposition of a graph \( G \) is a tree decomposition \( (T, \mathcal{X}) \) of \( G \) such that \( T \) is a path. The pathwidth \( \text{pathwidth}(G) \) of \( G \) is the minimum width of a path decomposition of \( G \).

\end{definition}
Definition 5 (Branch decomposition). A branch decomposition of a graph $G = (V, E)$ is a tuple $(T, b)$ of a binary tree $T$ and a bijective function $b : E(G) \rightarrow V(T)$ between the edges $E$ of $G$ and the leaves of $T$.

For each vertex $v \in V(G)$ of $G$, let $S_v \subset V(T)$ be the minimal spanning tree of $T$ that contains all the leaves corresponding to edges adjacent to $v$.

Definition 6 (Branchwidth). The width, denoted $\text{width}_G(T, b, \{s, t\})$, of an edge $\{s, t\} \in E(T)$ of a branch decomposition $(T, b)$ of a graph $G$ is $|\{v \in V(G) | \{s, t\} \subset S_v\}|$, i.e., the number of vertices of $G$ such that the subtree $T[S_v]$ contains $\{s, t\}$. The width of the branch decomposition is the largest width of an edge, $\text{width}_G(T, b) = \max_{f \in E(T)} \text{width}_G(T, b, f)$. The branchwidth $\text{branchwidth}(G) = \min_{(T, b)} \text{width}_G(T, b)$ of a graph is the minimum width of a branch decomposition thereof.

2.2.3 Congestion

There is an alternative but less explored way of quantifying how “tree-like” a graph is: the minimum congestion of a tree embedding, introduced by Bienstock [18].

Definition 7 (Tree embedding). A tree embedding of a graph $G$ is a tuple $(T, b)$ of a binary tree $T$ and a bijection $b : V(G) \rightarrow V(T)$ between the vertices of $G$ and the leaves of $T$.

Let $S_{v,w}$ be the unique path between the leaves $b(v)$ and $b(w)$ of $T$.

Definition 8 (Congestion). The congestion of a vertex $v \in V(T)$ (resp., edge $f \in E(T)$) is the total weight of the edges $e \in E(G)$ whose subtrees $S_e$ include $v$ (resp., $f$).

2.2.4 Cutwidth

Definition 9 (Cutwidth). Let $f : V \rightarrow [n]$ be a linear ordering of the vertices of a graph $G = (V, E)$. The cutwidth of $f$ is the maximum number of edges that cross a gap:

$$\max_{i \in [n-1]} |\{\{u, v\} \in E | f(u) \leq i < f(v)\}|.$$ 

The modified cutwidth of $f$ is the maximum number of edges that cross a vertex:

$$\max_{i \in [n]} |\{\{u, v\} \in E | f(u) < i < f(v)\}|.$$ 

The cutwidth (resp., modified cutwidth) of a graph is the minimum cutwidth (resp., modified cutwidth) of a linear ordering. For edge weighted graphs, the weighted cutwidth and modified cutwidth count the total weights of the relevant edge sets rather than their cardinalities. For a directed acyclic graph, the directed cutwidth (resp., modified cutwidth) is the minimum cutwidth (resp., modified cutwidth) of a linear ordering that is topologically sorted according to the graph.

Note that this is entirely distinct from a different type of congestion problem in which the goal is find routings for some specified set of pairs of terminals.
2.2.5 Parameterized complexity

Approximating both treewidth and pathwidth to within a constant factor is NP-hard, though there exist efficient algorithms for logarithmic and polylogarithmic approximations, respectively [24, 25]. However, deciding whether or not the treewidth is at most some constant can be done in linear time (albeit it with an enormous prefactor) [22]. For many graph problems, e.g., Maximum Independent Set, there exist algorithms whose run time is exponential only in the treewidth or pathwidth, i.e., given the instance graph and a tree decomposition thereof of width $k$, the algorithm runs in time $2^k n^{O(1)}$ [7]. The Exponential Time Hypothesis (ETH) implies that several such parameterized complexity results are optimal, in the sense that there exists no $2^{o(k)} n^{O(1)}$ algorithm [52].

The situation is similar for branchwidth. Computing the branchwidth of a graph is in general NP-hard, but can be done efficiently for planar graphs [142]. (Whether computing the treewidth of a planar graph is NP-hard is an open question.) As is the case for treewidth, there is a constructive linear time algorithm for deciding whether or not the branchwidth is at most some constant (and in this case with better constant factors) [23]. Good branch decompositions can be used to implement dynamic programming algorithms for problems such as the traveling salesman problem [46].

Computing the vertex congestion of a graph is claimed to be NP-hard [18], but no proof appears in the literature.

Computing the (edge) cutwidth is NP-hard, but for any constant $k$, a linear ordering of cutwidth $k$ (for all variants) can be found in linear time if one exists [21].

2.3 Unified framework of graph properties

In this section, we present a unified framework of various graph properties, as captured in the following combined definition:
A \{ \text{tree decomposition, branch decomposition, tree embedding} \} of a \{ \text{vertex, edge} \}-weighted graph \( G \) is a tuple \((T, b)\) of a binary tree \( T \) and a bijection \( b \) between the leaves of \( T \) and the \{ \text{edges, vertices} \} of \( G \). The bijection \( b \) implies a subtree for every \{ \text{vertices, edges} \} of the graph. The \{ \text{treewidth, branchwidth, vertex congestion, edge congestion} \} of the graph is the minimum over all \{ \text{branch decompositions, tree embeddings, vertex embeddings, pathwidth, modified cutwidth} \} of the maximum total weight of all subtrees containing any \{ \text{vertex, edge} \}. The \{ \text{treewidth, vertex congestion} \} is defined in the same way as \{ \text{branchwidth, edge congestion} \} except that \( T \) is restricted to be a caterpillar. 

(2.1)

Let’s unpack this. For branchwidth and congestions, (2.1) is the standard definition. For the others, (2.1) is non-standard but equivalent to the standard definitions. Writing them all in this way helps elucidate the relationships between them, which are obscured by the standard definitions.

Note that both the vertex and edge congestions of a graph \( G \) are defined as optimal properties of the same type of object, namely a tree embedding \((T, b)\). For every edge \( e \in E(G) \), the mapping \( b : V(G) \to V(T) \) of the vertices to leaves of the tree implies a minimal subtree \( S_e \) connecting the leaves of \( T \) corresponding to its endpoints in \( G \). (For an edge of size 2, this subtree \( S_e \) is a path, but the definition allows for hyperedges as well.) The vertex and edge congestions are then the maximum total weight of subtrees that contain any vertex or edge, respectively, of the tree \( T \).

There is a similar relationship between treewidth and branchwidth. Usually, we think of a tree decomposition of a graph \( G = (V, E) \) as a tree \( T \) and a subtree \( S_v \) for every vertex in \( V(G) \) such that the subtrees for every pair of adjacent (in \( G \)) vertices overlap. In (2.1), \( S_v \) is specified implicitly as the (unique) minimal spanning subtree of \( T \) that connects the leaves of \( T \) corresponding to the edges of \( G \) that are incident to \( v \). By design, this tree \( T \) and set of subtrees is the same as that for a branch decomposition. The treewidth and branchwidth are the maximum total weight of subtrees (now corresponding to vertices of \( G \)) that contain any vertex or edge, respectively, of the tree \( T \).

So we see that the congestions are defined by the overlap of subtrees of \( T \) corresponding to edges of \( G \) and that the tree- and branchwidths are defined by the overlap of subtrees of \( T \) corresponding to vertices of \( G \), the former implied by a mapping from vertices of \( G \) to leaves of \( T \) and the latter by a mapping from edges of \( G \) to leaves of \( T \). The vertex congestion and treewidth are concerned with the overlap at vertices of \( T \), and the edge congestion and branchwidth with the overlap on edges of \( T \). Thus we have made the analogy that treewidth : branchwidth :: (vertex congestion) : (edge congestion). For example, that \[ 138 \] \( \text{bw}(G) \leq \text{tw}(G) \leq \frac{3}{2} \text{bw}(G) \) and \[ 18 \] \( \text{ec}(G) \leq \text{vc}(G) \leq \frac{3}{2} \text{ec}(G) \) is no coincidence.
Now consider the line graph $L(G) = (E, \{\{e, e'\} \subset E | e \cap e' \neq \emptyset\})$ of a graph $G = (V, E)$. Suppose we have a tree embedding $(T, b)$ of the original graph $G$, with an implied subtree $T_e$ for every edge $e \in E(G)$. Because the vertices of the line graph $L(G)$ correspond to the edges of $G$, this can be considered as a branch decomposition of the line graph $L(G)$. For every pair of edges $e, e' \in E(G) = V(L(G))$ that are adjacent in the line graph, the corresponding subtrees $S_e, S_{e'}$ intersect at the leaf $b(v) \in V(T)$, where $v \in e, e'$ is the vertex of $G$ adjacent to $e$ and $e'$. The vertex congestion of the tree embedding $(T, b)$ is the width of $(T, b)$ interpreted as a tree decomposition, and the edge congestion of the tree embedding is the width of $(T, b)$ interpreted as a branch decomposition. This implies that $\text{tw}(L(G)) \leq \text{vc}(G)$ and $\text{bw}(L(G)) \leq \text{ec}(G)$. Actually, these inequalities are tight or almost so: $\text{tw}(L(G)) = \text{vc}(G)$ and $\text{bw}(L(G)) \leq \text{ec}(G) \leq \text{bw}(L(G)) + \left\lceil \frac{G}{3} \right\rceil$. The other direction, going from a tree decomposition to a tree embedding, requires seeing that a tree decomposition of a line graph can be made to have a particular structure, specifically that the edges of $L(G)$ corresponding to each vertex of $G$ can be mapped to disjoint subtrees of $T$. The equality was shown by Harvey and Wood [80] and captures how our characterization of the temporal costs of tensor network contraction relates to earlier characterizations. However, our characterization in terms of tree embeddings, while mathematically equivalent to that in terms of tree decompositions of line graphs, allows for a conceptually cleaner and more fine-grained perspective. We prove the inequalities in Section 2.7.

**Theorem 3.** The edge congestion of graph $G$ is at least the branchwidth of its line graph and at most the same plus a third of its maximum degree. Furthermore, a tree embedding with edge congestion $k + \lceil G/3 \rceil$ can be efficiently computed from a branch decomposition of width $k$ and a branch decomposition of width $k$ can be efficiently computed from a tree embedding with edge congestion $k$.

For vertex congestion and treewidth (which concern the overlap of subtrees at vertices), the requirement that the mapping be a bijection with the leaves of the tree can be dropped, as can the requirement that the tree be binary. Yet these requirements are without loss of generality, as any tree embedding or tree decomposition can be modified to satisfy these without increasing its vertex congestion or treewidth, respectively. For edge congestion and branchwidth, which concern overlap over edges, the bijection and degree requirements are essential.

The usual definitions for pathwidth and modified cutwidth are in terms of paths (or, equivalently, linear orderings), whereas in (2.1) we allowed them to be caterpillars. This is equivalent, and allows us to relate the properties just discussed with their linear variants. In particular, the relationship between the bubblewidth of a tensor network $(G, M)$ and its “contraction complexity” is almost the same as that between the modified cutwidth of the graph and its vertex congestion, in the sense that the bubblewidth is exactly equal to the cutwidth and $\text{cw}(G) \leq \text{mcw}(G) \leq \text{cw}(G) + G$.

We can make another analogy, that treewidth : (vertex congestion) :: pathwidth : (modified cutwidth). For example, [21, 80] $\frac{1}{2} \left( \text{tw}(G) + 1 \right) \leq \text{vc}(G) + 1 \leq G \left( \text{tw}(G) + 1 \right)$ and
\[ \text{pw}(G) \leq \text{mcw}(G) + 1 \leq \text{G} \cdot (\text{pw}(G) + 1). \]

The (unmodified) cutwidth is a linear analog to what Ostrovskii called the “tree congestion” of a graph [127]; the tree congestion is the same as the edge congestion except that there is a bijection between all the vertices of the binary tree, rather than just the leaves.

### 2.4 Contraction costs

Our primary motivation is minimizing the time and space costs of tensor network contraction. Ideally, for instances of interest we would like to provably minimize the cost, which entails tight lower bounds and the corresponding constructions that meet them. Given the formal hardness of tensor network contraction and the informal hardness of proving lower bounds, we restrict our attention to minimizing the cost of tensor network contraction as it is most commonly done: as a series of matrix multiplications.

First, how much space is required to store a tensor network \((G, \mathcal{M})\)? Each tensor \(\mathcal{M}_v\) consists of \(2^v\) numbers; this is the main component of the space requirements. Technically, we must also keep track of the graph \(G\) and the weights of its edges \(E(G)\) as well as a dope vector for each tensor indicating how the tensor is laid out in memory; these will be negligible. Our memory accounting will be in units of whatever is used to store a single entry of a tensor. While in general, the bit depth of an entry may scale non-trivially with instance size, practical implementations will use a fixed-width data type.

Then, what do we need to do a contraction of two tensors? Suppose we want to contract a \((d_L, d_M)\) tensor with a \((d_M, d_R)\) tensor along their shared dimension \(d_M\). The input tensors require a total of \(d_M(d_L + d_R)\) space and the output tensor \(d_L \cdot d_R\). In theory, it should be possible to do the contraction using no more space than that required by the larger of the input tensors and output tensor. In practice, new memory is allocated for the new tensor, it is populated with the appropriate data from the input tensors, and then the memory for the latter is freed. We assume the second cost model, in which memory is simultaneously allocated both for the tensors to be contracted and for the tensor that results from their contraction, but our ideas are straightforwardly modifiable for plausible variants.

The contraction itself is essentially matrix multiplication, and a straightforward implementation will take time \(d_L \cdot d_M \cdot d_R\). There exist Strassen-like algorithms for matrix multiplication with better asymptotic runtime, but the constant pre-factors are so large and the straightforward algorithm so heavily optimized that they are of little practical value given the size of currently available machines.

Lastly, in order to implement a tensor contraction as a matrix multiplication, the tensors must be laid out commensurately in memory. If they are not, then the data of one tensor or both must be permuted to make them so. This permutation can effectively be done in place and in linear time. In practice, the permutation time is negligible compared to the matrix multiplication time.
Figure 2.4: Two series of contraction trees (unrooted and rooted on left and right, respectively) for a tensor network with 5 tensors. From top to bottom, the contraction trees for the initial, intermediate, and final tensor networks. The pair of leaves corresponding to the next pair of tensors to be contracted are highlighted in green.

2.5 Contraction orders and trees

In this section, we present our main contribution: a graph-theoretic characterization of the temporal and spatial costs of families of contraction orders.

2.5.1 Linear contraction orders

We start with a special case of contraction orders. Let a linear contraction order be one specified by an ordering of the vertices \((v_1, v_2, \ldots, v_n)\). That is, the first contraction is of vertices \(v_1\) and \(v_2\) to form a new vertex \(v_{1,2}\). The second contraction is of \(v_{1,2}\) and \(v_3\) to form \(v_{1,2,3}\), and so on. We represent such a contraction order by what we call a rooted contraction tree. The contraction tree of a linear contraction order is a binary caterpillar tree with \(n + 1\)
The congestion of that vertex gives the time to do the contraction, and the congestion of which we call a yielding a new tensor network containing the contracted vertex $v$.

Figure 2.5: The intermediate states of a contraction procedure. The tree pictured is a rooted contraction tree, with the root at the left. The dashed line crosses edges of the contraction tree adjacent to tensors held in memory.

leaves, one for each vertex of the original graph and a special leaf called the root, as shown in Figure 2.4. The root leaf is at one of the “ends” of the tree. Each vertex $v_i$ for $i \in [2, n]$ is at distance $n + 2 - i$ from the root, and vertex $v_1$ is at distance $n$ therefrom. We denote such a contraction tree by $(T, b)$, where $T$ is the tree and $b : V(G) \rightarrow V(T) \cup \{r\}$ is the bijection between the vertices of $G$ and the leaves of $T$ together with the root $r$.

Recall that for a tensor network $(G, \mathcal{M})$, we are using the convention that the weight $w(u, v)$ of an edge $\{u, v\}$ is the logarithm of the bond dimension of wire connecting tensors $\mathbf{M}_u$ and $\mathbf{M}_v$. For each edge $\{u, v\}$ of $G$ there is a unique path in $T$ between $b(u)$ and $b(v)$, which we call a routing. Assign the weight $w(u, v)$ to every vertex and edge on this path, including the endpoints $b(u)$ and $b(v)$. We say that the congestion of a vertex or edge of $T$, denoted $\text{con}(v)$ or $\text{con}(e)$, is the sum of the weights of all the routings that include it. Label the non-root leaves of $T$ by $l_i = b(v_i)$ and the internal vertices by $t_i$ for $i \in [n - 1]$, where $t_{n-1}$ is closest to the root and $t_1$ is farthest. For concision, identify $t_0$ with $t_1$.

We now show that these congestions capture the costs of the contraction order. First, note that for each vertex $v \in G$, the congestion $\text{con}(e)$ of the edge $e \in E(T)$ adjacent to $b(v)$ gives the size of the tensor $\mathbf{M}_v$, in the sense that $\text{con}(e) = \sum_{u \in V(G)} w(v, u) = v$, so that $2^{\text{con}(e)}$ is the product of the bond dimensions of the tensor $\mathbf{M}_v$. Now, consider the first contraction, of vertices $v_1$ and $v_2$, i.e., tensors $\mathbf{M}_{v_1}$ and $\mathbf{M}_{v_2}$. The bond dimension of the wire between them is $2^{w(v_1, v_2)}$. The product of the bond dimensions of $\mathbf{M}_{v_1}$ with tensors besides $v_2$ is $2^{\text{deg}_{v_1} - w(u, v)}$, and similarly for $\mathbf{M}_{v_2}$. As discussed in Section 2.4, the contraction can be done in time $2^{\text{deg}_{v_1} - w(u, v)} \cdot 2^{w(u, v)} \cdot 2^{\text{deg}_{v_2} - w(v_1, v_2)} = 2^{w(v_1, v_2, V(G) \setminus \{v_1, v_2\})}$, where $w(v_1, v_2, V(G) \setminus \{v_1, v_2\})$ is the total weight of edges across the tripartite cut. This is exactly the congestion of the vertex $t \in V(T)$ adjacent to both $b(v_1)$ and $b(v_2)$. Suppose that we have done the contraction, yielding a new tensor network containing the contracted vertex $v_{1,2}$. The size of this new tensor $\mathbf{M}_{v_{1,2}}$ is $2^{w(v_1, v_2, V(G) \setminus \{v_1, v_2\})} = 2^{\text{con}(t_1, t_2)}$. If we continue with the contractions, we notice an exciting pattern. We can identify each contraction with an internal vertex of $T$. The congestion of that vertex gives the time to do the contraction, and the congestion of the adjacent edge nearest the root gives the space of the resulting contracted tensor. The congestion of the leaves, which is equal to the congestions of the adjacent edges and gives the size of the corresponding tensors, can be interpreted as giving the time required to simply
read in the tensors of the initial network to be contracted. Overall, the total time of all the contractions is \( \sum_{t \in V(T)} 2^{\text{con}(t)} \leq 2n \cdot 2^{\text{vertcon}_{T,b}(G)} \), where \( \text{vertcon}_{T,b}(G) = \max_{v \in V(T)} \text{con}(t) \).

Furthermore, each edge \( e \in E(T) \) corresponds to a tensor \( M_e \) that appears at some point in the series of contractions; those adjacent to leaves correspond to the initial tensors and internal edges to tensors resulting from contractions. The congestion of each edge gives the size of the corresponding tensor, in the sense that the size of \( M_f \) is \( 2^{\text{con}(f)} \). At any point point in the contraction order, there are at most \( n \) tensors, so the required memory is at most \( n2^{\text{edgecon}_{T,b}(G)} \), where \( \text{edgecon}_{T,b}(G) = \max_{f \in E(T)} \text{con}(f) \).

As shown in Section 2.3, the minimum vertex congestion over all linear contraction orders is exactly equal the vertex cutwidth of \( G \). It is closely related to the bubblewidth of earlier work [6], which is exactly equal to the edge cutwidth. The minimum edge congestion over all linear contraction orders is exactly equal to the edge cutwidth of \( G \).

### 2.5.2 General contraction orders

We now turn our attention to general (i.e., not necessarily linear) contraction orders. The first generalization we make is to remove the root. In other words, for each linear contraction order we form an **unrooted contraction tree** exactly as before except that leaves of \( T \) are in unqualified bijection with the vertices of \( G \). This unrooted contraction tree can be interpreted as corresponding to \( 2^{n-2} \) different contraction orders in the following way. Define a pair of leaves in a binary tree to be **close** if they are at distance 2. In the caterpillar binary trees we have considered thus far, there are two pairs of close leaves, at each “end” of the tree. Before, we used a rooted caterpillar contraction tree to represent the unique contraction order given by contracting the two non-root close leaves until we got to the root. Now, the unrooted caterpillar contraction tree represents the family of contraction orders that can be specified by contracting either pair of a close leaves of the contraction tree until a single vertex remains. Importantly, it remains true that every one of these contraction orders takes time exactly \( \sum_{t \in V(T)} 2^{\text{con}(t)} = \tilde{O} \left( 2^{\text{vertcon}_{T,b}(G)} \right) \) and space \( \tilde{O} \left( 2^{\text{edgecon}_{T,b}(G)} \right) \).

The second generalization we make is to remove the restriction to caterpillar trees.

**Definition 10.** A **rooted contraction tree** \( (T, b) \) of a tensor network \( (G, M) \) is a rooted binary tree \( T \) and a bijection \( b : V(G) \rightarrow V(T) \) between the vertices (tensors) of \( G \) and the (non-root) leaves of \( T \). An **unrooted contraction tree** \( (T, b) \) is an unrooted binary tree \( T \) and a bijection \( b : V(G) \rightarrow V(T) \) between the vertices of \( G \) and the leaves of \( T \).

An unrooted contraction tree represents a set of contraction orders in the following way. Suppose we have a contraction order \( e_1, \ldots, e_{n-1} \); Each edge can be written as \( e_i = \{v_S, v_{S'}\} \) for some disjoint \( S, S' \subset V(G) \), where \( v_S \) is the vertex formed by contracting the vertices in \( S \). We start with an empty forest \( T_1 = (V(G), \emptyset) \). For each contraction \( e_i = \{v_S, v_{S'}\} \), we add a new vertex \( v_{S \cup S'} \) to the forest, as well as edges from the new vertex to \( v_S \) and \( v_{S'} \). That is, \( T_i = (V(T_{i-1}) \cup \{v_{S \cup S'}\}, E(T_{i-1}) \cup \{\{v_S, v_{S \cup S'}\}, \{v_S', v_{S \cup S'}\}\}) \). For the last contraction, instead of adding a new vertex, we only add an edge between \( v_S \) and \( v_{S'} \). Doing this yields...
an unrooted contraction tree for the given contraction order. We say that an unrooted contraction tree represents the set of contraction orders from which it can be constructed in this way. If for the last contraction, we added not only a new vertex $v_V$ connected to $v_S$ and $v_{S'}$ but a second vertex $r$ connected $v_V$, we would have a rooted contraction tree.

We can easily go the other way as well. Suppose we have a rooted contraction tree. Then we can iteratively build a contraction order. We select an arbitrary close pair of non-root leaves, and add to the contraction order the contraction corresponding to the adjacent internal vertex (of the tree). We then remove the two leaves and their adjacent edges. The internal vertex now becomes a leaf, and corresponds to the vertex resulting from contracting the two vertices (of the tensor network) in the new contraction tree. We repeat until only a single edge of the tree remains, corresponding to the completely contracted tensor network and the root. This is the same procedure visualized in Figure 2.4, except that, when the contraction tree is not restricted to be a caterpillar, there may be many more than two pairs of close leaves to choose from at each step.

Given an unrooted contraction tree, we can turn it into a rooted contraction tree by splitting any edge (i.e., removing an edge, adding a new vertex and adding edges between the new vertex and the vertices adjacent to the removed one), and then adding a root vertex and connecting it to the first newly inserted vertex.

Proof of Theorem 1. In a contraction tree, either rooted or unrooted, each internal vertex corresponds to a contraction. In rooted contraction trees, there is a clear directionality; two of the neighbors are “inputs” and the third is “output”. However, the congestion of the vertex, the exponential of which gives the time to do the matrix multiplication, is independent of this directionality. Similarly, each edge of a contraction tree corresponds to a tensor that exists at some point in the contraction (specifically, when the edge is adjacent to a leaf). Again the congestion of this edge is independent of its direction, and the size of the tensor is the exponential of the congestion. Without loss of generality, we prove the theorem using rooted contraction trees.

Suppose we have a rooted contraction tree $(T, b)$ of a tensor network $(G, M)$. Each internal vertex $i \in V(T)$ corresponds to a matrix multiplication, which takes time $2^{vc(i)}$. Each leaf $l \in V(T)$ corresponds to an initial tensor of size $2^{vc(l)}$, where $vc(l) = G(b^{-1}(l))$. Overall, the total time then is $\sum_{i \in V(T)} 2^{vc(l)} \leq 2n2^{vc(T)}$.

The rooted contraction tree gives a partial ordering of its vertices, which represent contractions (or initial tensors). Any topologically sorted linear ordering $(t_1, t_2, \ldots, t_{2n-2})$ of the vertices of the contraction tree can be considered uniquely as a contraction order consistent with the contraction tree, and vice versa. For a given contraction order, consider the intermediate state at some point in the overall contraction procedure. Let $t_i$ be the last tensor contracted and $t_{i+1}$ the next one to contract. Each edge $f \in E(T)$ from $\{t_1, \ldots, t_i\}$ to $\{t_{i+1}, \ldots, t_{2n-2}\}$ corresponds to a tensor that needs to be stored at this point. The size of the tensor is exactly $2^{vc(f)}$. The size of the next tensor (resulting from the contraction corresponding to $t_{i+1}$) is $2^{vc(f')}$, where $f'$ is the edge from $t_{i+1}$ towards the root of $T$. Using the convention that the weight of an edge $f \in E(T)$ of $T$ is $w(f) = 2^{vc(f)}$, then the directed,
weighted modified cutwidth of a vertex \( t_{i+1} \) in a linear ordering \((t_1, \ldots, t_{2n-2})\) of the vertices of \( T \) is exactly equal to the space needed to store the remaining tensors to be contracted and make room for the tensor resulting from the next contraction. Once the contraction is done, the memory allocated for the two tensors that were contracted can be freed. For the coarser space bound, we can just pre-allocate memory for every tensor that will arise during the procedure, in total space \( \sum_{f \in E(T)} 2^{\text{ec}(f)} \leq 2n^{2\text{ec}(T)} \).

Overall, if we choose a contraction tree \( T \) with minimum vertex congestion, i.e., \( \text{vc}(G) = \text{vc}(T) \geq \text{ec}(T) \), we get time at most \( n^{2^{\text{vc}(G)}} \) and space at most \( n^{2^{\text{vc}(G)}} \). If instead we choose a contraction tree \( T \) with minimum edge congestion, i.e., \( \text{ec}(G) = \text{ec}(T) \geq (2/3)\text{vc}(T) \), we get time at most \( n^{2^{1.5\text{ec}(G)+1}} \) and space at most \( n^{2^{\text{ec}(G)}} \). Tightness follows from the fact that for any contraction order, we can construct a rooted contraction tree whose properties give the stated bounds.

**Proof of Theorem 2.** Suppose we have a rooted contraction tree \((T, b)\) and that \( l^* \in V(T) \) is a leaf on a longest path from a leaf to the root using the vertex weight \( w(t) = 2^{\text{vc}(t)} \). Call this path from \( l^* \) to the root the critical path \( P^* \). The vertices on \( P^* \), ordered from the leaf to the root, represent a series of contractions. This series of contractions can be done in time \( \sum_{t \in V(P^*)} 2^{\text{vc}(t)} \), the vertex-weighted length of the \( P^* \), which by definition is the longest such path. We prove the claim for general contraction trees by induction. The base case is a tensor network of just two tensors, so that there is just a single contraction and the critical path has 3 vertices. The inductive step is that if the claim is true for a contraction tree whose critical path has \( k \) vertices, it is true for a contraction tree whose critical path has \( k + 1 \) vertices. Consider the last vertex \( t \) on \( P^* \) nearest the root. It corresponds to a contraction of a tensor from an earlier contraction \( P^* \) and a tensor from the remaining subtree of \( T \), i.e., the part of tree not containing \( P^* \). By definition, the length of the critical path of this subtree is no more than the length of the subpath from \( l^* \) to \( t \); otherwise \( P^* \) would not be the longest path. Therefore, this subtree can be contracted in less time than the earlier parts of \( P^* \). These can be done in parallel, so the overall time is simply that for \( P^* \).

As shown in Section 2.7, a branch decomposition of \( L(G) \) with width \( k \) can be efficiently converted into a contraction tree of \( G \) with edge congestion \( k + \lceil G/3 \rceil \). Similarly, a tree decomposition of \( L(G) \) with width \( k - 1 \) can be efficiently converted into a contraction tree of \( G \) with vertex congestion \( k \) [80]. Thus one way of utilizing these results is to use an existing algorithm for finding tree decompositions or branch decompositions as a starting point. Theorems 1 and 2 can then be used to construct minimum-cost contraction orders in a more precise way than previous results allow. Developing empirically good implementations of algorithms for finding tree decompositions is a particularly active area research [149]. These are already exploited in much recent work on tensor network contraction [27, 38, 153]. The framework presented here can significantly augment the effectiveness of such techniques. For instances with a lot of structure, as typical ones do, the intuitiveness of contraction trees also empowers manual construction of contraction trees.
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Figure 2.6: Contraction tree representation of the Schrödinger algorithm for computing $\langle x|G_{1}G_{2}\cdots G_{m}|y\rangle$.

There are also techniques for certifying the optimality of tree decompositions and branch decompositions (namely, brambles and tangles) that can be ported to certify the optimality of contraction trees with respect to vertex and edge congestion, respectively. For planar graphs, the exact edge congestion can be computed (non-constructively) in polynomial time [142]. In addition to serving as a lower bound for calculations, the structure of such obstructions may help with understanding the complexity of quantum states as represented by tensor networks.

2.6 Extensions and generalizations

Heretofore, we have assumed that all tensor networks under consideration had no open legs, i.e., that they contract to a single number (0-rank tensor). More generally, we can consider tensor networks with open legs that contract to non-trivial tensors. For such tensors, we treat any open legs as wires to a single “environment” tensor, which we then identify with the root of a rooted contraction tree. For the purposes of minimizing the congestion, the graph will simply have one more vertex. All previous results regarding the costs of contraction then follow exactly as before without modification.

We can also allow tensor networks $(G, M)$ in which $G$ is a hypergraph. Recall how we defined the congestions of a contraction tree $(T, b)$. Each vertex $v \in V(G)$ was identified with a leaf of $T$ through the bijection $b$. Then each edge $\{u, v\} \in E(G)$ contributed its weight to the congestions of the vertices and edges on the routing (unique path) between $b(u)$ and $b(v)$ in $T$. For a hyperedge $\{v_{1}, \ldots, v_{k}\}$, there is a unique subtree of $T$ connecting the adjacent vertices (which is equal to the union of the paths connecting each pair of edges). Then the hyperedge contributes its weight to the congestions of the vertices and edges on this subtree. The hyperedge corresponds to a so-called “copy” tensor with $k$ legs of the same bond dimension $b$ [16]. The copy tensor is one when all indices have the same value and is zero otherwise. Such a tensor arises, e.g., in a decomposition of a controlled quantum gate.

Decompositions of tensors highlight the main limitation of the present work. While our upper bounds are unconditional, our lower bounds hold only within what we call the matrix multiplication model, in which the only operations allowed are matrix multiplications. This takes advantage only of the topological properties of $G$ and, importantly, not of the properties of the tensor $M$. However, in many cases of practical interest, the tensors have structure that can be exploited. For example, a tensor corresponding to a quantum gate can be split into two tensors connected by a wire with bond dimension equal to the Schmidt rank across
some bipartition of the qubits on which it acts. For gates with less-than-full Schmidt rank, this can help with contraction significantly. Once such a decomposition is made, the sparser graph structure can be exploited by the methods presented here.

Tree-based methods for tensor network contraction are used in state-of-the-art simulations of quantum circuits, where “simulation” here means calculation a single matrix element \( \langle x | C | y \rangle \) for a pair of basis states \((|x\rangle, |y\rangle)\) and the circuit \(C\). In addition to providing a precise analysis of such methods, we can also analyze algorithms not usually expressed in such terms. For example, consider the “Schrödinger” algorithm: a state vector of size \(2^n\) is kept in memory and for each of \(m\) gates in sequence. Suppose each gate acts on at most \(l\) qubits. Let the circuit be represented as a tensor network with \(m + 2\) tensors: one for each gate, one for the output \(|x\rangle\), and one for the input \(|y\rangle\). In the corresponding graph \(G\), the vertex \(|x\rangle\) is adjacent to each of the gate vertices that first act on a qubit, with weight equal to the number of qubits that are first acted on by the gate. Similarly for \(|y\rangle\). The Schrödinger algorithm is then a linear contraction order using the vertex ordering \((|x\rangle, G_1, \ldots, G_m, |y\rangle)\). Each internal vertex of the contraction tree adjacent to the vertex corresponding to the \(l\)-local gate \(G_i\) has congestion \(n + l_i\): \(n - l_i\) from the qubits not acted on by the gate, then \(l_i\) each from the input and output wires. The total time for the contraction is thus \(\sum_{i=1}^{m} 2^{n+l_i} \leq m2^{n+l} = O(m2^n)\), where \(l = O(1)\) is the maximum locality of a gate. Each internal edge has congestion \(n\), so the contraction can be done using space \(O(2^n)\).

An alternative approach is the “Feynman”, or path integral, algorithm, which inserts some bipartition of the qubits on which it acts. For gates with less-than-full Schmidt rank, this can help with contraction significantly. Once such a decomposition is made, the sparser graph structure can be exploited by the methods presented here.
2.7 Branchwidth and edge congestion

Proof of Theorem 3. First, we show how to compute a branch decomposition of $L(G)$ with width $k$ given a tree embedding of $G$ with congestion $k$, implying $\text{bw}(L(G)) \leq \text{ec}(G)$. Suppose we have a tree embedding $(T, b)$ of $G$ with edge congestion $k$. Let $T'$ be a copy of $T$ and $b' : E(L(G)) \rightarrow V(T)$ be a mapping from edges of the line graph to vertices of $T$. In particular, for an edge $e = \{\{u, v\}, \{v, w\}\}$ of $L(G)$ set $b' : \{\{u, v\}, \{v, w\}\} \mapsto b(v)$, i.e., $b'$ maps adjacent pairs of edges of $G$ to the same leaf mapped to from their common vertex by $b$. Interpreted as a branch decomposition of $L(G)$, $(T', b')$ has width $k$, except that $b'$ is not injective. We will now introduce a series of modifications to $(T', b')$ that will turn it into a proper branch decomposition with width $k$. Note that $b'(e) = b'(f)$ if and only if $e$ and $f$ correspond to the same vertex of $G$. For each vertex $v$ of $G$, we will replace the corresponding leaf of $T$ with a subtree whose leaves are one-to-one with the edges of $E(L(G))$ corresponding to the vertex $v$. Consider a particular vertex $v$. Let $l_0$ be the corresponding leaf of $T$ and $t_0$ its neighbor. Let $(e_1, e_2, \ldots, e_{G(v)})$ be an arbitrary ordering of the edges adjacent to $v$ in $G$. First, we replace the leaf $l_0$ with a subcubic caterpillar graph with internal vertices $(t_1, t_2, \ldots, t_{G(v)-2})$ and leaves $(l_1, l_2, \ldots, l_{G(v)-1})$ such that $t_i$ is adjacent to $t_{i-1}$ and $l_i$ for $i \in [G(v) - 2]$ and $t_{G(v)-2}$ is adjacent to $l_{G(v)-1}$. Then we set $b' : \{e_i, e_j\} \mapsto l_{\min(i,j)}$. 

Figure 2.7: From a tree embedding of $G$ to a branch decomposition of $L(G)$. Left: a leaf $l_0$ and neighboring vertex $t_0$ of a tree embedding. Middle: Replacement of the leaf $l_0$ with a caterpillar subtree. Right: Replacement of each leaf with a caterpillar subtree.
At this point $|b^{-1}(l_i)| = |\{e_i, e_j \mid j > i \}| = G(v) - i$. For each $l_i$ we do the following. Relabel its neighbor $t_i$ as $t_{i,0}$. Replace $l_i$ with another subcubic caterpillar graph with internal vertices $(t_{i,1}, t_{i,2}, t_{i,G(v)-i-2})$ and leaves $(l_{i,1}, l_{i,2}, l_{i,G(v)-i-1})$ such that $t_{i,j}$ is adjacent to $l_{i,j}$ and $t_{i,j-1}$ for $j \in [G(v) - 2]$ and $t_{i,G(v)-2}$ is adjacent to $l_{i,G(v)-1}$. Then set

$$ b' : \{e_i, e_j\} \mapsto \begin{cases} l_{i,j-i}, & i < j, \\ l_{j,i-j}, & i > j. \end{cases} \tag{2.2} $$

At this point, $(T', b')$ is a proper branch decomposition of the line graph $L(G)$. What is its width? Let $S'_e$ be the subtree connecting $b'([e, f])$ for all neighbors $f$ of $e$ in $L(G)$. In the part of $T'$ that we didn’t change, this coincides with $S_e$ of the tree embedding $(T, b)$. The number of subtrees including the edge $\{t_0, t_{1,0}\}$ of $T'$ is the same as that including the edge $\{t_0, l_0\}$ of $T$, which is at most the edge congestion of $(T, b)$. In particular, it is exactly $\text{deg}_{G}(v)$. These are the only subtrees that contain any part of the new parts of the tree $T'$ that we created. The construction is shown for a degree 5 vertex in Figure 2.7.

Now, we show how to compute a tree embedding with congestion $k$ from a width-$k$ branch decomposition of the line graph, implying $\text{ec}(G) \leq \text{bw}(G)$. Suppose we have a width-$k$ branch decomposition $(T, b)$ of $L(G)$. Let $T'$ be a tree and $b'$ a function from $V(G)$ to $V(T')$. Initially we set $(T', b') = (T, b)$ and iteratively modify it into a tree embedding. For each vertex $v \in V(G)$, the neighboring edges $E_v \subset E(G) = V(L(G))$ form a clique of size $G(v)$. Therefore, there must be some vertex $t_0$ of $T$ such that $S_e$ contains $t_0$ for all $e \in E_v$. Let $t_1, t_2, t_3$ be the three neighbors of $t_0$ and partition $E_v$ into four (potentially empty) parts: $E_0$ contains those edges $e$ such that $S_e$ contains all of $t_0, t_1, t_2, t_3$ and $E_i$ contains those edges $e$ such that $S_e$ does not contain $t_i$, for $i = 1, 2, 3$. Without loss of generality, assume $w(E_1) \leq w(E_2) \leq w(E_3)$. 

Figure 2.8: From a branch decomposition of $L(G)$ to a tree embedding of $G$. Left: Part of a branch decomposition. Right: Modified part to form a tree embedding.
Note that $v) = \sum_{i=0}^{4} w(E_i) \geq \sum_{i=1}^{4} w(E_i) \geq 3w(E_1)$. Now, subdivide the edge between $t_0$ and $t_1$, introducing a new vertex $t'$, and add a new leaf $l'$ adjacent thereto. For all $e \in E_v$, set $b'(e) = l'$; this leaf will correspond to vertex $v$ in the tree embedding. Note that the congestion of the edge between $l'$ and $t'$ is $v)$, and that the congestion of the edge between $t'$ and $t_0$ is $w(E_1) \leq v)/3$ more than the congestion of the edge $\{t_0, t_1\}$ that it replaced. If we do this for every vertex, we get a tree embedding whose congestion is at most $G)/3$ more than the width of the branch decomposition we started with. This is illustrated in Figure 2.8.  

It cannot be the case that for every graph $G$, $bw(L(G)) = ec(G)$. Consider, for example, the star graph $S_k$. Its edge congestion is at least its maximum degree $k$, but its line graph is the complete graph, whose branchwidth is $\lceil \frac{2k}{3} \rceil$.

Consider an alternative, what we’ll call the line hypergraph, denoted $L^*(G)$, with a vertex for each edge of $E(G)$ and a hyperedge for each vertex of $V(G)$ (rather than a clique as in the usual line graph). Then it is trivially true that $bw(L^*(G)) = ec(G)$. 
Chapter 3

Computational complexity of electronic structure

This chapter reproduces Ref. 124 with minor modification. Finding the ground state energy of electrons subject to an external electric field is a fundamental problem in computational chemistry. We prove that this electronic-structure problem, when restricted to a fixed single-particle basis and fixed number of electrons, is QMA-complete. Schuch and Verstraete have shown hardness for the electronic-structure problem with an additional site-specific external magnetic field, but without the restriction to a fixed basis [141]. In their reduction, a local Hamiltonian on qubits is encoded in the site-specific magnetic field. In our reduction, the local Hamiltonian is encoded in the choice of spatial orbitals used to discretize the electronic-structure Hamiltonian. As a step in their proof, Schuch and Verstraete show a reduction from the antiferromagnetic Heisenberg Hamiltonian to the Fermi-Hubbard Hamiltonian. We combine this reduction with the fact that the antiferromagnetic Heisenberg Hamiltonian is QMA-hard [131] to observe that the Fermi-Hubbard Hamiltonian on generic graphs is QMA-hard, even when all the hopping coefficients have the same sign. We then reduce from Fermi-Hubbard by showing that an instance of Fermi-Hubbard can be closely approximated by an instance of the Electronic-Structure Hamiltonian in a fixed basis. Finally, we show that estimating the energy of the lowest-energy Slater-determinant state (i.e., the Hartree-Fock state) is NP-complete for the Electronic-Structure Hamiltonian in a fixed basis.

3.1 Introduction

Simulating quantum mechanical systems is one of the most important computational challenges in modern science. Solving this problem, broadly defined, will allow us to probe the foundations of physics, chemistry, and materials science, and will have useful applications to a wide variety of industries. On the other hand, the very properties that make quantum mechanical systems so interesting – such as the exponential growth of the underlying state space and quantum entanglement – also make quantum simulation a particularly difficult computational task.
Finding the means to tame this daunting complexity is an objective that is nearly as old as quantum mechanics itself. Paul Dirac, in a foundational paper from 1929, asserted that “The fundamental laws necessary for the mathematical treatment of a large part of physics and the whole of chemistry are thus completely known, and the difficulty lies only in the fact that application of these laws leads to equations that are too complex to be solved. It therefore becomes desirable that approximate practical methods of applying quantum mechanics should be developed, which can lead to an explanation of the main features of complex atomic systems without too much computation” [55].

Today, nearly a century later, Dirac’s quote captures the underlying motivation for a large body of quantum science research. For example, in the context of simulating systems of many electrons, the complexity inherent in the simulation problem has been addressed by approximation methods such as Hartree-Fock and Density Functional Theory [83], as well as by considering simplified quantum models such as the Hubbard and Heisenberg Hamiltonians [9]. Moreover, even in a new, exciting era in which noisy, intermediate-scale quantum computers are being developed that may be well suited to solve certain quantum simulation problems, Dirac’s wisdom prevails. Existing quantum algorithms, such as the phase estimation algorithm and the variational quantum eigensolver all obtain approximate solutions to special cases of the quantum simulation problem (see, e.g., [99, 130, 133]).

However, there are also fundamental limitations to these simulation algorithms that stem from quantum computational complexity. Kitaev, building on the classical work of Cook and Levin, proved that a very general quantum simulation problem (approximating the ground state energy of a $k$-local Hamiltonian) is QMA-complete [45, 98]. QMA is a natural quantum analogue of NP, and QMA-complete problems should not have an efficient quantum algorithm, for essentially the same reasons that NP-complete problems (such as boolean satisfiability) should not have efficient classical algorithms.

Nonetheless, QMA-completeness should not be interpreted as a categorical roadblock, but rather as an important guidepost for the development of future quantum algorithms. In the same way that many practically interesting instances of classical constraint-satisfaction problems have special structural properties that avoid the worst-case hardness implied by NP-completeness results, we study QMA-completeness in order to understand which structural properties reduce the complexity of the simulation problem – and which properties do not – enabling improved quantum simulation algorithms that could potentially exploit this structure.

In this work our goal is understand the computational difficulty of simulating systems of interacting electrons. Our main result shows that when restricted to a fixed number of electrons and a fixed single-particle basis, approximating the ground state energy of the electronic structure Hamiltonian is QMA-complete. This can be interpreted as a direct sharpening of Dirac’s quote: we conclusively demonstrate that these properties do not add enough structure to enable the existence of an efficient quantum simulation algorithm to approximate the ground state energy of such systems.

Section 3.2 gives an overview of our results and techniques. Section 3.3 gives the reduction from the antiferromagnetic Heisenberg Hamiltonian to the Fermi-Hubbard Hamiltonian.
Section 3.4 shows the reduction from Fermi-Hubbard to the Electronic Structure Hamiltonian in a fixed basis. In Section 3.5 we show that finding the lowest energy Hartree-Fock state for the Electronic Structure Hamiltonian in a fixed basis is NP-complete. Some of the technical lemmas used to show the QMA-hardness of the Electronic Structure Hamiltonian in a fixed basis are given in Section 3.6.

3.2 Overview of Results

3.2.1 Formalizing the electronic structure problem

In computational complexity, finding the ground state of a local Hamiltonian acting on qudits is the canonical QMA-complete problem. Local Hamiltonians are interesting not only because they are analogous to classical constraint-satisfaction problems involving a set of low-arity functions, but because physical Hamiltonians are typically local due to the nature of physical forces. The computational complexity of finding ground states of qubit Hamiltonians has been studied extensively, and hardness shown even for Hamiltonians that are physically realistic in the sense, e.g., that the terms are placed on a 2D lattice or all the same up to a positive rescaling [131]. Much less is known about the hardness of local Hamiltonians for indistinguishable particles. In this work, we consider the local Hamiltonian problem for fermionic systems.

The local Hamiltonian problem for systems of indistinguishable particles has two distinctive features. First, the Hamiltonians themselves are invariant under permutations of the particles. Second, the goal is to estimate the lowest-energy of a symmetric (for bosons) or anti-symmetric (for fermions) state. Generic Hamiltonians (i.e., quartic polynomials in the elementary operators with general coefficients) for both types of indistinguishable particles have been shown to be QMA-complete [106, 159], but, as with Hamiltonians on distinguishable particles, we can ask how hard more physically realistic classes of Hamiltonians are. Physically realistic Hamiltonians on indistinguishable particles have special properties that could make them more amenable to computing ground energies. In particular, here we are focused on the computational complexity of the electronic structure Hamiltonian

$$H^{(ES)} = -\frac{1}{2} \sum_i \nabla_i^2 + \sum_i V(r_i) + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|},$$  \hspace{1cm} (3.1)$$

which acts on an anti-symmetric state $\psi \in \mathbb{R}^{\eta \times 3}$ of $\eta$ electrons, where $r_i$ is the position of the $i$-th electron in 3-dimensional space. For $\eta$ electrons and a specified electric potential $V : \mathbb{R}^3 \rightarrow \mathbb{R}$, this is the Hamiltonian dictated by the laws of electromagnetism. Of particular interest in chemistry is the molecular electronic structure Hamiltonian, in which the external potential

$$V(r) = -\sum_j \frac{Z_j}{|r - R_j|}$$  \hspace{1cm} (3.2)$$
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is that of nuclei modelled as classical point particles, each with positive charge $Z_j$ and located at fixed position $\mathbf{R}_j$. In reality, the nuclei are also quantum particles, but they are so much more massive than the electrons that this model (the Born-Oppenheimer approximation) is usually a sufficiently accurate approximation to the Hamiltonian of a molecule specified by the nuclear charges and number of electrons. There is a separate optimization procedure to find the lowest-energy configuration of nuclear positions.

Physically, the wavefunction of the electrons is over continuous real space. Computationally, we need to discretize the space of possible wavefunctions in some way in order to have a finite representation of a potential ground state. This leads to the fundamental computational problem of quantum chemistry, estimating the ground state energy of the electronic structure Hamiltonian in a fixed basis:

$$H^{(\text{ES})}(\phi, V) = T + V + U = \sum_{i,j \in [n], \sigma \in \{\pm 1\}} t_{i,j} a_i^{\dagger \sigma} a_j^{\sigma} + \sum_{i,j \in [n], \sigma \in \{\pm 1\}} v_{i,j} a_i^{\dagger \sigma} a_j^{\sigma} + \frac{1}{2} \sum_{i,j,k,l \in [n], \sigma, \tau \in \{\pm 1\}} u_{i,j,k,l} a_i^{\dagger \sigma} a_j^{\tau} a_k^{\sigma} a_l^{\tau},$$

where $\phi = (\phi_1, \ldots, \phi_n)$ is the single-particle basis with elements $\phi_i : \mathbb{R}^3 \rightarrow \mathbb{C}$ and

$$t_{i,j} = -\frac{1}{2} \int d\mathbf{r} \phi_i^*(\mathbf{r}) \nabla^2 \phi_j(\mathbf{r}),$$

$$v_{i,j} = \int d\mathbf{r} \phi_i^*(\mathbf{r}) V(\mathbf{r}) \phi_j(\mathbf{r}),$$

$$u_{i,j,k,l} = \int d\mathbf{r} d\mathbf{s} \phi_i^*(\mathbf{r}) \phi_j^*(\mathbf{s}) \frac{1}{|\mathbf{r} - \mathbf{s}|} \phi_k(\mathbf{s}) \phi_l(\mathbf{r}).$$

The indices $i, j, k, l \in [n]$ index spatial orbitals, and $\sigma, \tau \in \{\pm 1\}$ indicate the spin. Given the potential $V(\mathbf{r})$ and a fixed set of orbitals, the Hamiltonian shown in (3.3) is then completely determined by the integrals for the kinetic and potential energy shown in Eqs. (3.4) to (3.6). The Electronic Structure problem then is to determine whether the ground energy of the resulting Hamiltonian is less than some threshold $E$ or greater than $E + 1/\text{poly}(n)$. This is the version of the problem posed by Whitfield et al. ([160]), who left its hardness as an open problem. We answer here in the affirmative by showing a family of single-particle bases (with zero potential $V(\mathbf{r}) = 0$) that encodes hard problems. In $H^{(\text{ES})}$, the $\sigma$ and $\tau$ indicate the sign of the spin of the spin orbital. For each spatial orbital $\phi_i(\mathbf{r})$, there are two spin orbitals $\phi_{i, \pm 1}(\mathbf{r})$. We use $\pm 1$ as an index for simplicity, but of course physically the electron’s spin has magnitude 1/2.

**Definition 11** (Electronic structure in fixed basis set – ESFBS). An instance of electronic structure in a fixed basis set is specified by an external electric field $V : \mathbb{R}^3 \rightarrow \mathbb{R}$, a number $\eta$ of electrons, a basis set $\phi = (\phi_1, \ldots, \phi_n)$, and thresholds $a < b$, where $b - a \geq 1/\text{poly}(\eta)$. The external potential $V$ and the basis set $\phi$ must be specified concisely (using $\text{poly}(n)$ bits) in a way that allows for efficient (poly(n)-time) calculation of the integrals in Eqs. (3.4) to (3.6). The goal is to determine whether the ground state energy of $H_{\text{ES}}$ in the subspace of $\eta$ electrons spanned by the given basis is at most $a$ or at least $b$. 
Our definition of the problem allows for states with arbitrary total spin, and this freedom will be critical in our construction. One can also consider a variant in which the total spin is fixed, analogous to, for example, the XY problem with fixed magnetization. Our definition of the problem also restricts the states allowed to a finite-dimensional space spanned by a set of fixed single-electron orbitals. By necessity, this is the form of the problem solved in practice by computational chemists. However, for practical purposes, it is desirable that the ground state or ground energy in the chosen basis is close to that in a complete, infinite-dimensional basis. The difference between these two is known as the basis-set error, and bases are typically chosen in order to minimize this error. The basis we use in our construction is artificial in this sense; in the absence of an external potential, there is nothing to confine the electrons to the subspace of $\mathbb{R}^3$ spanned by the basis. However, the orbitals that we use are still superpositions of Gaussians, a commonly used form in computational chemistry, e.g. the STO-3G basis set [82] with each basis function composed of a fixed superposition of three primitive Gaussians. Indeed, we prove the following theorem that the electronic structure in a fixed basis is QMA-hard by encoding a QMA-hard Hamiltonian in the construction of the basis.

**Theorem 4** (ESFBS is QMA-complete, informal). The electronic structure problem in a fixed-basis set and at fixed particle number is QMA-complete.

Our results contribute to a large body of work formally establishing the computational intractability of increasingly physically realistic Hamiltonians. There are still many important problems in computational chemistry whose computational complexity is unknown. For example, even in a fixed basis, does fixing the spin make the problem easier? Does the problem become more tractable if the given orbitals are guaranteed to have small basis-set error? Is the electronic structure problem hard in a complete (infinite-dimensional) basis? If so, is it still hard when the external potential arises solely from a set of positively charged nuclei at fixed positions? We pose two variants of the electronic structure problem whose hardness is an open question. In both cases, the “size” of the problem is the number of electrons.

**Electronic structure in a fixed basis with bounded basis-set error:** Given an external electric potential $V$, number of electrons $\eta$, thresholds $a < b$, and a basis set $\phi$ with basis-set error $\epsilon(\eta) = 1/\text{poly}(\eta)$ for the given potential $V$, determine whether the lowest energy of a state in the space spanned by $\phi$ is at most $a$ or greater than $b = a + 1/\text{poly}(\eta)$.

The basis-set error is defined as $\langle \tilde{\psi}|H|\tilde{\psi} \rangle - \min_{|\psi\rangle \in \mathbb{R}^\eta \times 3} \langle \psi|H|\psi \rangle \leq \epsilon(\eta)$.

The parameters of the problem are the promised basis-set error bound $\epsilon(\eta)$, the thresholds $a(\eta)$ and $b(\eta)$, and the family of potentials considered (as a function of $\eta$); an instance is specified by simply the number of electrons $\eta$, the potential $V$, and a specification of the basis set $\phi$. This variant entertains the possibility that, while the problem is hard for arbitrary bases, it may always be easy for good bases (in the sense of having low basis-set error). In practice, chemists always want to use a good basis, and often do, though in general they
have no guarantees on the error of the bases that they use. Note that a good basis need not necessarily be complete for the whole space; all that matters is that its span includes a state sufficiently close to the ground state. For example, in Schuch and Verstraete’s construction for the QMA-hardness of electronic structure with magnetic fields, the external electric potential $V$ implies a good basis of size $n = \eta$ that captures the ground state but is far from complete. Theoretical and numerical results suggest that for physically realistic external potentials there is always a good basis of size $\text{poly}(\eta)$ [79, 96], though the constant prefactors may be impractically large. Furthermore, there may exist pathological external potentials for which no polynomially large good basis exists.

To account for both the possibility of no good polynomially large basis and the desirability of working in a small basis, we define another variant of the problem that includes finding the basis in which the state is expressed. The formulation attempts to be as general as possible while remaining in QMA. Ideally, we would like to consider all states that can be efficiently represented and whose energy can be efficiently estimated by a quantum computer. To formalize this, we specify some family of parameterized orbitals in which the putative low-energy state can be expressed. For example, the family of bases could consist of all weighted sums of Gaussians. In this case the prover would provide, for each basis element, the centers, the weights, and the exponents of the constituent Gaussians.

**Electronic structure in parameterized basis:** Given an external electric potential $V$, number of electrons $\eta$, thresholds $a < b$, and a family of basis functions $\{\phi_\theta\}_\theta$, and basis size $k$, determine whether there exists a basis $\phi = (\phi_{\theta_1}, \ldots, \phi_{\theta_k})$ such that the lowest energy of a state in the space spanned by $\phi$ is at most $a$ or greater than $b = a + 1/\text{poly}(\eta)$.

The problem is parameterized by the thresholds $a(\eta)$ and $b(\eta)$ and the family of basis functions $\{\phi_\theta\}_\theta$ allowed; an instance is specified by just the number of electrons $\eta$, basis set size $k$, and potential $V$. A certificate consists of the classical description of orbitals $\phi$ and a quantum state on $2k$ qubits that is supposed to represent a low-energy of state of $\eta$ electrons in the basis $\phi$.

Other variants of the electronic structure problem have been considered. Schuch and Verstraete show QMA-hardness for electronic structure with an additional site-specific magnetic field in a good basis, which is used to encode an instance of a QMA-hard problem [141]. Their result is thus incomparable to ours; we removed the magnetic field, but also the restriction to a good basis.

There are several related computational problems concerning various ways of representing and working with quantum states. One is $N$-representability. Note that the 2-electron reduced density matrices (2-RDMs) of the quantum state encode all the information necessary to compute the energy of the electronic structure. The $N$-representability problem is to determine whether or not for a given set of 2-RDMs there exists a consistent quantum state on the full space. This problem has been shown, under Turing reductions, to be QMA-complete [106]. Another related problem is Density Functional Theory (DFT), which
is premised on the fact that the electron density (i.e. the average number of electrons at each point in space) is also sufficient to calculate the energy of the electronic structure Hamiltonian. That is, there exists a universal functional that takes as input the electron density and outputs the energy. However, while such a functional exists, it may not be computationally efficient. Indeed, computing it has been shown to be QMA-hard, also under Turing reductions [161]. For both $N$-representability and DFT, it remains an open question whether they remain hard when the inputs (2-RDMs and electron densities, respectively) are restricted to the ground states of electronic structure Hamiltonians. Broadbent and Grilo recently proved [35] QMA-completeness of the Consistency of Local Density Matrices problem (i.e., the qudit analog of $N$-representability) under Karp reductions, but left as an open question whether or not their techniques can be used to show QMA-hardness under Karp reductions of $N$-representability and the universal functional of DFT.

3.2.2 Implications for VQE and other algorithms

In Chapter 4, we introduce and employ the Variational Quantum Eigensolver (VQE), a variational quantum algorithm for estimating the ground state energy of quantum Hamiltonians, typically applied specifically to electronic structure Hamiltonians. The immediate implication of our QMA-hardness result is that VQE cannot succeed in polynomial time for all instances of the electronic structure problem. VQE is really a meta-algorithm; a particular instantiation entails choosing an ansatz (parameterized set of states) and method for optimizing over that ansatz. There are two potential obstacles to VQE’s success: limitations of the ansatz and limitations of the optimization method, with a trade-off between them. If the ansatz is universal (capable of approximating any quantum state with polynomial circuit complexity), then VQE is essentially a model of QCMA, with a classical witness (the parameters) verified by a quantum computer (which prepares the state using the given parameters). Assuming $\text{QMA} \neq \text{QCMA}$, then VQE cannot solve the electronic structure problem in general, even given arbitrary time to find the parameters. Recent work [20] has shown that optimizing the parameters of generic fermionic variational circuits is NP-hard. Our results imply that this must be the case even for electronic structure Hamiltonians, even when the ansatz is simply Slater determinants.

These two obstacles exemplify two aspects of Hamiltonian complexity (how “quantum” the witness is and how hard it is to find) and thus two ways in which quantum computation can be helpful. Importantly, our results only show worst-case hardness. Whether the above implications hold for the more restricted Hamiltonians and ansatzes used in practice remains an open question.

3.2.3 Hubbard Hamiltonians

The proof that Electronic Structure in a Fixed Basis Set (ESFBS) is QMA-hard proceeds in two stages. We first reduce from the antiferromagnetic Heisenberg Hamiltonian to the Fermi-
Hubbard Hamiltonian. Then we reduce from Fermi-Hubbard to ESFBS. This subsection gives an overview of the first reduction.

The Bose-Hubbard and Fermi-Hubbard Hamiltonians are:

\[
H^{(BH)} = \sum_{i \in V} U_{n_i}(n_i - 1) + \sum_{\{i,j\} \in E} t_{i,j} (b_i^\dagger b_j + \text{h.c.}), \\
H^{(FH)} = \sum_{i \in V} U_{n_i} n_{i+} + \sum_{\{i,j\} \in E, \sigma \in \{\pm\}} t_{i,j} a_{i,\sigma}^\dagger a_{j,\sigma},
\]

(3.7)

where \( G = (V, E) \) is the interaction graph, and \( a_i a_j^\dagger + a_j^\dagger a_i = b_i b_j^\dagger - b_j^\dagger b_i = \delta_{ij} \). When we refer to the “Hubbard” model without qualification, we mean the Fermi-Hubbard model, in which the particles are fermions. Hubbard Hamiltonians are of practical interest because they approximate Hamiltonians of many more complicated condensed-matter and chemical systems. Their solutions are taken to qualitatively describe those of the approximated systems.

Childs et al. [39, 40] show that the Bose-Hubbard Hamiltonian and XY Hamiltonian are QMA-hard with uniform coefficients. In both cases, because the coefficients are uniform, the instance is encoded entirely in the graph, which does not seem embeddable in, say, three spatial dimensions, as we would want for a physically realistic Hubbard Hamiltonian. Schuch and Verstraete [141] show as an intermediate result that the Fermi-Hubbard Hamiltonian on a 2D lattice with a site-specific magnetic field is QMA-hard; the instance is encoded entirely in this magnetic field. We show that the magnetic field is not necessary, at the cost of having an arbitrary weighted interaction graph.

**Theorem** (FH is QMA-complete). The Fermi-Hubbard Hamiltonian with arbitrary coefficients and fixed particle number is QMA-complete, even if all of the tunneling coefficients have the same sign and are bounded by a polynomial in the number of particles.

The proof reduces from the antiferromagnetic Heisenberg Hamiltonian:

\[
H^{(Heis)} = \sum_{\{i,j\} \in E} \kappa_{i,j} W_{i,j}, \\
W = (II + XX + YY + ZZ)/2,
\]

(3.8)

which is known to be QMA-hard [51, 131]. As in related previous constructions, we fix the number of particles to equal the number of spatial orbitals, i.e., half the number of spin orbitals. The large onsite-repulsion term \( U \) penalizes two electrons occupying the same spatial orbital, and so the ground space of the repulsion term has exactly one electron in each spatial orbital. As was done in [106], the spin of the electron in each orbital encodes a logical qubit. With the repulsion term dominating the Hamiltonian, we treat the rest perturbatively. To second order, this yields an antiferromagnetic Heisenberg Hamiltonian on the same graph as a Hubbard Hamiltonian. We go between a qubit Hamiltonian and a fermionic Hamiltonian using the Jordan-Wigner transformation \( a_i \leftrightarrow \prod_{j<i} Z_j (X_i + iY_i)/2 \). In general, this transforms local fermionic Hamiltonians into non-local qubit Hamiltonians, but with a particular ordering of the spin orbitals, the parity strings \( \prod_{j<i} Z_j \) cancel out. In our case, this yields the local Heisenberg Hamiltonian.
3.2.4 Overview of Techniques for Electronic structure

We reduce from an instance of Fermi-Hubbard. The interaction graph has an edge for every pair of fermions with a non-zero interaction term. Given an input Hamiltonian of this form, we create a set of orbitals corresponding to the vertices in the interaction graph. \( \phi_i \) is the orbital for vertex \( i \). Each \( \phi_i \) is a superposition of what we call primitive orbitals, which are just Gaussians centered at various points in space. For the most part, these points are spaced out from all the other points by a parameter \( \Gamma \), which is set to be large. For every edge \( \{i, j\} \) in the interaction graph of the Fermi-Hubbard Hamiltonian, there is a pair of primitive orbitals, one in \( \phi_i \) and one in \( \phi_j \), such that the two primitive orbitals are a distance \( \gamma_{i,j} \) apart. The \( \gamma_{i,j} \)'s are small compared to \( \Gamma \).

The dominant term that emerges from this construction is the kinetic energy between two Gaussians with exponent \( \alpha \) that are separated by a distance of \( \gamma_{i,j} \) (with a slight correction due to the fact that the Gaussians are not exactly pairwise orthogonal). Each distance \( \gamma_{i,j} \) can then be tuned to obtain the desired coefficient to encode the Fermi-Hubbard Hamiltonian. Each orbital also includes a primitive orbital with exponent \( \beta > \alpha \) in order to increase the onsite-repulsion term, ensuring that the ground space for the effective Hamiltonian has exactly one electron per spatial orbital. Thus, each of our orbitals has the form

\[
\phi_i(r) = 2^{-1/2}\phi_{i,0}(r) + (2d)^{-1/2}\sum_{l=1}^{d}\phi_{i,l}(r),
\]

(3.9)

where each \( \phi_{i,l} \) is a Gaussian and the parameter \( d \) is an upper bound on the degree of the graph. The functions \( \phi_{i,0} \) all have some large exponent \( \beta \) and are therefore more concentrated than the functions \( \phi_{i,l} \) for \( l > 0 \) which have a smaller exponent \( \alpha \).

We use two approximation steps which ultimately show that the electronic structure Hamiltonian \( H^{(ES)} \) closely approximates the Fermi-Hubbard Hamiltonian \( H^{(Hubb)} \).

\[
H^{(ES)} \xrightarrow{3.4.2} H^{(round)} \xrightarrow{3.4.3} H^{(main)} \xrightarrow{3.4.4} H^{(Hubb)},
\]

(3.10)

Each step introduces some small error, the bounding of which constitutes the bulk of the technical work in our proof.

The transition from \( H^{(ES)} \) to \( H^{(round)} \) includes two approximation steps. The first approximation arises from the fact that the orbitals \( \Phi \) that we use are not perfectly orthonormal. However, there is an orthonormal basis \( \tilde{\Phi} \) that is very close to \( \Phi \). We show that the difference is sufficiently small that we can proceed with the coefficients from the nonorthonormal basis but using the elementary operators of the orthonormal basis. There is one exception to this approximation: the overlap of the Gaussians that are relatively close (distance \( \gamma_{i,j} \) apart) has a non-negligible effect and requires a slight correction to the corresponding kinetic energy coefficient. In the second approximation step, we drop the interactions of primitive orbitals that are at least a distance of \( \Gamma \) apart, resulting in an expression with many fewer terms. The effect of applying both approximations results in the Hamiltonian \( H^{(round)} \). The transition from \( H^{(round)} \) to \( H^{(main)} \) involves dropping the potential-energy terms that involve more than
one primitive orbital. The difference between \( H^{(\text{round})} \) and \( H^{(\text{main})} \) is an energy offset which is constant for a fixed number of electrons plus an error term which we bound in the proof. We then show that the parameters can be set so that the coefficients of \( H^{(\text{main})} \) approximate the Fermi-Hubbard model to within any inverse polynomial.

### 3.2.5 Product states

Classical algorithms for finding the ground state energy of quantum Hamiltonians are often limited by the fact that the ground state seems to have no concise classical description. For that reason, chemists often try to find the lowest-energy Slater determinant, known as the Hartree-Fock state. Within a fixed basis \( \phi = (\phi_1, \ldots, \phi_n) \), a Slater determinant is a state of the form

\[
|SD(B)\rangle = b_1^\dagger b_2^\dagger \cdots b_\eta^\dagger |0\rangle,
\]

(3.11)

where each \( b_i = \sum_j^n B_{ij}a_j \) is a sum of annihilation operators in the original basis and the rows of the \( \eta \times n \) matrix \( B \) are orthonormal.

**Definition 12** (Lowest-energy Slater determinant (LESD)). Given a local fermionic Hamiltonian in a fixed basis of size \( n \), number \( \eta \) of electrons, and bounds \( b > a \), where \( b - a = 1/\text{poly}(n) \), determine whether the lowest-energy Slater determinant has energy at most \( a \) or at least \( b \). The Slater determinant is specified the matrix \( \eta \times n \) \( B \) with entries specified by polynomially many bits.

**Theorem 5** (informal). LESD for electronic structure Hamiltonians \( H^{(\text{ES})} \) as defined in 3.3) is NP-complete.

Schuch and Verstraete showed that the LESD problem for generic quartic number-preserving fermionic Hamiltonians is NP-hard [141, arXiv version]. We show NP-hardness for the restricted class of such Hamiltonians with coefficients implied by a basis and external potential as in Eqs. (3.3) to (3.6); that is, our Theorems 4 and 5 cover the same class of electronic structure Hamiltonians and differ only in the class of states to be optimized over. Schuch and Verstraete’s proof for the QMA-hardness of electronic structure with magnetic fields could likely be extended to the NP-hardness of the Slater determinant version, but neither we nor they have done so.

### 3.2.6 A Note on Notation

By \([n]\), we mean the set \( \{1, 2, \ldots, n\} \). We use \( \| \cdot \| \) for the spectral norm of a matrix and the Euclidean norm of a vector. We use \( | \cdot | \) for the element-wise scalar norm.

### 3.3 Fermi-Hubbard Model

We will show that the version of the Fermi-Hubbard Hamiltonian problem described below is QMA-complete. In order for the Fermi-Hubbard model to approximate the antiferromagnetic...
Heisenberg from which we are reducing, we need a large onsite-repulsion term $u_0$ to penalize orbitals with double occupancy. The Fermi-Hubbard problem remains QMA-complete for any $u_0$ that satisfies the lower bound in the theorem stated below. For the reduction from Fermi-Hubbard to Electronic Structure, we require that the $t_{i,j}^{(Hubb)}$ coefficients are bounded by a polynomial in $n$, the number of electrons. The hardness result that we prove establishes that Fermi-Hubbard remains hard, even under that constraint.

**Theorem 6** (QMA-completeness of Hubbard Hamiltonian with uniform onsite repulsion). There exist constants $p > q > 0$ such that for all $u_0^{(Hubb)} \geq n^{14+3p+2q}$, determining to precision $n^{-q}$ the ground state energy in the $n$-particle subspace of a Hubbard Hamiltonian

$$H^{(Hubb)} = u_0^{(Hubb)} \sum_{i \in [n]} n_{i,+1} n_{i,-1} + \sum_{i < j} t_{i,j}^{(Hubb)} \sum_{\sigma \in \{\pm 1\}} (a_{i,\sigma}^\dagger a_{j,\sigma} + a_{j,\sigma}^\dagger a_{i,\sigma})$$  \hspace{1cm} (3.12)

subject to $|t_{i,j}^{(Hubb)}| \leq \sqrt{n^p u_0^{(Hubb)}}$ is QMA-complete.

We will reduce from the antiferromagnetic Heisenberg Hamiltonian problem:

**Definition 13** (Antiferromagnetic Heisenberg Hamiltonian). An instance of antiferromagnetic Heisenberg Hamiltonian is defined by an edge-weighted graph $G = (V, E)$ with $\kappa : E \mapsto \mathbb{R}_{\geq 0}$ as

$$H^{(Heis)}(G, w) = \sum_{\{i,j\} \in E} \kappa_{i,j} (X_i X_j + Y_i Y_j + Z_i Z_j)$$  \hspace{1cm} (3.13)

We will require in our reduction that the coefficients $\kappa_{i,j}$ are bounded by a polynomial in the number of qubits. Although not explicitly stated, the following theorem is proven in [131].

**Theorem 7** (QMA-completeness of antiferromagnetic Heisenberg Hamiltonian [131]). Finding the ground state of an antiferromagnetic Heisenberg Hamiltonian is QMA-complete even when restricted to families of Hamiltonians in which the coefficients are bounded by a polynomial in the number of qubits.

To prove Theorem 6, we show that for sufficiently large $u_0^{(Hubb)}$, the Hubbard model approximates an antiferromagnetic Heisenberg model up to second order in perturbation theory.

We’ll treat $U^{(Hubb)} = u_0^{(Hubb)} \sum_i n_{i,+1} n_{i,-1}$ as the penalty term and $T^{(Hubb)} = H^{(Hubb)} - U^{(Hubb)}$ as the perturbation. To convert the fermionic Hamiltonians above to qubit Hamiltonians, we use the Jordan-Wigner transform with the ordering $(1,+1), (1,-1), (2,+1), (2,-1), \ldots$. For the full Hilbert space $\mathcal{H}$ we’ll use a basis of one qubit per spin orbital. For the ground space $\mathcal{H}_0$ of $U^{(Hubb)}$, we’ll use a basis of one qubit per spatial orbital, the latter spanning the half-filled subspace of the corresponding pair of spin orbitals. We associate the occupancy of the orbitals of spin +1 and −1 with the qubit states $|0\rangle$ and $|1\rangle$, respectively. Let $\Pi_0$ be the projector onto $\mathcal{H}_0$ and $\Pi_1 = I - \Pi_0$ the projector onto the orthogonal subspace.
In $H_0$, $U^{(Hubb)}$ is zero ($U_0^{(Hubb)} = \Pi_0 U^{(Hubb)} \Pi_0 = 0$), and outside it is at least $u_0^{(Hubb)}$. In the half-filling regime, the ground space of $U^{(Hubb)}$ is spanned by those basis states having exactly one electron in each spatial orbital. In $H_0$, $T^{(Hubb)}$ vanishes. In the notation below, we use a bit to indicate whether an orbital is filled. For edge $\{i, j\}$, the first two bits correspond to orbitals $\phi_{i,+1}$ and $\phi_{i,-1}$, and the last two bits correspond to $\phi_{j,+1}$ and $\phi_{j,-1}$. So the state $|0110\rangle$ has $\phi_{i,-1}$ and $\phi_{j,+1}$ filled. The "excitation" terms are

$$T_{1,0}^{(Hubb)} = \Pi_1 T^{(Hubb)} \Pi_0 = \sum_{\{i,j\} \in E} (-1)^{j-i-1} t_{i,j}^{(Hubb)} ([|1100\rangle + |0011\rangle) (|1001\rangle - |0110\rangle)]_{i,j}, \tag{3.14}$$

With this, using Theorem 8 from the next section, we get

$$H^{(eff)} = -T_{0,1}^{(Hubb)} \left[ U_1^{(Hubb)} \right]^{-1} T_{1,0}^{(Hubb)} = \sum_{\{i,j\} \in E} 2\left( \frac{t_{i,j}^{(Hubb)}}{u_0^{(Hubb)}} \right)^2 (W_{i,j} - 1) = c_{eff} + \sum_{\{i,j\} \in E} h_{i,j}^{(eff)} W_{i,j}, \tag{3.15}$$

where

$$h_{i,j}^{(eff)} = 2 \left( \frac{t_{i,j}^{(Hubb)}}{u_0^{(Hubb)}} \right)^2, \quad c_{eff} = -\frac{1}{u_0^{(Hubb)}} \sum_{\{i,j\} \in E} \left( \frac{t_{i,j}^{(Hubb)}}{u_0^{(Hubb)}} \right)^2. \tag{3.16}$$

### 3.3.1 Perturbation Theory

We will use the following formulation of second-order perturbation theory, adapted from a special case of the more general formulation by Bravyi et al. [31].

**Theorem 8.** [Second-order perturbation theory] Consider a Hamiltonian $H = H^{(pen)} + H^{(pert)}$. Let $\Pi_0$ be the projector onto the ground space of $H^{(pen)}$, and $\Pi_1 = 1 - \Pi_0$. Define

$$H^{(eff)} = +H_0^{(pert)} - H_0^{(pert)} (H^{(pen)})^{-1} H_1^{(pert)}, \tag{3.17}$$

where $A_i = \Pi_i A \Pi_i$ and $A_{i,j} = \Pi_i A \Pi_j$. If $H_0^{(pen)} = 0$ and $H_1^{(pen)} \geq \Delta \geq 2H^{(pert)}$, then

$$\|H_{low} - H^{(eff)}\| \leq O \left( \frac{\|H^{(pert)}\|^3}{\Delta^2} \right), \tag{3.18}$$

where $H_{low}$ is the projection of $H$ onto its eigenspace with eigenvalues at most $\Delta/2$. 

3.3.2 Fermi-Hubbard is QMA-Hard

Proof of Theorem 6. There are constants \( p, q \geq 0 \) such that it is QMA-hard to find the ground state energy to precision \( n^{-q} \) of

\[
H^{(\text{Heis})} = \sum_{\{i,j\} \in E} \kappa_{i,j} W_{i,j}
\]

subject to \( 0 \leq \kappa_{i,j} \leq n^p \). Consider such an instance. We want to choose \( u_0^{(\text{Hubb})} \) and \( t_{i,j}^{(\text{Hubb})} \) such that

\[
H^{(\text{Heis})} = H^{(\text{eff})} - c_{\text{eff}}
\]

and

\[
\left\| H_{\text{low}}^{(\text{Hubb})} - H^{(\text{eff})} \right\| = o(n^{-q}).
\]

The first constraint, Eq. (3.20), is

\[
\kappa_{i,j} = h_{i,j}^{(\text{eff})} = 2 \left( \frac{t_{i,j}^{(\text{Hubb})}}{u_0^{(\text{Hubb})}} \right)^2
\]

or

\[
t_{i,j}^{(\text{Hubb})} = \pm \sqrt{u_0^{(\text{Hubb})}} \kappa_{i,j} / 2.
\]

Therefore, for any \( \kappa_{i,j} \) such that \( |\kappa_{i,j}| \leq n^p \) we can choose \( t_{i,j}^{(\text{Hubb})} \) such that \( |t_{i,j}^{(\text{Hubb})}| \leq \sqrt{n^p u_0^{(\text{Hubb})}} \) and that Eq. (3.20) is satisfied. To satisfy the second constraint, Eq. (3.21), we use second-order perturbation theory (Theorem 8).

Furthermore, the assumption that \( u_0^{(\text{Hubb})} \geq n^{14+3p+2q} \) implies that the condition of Theorem 8 is met:

\[
\left\| T^{(\text{Hubb})} \right\| \leq \sum_{\{i,j\} \in E} \left| t_{i,j}^{(\text{Hubb})} \right|
\]

\[
\leq \sqrt{n^2} \cdot \sqrt{\frac{u_0^{(\text{Hubb})}}{u_0^{(\text{Hubb})}} \left( \frac{1}{2} \sqrt{n^{14+3p+2q}} \right)}
\]

\[
= \sqrt{u_0^{(\text{Hubb})}} \sqrt{n^{4+p}}
\]

\[
\leq \sqrt{u_0^{(\text{Hubb})}} \cdot \frac{1}{2} \sqrt{n^{14+3p+2q}}
\]

\[
\leq \sqrt{u_0^{(\text{Hubb})}} \cdot \frac{1}{2} \sqrt{u_0^{(\text{Hubb})}} = \frac{1}{2} u_0^{(\text{Hubb})}.
\]
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Theorem 8 then yields

\[
\left\| H_{\text{low}}^{(\text{Hubb})} - H^{(\text{eff})} \right\| \leq O \left( \frac{\left\| T^{(\text{Hubb})} \right\|^3}{u_0^{(\text{Hubb})}^2} \right) \leq O \left( \frac{n^6 n^{1.5p} u_0^{(\text{Hubb})}^{1.5}}{u_0^{(\text{Hubb})}} \right) \leq O \left( \frac{n^{6p} n^{1.5p}}{\sqrt{u_0^{(\text{Hubb})}}} \right) \leq O \left( \frac{n^{14+3p+2q}}{n^{(q+1)}} \right) = o \left( n^{-q} \right). \tag{3.29}
\]

3.4 Electronic structure

Here we prove our main result:

**Theorem 4** (QMA-completeness of electronic structure in fixed basis set). Determining the ground state energy of an electronic structure Hamiltonian in a fixed basis set and with fixed particle number to inverse-polynomial precision is QMA-complete.

We'll start by defining a set of \( n \) spatial orbitals. Once the orbitals are fixed, the \( t \) and \( u \) coefficients are determined by the integrals in (3.4) and (3.6), which then yields the physical Hamiltonian

\[
H^{(\text{ES})} = T + U = \sum_{i,j \in [n]} \sum_{\sigma \in \{\pm 1\}} t_{i,j} a_i^{\dagger} a_j + \sum_{i,j \in [n]} \sum_{\sigma, \tau \in \{\pm 1\}} u_{i,j,k,l} a_i^{\dagger} a_j^{\dagger} a_k a_l \tag{3.31}
\]

in the absence of any external potential (\( V = 0 \)). We show that, when restricted to the subspace with exactly \( n \) electrons (with arbitrary spin), this yields an effective Hamiltonian that is close, up to rescaling and shifting, to a Fermi-Hubbard Hamiltonian

\[
H^{(\text{Hubb})} = u_0^{(\text{Hubb})} \sum_{i \in [n]} n_{i,+1} n_{i,-1} + \sum_{i,j} t_{i,j}^{(\text{Hubb})} \left( a_i^{\dagger} a_j + a_j^{\dagger} a_i \right) \tag{3.32}
\]

with where there are constants \( p > q > 0 \) such that \( u_0^{(\text{Hubb})} \geq n^{14+3p+2q} \) and \( \left| t_{i,j}^{(\text{Hubb})} \right| \leq \sqrt{n^p u_0^{(\text{Hubb})}} \) for all edges \( \{i, j\} \).
3.4.1 Orbitals

Recall from Section 3.2.4 that our goal is a basis of orbitals such that the electronic structure Hamiltonian in that basis is sufficiently close to a Hubbard Hamiltonian. We define here a set of orbitals that effectively encodes the interaction graph of the Hubbard Hamiltonian. Each orbital represents a vertex of the interaction graph and consists of a superposition of Gaussians centered at various points in space. For the most part, these Gaussians are far apart from each other. If two vertices are connected by an edge, then their corresponding orbitals have two Gaussians that are relatively close to each other. This distance between the Gaussians can be tuned to match the interaction coefficient in the Hubbard Hamiltonian. Let

\[ \xi_\alpha(r) = \left( \frac{2\alpha}{\pi} \right)^{3/4} \exp \left( -\alpha \| r \|^2 \right) \]  

be the Gaussian centered at \( 0 \in \mathbb{R}^3 \) with exponent \( \alpha > 0 \). Each of our orbitals will be a superposition of Gaussians. The centers of these Gaussians will be a set of points \( \{x_{i,l}\}_{i,l} \) in \( \mathbb{R}^3 \), where \( i \in [n] \) and \( l \in \{0\} \cup [d] \), and \( d \leq n - 1 \) is an upper bound on the maximum degree of the interaction graph \( G \). Note that although the points are in \( \mathbb{R}^3 \), the properties we require of them can be satisfied by placing them all along a line; we’ll use an arrangement in the 2-dimensional plane for convenience. We require two properties of this set of points:

1. For each edge \( \{i, j\} \) in the interaction graph, there is exactly one pair \( (l, l') \in [d]^2 \) such that \( \|x_{i,l} - x_{j,l'}\| = \gamma_{i,j} > 0 \). Let \( \gamma_{\min} \) and \( \gamma_{\max} \) be lower and upper bounds on \( \gamma_{i,j} \) over \( \{i, j\} \in E \).

2. Every other pair of points is at least \( \Gamma \gg \gamma_{\max} \) apart (in Euclidean distance).

The important part is the \( m = |E| \) pairs of points such that points from different pairs are at least a distance of \( \Gamma \) apart. Each pair of points is associated with an edge \( \{i, j\} \) in the interaction graph. The pair of points associated with edge \( \{i, j\} \) will be \( \gamma_{i,j} \) apart, where \( \Gamma \gg \gamma_{i,j} \). In addition, there is a set \( X \) of \( (d + 1)n - 2m \) points each of which is a distance at least \( \Gamma \) from any other point in the construction. The points associated with vertex \( i \) in the interaction graph are as follows:

1. \( x_{i,0} \) is a point from \( X \).

2. If \( p \leq i \) and \( j \) is the \( p \)-th neighbor of vertex \( i \), then \( x_{i,p} \) will be one of the points from the pair associated with edge \( \{i, j\} \). (The other point from the pair will belong to vertex \( j \).)

3. If \( p > i \), then \( x_{i,p} \) is a point from \( X \). (These are just dummy neighbors to ensure that all of the orbitals have the same form.)
With these points, we can define the primitive orbitals

$$\phi_{i,p}(r) = \begin{cases} \xi_{\beta}(r - x_{i,0}) & p = 0, \\ \xi_{\alpha}(r - x_{i,p}) , & \text{otherwise}, \end{cases}$$

(3.34)

where $\alpha$ and $\beta$ are positive constants to be set later. Ultimately, we will need $\beta \gg \alpha$. The composite orbitals that we’ll use in the construction will be superpositions of these primitive orbitals:

$$\phi_i(r) = \frac{1}{\sqrt{2}}\phi_{i,0}(r) + \frac{1}{\sqrt{2d}} \sum_{l=1}^{d} \phi_{i,l}(r).$$

(3.35)

It will be convenient to be able to refer to the indices of the primitive orbitals that are a distance $\gamma_{i,j}$ apart, corresponding to edge $\{i, j\}$. Define $B(i, j) = \{(i, p), (j, q)\}$, where $j$ is the $p$-th neighbor of $i$ and $i$ is the $q$-th neighbor of $j$.

We will eventually show that the kinetic energy terms between the primitive orbitals that are separated by only a distance of $\gamma_{i,j}$ will be the dominant terms in the Hamiltonian (besides the onsite-repulsion). We will then tune the $\gamma_{i,j}$ distances so that the coefficients resulting from kinetic energy integrals scale with the $t_{i,j}^{(\text{Hubb})}$ from Eq. (3.32), which are the coefficients in the Fermi-Hubbard Hamiltonian from which we are reducing. The radius $\beta$ will be chosen to be large enough so that the potential energy coefficients $u_{i,i,i,i}$ effectively result in a $u_0 n_{i+1} n_{i-1}$ with a large coefficient $u_0$.

The construction is illustrated in Figure 3.1 with a small example. The orbitals are strictly positive everywhere, so the overlap $\int dr \phi_i^*(r) \phi_j(r)$ cannot be exactly zero, but we will show that it’s very close. That is, we will show that the orbitals are not perfectly orthonormal, but that they are sufficiently close. For now, we’ll proceed as if they are, and address the effect of the nonorthonormality in Section 3.4.2. The purpose of including the $\phi_{i,0}$ component as part of the orbital, which is far away from every other primitive orbital center, is to decouple the scale of the onsite-repulsion term in the Hamiltonian from that of interaction term, which are effected by the one of the components $\phi_{i,l}$ for each orbital $\phi_i$. To this end, we will ultimately set $\beta \gg \alpha$. Including the other components $\{\phi_{i,l'}\}_{l' \neq i}$ is simply to ease the analysis by making all of the orbitals $\{\phi_i\}$ have integrals, over single-electron operators, that are of approximately the same form.

### 3.4.1.1 Integrals of Operators over Gaussians

Since the composite orbitals are superpositions of primitive orbitals, the expressions for overlap, kinetic energy, and potential energy for the composite orbitals will be linear combinations of the corresponding expression for combinations of primitive orbitals. The following integrals of operators over Gaussians will be useful in expressing these terms for the primitive orbitals.

The overlap of two Gaussians with exponents $\alpha$ and $\beta$ with centers $x$ apart:

$$s_{\alpha,\beta}(||x||) = \int dr \xi_{\alpha}(r) \xi_{\beta}(r - x) = \left(\frac{2\sqrt{\alpha\beta}}{\alpha + \beta}\right)^{3/2} \exp\left(-\frac{\alpha\beta}{\alpha + \beta} ||x||^2\right).$$

(3.36)
Figure 3.1: The top figure is the interaction graph of a Heisenberg Hamiltonian. The bottom figure shows a possible placement of the primitive orbitals. Larger points represent Gaussians with radius $\beta$. Smaller points represent Gaussians with radius $\alpha$. The orbitals are color coded according to which vertex they belong to from the interaction graph, and thus which composite orbital they contribute to. For example, the orbital associated with the blue vertex in the interaction graph would be a superposition of the blue Gaussians in the bottom figure. The amplitude of the large blue Gaussian on the left is $1/\sqrt{2}$. The amplitude of each of the smaller blue Gaussians is $1/\sqrt{2d}$, where here $d = 3$.

Due to the rotational invariance of the Gaussians, all of the functions defined in this subsection depend only on the magnitude of their argument, and so we will write, for example, $s(\|x\|)$.

We can define the $n(d + 1) \times n(d + 1)$ matrix $S$ of overlap between the primitive orbitals, where each row and column is indexed by a pair $(i, p)$ corresponding to a primitive orbital:

$$s_{(i,p), (j,q)} = -\frac{1}{2} \int d\mathbf{r} \phi_{(i,p)}^*(\mathbf{r}) \phi_{(j,q)}(\mathbf{r})$$

(3.37)

Note that $s_{\alpha,\beta}(\|x\|)$ denotes the overlap of primitive orbital $\phi_{i,0}$ (whose exponent is $\beta$) and $\phi_{j, p > 0}$ (whose exponent is $\alpha$), where $\phi_{i,0}$ and $\phi_{j, p}$ are separated by a distance $\|x\|$:

$$s_{(i,0), (j,p)} = s_{\alpha,\beta}(\|x\|).$$

The overlap of two primitive orbitals with the same exponent are denoted by:

$$s_\alpha(\|x\|) = s_{\alpha,\alpha}(\|x\|) = \exp \left( -\alpha \|x\|^2 / 2 \right),$$

$$s_\beta(\|x\|) = s_{\beta,\beta}(\|x\|) = \exp \left( -\beta \|x\|^2 / 2 \right).$$

(3.38) (3.39)

Therefore $s_{(i,0), (j,0)} = s_{\beta}(\|x\|)$, where primitive orbitals $\phi_{(i,0)}$ and $\phi_{(j,0)}$ are a distance $\|x\|$ apart. Also, $s_{(i,p), (j,q)} = s_\alpha(\|x\|)$, where $p, q > 0$ and primitive orbitals $\phi_{(i,p)}$ and $\phi_{(j,q)}$ are a distance $\|x\|$ apart.

The kinetic energy between two Gaussians with exponents $\alpha$ and $\beta$ with centers $\mathbf{x}$ apart
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Therefore, when orbitals are represented by an is the Boys function of order ,

\[ t_{\alpha,\beta}(\|x\|) = \frac{1}{2} \int dr \xi_\alpha(r) \nabla^2 \xi_\beta(r - x) \]

\[ = 2^{3/2} \frac{(\alpha \beta)^{7/4}}{(\alpha + \beta)^{5/2}} (3 - 2\mu \|x\|^2) \exp \left( -\mu \|x\|^2 \right) \leq \frac{3}{2} \max \{\alpha, \beta\}, \]  

where \( \mu = \alpha \beta / (\alpha + \beta) \), with

\[ t_\alpha(\|x\|) = t_{\alpha,\alpha}(\|x\|) = \frac{\alpha}{2} (3 - \alpha \|x\|^2) \exp \left( -\alpha \|x\|^2 / 2 \right), \]

\[ t_\beta(\|x\|) = t_{\beta,\beta}(\|x\|) = \frac{\beta}{2} (3 - \beta \|x\|^2) \exp \left( -\beta \|x\|^2 / 2 \right). \]

Define \( T \) to be the \( n(d + 1) \times n(d + 1) \) matrix of kinetic energy terms between primitive orbitals. An entry of matrix \( T \) is

\[ t_{(i,p),(j,q)} = -\frac{1}{2} \int dr \phi^*_{(i,p)}(r) \nabla^2 \phi_{(j,q)}(r). \]

Therefore, \( t_{(i,0),(j,0)} = t_\beta(\|x\|) \), where primitive orbitals \( \phi_{(i,0)} \) and \( \phi_{(j,0)} \) are a distance \( \|x\| \) apart. Also, \( t_{(i,p),(j,q)} = t_\alpha(\|x\|) \), where \( p, q > 0 \) and primitive orbitals \( \phi_{(i,p)} \) and \( \phi_{(j,q)} \) are a distance \( \|x\| \) apart.

The potential integrals:

\[ u_\alpha^{(\text{Coul})}(\|x\|) = \int dr ds \xi_\alpha(r)^2 \xi_\alpha(s - x)^2 \|r - s\|^{-1} = \sqrt{4\alpha \pi} F_0 (\alpha \|x\|^2) \leq 2 \sqrt{\alpha}, \]

\[ u_\alpha^{(\text{exch})}(\|x\|) = \int dr ds \xi_\alpha(r) \xi_\alpha(r - x) \xi_\alpha(s) \xi_\alpha(s - x) \|r - s\|^{-1} = \exp \left( -\alpha \|x\|^2 \right) u_\alpha^{(\text{Coul})}(0), \]

\[ u_\alpha^{(\text{other})}(\|x\|) = \int dr ds \xi_\alpha(r)^2 \xi_\alpha(s) \xi_\alpha(s - x) \|r - s\|^{-1} = \exp \left( -\alpha \|x\|^2 / 2 \right) u_\alpha^{(\text{Coul})}(x/2), \]

where

\[ F_k(x) = \int_0^1 e^{-xt^2} t^{2k} dt \]

is the Boys function of order \( k \). The analogous definitions for \( u_\beta^{(\text{other})}(x) \), \( u_\beta^{(\text{other})}(x) \), and \( u_\beta^{(\text{other})}(x) \) use Gaussians with exponent \( \beta \). The potential energy terms on the primitive orbitals are represented by an \( n^2(d + 1)^2 \times n^2(d + 1)^2 \) matrix \( U \), where each row and column is indexed by a pair of primitive orbitals \([i, p], (j, q)\]. The entry in row \([i, p], (j, q)\] and column \([k, r], (l, s)\] is the potential energy term for orbitals \( \phi_{(i,p)}(r), \phi_{(j,q)}(r), \phi_{(k,r)}(r), \phi_{(l,s)}(r) \):

\[ u_{([i,p],[j,q],[k,r],[l,s])} = \int dr ds \frac{\phi^*_{(i,p)}(r) \phi^*_{(j,q)}(s) \phi_{(k,r)}(s) \phi_{(l,s)}(r)}{|r - s|}. \]
CHAPTER 3. COMPUTATIONAL COMPLEXITY OF ELECTRONIC STRUCTURE

The definitions of the integral functions above correspond to the situation where all four indices \((i, p), (j, q), (k, r),\) and \((l, s)\) denote at most two distinct orbitals with the same exponent. Specifically, for \(p, q > 0\), where \(\|x\|\) is the distance between \(\phi_{(i,p)}\) and \(\phi_{(j,q)}\):

\[
\begin{align*}
    u_{(i,p),(j,q)][(i,p),(j,q)]} &= u_{(\text{Coul})}^{(x)}(x), \\
    u_{(i,p),(j,q)][(i,p),(j,q)]} &= u_{(\text{exch})}^{(x)}(x), \\
    u_{(i,p),(i,p)][(i,p),(j,q)]} &= u_{(\text{other})}^{(x)}(x).
\end{align*}
\]

3.4.2 Orthonormalizing and rounding

Having constructed our orbitals, we now make two approximations to get a clean, “round” Hamiltonian \(H^{(\text{round})}\). First, the orbitals we defined in Eq. (3.35) are slightly nonorthonormal, and so we derive a related orthonormalized basis in which the electronic structure Hamiltonian doesn’t change too much. Second, we remove contributions to the Hamiltonian from the electron-electron interaction pairs of primitive orbitals that are far (> \(\Gamma\)) away from each other. The error of these approximations is quantified by Lemma 1.

The matrix \(S\) is defined in (3.37) to be the overlap matrix of the primitive orbitals. We can construct a set of orthonormal primitive orbitals by setting:

\[
\tilde{\phi}_{i,k}(r) = \sum_{j,l} \left[ S^{-1/2} \right]_{(j,l),(i,k)} \phi_{j,l}(r)
\]

and new orthonormal composite orbitals

\[
\tilde{\phi}_{i}(r) = \frac{1}{\sqrt{2}} \tilde{\phi}_{i,0}(r) + \frac{1}{\sqrt{2d}} \sum_{l=1}^{d} \tilde{\phi}_{i,l}(r)
\]

with annihilation operators \(\tilde{a}_{i,\sigma}\) [83]. The Hamiltonian in this orthonormal basis is

\[
H^{(ES)} = T^{(ES)} + U^{(ES)} = \sum_{i,j \in [n], \sigma \in \{\pm 1\}} \tilde{t}_{i,j} \tilde{a}_{i,\sigma}^{\dagger} \tilde{a}_{j,\sigma} + \frac{1}{2} \sum_{i,j,k,l \in [n], \sigma, \tau \in \{\pm 1\}} \tilde{u}_{i,j,k,l} \tilde{a}_{i,\sigma}^{\dagger} \tilde{a}_{j,\tau}^{\dagger} \tilde{a}_{k,\tau} \tilde{a}_{l,\sigma}
\]

where

\[
\begin{align*}
    \tilde{t}_{i,j} &= \int dr \tilde{\phi}_{i}^{\dagger}(r)T \tilde{\phi}_{j}(r), \\
    \tilde{u}_{i,j,k,l} &= \int dr ds \tilde{\phi}_{i}^{\dagger}(r) \tilde{\phi}_{j}^{\dagger}(s) U \tilde{\phi}_{k}(s) \tilde{\phi}_{l}(r).
\end{align*}
\]

The matrices \(\tilde{T}\) and \(\tilde{U}\) showing the kinetic and potential energies using the orthonormalized primitive orbitals are analogous to the definitions (3.44) and (3.49). The pair \(T\) and \(\tilde{T}\) and the pair \(U\) and \(\tilde{U}\) are related by conjugation by \(S^{-1/2}\):

\[
\begin{align*}
    \tilde{T} &= S^{-1/2} T S^{-1/2}, \\
    \tilde{U} &= (S^{-1/2} \otimes S^{-1/2}) U (S^{-1/2} \otimes S^{-1/2}).
\end{align*}
\]
Since \( S \approx I \), the coefficients \( \tilde{t} \) and \( \tilde{u} \) for the orthonormalized orbitals are close to \( t \) and \( u \) for the non-orthonormalized orbitals, but the difference needs to be carefully bounded. We will approximate \( H^{(\text{ES})} \) by the Hamiltonian \( H^{(\text{round})} \) that uses creation and annihilation operators of the orthonormal basis \( \tilde{\phi} \) with the original coefficients, subject to two modifications. First, we add a first-order correction to the off-diagonal kinetic coefficients. Second, we remove contributions from pairs of primitive orbitals that are at least \( \Gamma \) apart (which makes many terms vanish completely).

The rounded Hamiltonian is

\[
H^{(\text{round})} = T^{(\text{round})} + U^{(\text{round})}.
\]  

(3.60)

The rounded kinetic operator is

\[
T^{(\text{round})} = \tilde{t}_{i,i}^{(\text{round})} \sum_{i \in [n]} \tilde{n}_{i,\sigma} + \sum_{(i,j) \in E} \left( \tilde{a}_{i,\sigma}^\dagger \tilde{a}_{j,\sigma} + \tilde{a}_{j,\sigma}^\dagger \tilde{a}_{i,\sigma} \right),
\]

(3.61)

\[
t_{i,i}^{(\text{round})} = c_T = \frac{1}{2} (t_\alpha(0) + t_\beta(0)),
\]

(3.62)

\[
t_{i,j}^{(\text{round})} = -\frac{\alpha}{4d} \sqrt{f(\omega_{i,j})},
\]

(3.63)

where

\[
\omega_{i,j} = \alpha i_{i,j}^2, \quad f(\omega) = \omega^2 \exp(-\omega).
\]

(3.64)

Before getting to the rounded potential operator, let’s consider the difference between \( T^{(\text{round})} \) and the true kinetic operator \( T^{(\text{ES})} \) in Eq. (3.55). Let \( \psi_0 = 1/\sqrt{2} \) and \( \psi_l = 1/\sqrt{2d} \) for \( l > 0 \). Since the composite orbitals are superpositions of the primitive orbitals, the kinetic energy term for a pair of composite orbitals is just a linear combination of kinetic energy terms for pairs of primitive orbitals:

\[
\tilde{t}_{i,j} = \sum_{p,q} \psi_p \psi_q \tilde{t}_{(i,p),(j,q)}.
\]

(3.65)

We will eventually show that the kinetic energy contribution for pairs of primitive orbitals that are at least \( \Gamma \) apart will be negligible. Therefore, the only kinetic energy terms that contribute significantly to the sum above are \( \tilde{t}_{(i,p),(i,p)} \) and \( \tilde{t}_{(i,p),(j,q)} \), where \( \{i, j\} \) is an edge and \( B(i, j) = \{(i, p), (j, q)\} \). This means that for edge \( \{i, j\} \), there is only one significant term in the sum for \( \tilde{t}_{i,j} \). If \( \{i, j\} \) is not an edge, then all of the primitive orbitals for composite orbitals \( i \) and \( j \) are at least \( \Gamma \) apart, and \( \tilde{t}_{i,j} \approx 0 \). For the diagonal terms \( \tilde{t}_{i,i} \), there are \( d + 1 \) significant terms in the sum, corresponding to \( \tilde{t}_{(i,p),(i,p)} \) terms. Thus, we will show that

\[
\tilde{t}_{i,j} = \sum_{p,q} \psi_p \psi_q \tilde{t}_{(i,p),(j,q)} \approx \begin{cases} 
\sum_p \psi_p^2 \tilde{t}_{(i,p),(i,p)}, & i = j, \\
\frac{1}{2d} \tilde{t}_{(i,p),(j,q)}, & \{i, j\} \in E, \\
0, & \{i, j\} \notin E,
\end{cases}
\]

(3.66)
where $\mathcal{B}(i, j) = \{(i, p), (j, q)\}$. We would now like to approximate each $\tilde{t}_{(i,p),(j,q)}$ with $t_{(i,p),(j,q)}$, which is the kinetic energy term for a pair of simple Gaussians. This turns out to be a sufficiently accurate approximation for $\tilde{t}_{(i,p),(j,q)}$. Note that

$$t_{(\text{round})}^{i,i} = \frac{1}{2} (t_{\alpha}(0) + t_{\beta}(0)) = \sum_{p} \psi_{p}^{2} t_{(i,p),(i,p)}.$$  

However, for edge $\{i, j\}$, where $\mathcal{B}(i, j) = \{(i, p), (j, q)\}$, primitive orbitals $\phi_{(i,p)}$ and $\phi_{(j,q)}$ are only $\gamma_{i,j}$ apart. In this case, there is sufficient overlap between the orbitals that the effect of orthonormalizing the orbitals has a significant impact on the kinetic energy between the pair. Therefore, instead of setting $t_{(\text{round})}^{i,j}$ to be $(1/2d)t_{(i,p),(j,q)}$, we use a slightly corrected expression as defined by the function $f$. For comparison:

$$t_{(\text{round})}^{i,j} = -\frac{\alpha}{4d} \sqrt{f(\omega_{i,j})} = \frac{-\alpha \omega_{i,j}}{4d} \exp(-\omega_{i,j}/2).$$  

For the potential operator, the coefficients $u$ are a sufficiently good approximation for the $\tilde{u}$. We will show that we can also drop potential energy terms that involve any two primitive orbitals that are a distance at least $\Gamma$ apart. Thus, we only need to include terms $u_{[(i,p),(j,q)];[(k,r),(l,s)]}$, where the indices $(i, p), (j, q), (k, r), \text{and} (l, s)$ are all the same or all come from the set $\mathcal{B}(i, j)$ for some edge $\{i, j\}$. Thus, $u_{(\text{round})}^{i,j,k,l}$ will be 0, except when $i, j, k, l$ are all equal or are all endpoints of the same edge. The rounded potential operator is

$$U_{(\text{round})} = \frac{1}{2} \sum_{(i,j,k,l) \in B} u_{(\text{round})}^{i,j,k,l} \tilde{a}_{\sigma}^{\dagger} \tilde{a}_{\tau} \tilde{a}_{k,\tau} \tilde{a}_{l,\sigma},$$  

where

$$B = \bigcup_{(i,j) \in E} \{(i,j)^{4}\}$$  

is the set of all 4-tuples of indices such that they are all the same or there are two distinct indices corresponding to an edge in the graph. For example, $(i, i, i, i), (i, j, j, i) \in B$ but
(i, i, j, k), (i, k, k, i) \notin B for \{i, j\} \in E and \{i, k\} \notin E. The coefficients are defined as

\[ e^{(\text{round})}_U = u^{(\text{round})}_{i,i,i,i} = \frac{1}{4} u(i,0),(i,0),(i,0),(i,0) + \frac{1}{4d^2} \sum_{p \in [d]} u(i,p),(i,p),(i,p),(i,p) \]

\[ = \frac{1}{4} u^\text{(Coul)}_\alpha(0) + \frac{1}{4d} u^\text{(Coul)}_\beta(0), \tag{3.71} \]

\[ u^{(\text{round})}_{i,j,i,i} = u^{(\text{round})}_{j,i,j,i} = \frac{1}{4d^2} u(i,p),(j,q),(j,q),(i,p) = \frac{1}{4d^2} u^\text{(Coul)}_{i,j}(\gamma_{i,j}), \tag{3.72} \]

\[ u^{(\text{round})}_{i,i,j,j} = u^{(\text{round})}_{j,j,i,i} = \frac{1}{4d^2} u(i,p),(i,p),(j,q),(j,q) = \frac{1}{4d^2} u^\text{(exch)}_{i,j}(\gamma_{i,j}), \tag{3.73} \]

\[ u^{(\text{round})}_{i,i,j,j} = u^{(\text{round})}_{j,j,i,i} = \frac{1}{4d^2} u^\text{(other)}_{i,j}(\gamma_{i,j}), \tag{3.74} \]

with \( u^{(\text{round})}_{i,j,k,l} = 0 \) for \((i, j, k, l) \notin B \). The following lemma bounds the difference between \( H^\text{(ES)} \) and \( H^\text{(round)} \).

**Lemma 1.** If \( \beta \geq \alpha \geq 1, \omega_{\min} \geq 4, \Gamma \geq 640n^{18}\beta^3 \), and \( \alpha \Gamma^2 \geq 12 \log \beta + 80 \log n + 4\omega_{\min} + 24 \), then

\[ \| H^\text{(ES)} - H^\text{(round)} \| \leq 3n^2 \alpha f(\omega_{\min}) + \frac{1}{20n^2} + 8n^4 \sqrt{\alpha} \cdot \exp(-\omega_{\min}/2), \tag{3.75} \]

where \( \omega_{\min} = \alpha \gamma^2_{\min} \).

The matrices \( T, \tilde{T}, S, \) and \( S^{-1/2} \) are all close to block diagonal. Blocks are either single entries on the diagonal (corresponding to primitive orbitals that are a distance at least \( \Gamma \) from all other primitive orbitals) or a \( 2 \times 2 \) sub-matrix corresponding to an edge \( \{i, j\} \). Suppose that \( B(i, j) = \{(i, p), (j, q)\} \). For any \( n(d+1) \times n(d+1) \) matrix \( A \), let \( A_{i,j} \) denote the \( 2 \times 2 \) sub-matrix of \( A \) indexed by the elements of \( B(i, j) \):

\[ A_{i,j} = \begin{pmatrix} a(i,p),(i,p) & a(i,p),(j,q) \\ a(j,q),(i,p) & a(j,q),(j,q) \end{pmatrix}. \]

We refer to all of the \( A_{i,j} \) blocks collectively as the **edge blocks** of \( A \). The proof of Lemma 1 uses the fact that the off-diagonal terms of \( T \) outside of the \( T_{i,j} \) blocks are small. The same is true for \( \tilde{T} \) and \( S = S^{-1/2} \).

\( \tilde{U} \) and \( U \) are also related by conjugation by \( S^{-1/2} \otimes S^{-1/2} \). We will show that \( \tilde{U} \) and \( U \) are also close to block diagonal. We define \( U_{i,j} \) to be the \( 4 \times 4 \) sub-matrix of \( U \) corresponding to the intersections of the four rows and four columns indexed by:

\[ [(i, p), (i, p)], [(i, p), (j, q)], [(j, q), (i, p)], [(j, q), (j, q)] \]

The proof of Lemma 1 uses the fact that the off-diagonal terms of \( U \) outside of the \( U_{i,j} \) blocks are small. The same is true for \( \tilde{U} \). We refer to all of the \( U_{i,j} \) blocks collectively as the **edge blocks**.
Lemma 1 is proved in Section 3.6. Outside of this subsection, all creation and annihilation operators are those of the orthonormalized basis $\tilde{\phi}$; in other words, we’ll drop the tildes.

### 3.4.3 Getting the main Hamiltonian

With the rounded Hamiltonian $H^{(\text{round})}$ in hand, we make one final approximation to get to the main Hamiltonian $H^{(\text{main})}$ that we will later show is close to a Hubbard Hamiltonian. Specifically, we remove the “off-diagonal” Coulomb interaction terms. The error of this approximation is bounded by Lemma 2.

The main Hamiltonian is

$$H^{(\text{main})} = c_U^{(\text{main})} \sum_i n_{i+1} n_{i-1} + \sum_{\{i,j\} \in E} t_{ij}^{(\text{round})} \left( a_{i,\sigma}^{\dag} a_{j,\sigma} + a_{j,\sigma}^{\dag} a_{i,\sigma} \right),$$

where $c_U^{(\text{main})} = u_{\beta}^{(\text{Coul})}(0)/4$. The difference $H^{(\text{round})} - H^{(\text{main})} - n \cdot c_T$ contains two types of terms, both of whose coefficients are $O(\sqrt{\alpha})$: the smaller part of the onsite terms $c_U^{(\text{round})}$, and the offsite terms corresponding to edges in the interaction graph. The following lemma bounds the contribution from this difference.

**Lemma 2.**

$$\| H^{(\text{round})} - H^{(\text{main})} - n c_T \| \leq 30 n^2 \sqrt{\alpha}. \quad (3.80)$$

**Proof of Lemma 2.** First, recall that we’re restricting to the fixed-particle number subspace, in which the diagonal part $c_T \sum_{i,\sigma} n_{i,\sigma}$ of $T^{(\text{round})}$ is the constant $n \cdot c_T$. That is, $T^{(\text{round})} = T^{(\text{main})} + n \cdot c_T$. Let

$$B_2 = B \setminus \{(i, i, i) : i \in [n]\}$$

(3.81)
be the subset of $B$ whose elements contain two distinct indices (corresponding to an edge).

\[ \|H^{(\text{round})} - H^{(\text{main})} - n \cdot c_T\| = \|U^{(\text{round})} - U^{(\text{main})}\| \]

\[ = \frac{1}{2} \sum_{(i,j,k,l) \in B} u_{i,j,k,l}^{(\text{round})} a_{i,\sigma}^\dagger a_{j,\tau}^\dagger a_{k,\tau} a_{l,\sigma} - c_U^{(\text{main})} \sum_{i \in [n]} n_{i+1} n_{i-1} \]

\[ \leq \sum_{i \in [n]} |c_U^{(\text{round})} - c_U^{(\text{main})}| + \frac{1}{2} \sum_{(i,j,k,l) \in B_2} u_{i,j,k,l}^{(\text{round})} \]

\[ = n \cdot \frac{1}{4d} u_{\alpha}^{(\text{Coul})}(0) + \frac{1}{2} \sum_{(i,j,k,l) \in B_2} u_{i,j,k,l}^{(\text{round})} \]

\[ \leq n \cdot \frac{1}{4d} u_{\alpha}^{(\text{Coul})}(0) + \frac{1}{2} \cdot \frac{4}{\sigma,\tau} \cdot 14 \cdot \left( \frac{n}{2} \right) \cdot u_{\alpha}^{(\text{Coul})}(0) \]

\[ \leq 15n^2 u_{\alpha}^{(\text{Coul})}(0) = 15n^2 \cdot \frac{2}{\sqrt{\pi}} \sqrt{\alpha} \leq 30n^2 \sqrt{\alpha}. \]  

\[ (3.82) \]

\[ (3.83) \]

\[ (3.84) \]

\[ (3.85) \]

\[ (3.86) \]

\[ (3.87) \]

\[ 3.4.4 \text{ Hardness of estimating ground state energy} \]

Now, we’re ready to prove the main theorem.

**Proof of Theorem 4.** Membership in QMA is straightforward. For hardness, we reduce from the Fermi-Hubbard model. Recall Theorem 6: for some $p, q$ and all $u_0^{(\text{Hubb})} \geq n^{14+3p+2q}$, finding the ground state to precision $n^{-q}$ of

\[ H^{(\text{Hubb})} = u_0^{(\text{Hubb})} \sum_{i \in [n]} n_{i+1} n_{i-1} + \sum_{i<j} t_{i,j}^{(\text{Hubb})} \left( a_{i,\sigma}^\dagger a_{j,\sigma} + a_{j,\sigma}^\dagger a_{i,\sigma} \right) \]

subject to $|t_{i,j}^{(\text{Hubb})}| \leq \sqrt{n^p u_0^{(\text{Hubb})}}$ is QMA-complete. In the preceding sections, we showed that, using our choice of single-electron orbitals, the electronic structure Hamiltonian is close to

\[ H^{(\text{ES})} \approx H^{(\text{main})} + n \cdot c_T = c_U^{(\text{main})} n_{i+1} n_{i-1} + \sum_{i<j} t_{i,j}^{(\text{round})} \left( a_{i,\sigma}^\dagger a_{j,\sigma} + a_{j,\sigma}^\dagger a_{i,\sigma} \right) + n \cdot c_T. \]

To prove the theorem, it suffices to show that for any Hubbard Hamiltonian satisfying the conditions of Theorem 6, we can set the parameters $\alpha, \beta, \{\gamma_{i,j}\}_{i,j}, \Gamma$ such that

\[ \rho H^{(\text{Hubb})} = H^{(\text{main})} \]  

\[ (3.90) \]
and
\[
\|H^{\text{(main)}} - H^{\text{(ES)}} - n \cdot c_T\| = o\left(\rho n^{-q}\right)
\] (3.91)
for some \(\rho \in \mathbb{R}\). With this, finding the ground state of \(H^{\text{(ES)}}\) to precision \(O(\rho n^{-q})\) would allow us to find the ground state of \(H^{\text{(Hubb)}}\) to precision \(O(n^{-q})\), and so the former must be QMA-hard. We’ll base our parameterization on four constants independent of \(n\):

\[
a = \log n \alpha, \quad b = \log n \beta, \quad r = \log n \rho, \quad g = - \log n \sqrt{f(\omega_0)} = -\frac{1}{2} \log n f(\omega_0),
\] (3.92)

where \(\omega_0\) is a lower bound on \(\omega_{i,j}\) to be set later. The first three immediately set \(\alpha, \beta, \) and \(\rho\), respectively. Equating \(n^r H^{\text{(Hubb)}}\) and \(H^{\text{(main)}}\) requires

\[
n^r u_0^{\text{(Hubb)}} = c_U^{\text{(main)}} = \frac{1}{2\sqrt{\pi}} \sqrt{\beta},
\] (3.93)

\[
n^r t_{i,j}^{\text{(Hubb)}} = -\frac{\alpha}{4d} \sqrt{f(\omega_{i,j})}.\] (3.94)

**Coefficient ranges**  If we set

\[
b = 30 + 6p + 4q + 2r
\] (3.95)

then

\[
u_0^{\text{(Hubb)}} = \frac{\sqrt{\beta}}{2\sqrt{\pi n^r}} \geq \frac{1}{4} n^{-\frac{1}{2}b} = 4^{-1} n^{0.5b - r} = n^{\frac{1}{4} n^{14 + 3p + 2q}} \geq n^{14 + 3p + 2q} \quad n \geq 4
\] (3.96)
satisfies the lower bound in the statement of Theorem 6.

If we set

\[
g = -\frac{1}{2} p + a - \frac{1}{4} b - \frac{3}{2} - \frac{1}{2} r \geq 1
\] (3.97)

then for \(n \geq 9\),

\[
\frac{\alpha}{4d} \sqrt{f(\omega_0)} \geq \frac{\alpha}{4n} \sqrt{f(\omega_0)} = \frac{1}{4} n^{-g - \frac{1}{2}} = \frac{\sqrt{n}}{4} n^{\frac{1}{2}r + \frac{1}{2}p + \frac{1}{2}b}
\] (3.98)

\[
\geq \frac{3}{4} n^{\frac{1}{2}r + \frac{1}{2}p + \frac{1}{2}b}
\] (3.99)

\[
\geq \frac{1}{\sqrt{2\sqrt{\pi}}} \sqrt{n^{\frac{1}{2}r + \frac{1}{2}p + \frac{1}{2}b}} = n^r \sqrt{n^p \frac{n^{-r} \sqrt{\beta}}{2\sqrt{\pi}}} = \rho \sqrt{n^p u_0^{\text{(Hubb)}}},
\] (3.100)

and thus for any \(t_{i,j}^{\text{(Hubb)}} \leq \sqrt{n^p u_0^{\text{(Hubb)}}}\) there is some \(\omega_{i,j} \geq \omega_0\) that satisfies Eq. (3.94).
Bounding the difference between ES and Hubbard

The difference between the electronic structure Hamiltonian and the main Hamiltonian is

\[
\| H^{(\text{main})} + n \cdot c_T - H^{(\text{ES})} \| \leq \| H^{(\text{main})} + n \cdot c_T - H^{(\text{round})} \| + \| H^{(\text{round})} - H^{(\text{ES})} \| \tag{3.101}
\]

\[
\leq 30n^2 \sqrt{\alpha} + \frac{1}{20n^2} + 3n^2 \alpha f(\omega_{\text{min}}) + 8n^4 \sqrt{\alpha} \exp(-\omega_{\text{min}}/2) \tag{3.102}
\]

\[
\leq 30n^2 \sqrt{\alpha} + \frac{1}{20n^2} + 3n^2 \alpha f(\omega_0) + 8n^4 \sqrt{\alpha} \sqrt{f(\omega_0)} \tag{3.103}
\]

\[
= O\left(n^{2+\frac{1}{2}a} + n^{-2} + n^{2+a-2g} + n^{4+\frac{1}{2}a-g}\right) \tag{3.104}
\]

\[
= O\left(n^{4+\frac{1}{2}a} + n^{2+a-2g}\right). \tag{3.105}
\]

Therefore, to satisfy Eq. (3.91), it would suffice to have

\[
4 + \frac{1}{2}a < r - q \tag{3.106}
\]

and

\[
2 + a - 2g < r - q. \tag{3.107}
\]

Plugging Eq. (3.97) into the latter yields

\[
p + q + 5 < a - \frac{1}{2}b. \tag{3.108}
\]

Parameter setting

In summary, our constraints are

\[
30 + 6p + 4q = b - 2r, \tag{3.109}
\]

\[
\frac{1}{2}p + \frac{5}{2} < a - \frac{1}{4}b - \frac{1}{2}r, \tag{3.110}
\]

\[
4 + q < -\frac{1}{2}a + r, \tag{3.111}
\]

\[
p + q + 5 < a - \frac{1}{2}b. \tag{3.112}
\]

The following settings satisfy all the required constraints:

\[
a = 18p + 12q + 90, \tag{3.113}
\]

\[
b = \frac{5}{3}a, \tag{3.114}
\]

\[
r = \frac{2}{3}a, \tag{3.115}
\]

\[
g = \frac{1}{4}a - \frac{1}{2}p - \frac{3}{2}. \tag{3.116}
\]
3.5 Hardness of finding lowest-energy Slater determinant

In this section, we show that finding the lowest-energy Slater determinant (i.e., Hartree-Fock state) of an electronic structure Hamiltonian is NP-hard. This is a natural complement to our QMA-hardness result, in that Slater determinants are the most natural class of fermionic states that are efficiently representable and manipulable classically. The proof has much in common with that of Theorem 4. We start with the same parameterized construction of orbitals described in Section 3.4.1, and then orthonormalize and round them as in Section 3.4.2 to get the Hamiltonian $H^{(\text{round})}$. We then diverge from the QMA-hardness proof by setting the parameters in a different regime. Specifically, we set the exponents $\alpha$ and $\beta$ large enough that the Hamiltonian becomes essentially classical (diagonal). The proof concludes by showing that this classical Hamiltonian can express an NP-hard problem such as independent set.

**Theorem 5.** Determining the lowest-energy Slater determinant of an electronic structure Hamiltonian in a fixed basis and with fixed particle number to inverse-polynomial precision is NP-complete.

**Proof.** To start, we’ll set $\gamma_{i,j} = \gamma$ for all $\{i, j\} \in E$. We show that the parameters $\alpha$, $\beta$, $\gamma$, $\Gamma$ can be set such that the electronic structure approximates a diagonal Hamiltonian

$$H^{(\text{ES})} - n \cdot c_T \approx H^{(\text{class})} = u_1^{(\text{class})} \sum_i n_{i,+1}n_{i,-1} + u_2^{(\text{class})} \sum_{\{i,j\} \in E, \sigma, \tau \in \{\pm 1\}} n_{i,\sigma}n_{j,\tau},$$

(3.117)

where

$$u_1^{(\text{class})} = c_{U}^{(\text{round})}, \quad u_2^{(\text{class})} = \frac{1}{4d^2} u_4^{(\text{Coul})}(\gamma).$$

(3.118)

For a diagonal Hamiltonian, there is always a computational basis state of lowest energy. Because basis states are a special case of Slater-determinants, finding the lowest-energy Slater-determinant for diagonal Hamiltonians is equivalent to finding the ground state.

For sufficiently large $u_1^{(\text{class})} > 4n^2 u_2^{(\text{class})}$, the ground space of $H^{(\text{class})}$ in the $k$-electron subspace for $k \leq n$ will have at most one electron in each spatial orbital, and the ground state energy is

$$h(n) = u_2^{(\text{class})} \sum_{\{i,j\} \in E} n_i n_j,$$

(3.119)

where $n_i = n_{i,+1} + n_{i,-1}$ is the occupancy of the $i$-th spatial orbital.

The state space is spanned by vectors $n$ such that $\sum_i n_i = k$, which we can interpret as representing a subset $S \subset V$ of vertices with size $|S| = k$. The classical function $h(n)$ is then proportional to the number of edges with both endpoints in the set $S$. In other words, if $h(n) = 0$, then the set $S$ is an independent set of size $k$; otherwise $h(n) \geq u_2^{(\text{class})}$. Therefore, if $u_1^{(\text{class})}$ is sufficiently larger than $u_2^{(\text{class})}$, then finding the lowest-energy Slater-determinant...
of $H^{(\text{class})}$ in the $k$-electron subspace to precision $u_2^{(\text{class})}$ is as hard as determining if a graph has an independent set of size $k$.

To finish the proof, we just need to set the parameters such that

$$u_1^{(\text{class})} > 4n^2u_2^{(\text{class})},$$  \hspace{1cm} (3.120)

$$\|H^{(\text{ES})} - H^{(\text{class})}\| < \frac{1}{2}u_2^{(\text{class})}.$$  \hspace{1cm} (3.121)

Let $\gamma = 1$, leaving $\alpha$, $\beta$, and $\Gamma$ to be set. The first constraint is satisfied by $\beta \geq 16n^4$:

$$u_1^{(\text{class})} = c^{(\text{round})} \geq \frac{1}{4}u_2^{(\text{Coul})}(0)$$  \hspace{1cm} (3.122)

$$= \frac{1}{4}\sqrt{\frac{4\beta}{\pi}} > \frac{1}{4}\sqrt{\beta}$$  \hspace{1cm} (3.123)

$$\geq n^2$$  \hspace{1cm} (3.124)

$$\geq \frac{n^2}{d^2} \text{erf} \left(\sqrt{\alpha \gamma^2}\right)$$  \hspace{1cm} (3.125)

$$= 4n^2u_2^{(\text{class})}.$$  \hspace{1cm} (3.126)

For the second constraint, if $\alpha \geq 1$, then

$$\frac{1}{2}u_2^{(\text{class})} \geq \frac{1}{2}\frac{1}{4d^2} \text{erf} 1 \geq \frac{1}{8n^2} \cdot \frac{1}{2} \geq \frac{1}{16n^2}.$$  \hspace{1cm} (3.127)

Lemma 3. For $\alpha \geq 1$, $\gamma_{i,j} = \gamma \geq 1$,

$$\|H^{(\text{round})} - H^{(\text{class})}\| \leq 14\alpha n^2e^{-\alpha \gamma^2/4}.$$  \hspace{1cm} (3.128)

Proof of Lemma 3. The classical Hamiltonian $H^{(\text{class})}$ has no kinetic component, and so we need to bound the entirety of the non-constant kinetic component of the rounded Hamiltonian $H^{(\text{round})}$:

$$\|T^{(\text{round})} - n \cdot c_T\| = \left\| \sum_{\{i,j\} \in E, \sigma \in \{\pm 1\}} t_{i,j}^{(\text{round})} \left( a_{i,\sigma}^\dagger a_{j,\sigma} + a_{j,\sigma}^\dagger a_{i,\sigma} \right) \right\|$$  \hspace{1cm} (3.129)

$$\leq 4 \sum_{\{i,j\} \in E} |t_{i,j}^{(\text{round})}|$$  \hspace{1cm} (3.130)

$$\leq \frac{\alpha}{d} n^2 \sqrt{f(\omega)} \leq \alpha^2 n^2 \gamma^2 e^{-\alpha \gamma^2/2}.$$  \hspace{1cm} (3.131)

For the potential difference, define

$$B_3 = B_2 \setminus \{(i,j,j,i) : \{i,j\} \in E\},$$  \hspace{1cm} (3.132)
i.e. the indices of potential terms that are not Coulomb (which are exactly those included in $H^{\text{(class)}}$). Then

\[ \| U^{(\text{round})} - H^{\text{(class)}} \| = \left\| \frac{1}{2} \sum_{(i,j,k,l) \in B} u^{(\text{round})}_{i,j,k,l} a_i^\dagger a_j^\dagger a_k a_l - u^{\text{(class)}}_{1} \sum_{i \in [n]} n_{i,+1} n_{i,-1} - u^{\text{(class)}}_{2} \sum_{\{i,j\} \in E, \sigma, \tau \in \{\pm 1\}} n_{i,\sigma} n_{j,\tau}, \right\| \]  

(3.134)

\[ \leq \frac{1}{2} \sum_{(i,j,k,l) \in B_3} u^{(\text{round})}_{i,j,k,l} \]  

(3.135)

\[ \leq \frac{1}{2} \cdot 4 \cdot 12 \cdot \left( \frac{n}{2} \right) \cdot \frac{\sqrt{\alpha} \exp(-\alpha \gamma^2/2)}{4d^2} \leq 6\sqrt{\alpha n^2} \exp(-\alpha \gamma^2/2). \]  

(3.136)

Putting them together,

\[ \| H^{(\text{round})} - H^{\text{(class)}} \| \leq \| T^{(\text{round})} - n \cdot c_T \| + \| U^{(\text{round})} - H^{\text{(class)}} - n \cdot c_T \| \]  

(3.139)

\[ \leq 7\alpha n^2 (\alpha \gamma^2) e^{-\alpha \gamma^2/2} \leq 14\alpha n^2 e^{-\alpha \gamma^2/4} \]  

(3.140)

Together, Lemmas 1 and 3 imply that for $\gamma = 1$, $\beta \geq \alpha > 74 + 48 \log n$, $\Gamma \geq 640n^{18} \beta^3$, and $\alpha \Gamma^2 \geq 12 \log \beta + 80 \log n + 4\alpha + 24$,

\[ \| H^{(\text{ES})} - H^{\text{(class)}} - n \cdot c_T \| \leq \| H^{(\text{ES})} - H^{(\text{round})} \| + \| H^{(\text{round})} - H^{\text{(class)}} - n \cdot c_T \| \]  

(3.141)

\[ \leq 3n^2 \alpha f(\omega_{\text{min}}) + \frac{1}{20n^2} + 8n^4 \sqrt{\alpha} \cdot \exp(-\omega_{\text{min}}/2) + 14\alpha n^2 e^{-\alpha \gamma^2/4} \]  

(3.142)

\[ = 3n^2 \alpha^2 e^{-\alpha/2} + \frac{1}{20n^2} + 8n^4 \sqrt{\alpha} \cdot \exp(-\alpha/2) + 14\alpha n^2 e^{-\alpha/4} \]  

(3.143)

\[ \leq \frac{1}{20n^2} + 100n^4 e^{-\alpha/8} \leq \frac{1}{20n^2} + \frac{1}{80n^2} = \frac{1}{16n^2} \]  

(3.144)

where used the fact that for $x \geq 0$, $\max\{ x^2 e^{-x/2}, \sqrt{x} e^{-x/2}, x e^{-x/4} \} \leq 4e^{-x/8}$. For sufficiently large $n$, it suffices to set $\beta = \alpha = n$, $\gamma = 1$, and $\Gamma = n^{32}$. \[ \square \]
3.6 Proof of Lemma 1

The proof of Lemma 1 uses the following technical lemmas that quantify the statement that matrices $\tilde{T}$, $S$, and $U$ are approximately block diagonal. It will be convenient to refer only to the entries along the diagonal or inside the edge blocks. For an $n(d+1) \times n(d+1)$ matrix or an $n^2(d+1)^2 \times n^2(d+1)^2$ matrix $A$, let $A^{(\text{block})}$ denote the matrix obtained by replacing all of the off-diagonal entries of $A$ outside the edge blocks with 0. Define

\begin{align*}
S^{(\text{neg})} &= S - S^{(\text{block})}, \\
R &= S^{-1/2}, \\
R^{(\text{aprx})} &= (S^{(\text{block})})^{-1/2}, \\
R^{(\text{neg})} &= R - R^{(\text{aprx})}.
\end{align*}

Note that, because $S^{(\text{block})}$ is block diagonal, $R^{(\text{aprx})}$ is also block diagonal. However $R^{(\text{block})} \neq R^{(\text{aprx})}$. The matrix $R^{(\text{neg})}$, unlike $S^{(\text{neg})}$, has non-zero entries even on the diagonal and within the blocks, though these are small.

The first lemma bounds $\max(|R^{(\text{neg})}|)$, where $\max(|A|)$ is defined to be the maximum of the absolute values of the entries in matrix $A$.

**Lemma 4.** If $\alpha \Gamma^2 \geq 4 \log n + 2 \omega_{\min} + 2$ and $\omega_{\min} \geq 4$, then

$$r_{\max}^{(\text{neg})} \leq n^2 \exp \left[ -\frac{(\alpha \Gamma^2 - \omega_{\min})}{2} \right].$$

**Corollary 1.** For $\alpha \Gamma^2 \geq 4 \log n + 2 \omega_{\min} + 2$ and $\omega_{\min} \geq 2$,

$$r_{\max}^{(\text{neg})} \leq n^2 \exp \left[ -\frac{(4 \log n + 2 \omega_{\min} + 2 - \omega_{\min})}{2} \right] \leq \exp(-1) \leq 1/2.$$ 

The entries of matrix $S$ are just the overlap of normalized Gaussians, so the diagonal is all ones. Block $S_{i,j}$ corresponding to edge $(i,j)$, where $B(i,j) = \{(i,p), (j,q)\}$ is

$$S_{i,j} = \begin{pmatrix} 1 & \epsilon_{i,j} \\ \epsilon_{i,j} & 1 \end{pmatrix},$$

$$\epsilon_{i,j} = s_{(i,p),(j,q)} = s_{\alpha}(\gamma_{i,j}) = \exp(-\omega_{i,j}/2), \quad \omega_{i,j} = \alpha \gamma_{i,j}^2.$$ 

The entry $s_{(i,p),(i,p)}$ is not contained in an edge block if and only if $p = 0$ or $p > i$. In this case, the orbital $\phi_{i,p}$ is at least a distance $\Gamma$ away from every other primitive orbital, and the block for $s_{(i,p),(i,p)}$ is just the single element on the diagonal. For these primitive orbitals, we have

$$s_{(i,p),(i,p)} = r_{(i,p),(i,p)}^{(\text{aprx})} = 1.$$
The edge blocks of $R^{\text{aprx}}$ can be computed exactly as

$$R^{\text{aprx}}_{i,j} = (S_{i,j})^{-1/2}$$

$$= \frac{1}{2} \left( \begin{array}{cc}
\frac{1}{\sqrt{1+\epsilon_{i,j}}} & -\frac{1}{\sqrt{1-\epsilon_{i,j}}} \\
-\frac{1}{\sqrt{1+\epsilon_{i,j}}} & \frac{1}{\sqrt{1-\epsilon_{i,j}}} 
\end{array} \right).$$

The following lemma bounds the error from just taking the leading term in $\epsilon_{i,j}$. Note that the $2 \times 2$ matrix $R^{\text{aprx}}_{i,j}$ has identical on-diagonal entries and identical off-diagonal entries. Let $\text{On}(R^{\text{aprx}}_{i,j})$ refer to the value of the on-diagonal entries and let $\text{Off}(R^{\text{aprx}}_{i,j})$ refer to the value of the off-diagonal entries. The matrix $R^{\text{aprx}}_{i,j}T_{i,j}R^{\text{aprx}}_{i,j}$ has the same symmetries, so we can define $\text{On}$ and $\text{Off}$ for those matrices as well.

**Lemma 5.** For $\omega_{\min} \geq 4$ and $\{i, j\} \in E$ where $B(i, j) = \{(i, p), (j, q)\}$,

$$1 \leq \text{On}(r^{\text{aprx}}_{i,j}) \leq 1 + \epsilon_{i,j}^2,$$

$$-\frac{\epsilon_{i,j}^2}{2} - \epsilon_{i,j}^3 \leq \text{Off}(r^{\text{aprx}}_{i,j}) \leq -\frac{\epsilon_{i,j}}{2},$$

$$t_\alpha(0) \leq \text{On} \left( R^{\text{aprx}}_{i,j}R^{\text{aprx}}_{i,j} \right) \leq t_\alpha(0) + \alpha \omega_{i,j}\epsilon_{i,j}^2,$$

$$-\frac{\alpha}{2} \sqrt{f(\omega_{i,j})(1 + 4\epsilon_{i,j}^2)} \leq \text{Off} \left( R^{\text{aprx}}_{i,j}T_{i,j}R^{\text{aprx}}_{i,j} \right) \leq -\frac{\alpha}{2} \sqrt{f(\omega_{i,j})},$$

$$\max \left( \left( R^{\text{aprx}}_{i,j} \right)^{\otimes 2}U_{i,j} \left( R^{\text{aprx}}_{i,j} \right)^{\otimes 2} - U_{i,j} \right) \leq 16\sqrt{\alpha} \epsilon_{i,j}. $$

**Corollary 2.** For $\omega_{\min} \geq 4$,

$$r^{\text{aprx}}_{\max} = \max \left( |R^{\text{aprx}}| \right) \leq 3/2.$$  

**Corollary 3.** For $\alpha \Gamma^2 \geq 4 \log n + \omega_{\min} + 2$ and $\omega_{\min} \geq 4$,

$$r^{\max} = \max \left( |R| \right) \leq r^{\text{aprx}}_{\max} + r^{\text{neg}}_{\max} \leq 2.$$  

Define $T^{\text{neg}} = T - T^{\text{block}}$. Similarly, define $U^{\text{neg}} = U - U^{\text{block}}$. The following lemma bounds these coefficients.

**Lemma 6.** For $\beta \geq \alpha \geq 1$ and $\alpha \Gamma^2 \geq 64$,

$$t^{\max} = \max \left( |T| \right) \leq \frac{3}{2} \beta,$$

$$t^{\text{neg}}_{\max} = \max \left( |T^{\text{neg}}| \right) \leq \beta \exp \left( -\frac{\alpha \Gamma^2}{4} \right),$$

$$u^{\max} = \max \left( |U| \right) \leq 2\beta^3,$$

$$u^{\text{neg}}_{\max} = \max \left( |U^{\text{neg}}| \right) \leq 2\beta^3/\Gamma.$$
Proofs of the technical lemmas follow the proof of Lemma 1. Note that the conditions of the technical lemmas (and corollaries) are implied by the conditions of Lemma 1.

**Lemma 1** (restated). If \( \beta \geq \alpha \geq 1, \omega_{\text{min}} \geq 4, \Gamma \geq 640 n^{18} \beta^3, \) and \( \alpha \Gamma^2 \geq 12 \log \beta + 80 \log n + 4 \omega_{\text{min}} + 24, \) then

\[
\| H^{(\text{ES})} - H^{(\text{round})} \| \leq 3 n^2 \alpha f(\omega_{\text{min}}) + \frac{1}{20 n^2} + 8 n^4 \sqrt{\omega_{\text{min}}} \cdot \exp(-\omega_{\text{min}}/2), \tag{3.77}
\]

where \( \omega_{\text{min}} = \alpha \gamma_{\text{min}}^2. \)

**Proof of Lemma 1.** We will bound the kinetic and potential parts separately, starting with the former.

Define \( \hat{T}^{(\text{aprx})} = R^{(\text{aprx})} T^{(\text{block})} R^{(\text{aprx})}, \) and recall that \( \hat{T} = RTR. \) The first task is to bound the error of approximating \( \hat{T} \) by \( \hat{T}^{(\text{aprx})} \):

\[
\max \left( \| \hat{T} - \hat{T}^{(\text{aprx})} \| \right) = \max \left( \| RTR - R^{(\text{aprx})} T^{(\text{block})} R^{(\text{aprx})} \| \right) \tag{3.166}
\]

\[
\leq \max \left( \| RTR - RT^{(\text{block})} R \| \right) \tag{3.167}
\]

\[
+ \max \left( \| R T^{(\text{block})} R - R^{(\text{aprx})} T^{(\text{block})} R^{(\text{aprx})} \| \right).
\]

We will bound each term from (3.168) separately. We will use the fact that if \( A \) and \( B \) are \( m \times m \) matrices, then \( \max(|AB|) \leq m \cdot \max(|A|) \cdot \max(|B|) \). Since the matrices \( R \) and \( T \) are \( n(d+1) \times n(d+1) \) matrices and \( d+1 \leq n \), we will pick up a factor of at most \( n^2 \) every time this rule is applied.

\[
\max \left( \| RTR - RT^{(\text{block})} R \| \right) = \max \left( \| R(T - T^{(\text{block})}) R \| \right) \tag{3.168}
\]

\[
\leq n^4 (r_{\text{max}})^2 \max(|T - T^{(\text{block})}|) = n^4 (r_{\text{max}})^2 t_{\max}^{(\text{neg})} \tag{3.169}
\]

\[
\leq 4 n^2 \beta \exp(-\alpha \Gamma^2/4). \tag{3.170}
\]

The last inequality uses the bound from (3.161) that \( r_{\text{max}} \leq 2 \) and from (3.163) that \( t_{\max}^{(\text{neg})} \leq \beta \exp(-\alpha \Gamma^2/4). \) To bound the second term from (3.168), recall that \( R = R^{(\text{aprx})} + R^{(\text{neg})}. \)

\[
\max \left( \| RT^{(\text{block})} R - R^{(\text{aprx})} T^{(\text{block})} R^{(\text{aprx})} \| \right) \tag{3.171}
\]

\[
= \max \left( \| \left[ R^{(\text{aprx})} + R^{(\text{neg})} \right] T^{(\text{block})} \left[ R^{(\text{aprx})} + R^{(\text{neg})} \right] - R^{(\text{aprx})} T^{(\text{block})} R^{(\text{aprx})} \| \right) \tag{3.172}
\]

\[
= \max \left( \| \left[ R^{(\text{aprx})} T^{(\text{block})} R^{(\text{neg})} + R^{(\text{neg})} T^{(\text{block})} R^{(\text{aprx})} + R^{(\text{neg})} T^{(\text{block})} R^{(\text{neg})} \right] \| \right) \tag{3.173}
\]

\[
\leq n^4 t_{\max}^{(\text{neg})} \left( 2 r_{\text{max}}^{(\text{aprx})} + r_{\text{max}}^{(\text{neg})} \right) \tag{3.174}
\]

\[
\leq n^4 \frac{3}{2} \beta \exp \left( \frac{-\alpha \Gamma^2 - \omega_{\text{min}}}{2} \right) \left( 2 \frac{3}{2} + \frac{1}{2} \right) \tag{3.175}
\]

\[
\leq 6 n^4 \beta \exp \left( \frac{-\alpha \Gamma^2 - \omega_{\text{min}}}{2} \right) \leq 6 n^4 \beta \exp(-\alpha \Gamma^2/4) \tag{3.176}
\]
The last inequality is implied by the assumptions of the lemma, specifically that \( \alpha \Gamma^2 \geq 2 \omega_{\min} \).

Putting together the bounds from (3.170) and (3.176) we get that

\[
\max \left( \left| \tilde{T} - \tilde{T}^{\text{aprx}} \right| \right) \leq 10n^4 \beta \exp(-\alpha \Gamma^2/4).
\]  

(3.177)

The next step is to use the approximation for the kinetic-energy terms for the primitive orbitals to get the kinetic-energy term for the composite orbitals. Recall that composite orbital \( \phi_i \) is a superposition of \( \phi_{i,p} \):

\[
\phi_i = \sum_{p=0}^{d} \psi_p \phi_{i,p},
\]

where \( \psi_0 = 1/\sqrt{2} \) and \( \psi_{p>0} = 1/\sqrt{2d} \). Therefore, the kinetic-energy terms for the composite orbitals are just superpositions of the kinetic-energy terms for the primitive orbitals:

\[
t_{i,j} = \sum_{p,q} \psi_p \psi_q t_{(i,p),(j,q)}.
\]

We can apply this principle to \( \tilde{T} \) and \( \tilde{T}^{\text{aprx}} \) as well:

\[
\tilde{t}_{i,j}^{\text{aprx}} = \sum_{p,q} \psi_p \psi_q \tilde{t}_{(i,p),(j,q)} \quad \text{and} \quad \tilde{t}_{i,j}^{\text{aprx}} = \sum_{p,q} \psi_p \psi_q \tilde{t}_{(i,p),(j,q)}^{\text{aprx}}.
\]

Using the bound from (3.177):

\[
|\tilde{t}_{i,j}^{\text{aprx}} - \tilde{t}_{i,j}^{\text{aprx}}| \leq \sum_{p,q} \psi_p \psi_q |\tilde{t}_{(i,p),(j,q)} - \tilde{t}_{(i,p),(j,q)}^{\text{aprx}}|
\]

\[
\leq \frac{1}{2} (d+1)^2 \max \left( \left| \tilde{T} - \tilde{T}^{\text{aprx}} \right| \right) \leq 5n^6 \beta \exp(-\alpha \Gamma^2/4).
\]  

(3.179)

The next task is to bound \( |\tilde{t}_{i,j}^{\text{aprx}} - t_{i,j}^{\text{round}}| \). We will consider three separate cases. In each case, we will show that

\[
|\tilde{t}_{i,j}^{\text{aprx}} - t_{i,j}^{\text{round}}| \leq \alpha f(\omega_{\min}).
\]  

(3.180)

Recall that \( \tilde{T}^{\text{aprx}} = R^{\text{aprx}} T^{\text{block}} R^{\text{aprx}} \), so matrix \( \tilde{T}^{\text{aprx}} \) is block diagonal. This means that \( \tilde{t}_{(i,p),(j,q)}^{\text{aprx}} = 0 \) unless \( (i,p) = (j,q) \) or \( \{i,j\} \in E \) and \( B(i,j) = \{(i,p),(j,q)\} \). This will considerably simplify the sum

\[
\tilde{t}_{i,j}^{\text{aprx}} = \sum_{p,q} \psi_p \psi_q \tilde{t}_{(i,p),(j,q)}^{\text{aprx}}.
\]  

(3.181)
CHAPTER 3. COMPUTATIONAL COMPLEXITY OF ELECTRONIC STRUCTURE

Case 1. Diagonal element: \( i = j \).

First note that if \( p = 0 \) or \( p > i \), then the block containing \((i, p)\) is just the single entry on the diagonal. In this case, \( r_{(i,p),(i,p)}^{\text{(aprx)}} = 1 \) and \( t_{(i,p),(i,p)}^{(aprx)} = t_{(i,p),(i,p)} \).

Thus, when \( i = j \), the sum (3.181) simplifies to

\[
\tilde{t}_{i,i}^{\text{(aprx)}} = \frac{1}{2} t_{(i,0),(i,0)} + \frac{1}{2d} \sum_{j:(i,j) \in E} \text{ON} \left( R_{i,j}^{\text{(aprx)}} R_{i,j}^{\text{(aprx)}} \right) + \frac{1}{2d} \sum_{p > i} t_{(i,p),(i,p)}^{(aprx)}.
\]

The function \( t \) is defined in (3.42) so that \( t_\beta(0) = t_{(i,0),(i,0)} \) and \( t_\alpha(0) = t_{(i,p),(i,p)} \) for \( p > 0 \). Thus,

\[
\tilde{t}_{i,i}^{\text{(aprx)}} = \frac{1}{2} t_\beta(0) + \frac{1}{2d} \sum_{j:(i,j) \in E} \text{ON} \left( R_{i,j}^{\text{(aprx)}} R_{i,j}^{\text{(aprx)}} \right) + \frac{1}{2d} \sum_{p > i} t_\alpha(0).
\]

Recall from (3.62) that the diagonal coefficients of \( T^{\text{(round)}} \) are

\[
t_{i,i}^{\text{(round)}} = c_T = \frac{1}{2} (t_\beta(0) + t_\alpha(0)) = \frac{1}{2} t_\beta(0) + \frac{1}{2d} \sum_{p > 0} t_\alpha(0).
\]

Therefore the difference between \( \tilde{t}_{i,j}^{\text{(aprx)}} \) and \( t_{i,j}^{\text{(round)}} \) is

\[
\left| \tilde{t}_{i,i}^{\text{(aprx)}} - t_{i,i}^{\text{(round)}} \right| = \frac{1}{2d} \sum_{j:(i,j) \in E} \text{ON} \left( R_{i,j}^{\text{(aprx)}} R_{i,j}^{\text{(aprx)}} \right) - t_\alpha(0)
\]

\[
\leq \frac{1}{2d} \sum_{j:(i,j) \in E} \left| \text{ON} \left( R_{i,j}^{\text{(aprx)}} R_{i,j}^{\text{(aprx)}} \right) - t_\alpha(0) \right|
\]

\[
\leq \frac{1}{2d} \sum_{j:(i,j) \in E} \alpha \omega_{i,j}^2 e_{i,j}^2 \quad \text{by (3.157)}
\]

\[
\leq \frac{\alpha}{2d} \sum_{j:(i,j) \in E} f(\omega_{i,j})
\]

\[
\leq \frac{\alpha}{2d} \cdot d \cdot f(\omega_{\min}) \quad \omega_{\min} \geq 2
\]

\[
= \frac{\alpha}{2d} f(\omega_{\min}) \leq \alpha f(\omega_{\min}).
\]

Note that since \( \omega_{\min} \geq 2 \) (by the assumptions of the lemma), the function \( f(\omega) = \omega^2 \exp(-\omega) \) is maximized at \( \omega_{\min} \).

Case 2. Off-diagonal element corresponding to edge: \( \{i, j\} \in E \).
In this case, there is exactly one \( p \) and exactly one \( q \) such that \((i, p)\) and \((j, q)\) are in the same block, where \( B(i, j) = \{(i, p), (j, q)\} \). Thus, the summation in Eq. (3.181) has only one non-zero term:

\[
\tilde{t}_{i,j}^{\text{(aprx)}} = \frac{1}{2d} \text{OFF} \left( R_{i,j}^{\text{(aprx)}} T_{i,j} R_{i,j}^{\text{(aprx)}} \right).
\] (3.191)

Recall from (3.63) that \( t_{i,j}^{\text{(round)}} = -\frac{\alpha}{4d} \sqrt{f(\omega_{i,j})} \).

Therefore

\[
|\tilde{t}_{i,j}^{\text{(aprx)}} - t_{i,j}^{\text{(round)}}| = \frac{1}{2d} \left| \text{OFF} \left( R_{i,j}^{\text{(aprx)}} T_{i,j} R_{i,j}^{\text{(aprx)}} \right) - \left(-\frac{\alpha}{2} \sqrt{f(\omega_{i,j})} \right) \right|
\] (3.192)

\[
\leq \frac{1}{2d} \cdot \frac{\alpha}{2} \sqrt{f(\omega_{i,j})} \cdot 4\epsilon_{i,j}^2 \quad \text{by (3.158)}
\] (3.193)

\[
= \frac{\alpha}{d} \omega_{i,j} \exp(-3\omega_{i,j}/2)
\] (3.194)

\[
\leq \alpha \omega_{i,j} \exp(-\omega_{i,j})
\] (3.195)

\[
\leq \alpha f(\omega_{\text{min}}).
\] (3.196)

Again, we are using the fact that since \( \omega_{\text{min}} \geq 2 \), the function \( f(\omega) = \omega^2 \exp(-\omega) \) is maximized at \( \omega_{\text{min}} \).

**Case 3.** Off-diagonal element corresponding to non-edge: \( \{i, j\} \notin E \).

In this case, \((i, p)\) and \((j, q)\) are in different blocks for all \( p, q \), and so the summation in Eq. (3.181) is empty. That is, \( \tilde{t}_{i,j}^{\text{(aprx)}} = 0 \). Recall that \( t_{i,j}^{\text{(round)}} \) is also zero for \( \{i, j\} \notin E \).

Finally, we can combine the bound for \( |\tilde{t}_{i,j}^{\text{(aprx)}} - t_{i,j}^{\text{(round)}}| \) from (3.179) and the bound for \( |\tilde{t}_{i,j}^{\text{(aprx)}} - t_{i,j}^{\text{(round)}}| \) from (3.180):

\[
\left\| T^{(\text{ES})} - T^{(\text{round})} \right\| \leq \left\| \sum_{i,j} \left( \tilde{t}_{i,j} - t_{i,j}^{(\text{round})} \right) \tilde{a}_{i,\sigma}^\dagger \tilde{a}_{j,\sigma} \right\|
\] (3.197)

\[
\leq \sum_{i,j} \left| \tilde{t}_{i,j} - t_{i,j}^{(\text{round})} \right| \left\| \tilde{a}_{i,\sigma}^\dagger \tilde{a}_{j,\sigma} \right\| = 2 \sum_{i,j} \left| \tilde{t}_{i,j} - t_{i,j}^{(\text{round})} \right|
\] (3.198)

\[
\leq 2 \sum_{i,j} \left| \tilde{t}_{i,j} - \tilde{t}_{i,j}^{\text{(aprx)}} \right| + 2 \sum_{i,j} \left| \tilde{t}_{i,j}^{\text{(aprx)}} - t_{i,j}^{(\text{round})} \right|
\] (3.199)

\[
\leq 10n^8 \beta \exp(-\alpha \Gamma^2/4) + 2n^2 \alpha f(\omega_{\text{min}}).
\] (3.200)

We can apply the conditions of the lemma to simplify this expression. The lower bound on \( \alpha \Gamma^2 \) implies that \( \exp(-\alpha \Gamma^2/4) \leq (10n^6 \beta)^{-1} \cdot \exp(-\omega_{\text{min}}) \). Using the assumptions that \( \alpha \geq 1 \) and \( \omega_{\text{min}} \geq 1 \):

\[
10n^8 \beta \exp(-\alpha \Gamma^2/4) \leq n^2 \exp(-\omega_{\text{min}}) \leq n^2 \alpha (\omega_{\text{min}})^2 \exp(-\omega_{\text{min}}) = n^2 \alpha f(\omega_{\text{min}}).
\]
CHAPTER 3. COMPUTATIONAL COMPLEXITY OF ELECTRONIC STRUCTURE

Recall that \( f(\omega) = \omega^2 \exp(-\omega) \). The final bound for the kinetic-energy difference is

\[
\| T^{(\text{ES})} - T^{(\text{round})} \| \leq 3n^2 \alpha f(\omega_{\text{min}}).
\] (3.201)

Next, we consider the terms for the potential energy. As with the kinetic-energy terms, we will approximate \( \tilde{U} = (R \otimes R)U(R \otimes R) \) by

\[
\tilde{U}^{(\text{aprx})} = (R^{(\text{aprx})} \otimes R^{(\text{aprx})})U^{(\text{block})}(R^{(\text{aprx})} \otimes R^{(\text{aprx})}).
\] (3.202)

The matrices are now \( n^2(d+1)^2 \times n^2(d+1)^2 \). We will use the fact that if \( A \) and \( B \) are \( m \times m \) matrices, then \( \max(|AB|) \leq m \max(|A|) \cdot \max(|B|) \). Since \( d + 1 \leq n \), we pick up a factor of at most \( n^4 \) every time this principle is applied. We will bound \( \max(|\tilde{U} - \tilde{U}^{(\text{aprx})}|) \) in two stages. First we bound

\[
\max \left( |\tilde{U} - (R \otimes R)U^{(\text{block})}(R \otimes R)| \right) = \max \left( |(R \otimes R)U(R \otimes R) - (R \otimes R)U^{(\text{block})}(R \otimes R)| \right)
\] (3.203)

\[
= \max \left( |(R \otimes R)(U - U^{(\text{block})})(R \otimes R)| \right)
\] (3.204)

\[
\leq n^8 (r_{\text{max}}^4 u_{\text{max}}^{\text{neg}})
\] (3.205)

\[
\leq n^8 2^4 \frac{2 \beta^3}{\Gamma} = 32n^8 \frac{\beta^3}{\Gamma}.
\] (3.206)

The next step is to bound

\[
\max \left( |(R \otimes R)U^{(\text{block})}(R \otimes R) - \tilde{U}^{(\text{aprx})}| \right)
\] (3.207)

\[
= \max \left( |(R \otimes R)U^{(\text{block})}(R \otimes R) - (R^{(\text{aprx})} \otimes R^{(\text{aprx})})U^{(\text{block})}(R^{(\text{aprx})} \otimes R^{(\text{aprx})})| \right). \] (3.208)

If we substitute \( R = R^{(\text{neg})} + R^{(\text{aprx})} \) in to the expression \( (R \otimes R)U^{(\text{block})}(R \otimes R) \) and expand the product, we get the sum of \( 2^4 \) terms:

\[
(R \otimes R)U^{(\text{block})}(R \otimes R) = \sum_{a,b,c,d \in \{\text{neg,aprx}\}} (R^{(a)} \otimes R^{(b)})U^{(\text{block})}(R^{(c)} \otimes R^{(d)}).
\] (3.209)

In bounding the difference from (3.208), we are left with the terms in which \( a, b, c, d \) are not
all equal to “aprx”, so every remaining term will have at least one factor of \( R^{(neg)} \):

\[
| (R \otimes R)U^{(\text{block})}(R \otimes R) - \tilde{U}^{(aprx)} | \leq n^8 u_{\text{max}} \sum_{x=0}^{3} \left( \frac{4}{x} \right) (r^{(aprx)}_{\text{max}})^{x} (r^{(neg)}_{\text{max}})^{4-x} 
\]

(3.210)

\[
\leq n^8 u_{\text{max}} \cdot 15 \cdot r^{(neg)}_{\text{max}} \left[ \max \left\{ r^{(aprx)}_{\text{max}}, r^{(neg)}_{\text{max}} \right\} \right]^3
\]

(3.211)

\[
\leq n^8 \frac{2\beta^3}{3} \cdot 15 \cdot n^2 \exp \left[ \frac{-(\alpha \Gamma^2 - \omega_{\text{min}})}{2} \right] \cdot \left( \frac{3}{2} \right)^3
\]

(3.212)

\[
\leq 102 n^{10} \beta^3 \exp \left[ -(\alpha \Gamma^2 - \omega_{\text{min}})/2 \right]
\]

(3.213)

\[
\leq 102 n^{10} \beta^3 \exp(-\alpha \Gamma^2/4).
\]

(3.214)

The last inequality uses the assumption from the lemma that \( \alpha \Gamma^2 \geq 2\omega_{\text{min}} \). Putting the two bounds from (3.206) and (3.214) together, we get that:

\[
\max \left( |\tilde{U} - \tilde{U}^{(aprx)}| \right)
\]

(3.215)

\[
\leq \max \left( |\tilde{U} - (R \otimes R)U^{(\text{block})}(R \otimes R)| \right) + \max \left( |(R \otimes R)U^{(\text{block})}(R \otimes R) - \tilde{U}^{(aprx)}| \right)
\]

(3.216)

\[
\leq 32 n^8 \beta^3 / \Gamma + 102 n^{10} \beta^3 \exp(-\alpha \Gamma^2/4).
\]

(3.217)

Since the composite orbitals are superpositions of the primitive orbitals, the potential-energy terms for the composite orbitals can be expressed as linear combinations of the potential-energy terms for the primitive orbitals. Therefore

\[
u_{i,j,k,l} = \sum_{p,q,r,s, \in [d+1]} \psi_p \psi_q \psi_r \psi_s u_{(i,p),(j,q)[(l,r),(l,s)]},
\]

(3.218)

where the amplitudes \( \psi \) are defined to be \( \psi_0 = 1/\sqrt{2} \) and \( \psi_{p>0} = 1/\sqrt{2d} \). The same definition for \( \tilde{u}_{i,j,k,l} \) and \( \tilde{u}^{(aprx)}_{i,j,k,l} \) can be applied using the potential-energy terms for the primitive orbitals defined in \( \tilde{U} \) and \( \tilde{U}^{(aprx)} \). We can apply the bound from (3.217) to bound the difference in the potential-energy terms for the composite orbitals:

\[
|\tilde{u}_{i,j,k,l} - \tilde{u}^{(aprx)}_{i,j,k,l}| = \left| \sum_{p,q,r,s, \in [d+1]} \psi_p \psi_q \psi_r \psi_s \left( \tilde{u}_{(i,p),(j,q)[(l,r),(l,s)]} - \tilde{u}^{(aprx)}_{(i,p),(j,q)[(l,r),(l,s)]} \right) \right|
\]

(3.219)

\[
\leq \frac{1}{4} (d + 1)^4 \max \left( |\tilde{U} - \tilde{U}^{(aprx)}| \right)
\]

(3.220)

\[
\leq \frac{1}{4} n^4 (32 n^8 \beta^3 / \Gamma + 102 n^{10} \beta^3 \exp(-\alpha \Gamma^2/4))
\]

(3.221)

\[
\leq 8 n^{12} \beta^3 / \Gamma + 26 n^{14} \beta^3 \exp(-\alpha \Gamma^2/4).
\]

(3.222)
We can now apply the assumptions of the lemma to simplify the above expression. The assumption that $\Gamma \geq 640 n^{18} \beta^3$ implies that $8 n^{12} \beta^3 / \Gamma \leq 1 / (80 n^6)$. The assumption that $\alpha \Gamma^2 \geq 12 \log \beta + 80 \log n + 4 \omega_{\min} + 24 \geq 12 \log \beta + 80 \log n + 40$ implies that $26 n^{14} \beta^3 \exp(-\alpha \Gamma^2 / 4) \leq 1 / (80 n^6)$. Therefore

$$8 n^{12} \beta^3 / \Gamma + 26 n^{14} \beta^3 \exp(-\alpha \Gamma^2 / 4) \leq 1 / 40 n^6. \quad (3.223)$$

The next task is to bound $|\tilde{u}_{i,j,k,l}^{(aprx)} - u_{i,j,k,l}^{(round)}|$. Since

$$\tilde{U}^{(aprx)} = (R^{(aprx)} \otimes R^{(aprx)}) U^{(block)} (R^{(aprx)} \otimes R^{(aprx)})$$

is block diagonal, many of the terms in the sum (3.218) will be zero. We consider three cases. In each case, we will show that

$$|\tilde{u}_{i,j,k,l}^{(aprx)} - u_{i,j,k,l}^{(round)}| \leq 4 \sqrt{\alpha} \cdot \exp \left(-\omega_{\min}/2\right). \quad (3.224)$$

**Case 1.** Onsite term $i = j = k = l$. Note that the entry in row $[(i, p), (i, q)]$ and row $[(i, r), (i, s)]$ is outside of a block unless $p = q = r = s$. If $p = 0$ or $p > i$, then the block containing $[(i, p), (i, p)]$ is just the single entry on the diagonal. In this case, $r^{(aprx)}_{(i,p),(i,p)} = 1$ and the diagonal element at $[(i, p), (i, p)]$ is the same for $\tilde{U}^{(aprx)}$ and $U$. If $p = 0$, then primitive orbital $\phi_{i,0}$ is a Gaussian of width $\beta$ and the diagonal term of $U$ at $[(i,0), (i,0)]$ is as in Eq. (3.45) defined as $u^{(Coul)}_\beta(0)$. For $p > i$, then primitive orbital $\phi_{i,p}$ is a Gaussian of width $\alpha$ and the diagonal term of $U$ at $[(i,p), (i,p)]$ is as in Eq. (3.45) defined as $u^{(Coul)}_\alpha(0)$.

Thus, when $i = j = k = l$, the sum (3.218) simplifies to

$$\tilde{u}_{i,i,i,i}^{(aprx)} = \frac{1}{4d^2} \sum_{0<p\leq i} \left( R^{(block)}_{i,j} \otimes R^{(block)}_{i,j} \right)_{(i,p),(i,p),(i,p),(i,p)} U_{i,j} \left( R^{(block)}_{i,j} \otimes R^{(block)}_{i,j} \right)_{(i,p),(i,p),(i,p),(i,p)} \left( R^{(block)}_{i,j} \otimes R^{(block)}_{i,j} \right)_{(i,p),(i,p),(i,p),(i,p)} + \frac{1}{4} u^{(Coul)}_\beta(0) + \frac{1}{4d^2} \sum_{p > i} u^{(Coul)}_\alpha(0). \quad (3.225)$$

Recall that $u^{(round)}_{i,i,i,i}$ is defined in (3.72) to be

$$c^{(round)}_u = \frac{1}{4} u^{(Coul)}_\beta(0) + \frac{1}{4d} u^{(Coul)}_\alpha(0) = \frac{1}{4} u^{(Coul)}_\beta(0) + \frac{1}{4d^2} \sum_{p \in [d]} u^{(Coul)}_\alpha(0) \quad (3.227)$$
Therefore,
\[
\left| \tilde{u}^{(aprx)}_{i,i,i,i} - u^{(round)}_{i,i,i,i} \right| = \frac{1}{4d^2} \sum_{0<p\leq i} \left( \left( (R^{(block)}_{i,j}) \otimes^2 U_{i,j} (R^{(block)}_{i,j}) \otimes^2 \right)_{(i,p),(i,p),(i,p),(i,p)} - u^{(Coul)}_{\alpha}(0) \right) \tag{3.228}
\]

\[
= \frac{1}{4d^2} \sum_{0<p\leq i} \left( \left( (R^{(block)}_{i,j}) \otimes^2 U_{i,j} (R^{(block)}_{i,j}) \otimes^2 - U_{i,j} \right)_{(i,p),(i,p),(i,p),(i,p)} \right) \tag{3.229}
\]

\[
\leq \frac{1}{4d^2} \cdot d \cdot \max \left( \left( (R^{(block)}_{i,j}) \otimes^2 U_{i,j} (R^{(block)}_{i,j}) \otimes^2 - U_{i,j} \right) \right) \tag{3.230}
\]

\[
\leq \frac{1}{4} \sqrt[4]{16\alpha \epsilon_{\max}} = 4\sqrt{\alpha} \cdot \exp(-\omega_{i,j}/2) \leq 4\sqrt{\alpha} \cdot \exp(-\omega_{\min}/2). \tag{3.231}
\]

The last inequality uses the assumption of the lemma that \( \omega_{\min} \geq 2 \).

**Case 2.** All indices within block corresponding to edge \( \{i, j\} \in E \).

Let \( B(i,j) = \{(i,p),(j,q)\} \). Consider, for example, the term \( \tilde{u}^{(aprx)}_{i,j,j,i} \). The sum in (3.218) has only one non-zero term corresponding to row \( [(i, p), (j, q)] \) and column \( [(j, q), (i, p)] \). So
\[
\tilde{u}^{(aprx)}_{i,j,j,i} = \frac{1}{4d^2} \left( \left( (R^{(block)}_{i,j}) \otimes^2 U_{i,j} (R^{(block)}_{i,j}) \otimes^2 \right)_{[(i,p),(j,q)],[(j,q),(i,p)]} \right) \tag{3.233}
\]

Recall that
\[
u^{(round)}_{i,j,i,j} = \frac{1}{4d^2} u^{(Coul)}_{\alpha}(\gamma_{i,j}) = \frac{1}{4d^2} u^{(Coul)}_{\alpha}([(i,p),(j,q)],[(j,q),(i,p)]) \tag{3.234}
\]

The first equality comes from the definition of \( u^{(round)} \) in (3.73) and the second comes from the definition of \( u^{(Coul)}_{\alpha}(\gamma_{i,j}) \) in (3.45). The entry in row \( [(i, p), (j, q)] \) and column \( [(j, q), (i, p)] \) is inside the block corresponding to edge \( \{i, j\} \). Therefore,
\[
\left| \tilde{u}^{(aprx)}_{i,j,j,i} - u^{(round)}_{i,j,i,j} \right| = \frac{1}{4d^2} \max \left( \left( (R^{(block)}_{i,j}) \otimes^2 U_{i,j} (R^{(block)}_{i,j}) \otimes^2 - U_{i,j} \right) \right) \tag{3.235}
\]

\[
\leq \frac{1}{4} \sqrt[4]{16\alpha \epsilon_{i,j}} = 4\sqrt{\alpha} \cdot \exp(-\omega_{i,j}/2) \leq 4\sqrt{\alpha} \cdot \exp(-\omega_{\min}/2). \tag{3.236}
\]

The same bound holds for \( \tilde{u}^{(aprx)}_{i,i,j,i} - u^{(round)}_{i,i,j,i} \), \( \tilde{u}^{(aprx)}_{j,i,j,i} - u^{(round)}_{j,i,j,i} \), et cetera for \( \{i, j\} \in E \).
Case 3. At least one pair of indices corresponding to non-edge \( \{i, j\} \notin E \).

In this case, both \( \tilde{u}_{i,j,k,l}^{(aprx)} \) and \( u_{i,j,k,l}^{(round)} \) are zero. All together,

\[
\left\| U^{(ES)} - U^{(round)} \right\| \leq \frac{1}{2} \sum_{i,j,k,l} \sum_{\sigma, \tau} \left( \tilde{u}_{i,j,k,l} - u_{i,j,k,l}^{(round)} \right) \tilde{a}_{i,\sigma}^{\dagger} \tilde{a}_{j,\sigma}^{\dagger} \tilde{a}_{k,\tau} \tilde{a}_{l,\tau} \tag{3.237}
\]

\[
\leq \frac{1}{2} \sum_{i,j,k,l} \sum_{\sigma, \tau} \left| \tilde{u}_{i,j,k,l} - u_{i,j,k,l}^{(round)} \right| \left\| \tilde{a}_{i,\sigma}^{\dagger} \tilde{a}_{j,\sigma}^{\dagger} \tilde{a}_{k,\tau} \tilde{a}_{l,\tau} \right\| \tag{3.238}
\]

\[
= \frac{1}{2} \cdot 4 \sum_{i,j,k,l} \left| \tilde{u}_{i,j,k,l} - u_{i,j,k,l}^{(round)} \right| \tag{3.239}
\]

\[
\leq 2 \sum_{i,j,k,l} \left| \tilde{u}_{i,j,k,l} - u_{i,j,k,l}^{(aprx)} \right| + 2 \sum_{i,j,k,l} \left| u_{i,j,k,l}^{(aprx)} - u_{i,j,k,l}^{(round)} \right| \tag{3.240}
\]

\[
\leq 2n^4 \left( \frac{1}{40n^6} \right) + 2n^4 \cdot 4\sqrt{\alpha} \cdot \exp\left( -\omega_{\min}/2 \right) \tag{3.241}
\]

\[
= \frac{1}{20n^2} \cdot 8n^4 \sqrt{\alpha} \cdot \exp\left( -\omega_{\min}/2 \right) \tag{3.242}
\]

Eqs. (3.201) and (3.242) imply the lemma:

\[
\left\| H^{(ES)} - H^{(round)} \right\| \leq \left\| T^{(ES)} - T^{(round)} \right\| + \left\| U^{(ES)} - U^{(round)} \right\| \tag{3.243}
\]

\[
\leq 3n^2 \alpha f(\omega_{\min}) + \frac{1}{20n^2} + 8n^4 \sqrt{\alpha} \cdot \exp\left( -\omega_{\min}/2 \right). \tag{3.244}
\]

\[\square\]

3.6.1 Proof of Lemma 4

Proof of Lemma 4. Define \( \epsilon_{\max} \) to be the largest off-diagonal element of \( S \) and \( \epsilon_{\text{neg}} \) to be the largest entry of \( S^{(\text{neg})} \), which is the largest entry of \( S \) outside of an edge block:

\[
\epsilon_{\max} = \max_{(i,p) \neq (j,q)} s_{i,p}(j,q) = s_{\alpha}(\gamma_{\min}) = \exp\left( -\omega_{\min}/2 \right), \tag{3.245}
\]

\[
\epsilon_{\text{neg}} = \max \left( S^{(\text{neg})} \right) \leq s_{\alpha}(\Gamma) = \exp\left( -\alpha \Gamma^2/2 \right). \tag{3.246}
\]

Let \( S^{(\text{block})} = I + S^{(\text{OD})} \); \( S^{(\text{OD})} \) has at most one entry per row or column, and that entry is between 0 and \( \epsilon_{\max} \). Using the Taylor expansion

\[
M^{-1/2} = \sum_{k=0}^{\infty} (-2)^{-k} \frac{(2k-1)!!}{k!} (M - I)^k \tag{3.247}
\]
of a matrix $M$ around the identity $I$, we have

$$R^{(\text{neg})} = R - R^{(\text{aprx})}$$  
$$= (S)^{-1/2} - (S^{(\text{block})})^{-1/2}$$  
$$= (I + S^{(\text{OD})} + S^{(\text{neg})})^{-1/2} - (I + S^{(\text{OD})})^{-1/2}$$  
$$= \sum_{k=0}^{\infty} (-2)^{-k} \frac{(2k - 1)!!}{k!} \left[ (S^{(\text{OD})} + S^{(\text{neg})})^k - (S^{(\text{OD})})^k \right].$$  

Entrywise,

$$\left[ (S^{(\text{OD})} + S^{(\text{neg})})^k \right]_{(i_0, l_0), (i_k, l_k)}$$  
$$= \sum_{(i_1, l_1), \ldots, (i_{k-1}, l_{k-1})} (S^{(\text{OD})} + S^{(\text{neg})})_{(i_0, l_0), (i_1, l_1)} \cdots (S^{(\text{OD})} + S^{(\text{neg})})_{(i_{k-1}, l_{k-1}), (i_k, l_k)}$$  
$$= \sum_{0 < \|x_{i_k'} l_{k'} - x_{i_{k'+1}', l_{k'+1}'}\| < \Gamma} S_{(i_0, l_0), (i_1, l_1)} \cdots S_{(i_{k-1}, l_{k-1}), (i_k, l_k)},$$  

where the summation excludes the diagonal entries. (Recall that $I$, $S^{(\text{OD})}$, and $S^{(\text{neg})}$ have disjoint support.) Similarly,

$$\left[ (S^{(\text{OD})})^k \right]_{(i_0, l_0), (i_k, l_k)} = \sum_{0 < \|x_{i_k', l_{k'}'} - x_{i_{k'+1}', l_{k'+1}'}\| \leq \Gamma} S_{(i_0, l_0), (i_1, l_1)} \cdots S_{(i_{k-1}, l_{k-1}), (i_k, l_k)},$$  

where the summation excludes both the diagonal and anything outside of the blocks. The difference between Eq. (3.254) and Eq. (3.255) is the summation in Eq. (3.254) restricted to when at least one of the neighboring pairs is at least $\Gamma$ separated. Each term with exactly $x$ pairs separated by at least $\Gamma$ contributes at most $\epsilon_{\text{max}}^{k-x} \epsilon_{\text{neg}}^x$. There are $\binom{k}{x}$ places in the sequence that these pairs can occur. For each factor contributing more than $\epsilon_{\text{neg}}$ there is at most one index value $(i_{k'}, l_{k'})$, and for each factor contributing at most $\epsilon_{\text{neg}}$ there are at most
n(d + 1) - 1 ≤ 2n^2 \text{ indices. Therefore}

\begin{equation}
\left[ (S^{(OD)} + S^{(neg)})^k - (S^{(OD)})^k \right]_{(i_0,l_0),(i_k,l_k)}
\end{equation}

\begin{equation}
\leq \sum_{x=1}^{k} \binom{k}{x} \left( 2n^2 \epsilon_{\text{neg}} \right)^x \epsilon_{\text{max}}^{k-x}
\end{equation}

\begin{equation}
= \sum_{x=0}^{k-1} \binom{k}{x} \left( 2n^2 \epsilon_{\text{neg}} \right)^{k-x} \epsilon_{\text{max}}^x = \left( 2n^2 \epsilon_{\text{neg}} \right)^k \sum_{x=0}^{k-1} \binom{k}{x} \left( \frac{\epsilon_{\text{max}}}{2n^2 \epsilon_{\text{neg}}} \right)^x
\end{equation}

\begin{equation}
\leq \left( 2n^2 \epsilon_{\text{neg}} \right)^k \sum_{x=0}^{k-1} \binom{k}{x} \left( \frac{\epsilon_{\text{max}}}{2n^2 \epsilon_{\text{neg}}} \right)^x = k \left( 2n^2 \epsilon_{\text{neg}} \right)^k \left( 1 + \frac{\epsilon_{\text{max}}}{2n^2 \epsilon_{\text{neg}}} \right)^{k-1}
\end{equation}

\begin{equation}
= k \left( 2n^2 \epsilon_{\text{neg}} \right)^k \left( 2 \epsilon_{\text{neg}} + \epsilon_{\text{max}} \right)^{k-1}
\end{equation}

\begin{equation}
\leq k \left( 2n^2 \epsilon_{\text{neg}} \right)^k \left( 2 \epsilon_{\text{max}} \right)^{k-1} = k n^2 \epsilon_{\text{neg}} (2 \epsilon_{\text{max}})^{k-1}
\end{equation}

where we used the fact that

\begin{equation}
2n^2 \epsilon_{\text{neg}} = 2n^2 e^{-\alpha \Gamma^2/2} \leq e \cdot n^2 e^{-\alpha \Gamma^2/2} \leq e \cdot n^2 e^{-\left( 4 \log n + \omega_{\text{min}} + 2 \right)/2} = e^{-\omega_{\text{min}}/2} = \epsilon_{\text{max}}
\end{equation}

by assumption. Returning to the expression in Eq. (3.251), the norm of each entry of \( R^{(neg)} \) then is

\begin{equation}
\left| r^{(neg)}_{(i_0,l_0),(i_k,l_k)} \right| = \sum_{k=0}^{\infty} (-2)^{-k} \frac{(2k-1)!!}{k!} \left[ (S^{(OD)} + S^{(neg)})^k - (S^{(OD)})^k \right]_{(i_0,l_0),(i_k,l_k)}
\end{equation}

\begin{equation}
\leq \sum_{k=0}^{\infty} (2)^{-k} \frac{(2k-1)!!}{k!} \left[ (S^{(OD)} + S^{(neg)})^k - (S^{(OD)})^k \right]_{(i_0,l_0),(i_k,l_k)}
\end{equation}

\begin{equation}
\leq n^2 \epsilon_{\text{neg}} \sum_{k=1}^{\infty} (2)^{-k} \frac{(2k-1)!!}{k!} \epsilon_{\text{max}}^k
\end{equation}

\begin{equation}
= n^2 \epsilon_{\text{neg}} \sum_{k=1}^{\infty} \frac{(2k-1)!!}{(k-1)!} \epsilon_{\text{max}}^k
\end{equation}

\begin{equation}
= n^2 \epsilon_{\text{neg}} \frac{\epsilon_{\text{max}}}{\epsilon_{\text{max}} (1 - 2 \epsilon_{\text{max}})^{3/2}}
\end{equation}

\begin{equation}
\leq n^2 \epsilon_{\text{neg}} \epsilon_{\text{max}}
\end{equation}

\begin{equation}
\leq n^2 \exp \left[ -(\alpha \Gamma^2 - \omega_{\text{min}})/2 \right].
\end{equation}
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3.6.2 Proof of Lemma 5

Proof of Lemma 5. In this proof, we’ll use the following form of Taylor’s Theorem.

Theorem 9 (Taylor’s Theorem with remainder in Lagrange form [5]). Let \( f \) be a \((n+1)\)-times differentiable function in the region \([0, 1]\). Then for every \( x \in [0, 1] \) there is some \( c \in [0, x] \) such that

\[
f(x) = \sum_{k=0}^{n} \frac{f^{(k)}(0)}{k!} x^k + \frac{f^{(n+1)}(c)}{(n+1)!} x^{n+1}.
\] (3.270)

Note that \( \omega_{\min} \geq 2 \) implies that \( \epsilon_{i,j} = e^{-\omega_{i,j}/2} \leq e^{-\omega_{\min}/2} \leq 1/e \).

We’ll start with the bounds on the entries of \( \tilde{R}^{(aprx)} \). Given the derivatives

\[
\frac{d}{d\epsilon} \left( \frac{1}{\sqrt{1+\epsilon}} \pm \frac{1}{\sqrt{1-\epsilon}} \right) = \frac{1}{2} \left( - (1 + \epsilon)^{-3/2} \pm (1 - \epsilon)^{-3/2} \right),
\] (3.271)

\[
\frac{d^2}{d\epsilon^2} \left( \frac{1}{\sqrt{1+\epsilon}} \pm \frac{1}{\sqrt{1-\epsilon}} \right) = \frac{3}{4} \left( (1 + \epsilon)^{-5/2} \pm (1 - \epsilon)^{-5/2} \right),
\] (3.272)

\[
\frac{d^3}{d\epsilon^3} \left( \frac{1}{\sqrt{1+\epsilon}} \pm \frac{1}{\sqrt{1-\epsilon}} \right) = \frac{15}{8} \left( (1 + \epsilon)^{-7/2} \pm (1 - \epsilon)^{-7/2} \right),
\] (3.273)

Theorem 9 implies that

\[
\frac{1}{\sqrt{1+\epsilon}} + \frac{1}{\sqrt{1-\epsilon}} = 2 + 0 + \frac{13}{24} \left( (1 + \epsilon')^{-5/2} + (1 - \epsilon')^{-5/2} \right) \epsilon^2,
\] (3.274)

\[
\frac{1}{\sqrt{1+\epsilon}} - \frac{1}{\sqrt{1-\epsilon}} = 0 - \epsilon + 0 - \frac{115}{3!} \frac{7}{8} \left( (1 + \epsilon')^{-7/2} + (1 - \epsilon')^{-7/2} \right) \epsilon^3
\] (3.275)

for some \( \epsilon' \in [0, \epsilon] \). For \( 0 \leq \epsilon \leq 1/e \), we have

\[
2 \leq \frac{1}{\sqrt{1+\epsilon}} + \frac{1}{\sqrt{1-\epsilon}} \leq 2 + 2\epsilon^2,
\] (3.276)

\[
-\epsilon - 2\epsilon^3 \leq \frac{1}{\sqrt{1+\epsilon}} - \frac{1}{\sqrt{1-\epsilon}} \leq -\epsilon.
\] (3.277)

Dividing by 2 and substituting \( \epsilon = \epsilon_{i,j} \) implies Eqs. (3.155) and (3.156).

Now, let’s turn to the entries of \( R^{(aprx)}_{i,j} \). Let \( \mathcal{B}(i, j) = \{(i, p), (j, q)\} \). To make the notation more concise within this proof, we will refer to the diagonal elements of \( R^{(aprx)}_{i,j} \) as \( r^{(aprx)}_{ON} = r^{(aprx)}_{(i,p),(i,p)} \) and the off-diagonal elements as \( r^{(aprx)}_{OFF} = r^{(aprx)}_{(i,p),(j,q)} \). \( r^{(aprx)}_{(j,q),(i,p)} \)

Note that

\[
(r_{ON})^2 + (r_{OFF})^2 = \frac{1}{4} \left( \left( \frac{1}{\sqrt{1+\epsilon_{i,j}}} + \frac{1}{\sqrt{1-\epsilon_{i,j}}} \right)^2 + \left( \frac{1}{\sqrt{1+\epsilon_{i,j}}} - \frac{1}{\sqrt{1-\epsilon_{i,j}}} \right)^2 \right)
\] (3.278)

\[
= \frac{1}{2} \left( \frac{1}{1+\epsilon_{i,j}} + \frac{1}{1-\epsilon_{i,j}} \right) = \frac{1}{1-\epsilon_{i,j}^2}
\] (3.279)
and

\[ r_{ON} \cdot r_{OFF} = \frac{1}{4} \left( \frac{1}{\sqrt{1 + \epsilon_{i,j}}} + \frac{1}{\sqrt{1 - \epsilon_{i,j}}} \right) \left( \frac{1}{\sqrt{1 + \epsilon_{i,j}}} - \frac{1}{\sqrt{1 - \epsilon_{i,j}}} \right) \]  
\[ = \frac{1}{4} \left( \frac{1}{1 + \epsilon_{i,j}} - \frac{1}{1 - \epsilon_{i,j}} \right) = -\frac{\epsilon_{i,j}}{2(1 - \epsilon_{i,j}^2)}. \]  

(3.280) 

(3.281)

The diagonal entries of \( T_{i,j} \) are \( t_{(i,p),(j,p)} = t_{\alpha}(0) \), and the off-diagonal entries are \( t_{(i,p),(j,q)} = t_{\alpha}(\gamma_{i,j}) \). Then the diagonal of \( R_{i,j}^{(aprx)} T_{i,j} R_{i,j}^{(aprx)} \) entry is

\[
\text{ON} \left( R_{i,j}^{(aprx)} T_{i,j} R_{i,j}^{(aprx)} \right) 
= (r_{ON} \cdot r_{OFF}) \begin{pmatrix} t_{\alpha}(0) & t_{\alpha}(\gamma_{i,j}) \\ t_{\alpha}(\gamma_{i,j}) & t_{\alpha}(0) \end{pmatrix} \begin{pmatrix} r_{ON} \\ r_{OFF} \end{pmatrix} 
= t_{\alpha}(0) \left( (r_{ON})^2 + (r_{OFF})^2 \right) + 2t_{\alpha}(\gamma_{i,j})r_{ON}r_{OFF} 
= \frac{t_{\alpha}(0)}{1 - \epsilon_{i,j}^2} - \frac{t_{\alpha}(\gamma_{i,j}) \epsilon_{i,j}}{1 - \epsilon_{i,j}^2} 
= (t_{\alpha}(0) - s_{\alpha}(\gamma_{i,j})t_{\alpha}(\gamma_{i,j})) \frac{1}{1 - \epsilon_{i,j}^2} 
= \left( \frac{3}{2} \alpha - \frac{1}{2} \alpha(3 - \omega_{i,j}) \exp(-\omega_{i,j}) \right) \frac{1}{1 - \epsilon_{i,j}^2} 
= \left( \frac{3}{2} \alpha(1 - \epsilon_{i,j}^2) + \frac{1}{2} \alpha \omega_{i,j} \epsilon_{i,j}^2 \right) \frac{1}{1 - \epsilon_{i,j}^2} 
= t_{\alpha}(0) + \frac{\alpha \omega_{i,j} \epsilon_{i,j}^2}{2(1 - \epsilon_{i,j}^2)}.
\]

(3.282) 

(3.283) 

(3.284) 

(3.285) 

(3.286) 

(3.287) 

(3.288) 

(3.289)
and the off-diagonal entry of $R_{i,j}^{(aprx)} T_{i,j} R_{i,j}^{(aprx)}$ is

$$
\text{OFF} \left( R_{i,j}^{(aprx)} T_{i,j} R_{i,j}^{(aprx)} \right) = \begin{pmatrix} r_{ON} & r_{OFF} \\ t_{a}(0) & t_{a}(\gamma_{i,j}) \end{pmatrix} \begin{pmatrix} r_{OFF} \\ t_{a}(0) \end{pmatrix} = 2t_{a}(0) \cdot r_{ON} \cdot r_{OFF} + t_{a}(\gamma_{i,j}) \left( (r_{ON})^2 + (r_{OFF})^2 \right) 
$$

(3.290)

$$
= \frac{-t_{a}(0)\epsilon_{i,j}}{1 - \epsilon_{i,j}^2} + \frac{t_{a}(\gamma_{i,j})}{1 - \epsilon_{i,j}^2}
$$

(3.291)

$$
= (t_{a}(\gamma_{i,j}) - s_{a}(\gamma_{i,j})t_{a}(0)) \frac{1}{1 - \epsilon_{i,j}^2}
$$

(3.292)

$$
= \left( \frac{1}{2} \alpha(3 - \omega_{i,j}) \exp(-\omega_{i,j}/2) - \frac{3}{2} \alpha \exp(-\omega_{i,j}/2) \right) \frac{1}{1 - \epsilon_{i,j}^2}
$$

(3.293)

$$
= \frac{-1}{2} \alpha \omega_{i,j} \exp(-\omega_{i,j}/2) \frac{1}{1 - \epsilon_{i,j}^2}
$$

(3.294)

$$
= \frac{-1}{2} \alpha \sqrt{f(\omega_{i,j})} \frac{1}{1 - \epsilon_{i,j}^2}.
$$

(3.295)

Let’s look at this factor $(1 - \epsilon^2)^{-1}$. It’s always at least 1, and its first two derivatives are

$$
\frac{d}{d\epsilon} \left( \frac{1}{1 - \epsilon^2} \right) = \frac{2\epsilon}{(1 - \epsilon^2)^2},
$$

(3.296)

$$
\frac{d^2}{d\epsilon^2} \left( \frac{1}{1 - \epsilon^2} \right) = \frac{2(1 + 3\epsilon^2)}{(1 - \epsilon^2)^3}.
$$

(3.297)

By Theorem 9,

$$
\frac{1}{1 - \epsilon^2} = 1 + \frac{(1 + 3\epsilon^2)}{(1 - \epsilon^2)^3} \epsilon^2
$$

(3.298)

for some $0 \leq \epsilon' \leq \epsilon$. For $\epsilon \leq 1/e$, we have

$$
1 \leq \frac{1}{1 - \epsilon^2} \leq 1 + 4\epsilon^2 \leq 2.
$$

(3.299)

Combining Eqs. (3.289), (3.297) and (3.301) implies Eqs. (3.157) and (3.158).

Finally, we turn to the bound for

$$
\max \left| \left( R_{i,j}^{(aprx)} \right)^{\otimes 2} U_{i,j} \left( R_{i,j}^{(aprx)} \right)^{\otimes 2} - U_{i,j} \right|
$$

Each entry of $\left( R_{i,j}^{(aprx)} \right)^{\otimes 2}$ is a product of two terms from \{r_{ON}, r_{OFF}\}, and only the diagonal terms are $(r_{ON})^2$. For notational ease, we will index the four rows and columns of $U_{i,j}$ by
{0, 1, 2, 3}. For \( a, b \in \{0, 1, 2, 3\} \), we will denote the entry in row \( a \) and column \( b \) by \( U_{i,j}[a,b] \).

Now consider a particular entry in row \( a \) and column \( b \) of \((R_{i,j}^{\text{aprx}}) \otimes^2 U_{i,j} (R_{i,j}^{\text{aprx}}) \otimes^2 \). This entry is the sum of 16 terms, each of which is a product of one entry from \( U_{i,j} \) and four factors from \( \{r_{ON}, r_{OFF}\} \). The only term that has four factors of \( (r_{ON}) \) is \((r_{ON})^4 U_{i,j}[a,b] \) because the two factors of \( (r_{ON})^2 \) must come from diagonal entries of \((R_{i,j}^{\text{aprx}}) \otimes^2 \). The other 15 terms all have at least one factor of \( r_{OFF} \). Also since \(|r_{OFF}| < |r_{ON}|\), each of these other terms is at most \(|r_{OFF}| |r_{ON}|^3 \cdot \max (U_{i,j})\).

Therefore we have:

\[
\max \left| \left( R_{i,j}^{\text{aprx}} \right)^{\otimes^2} U_{i,j} \left( R_{i,j}^{\text{aprx}} \right)^{\otimes^2} - U_{i,j} \right| \leq (r_{ON})^4 U_{i,j}[a,b] + 15 \cdot |r_{OFF}| |r_{ON}|^3 \max (U_{i,j}) - U_{i,j}[a,b]
\]

The maximum entry in \( U_{i,j} \) is \( u^{(\text{Coul})}_\alpha(0) \). Therefore

\[
\max \left| \left( R_{i,j}^{\text{aprx}} \right)^{\otimes^2} U_{i,j} \left( R_{i,j}^{\text{aprx}} \right)^{\otimes^2} - U_{i,j} \right| \leq u^{(\text{Coul})}_\alpha(0) [(r_{ON})^4 - 1 + 15 \cdot |r_{OFF}| \cdot |r_{ON}|^3]
\]

Using the bounds from Eqs. (3.155) and (3.156), we know that \(|r_{OFF}| \leq \epsilon_{i,j}(1/2 + \epsilon_{i,j}^2) \) and \(|r_{ON}| \leq 1 + \epsilon_{i,j}^2 \). Also \( \epsilon_{i,j} = \exp(\omega_{i,j}/2) \) and since by assumption \( \omega_{i,j} \geq 4, \epsilon \leq 1/4 \).

\[
\max \left| \left( R_{i,j}^{\text{aprx}} \right)^{\otimes^2} U_{i,j} \left( R_{i,j}^{\text{aprx}} \right)^{\otimes^2} - U_{i,j} \right| \leq u^{(\text{Coul})}_\alpha(0) [(r_{ON})^4 - 1 + 15 \cdot |r_{OFF}| \cdot |r_{ON}|^3]
\]

\[
\leq u^{(\text{Coul})}_\alpha(0) [(1 + \epsilon_{i,j}^2)^4 - 1 + 15 \epsilon_{i,j}(1/2 + \epsilon_{i,j}^2) \cdot (1 + \epsilon_{i,j}^2)^3]
\]

\[
\leq u^{(\text{Coul})}_\alpha(0) \left[ 2 \epsilon_{i,j} + 15 \left( \frac{9}{16} \right) \cdot \left( \frac{17}{16} \right)^3 \epsilon_{i,j} \right]
\]

\[
\leq u^{(\text{Coul})}_\alpha(0) \epsilon_{i,j} \cdot 12 = \frac{2}{\sqrt{\pi}} 13 \sqrt{\alpha} \epsilon_{i,j} \leq 16 \sqrt{\alpha} \epsilon_{i,j}
\]

\[
3.6.3 \ \ \text{Proof of Lemma 6}
\]

Proof of Lemma 6. We’ll start with the kinetic coefficient bounds. Each \( t_{(i,p),(j,q)} \) coefficient has one of the following three forms (from Eq. (3.41)), depending on whether orbitals \( \phi_{i,p} \)
and $\phi_{j,q}$ have exponent $\alpha$ or $\beta$, and where $x$ is the distance between the two orbitals:

\[
t_{\alpha,\beta}(x) = 2^{3/2} \left(\frac{\alpha \beta}{\alpha + \beta}\right)^{7/4} \left(3 - 2\mu x^2\right) \exp(-\mu x^2)
\]

where $\mu = \alpha \beta / (\alpha + \beta)$ \hspace{1cm} (3.309)

\[
t_{\alpha}(x) = \frac{\alpha}{2} \left(3 - \alpha x^2\right) \exp(-\alpha x^2/2)
\]

\[
t_{\beta}(x) = \frac{\beta}{2} \left(3 - \beta x^2\right) \exp(-\beta x^2/2)
\]

Consider the prefactor:

\[
2^{3/2} \left(\frac{\alpha \beta}{\alpha + \beta}\right)^{7/4} \left(\frac{\sqrt{\alpha \beta}}{\alpha + \beta}\right)^{5/2} \leq \frac{\sqrt{\alpha \beta}}{\alpha + \beta}
\]

\hspace{1cm} (3.312)

The inequality follows from the fact that the geometric mean of two positive numbers is no more than their arithmetic mean. Therefore, since $\beta \geq \alpha$, the maximum prefactor for $t_{\alpha}(x)$, $t_{\beta}(x)$, or $t_{\alpha,\beta}(x)$ is

\[
\max \left\{ \frac{\alpha}{2}, \frac{\beta}{2}, \frac{\sqrt{\alpha \beta}}{2} \right\} = \frac{\beta}{2}.
\]

\hspace{1cm} (3.313)

The part of the function $t$ that depends on $x$ is

\[
\tilde{t}_{\mu}(x) = (3 - 2\mu x^2) \exp(\mu x^2),
\]

where $\mu = \alpha \beta / (\alpha + \beta)$ or $\alpha/2$ or $\beta/2$. Note that $\tilde{t}_{\mu}(x)$ changes sign once, from positive to negative, at $2\mu x^2 = 3$. Its derivative,

\[
\tilde{t}_{\mu}'(x) = 2^{3/2} \mu x (4\mu x^2 - 10) \exp(-\mu x^2),
\]

vanishes only at the origin and $2\mu x^2 = 5$, where it goes from negative to positive. Therefore,

\[
\max_{x \geq 0} |\tilde{t}_{\mu}(x)| = \max \left\{ \tilde{t}_{\mu}(0), -\tilde{t}_{\mu}(\sqrt{5/2\mu}) \right\} = \tilde{t}_{\mu}(0) = 3.
\]

\hspace{1cm} (3.315)

Putting this together with the bound on the prefactor from (3.313), we get that $t_{\max} \leq \frac{3}{2}\beta$. $\mu \geq \alpha/2$, and therefore $2\mu \Gamma^2 \geq \alpha \Gamma^2$. Since, by assumption, $\alpha \Gamma^2 \geq 5$, we know that $\tilde{t}_{\mu}(x)$ is monotonic for $x \geq \Gamma$. Therefore

\[
\max_{x \geq \Gamma} |\tilde{t}_{\mu}(x)| = |\tilde{t}_{\mu}(\Gamma)|
\]

\[
= |3 - 2\mu \Gamma^2| \exp(-\mu \Gamma^2)
\]

\[
\leq 2\mu \Gamma^2 \exp(-\mu \Gamma^2)
\]

\[
\leq 2 \exp(-\mu \Gamma^2/2) \leq 2 \exp(-\alpha \Gamma^2/4),
\]

\hspace{1cm} (3.319)
where in getting to the last line we used that \( xe^{-x} \leq e^{-x/2} \). Putting this together with the bound on the prefactor from (3.313), we get that \( t^{(\text{neg})}_{\text{max}} \leq \beta \exp (-\alpha \Gamma^2/4) \).

Bounding the potential integrals will be easier because the integrand is strictly positive. Each potential integral corresponds to four Gaussians with centers \( x_1 \) through \( x_4 \) and exponents \( \zeta_1 \) through \( \zeta_4 \):

\[
\int dr ds \xi_{\zeta_1}(r - x_1) \xi_{\zeta_2}(s - x_2) \frac{1}{|r - s|} \xi_{\zeta_3}(s - x_3) \xi_{\zeta_4}(r - x_4)
\]

(3.320)

\[
= \prod_{i=1}^{4} \left( \frac{2\zeta_i}{\pi} \right)^{3/4} \int dr ds \exp \left[ -\zeta_1 |r - x_1|^2 - \zeta_2 |s - x_2|^2 \right.
\]

(3.321)

\[
- \zeta_3 |s - x_3|^2 - \zeta_4 |r - x_4|^2 \left] \frac{1}{|r - s|} \right.
\]

(3.322)

\[
\leq \left( \frac{2\beta}{\pi} \right)^3 \int dr ds \exp \left[ -\alpha \left( |r - x_1|^2 + |s - x_2|^2 \right.
\]

(3.323)

\[
+ |s - x_3|^2 + |r - x_4|^2 \right] \frac{1}{|r - s|} \right.
\]

(3.324)

\[
= \left( \frac{2\beta}{\pi} \right)^3 \int dr ds \exp \left[ -\alpha \left( 2 |r - \frac{x_1 + x_4}{2}|^2 + \frac{1}{2} |x_1 - x_4|^2 \right.
\]

(3.325)

\[
\left. + 2 |s - \frac{x_2 + x_3}{2}|^2 + \frac{1}{2} |x_2 - x_3|^2 \right] \frac{1}{|r - s|} \right.
\]

(3.326)

\[
= \left( \frac{\beta}{\alpha} \right)^3 \exp \left[ -\frac{\alpha}{2} \left( |x_1 - x_4|^2 + |x_2 - x_3|^2 \right) \right] \left( \frac{2\alpha}{\pi} \right)^3 \times \int dr ds \exp \left[ -\alpha \left( 2 |r|^2 + 2 |s - \frac{x_2 + x_3 - x_1 - x_4}{2}|^2 \right) \right]
\]

(3.327)

\[
\frac{1}{|r - s|} \right.
\]

(3.328)

\[
= \left( \frac{\beta}{\alpha} \right)^3 \exp \left[ -\frac{\alpha}{2} \left( |x_1 - x_4|^2 + |x_2 - x_3|^2 \right) \right] u^{(\text{Coul})}_{\alpha} \left( \frac{x_2 + x_3 - x_1 - x_4}{2} \right)
\]

(3.329)

\[
\leq \beta^3 \alpha^{-3} \sqrt{\frac{4\alpha}{\pi}} \leq 2\beta^3 \alpha^{-5/2} \leq 2\beta^3,
\]

(3.330)

and so \( u^{\text{max}} \leq 2\beta^3 \). To bound \( u^{(\text{neg})}_{\text{max}} \), consider the above when at least one pair of the points \( x_1 \) through \( x_4 \) are at least \( \Gamma \) apart. If \( |x_1 - x_4| \geq \Gamma/2 \), then the integral is at most

\[
\beta^3 \alpha^{-3} \exp \left[ -\frac{\alpha}{2} |x_1 - x_4|^2 \right] u^{(\text{Coul})}_{\alpha}(0) \leq \beta^3 \alpha^{-3} \exp \left( -\alpha \Gamma^2/8 \right) 2\sqrt{\alpha} \leq 2\beta^3 \exp \left( -\alpha \Gamma^2/8 \right)
\]

(3.331)

and similarly for \( |x_2 - x_3| \leq \Gamma/2 \). If neither of these are the case then at least one of \( x_1, x_4 \) must be at least \( \Gamma \) away from at least one of \( x_2, x_3 \). Without loss of generality, suppose
\[ \| x_1 - x_2 \| \geq \Gamma. \] That \[ \| x_1 - x_4 \| \leq \Gamma/2 \] implies

\[ \left\| \frac{x_1 + x_4}{2} - x_1 \right\| \leq \frac{\Gamma}{4} \tag{3.332} \]

and similarly for \( x_2 \) and \( x_3 \). Then

\[ \left\| \frac{x_2 + x_3 - x_1 - x_4}{2} \right\| \tag{3.333} \]

\[ = \left\| \left( \frac{x_2 + x_3}{2} - x_2 \right) - \left( \frac{x_1 + x_4}{2} - x_1 \right) + \left( x_2 - x_1 \right) \geq \Gamma \right\| \tag{3.334} \]

\[ \geq \Gamma - \frac{\Gamma}{4} - \frac{\Gamma}{4} = \Gamma \frac{1}{2} \tag{3.335} \]

and the potential integral is at most

\[ \beta^3 u_{\alpha}^{(\text{Coul})}(\Gamma/2) = \beta^3 \sqrt{\frac{4\alpha}{\pi}} F_0(\alpha \Gamma^2/4) \leq \beta^3 \sqrt{\frac{4\alpha}{\pi}} \frac{1}{\sqrt[3]{2\alpha \Gamma^2/4}} = 2\beta^3 \frac{1}{\Gamma}. \tag{3.336} \]

Together with Eq. (3.330), this yields

\[ u^{(\text{neg})}_{\text{max}} \leq \max \left\{ 2\beta^3 \exp(-\alpha \Gamma^2/8), 2\beta^3 \Gamma^{-1} \right\} = 2\beta^3 \max \{ \exp(-\alpha \Gamma^2/8), \Gamma^{-1} \} \tag{3.337} \]

For \( \alpha \Gamma^2 \geq 64 \) (a condition of the lemma),

\[ \frac{1}{\exp(-\alpha \Gamma^2/8)} = \exp(\alpha \Gamma^2/8) = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{\alpha \Gamma^2}{8} \right)^k \tag{3.338} \]

\[ \leq \frac{\alpha \Gamma^2}{8} \leq \frac{\alpha^2}{8} \Gamma^2 = \sqrt{\frac{\alpha \Gamma^2}{64}} \cdot \Gamma \geq \Gamma \tag{3.339} \]

and so

\[ u^{(\text{neg})}_{\text{max}} \leq 2\beta^3 / \Gamma. \tag{3.340} \]
Part II

Application of quantum algorithms
Chapter 4

Generalized swap networks and their application

This chapter reproduces Ref. 125 with minor modifications. Sections 4.9 and 4.10 include a summary and excerpt of Refs. 91, 114, respectively. The practical use of many types of near-term quantum computers requires accounting for their limited connectivity. One way of overcoming limited connectivity is to insert swaps in the circuit so that logical operations can be performed on physically adjacent qubits, which we refer to as solving the “routing via matchings” problem. We address the routing problem for families of quantum circuits defined by a hypergraph wherein each hyperedge corresponds to a potential gate. Our main result is that any unordered set of $k$-qubit gates on distinct $k$-qubit subsets of $n$ logical qubits can be ordered and parallelized in $O(n^{k-1})$ depth using a linear arrangement of $n$ physical qubits; the construction is completely general and achieves optimal scaling in the case where gates acting on all $\binom{n}{k}$ sets of $k$ qubits are desired. We highlight two classes of problems for which our method is particularly useful. First, it applies to sets of mutually commuting gates, as in the (diagonal) phase separators of Quantum Alternating Operator Ansatz (Quantum Approximate Optimization Algorithm) circuits. For example, a single level of a QAOA circuit for Maximum Cut can be implemented in linear depth, and a single level for 3-SAT in quadratic depth. Second, it applies to sets of gates that do not commute but for which compilation efficiency is the dominant criterion in their ordering. In particular, it can be adapted to Trotterized time-evolution of fermionic Hamiltonians under the Jordan-Wigner transformation, and also to non-standard mixers in QAOA. Using our method, a single Trotter step of the electronic structure Hamiltonian in an arbitrary basis of $n$ orbitals can be done in $O(n^3)$ depth while a Trotter step of the unitary coupled cluster singles and doubles method can be implemented in $O(n^2\eta)$ depth, where $\eta$ is the number of electrons.
4.1 Introduction

The state of experimental quantum computing is rapidly advancing towards “quantum supremacy” [26], i.e., the point at which quantum computers will be able to perform certain specialized tasks that are infeasible for even the largest classical supercomputers. Beyond this technical milestone, however, lies another: useful quantum supremacy, in which quantum computers can solve problems whose answers are of interest independently of how they were achieved. The combination of efficient quantum algorithms [74, 145] and scalable error correction [67] makes such progress likely in the long term, barring fundamental surprises. In the near term, we have so-called Noisy Intermediate-Scale Quantum (NISQ) devices [133], capable perhaps of outperforming classical devices on certain problems, but with extremely constrained resources. Many types of such devices (e.g., superconducting quantum processors) will have limited connectivity. For the most part, existing quantum algorithms assume an abstract device with arbitrary connectivity, i.e., the ability to do a two-qubit gate between any pair of qubits. In theory, this suffices given that circuits can be compiled to any concrete family of devices with polynomial overhead in qubits and gates [34]. In practice, polynomial overheads matter and can be the crucial difference between being feasible and infeasible on NISQ devices.

The overall goal of compilation within the quantum circuit model is to take a quantum algorithm and implement it (maybe approximately) on a concrete piece of quantum computing hardware. There are many approaches to this, but perhaps the most straightforward is to transform the desired quantum circuit into an executable one in two steps: 1) decomposition of the constituent gates into (maybe approximately) equivalent sub-circuits consisting of “native” gates, and 2) what we call routing via matchings of the circuit [42]. Our focus here is on the routing problem, in which the logical qubits are dynamically assigned to physical qubits in a way that allows the desired logical gates to be implemented while respecting the restricted connectivity of the actual hardware. In general, it may be necessary to use swap gates to change this assignment of logical qubits to physical qubits throughout the execution of the circuit.

In the past several years, there has been a blossoming of tools for addressing variants of this routing problem, which are variously called “quantum circuit placement”, “qubit mapping”, “qubit allocation”, or “quantum circuit compilation” (though the latter term generally encompasses much more). Prior work, however, has taken one of two approaches. First, of theoretical interest, is to show how any quantum circuit can be converted “efficiently” (i.e., with polynomial overhead) into one in which gates act only locally in some hardware graph [34, 87, 113]. The second is an instance-specific approach, in which the problem is solved anew for each logical circuit [15, 28, 48, 86, 104, 105, 109, 140, 147, 151, 162, 165]. We propose and instantiate a new instance-independent approach, in which the routing is done for a family of instances, with little-to-no compilation necessary for each instance; the per-instance compilation time is therefore effectively amortized to nil. This approach, which finds solutions for families of instances, interpolates between the two approaches above and seeks to balance the time to solution and the quality of solution. The family-specific
routing can be found either algorithmically or, as is done here, manually. Algorithms useful in the instance-specific approach, where quality of solution is prioritized over time to solution, may (but not necessarily) differ significantly from those useful in the instance-independent approach, wherein the prioritization is reversed. On the other hand, for many problem families, there is an instance with maximal structure on which instance-specific algorithms can be run, thus obtaining compilations that can be used for the whole family. In general, these instance-specific approaches work best on sparser cases, and on dense instances will return inferior compilations to the ones given here.

In many quantum algorithms for quantum chemistry it is the case that all circuits of a given size for a particular problem have the same structure with respect to a partial ordering of the operations, and the only instance-specific aspect is the parameters (e.g. rotation angles) of the gates. Furthermore, the implementation of these gates on hardware often has the same properties (e.g. fidelity and duration) regardless of the parameters. In such cases, the instance of the compilation problem is effectively independent of the instance of the application problem. Compare this with implementing QAOA on hardware in which gate durations are independent of their parameters, in which case the routing problem for a given problem instance is the same regardless of the variational parameters, but differs significantly for different problem instances. In cases in which gate durations vary, an upper bound on (or average over) the range of durations can be used to obtain instance-independent compilations. Thus, the distinction between instance-specific and instance-independent approaches is somewhat subjective and contextual, but we merely aim to emphasize that there is an under-explored regime in the trade-off between quality of solution and computation time in approaches to the quantum circuit routing problem.

An alternative approach for variational algorithms in general is to obviate the compilation problem by using an ansatz that is based on the connectivity of the target hardware \cite{61,95} and less so on the target application. By efficiently compiling application-specific circuits to constrained hardware, our methods combine the efficiency of this approach with respect to physical resources with the advantages of an application-specific ansatz (e.g., fewer variational parameters).

A method was recently proposed for implementing a Trotter step of a fermionic Hamiltonian containing \( \binom{n}{2} \) terms, where \( n \) is the number of orbitals, using a circuit of depth \( n \) with only linear connectivity \cite{94,100}. Using fermionic swap gates \cite{47}, Kivlichan et al. were able to change the mapping between fermionic modes and physical qubits while preserving anti-symmetry \cite{100}. By constructing a network of these gates such that, at some point in the circuit, each pair of orbitals is assigned to some pair of neighboring qubits, they were able to guarantee that they could implement each of the terms in the Trotter decomposition of the Hamiltonian by acting only locally on said pair of qubits, and that they could implement \( n/2 \) such terms in parallel. In this work, we generalize their approach and describe a way to construct networks of fermionic swap gates acting on \( n \) qubits such that each \( k \)-tuple of fermionic modes is mapped to adjacent physical qubits at some point during the circuit. The circuits that we construct have an asymptotically optimal depth of \( O(n^{k-1}) \) while only assuming linear connectivity.
For fermionic Hamiltonians, Motta et al. take a different approach that exploits the fact that many Hamiltonians of practical interest are low-rank [121]. For unitary coupled cluster and full-rank generic chemical Hamiltonians, their methods achieve the same scaling as ours, as summarized in Table 4.1. Our methods provide an alternative Trotter order, whose relative value will need to be studied empirically. For a Trotter step of the Hamiltonian for real molecular systems, empirical data indicate that their low-rank methods can achieve $O(n^2)$ depth.

The question of how to optimally implement a collection of $k$-qubit operators is not confined to the simulation of fermionic quantum systems. Another promising use is in the application of the Quantum Alternating Operator Ansatz (Quantum Approximate Optimization Algorithm, or QAOA) to Constraint Satisfaction Problems (CSPs) over Boolean domains. This approach was taken for the Maximum Cut problem using existing linear swap networks [50]; our methods can address $k$-CSP for any $k$ in $O(n^{k-1})$ depth.

Our main contributions are:

- Formalizing a variant of the quantum circuit routing problem in a way that abstracts away details of particular devices and focuses on their geometry, which is shared by a wide class of devices;

- Making explicit and general the equivalence between swap networks that change the mapping of logical qubits to physical qubits and those that change the mapping between fermionic modes and physical qubits;

- Explicit constructions for several important classes of problems, as summarized in Table 4.1, using modular primitives that can be applied to new problems; and

- Providing tools for lower bounding the depth of solutions to the routing problem, in particular by connecting it with prior work on acquaintance time and graph minors.

This chapter is organized as follows. In Section 4.2, we more formally describe the quantum circuit routing problem and our approach thereto. In Section 4.3, we introduce generalized swap networks that will be used in the constructions of later sections. In Section 4.4, we introduce some specific quantum simulation tasks related to fermionic Hamiltonians, as well as the Quantum Alternating Operator Ansatz (QAOA), which yield families of circuits that can be routed using our methods. In Section 4.5, we present our main result, showing how to achieve optimal scaling when routing (with an arbitrary ordering) circuits consisting of a $k$-qubit gate for each possible set of $k$ qubits. In Section 4.6 we describe families of instances arising from the Unitary Coupled Cluster method and how to efficiently route them. A reader familiar with either QAOA or quantum simulation of fermionic Hamiltonians and interested in quickly learning some useful techniques may do so in sections 4.3, 4.5, and 4.6. In Section 4.7, we discuss the instance-independent approach in the context of quantum annealing. In Section 4.8, we show how to lower bound the depth of a solution to the circuit routing problem. In Section 4.9, we introduce a Non-orthogonal Variational Quantum
CHAPTER 4. GENERALIZED SWAP NETWORKS AND THEIR APPLICATION

<table>
<thead>
<tr>
<th>Instance family:</th>
<th>$k$-CSP</th>
<th>UCCGSD</th>
<th>UCCSD</th>
<th>UpCCGSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth:</td>
<td>$\Theta(n^{k-1})$</td>
<td>$\Theta(n^3)$</td>
<td>$\Theta(\eta n^2)$</td>
<td>$\Theta(n)$</td>
</tr>
</tbody>
</table>

Table 4.1: Main results. $k$-CSP indicates depth for a single round of QAOA. Remaining columns indicate depth for a single Trotter step of the coupled cluster operator or of a similarly structured variational ansatz. All are optimal up to constant prefactors for arbitrary connectivity. See Section 4.5 for details regarding $k$-CSP and Section 4.6 regarding Unitary Coupled Cluster.

Eigensolver; we used swap networks to compile the circuits in our numerical experiments. In Section 4.10, we construct swap networks for block-diagonal Hamiltonians.

4.2 Model

We consider hardware consisting of a line of $n$ qubits and suppose that we are able to implement any $k$-qubit gate in time $\tau_k$ on any set of $k$ qubits that are adjacent. This is an abstraction of the more physical model in which only 1- and 2-qubit gates can be directly implemented; $\tau_k$ for $k > 2$ is thus some linear combination of $\tau_1$ and $\tau_2$ that indicates an upper bound on the cost of compiling any $k$-qubit gate. When considering a specific piece of hardware, this model is relatively coarse; different gates on different sets of physical qubits may require vastly different times to implement. However, this level of abstraction allows for significant generality without too great a loss of precision. Accordingly, for a specific piece of hardware, our constructions should be considered as a starting point, with low-level optimizations likely to improve the constant factors significantly. For example, the line of qubits on which the swap networks are defined can be embedded in a “castellated” manner in a $2 \times \lfloor n/2 \rfloor$ lattice, as shown in Figure 4.1. The availability of the additional qubit adjacency can enable more efficient decomposition of higher-locality gates.

The problem we would like to solve is as follows: given a set of $k$-qubit gates $G$ on $n$ qubits, implement them in some order on the hardware described above. In particular, we focus on the swap-network paradigm. That is, we start with an initial assignment of logical qubits to physical qubits and insert a sequence of 2-qubit swap gates to move the logical qubits around so that for every gate in $G$ the logical qubits on which it acts are physically adjacent at some point in the process. As discussed in Sections 4.4.1 and 4.6, the routing problem thus defined is equivalent to the problem of using fermionic swap gates to change the ordering of a Jordan-Wigner string to enable the implementation of gates locally. Without loss of generality, we assume that there is at most one gate in $G$ acting on any set of qubits, and that for any gate $g \in G$ acting on a set of qubits $S$ there is no other gate $g' \in G$ acting on a subset of qubits $S' \subset S$. This is a convenient abstraction, rather than a restriction. An instance of the routing problem is thus specified as a hypergraph, with vertices corresponding to logical qubits and hyperedges corresponding to logical gates. We focus on $k$-complete
Figure 4.1: “Castellated” mapping of the Jordan-Wigner string into a $2 \times (n/2)$ square lattice. While all swapping is done along the Jordan-Wigner string, mapping the string to the lattice in this way allows for potentially more efficient decomposition of the 4-qubit gates by making available a fourth adjacency.

hypergraphs, ones in which for every subset of $k$ vertices, there is an edge connecting them; $|G| = \binom{n}{k}$. Results for complete hypergraphs give worst case bounds for the general problem. A more general variant is the more typically considered problem in which one wants to enforce a temporal partial ordering on the logical gates.

In general, near-term hardware will have greater connectivity than a line; nevertheless, it will likely contain a line as a subset, so that our constructions give a baseline. Even with greater connectivity, our scaling is optimal when the number of gates is $\Omega(n^k)$. Let $m = |G|$ be the number of gates, $\nu$ the number of physical qubits, and $n$ the number of logical qubits. At most $\nu$ gates can be implemented at a time, so the circuit depth must be at least $m/\nu$. For $m = \Omega(n^k)$ and $\nu = O(n)$, this implies a minimal depth of $\Omega(n^{k-1})$, which our construction provides. Because our focus is on resource-constrained near-term hardware, we shall assume that the number of physical qubits is equal to the number of logical qubits.

4.3 Swap networks

Henceforth, by “swap gate”, we shall mean either the standard swap gate (when considering a mapping of logical qubits to physical qubits) or the fermionic swap gate (when considering a mapping of fermionic modes to physical qubits); for circuit routing, everything is exactly the same in both cases except for the “interpretation”. A swap network is a circuit consisting entirely of swap gates. We define a $2$-complete linear swap network, a notion we shall generalize shortly, to be a swap network in which all pairs of logical qubits are linearly adjacent at some point in the circuit and in which all swap gates act on linearly adjacent physical qubits. Such networks ensure that, in the linear architecture described in Sec 4.2, there is an opportunity to add, for each pair of logical qubits, a 2-qubit gate acting on those logical qubits (or fermionic modes as the case may be) at some point in the circuit. We call such opportunities acquaintance opportunities. They are not part of the swap network, but we shall often draw them as empty boxes in circuit diagrams to illustrate acquaintance
Figure 4.2: Top: Notation (left) and decomposition (right) for the canonical 2-complete linear (2-CCL) swap network for acquainting all pairs of qubits, annotated with empty boxes showing acquaintance opportunities. The circuit has depth $n$, and contains $n(n - 1)/2$ swap gates. Bottom: The canonical 3-complete linear (3-CCL) swap network that acquaints all triples of qubits. It is formed by replacing each layer $i$ of acquaintance opportunities in the 2-CCL swap network with a $\mathcal{P}_i$-swap network; the qubits to be acquainted in the former are the parts in the partition $\mathcal{P}_i$. The 3-local acquaintance opportunities are not shown. Part of this swap network is shown in more detail in the top of Figure 4.5, with acquaintance opportunities indicated. (Each layer of 1-swaps will be cancelled out by the final layer in the expansion of the preceding 2-swap network; we include them here to make the recursive step clear.)
properties of swap networks, as in Figure 4.2. We shall say that a set of logical qubits that has at least one such acquaintance opportunity is “acquainted” by the network, or that the swap network “acquaints” those qubits.

Before generalizing this notion, we review the construction of Kivlichan et al. [100] for implementing a 2-local gate on every pair of logical qubits in depth $n$, using $\binom{n}{2}$ swap gates. The swap network underlying this construction is what we shall call the canonical 2-complete linear swap network. Let the physical qubits be labeled 1 through $n$, and partition the pairs of adjacent qubits into two sets based on the parity of their larger index: even pairs $\{\{1,2\}, \{3,4\}, \ldots\}$ and odd pairs $\{\{2,3\}, \{4,5\}, \ldots\}$. Note that the pairs in each partition are mutually disjoint. We define the canonical 2-complete linear (2-CCL) swap network as $n$ alternating layers of swaps on the even pairs and odd pairs, as illustrated in the top half of Figure 4.2. The overall effect of the 2-CCL swap network is to reverse the ordering of the logical qubits. In doing so, it directly swaps every pair of logical qubits. This construction has the attractive property that each acquaintance opportunity precedes a swap gate on the same two qubits, so any added gate that acts on a pair of logical qubits can be combined with the swap of those two qubits, with the result that in depth $n$ we can execute a 2-qubit gate between every pair of logical qubits.

One direction for generalization is to $(S,A)$-swap networks, where $S$ is a subset of all pairs of qubits and $A$ is an architecture, such as a 2D grid. The set $S$ captures the pairs of qubits to which we want to apply 2-qubit gates at a given stage in a circuit. We shall not discuss this generalization further, other than to note that our results can be used to provide bounds for $(S,A)$-swap networks. Because in the present work we shall present only swap networks acting on a line, we shall often leave that aspect implicit in the terminology and refer simply, e.g., to a “2-complete swap network”.

Instead, we are interested in generalizing to $k$-complete swap networks, networks in which the elements of every set of $k$ logical qubits are adjacent at some point, so that a $k$-qubit gate (or set of 1- and 2-qubit gates making up the $k$-qubit gate) could be applied thereto. To support the construction of $k$-complete swap networks in Sec.4.5, here we introduce a generalization of a 2-complete swap network that swaps elements of a partition of qubits, rather than individual logical qubits: a complete $\mathcal{P}$-swap network, where $\mathcal{P}$ is an ordered partition of the physical qubits such that each part contains only contiguous qubits, contains only swap operators that swap parts of the partition. In this way, a complete $\mathcal{P}$-swap network has the property that every part in the partition is adjacent to every other part in the partition at some point in the network.

In constructing $\mathcal{P}$-swap networks, it will be useful to swap pairs of sets of qubits using what we call a $(k_1,k_2)$-swap gate, or, more generally, a generalized swap gate. The $(k_1,k_2)$-swap gate swaps a set of $k_1$ logical qubits with a set of $k_2$ logical qubits, while preserving the ordering within each set, i.e., it permutes a sequence of logical qubits from $(i_1, \ldots, i_{k_1}, i_{k_1+1}, \ldots, i_{k_1+k_2})$ to $(i_1, \ldots, i_{k_1+k_2}, i_{1}, \ldots, i_{k_1})$. Several examples of these generalized swap gates and their decompositions are shown in Figure 4.3. In general, a $(k_1,k_2)$-swap gate can be decomposed using $k_1 \cdot k_2$ standard swap gates in depth $k_1 + k_2 - 1$. We call a swap network a $k$-swap network whenever it contains only $(k_1,k_2)$-swap gates for $k_1, k_2 \leq k$. 
Figure 4.3: Generalized swap gates. From top to bottom, notation and decompositions for (1, 2)-, (1, 3)-, (2, 2)-, and (3, 3)-swap gates. A \((k_1, k_2)\)-swap gate can be implemented in depth \(k_1 + k_2 - 1\) using \(k_1 k_2\) standard swap gates.
The canonical $\mathcal{P}$-swap network has the same structure as the 2-CCL swap network, except that instead of pairs of single qubits being swapped at a time, pairs of sets of qubits (i.e., the parts of the partition) are swapped. In the canonical $\mathcal{P}$-swap network, each $(k_1, k_2)$-swap gate is preceded by a $(k_1 + k_2)$-local acquaintance opportunity. To make the overall effect of a complete $\mathcal{P}$-swap network be a complete reversal of the qubit mapping, we append to the end a 1-swap network within each part. This is unnecessary when considering a single swap network, but may be helpful when using the swap network as a primitive in a larger construction. Note that this is primarily for explanatory purposes, and in an actual implementation would likely be optimized away. In the recursive strategy for $k$-local hypergraphs (discussed in Sec. 4.5), each generalized swap gate is preceded by some number of acquaintance opportunities and swap gates that ensure that each set of $k_1$ or $k_2$ qubits is acquainted with each one of the other set.

The 2-CCL swap network has the exact same structure as the optimal sorting network on a line [13]. A sorting network is a fixed circuit consisting of “comparators”. Given an initial assignment of objects to the wires, each comparator compares the objects and swaps them if they are out of order. This means that a subset of the 2-CCL swap network can be used to effect an arbitrary permutation of logical qubits in at most linear depth.

The swap networks above acquaint all pairs of sets of qubits. Another useful primitive is what we call a “bipartite swap network”; again, this should be more precisely called a “bipartite linear swap network” to emphasize that it acts on a line, but we leave this implicit for concision. Given a bipartition of sets of qubits, it acquaints all the unions of pairs of sets of qubits which can be formed by taking one set from the first part and the other set from the second part. While the depth of a bipartite swap network is similar to that of a complete swap network, the gate count is approximately halved. Figure 4.4 shows an example bipartite swap network for the sets of qubits $((1, 2), (3, 4), \ldots, (11, 12))$ with the first three in one part and the latter three in the second part.

Swap networks can be useful for measurement as well. In many cases, the gates to be executed correspond one-to-one with the terms of a Hamiltonian to be measured. Any swap network used to implement those gates thus yields a partition of the terms of the Hamiltonian into parts containing only gates acting on disjoint sets of qubits. This partition can then be used to parallelize the measurements. After an application of the swap network, the swap layers following the logical layer to be measured can be executed in reverse to return the mapping to one in which the terms of the Hamiltonian are mapped to adjacent sets of qubits, with appropriate optimizations made to account for the fact that many swap gates will likely cancel out once the logical gates are removed. Alternatively, a simple sorting network can be used to achieve the same end. For fermionic Hamiltonians, this approach can significantly reduce the number of measurements needed by reducing the locality of all measurement terms, in addition to the savings yielded by parallelization.
Figure 4.4: Notation (left) and decomposition (right) for a bipartite swap network corresponding to the bipartition \(((1, 2), (3, 4), (5, 6)), ((7, 8), (9, 10), (11, 12))\). For each pair of qubits in the first half and each pair of qubits in the second half, their union is acquainted; the overall effect is the same as that of a generalized swap gate corresponding to the two halves. Note the similarity of the notation to that for a complete swap network, except that the dotted lines connect only each part of the bipartition.

<table>
<thead>
<tr>
<th>Application</th>
<th>QAOA</th>
<th>Quantum chemistry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration</td>
<td>(\prod_I \exp(i\gamma c_I \prod_{i \in I} Z_i))</td>
<td>(\prod_{p,q,r,s} \exp(-itH_{p,q,r,s}))</td>
</tr>
<tr>
<td>Assignment</td>
<td>logical qubits</td>
<td>fermionic modes</td>
</tr>
<tr>
<td>Changed by</td>
<td>SWAP</td>
<td>FSWAP</td>
</tr>
</tbody>
</table>

Table 4.2: The two problem families we consider. The table lists the iterated operator we compile, and the logical unit and gates used in the compilation.

### 4.4 Problem families

In this section, we introduce two families of quantum circuits that come from quite different application domains but whose compilation can be addressed using essentially the same tools; the analogy is summarized in Table 4.2. Both cases involve repeated application of a circuit of a particular form such that for each iteration the compilation instance is the same. We provide constructions for a single iteration; these can be repeated sequentially for the full circuit. Solving the compilation instance for the full circuit all at once may provide a better solution, but likely at the cost of it being much harder to find.
4.4.1 Fermionic Hamiltonians

The general form of the electronic structure Hamiltonian in second quantization is

\[ H = \sum_{p,q} c_{p,q} a_p^\dagger a_q + \sum_{p,q,r,s} c_{p,q,r,s} a_p^\dagger a_q^\dagger a_r a_s, \]  

(4.1)

where \( p, q, r, s \) label single-electron orbitals, \( c_{p,q} \) and \( c_{p,q,r,s} \) are real coefficients, and \( a_p^\dagger \) is the creation operator for the \( p \)th orbital. A common subroutine of quantum simulation algorithms is the Trotterization of time evolution under such a fermionic Hamiltonian [10]:

\[ e^{-iHt} \approx \prod_{l=1}^{t/\delta t} \left( \prod_{p,q,r,s} e^{-iH_{p,q,r,s}\delta t} \right), \]  

(4.2)

where \( H_{p,q,r,s} \) is the part of the Hamiltonian that acts exclusively on modes \( p,q,r,s \). (For simplicity we absorb the terms acting on two fermionic modes into the terms acting on four.) One approach to mapping the fermionic operators \( e^{-iH_{p,q,r,s}\delta t} \) into operators acting on the qubit Hilbert space is to employ the Jordan-Wigner transformation [126],

\[ a_p = -\prod_{i=1}^{p-1} \sigma_i^{(z)} \cdot \sigma_p^{(-)}. \]  

(4.3)

After performing the Jordan-Wigner transformation on Equation 4.2, many of the resulting operators will act non-trivially on \( \Theta(n) \) qubits, resulting in a naive gate depth of \( \Theta(n^5) \) for the implementation of Equation 4.2, assuming there are \( \Theta(n^4) \) terms in the Hamiltonian. As we shall see, by reordering the fermionic modes (thereby changing the Jordan-Wigner ordering), this overhead from the non-locality of the Jordan-Wigner transformation is addressed automatically in our scheme for parallelization. For this reason, our constructions provide significant advantage even when connectivity is not a constraint, including in the error-corrected regime. As a result, at least with respect to scaling, we avoid the need for more sophisticated alternatives to the Jordan-Wigner transformation, such as those developed by Bravyi and Kitaev [33] and others [32].

A related approach, employed by a variety of works proposing the study of quantum chemistry using a near-term device, is the use of a quantum circuit to prepare and measure the unitary coupled cluster ansatz [103, 115, 130, 139]. Under the typical choice to include only single and double excitations in the cluster operator, this wave function is given by

\[ |\psi\rangle = e^{T - T^\dagger} |\phi_0\rangle, \]  

(4.4)

where the cluster operator \( T \) has a form similar to \( H \) in Equation 4.1. Usually, it contains only excitations from the \( \eta \) “occupied” orbitals which contain an electron in the reference state \( |\phi_0\rangle \) to the \( n - \eta \) “virtual” orbitals, and the coefficients are determined variationally. We refer to this case as UCCSD, and the case where all 2-electron excitations are included as UCCGSD.
The exact exponential of Equation 4.4 is typically approximated by a Trotter expansion and (assuming \( n \gg \eta \)), the \( \Theta(n) \) overhead from the non-locality of the Jordan-Wigner strings discussed above would lead to a circuit depth of \( \Theta(n^3\eta^2) \) for a single Trotter step.

We show how depths of \( O(n^3) \) and \( O(n^2\eta) \) can be achieved for a Trotter step of the time evolution under a fermionic Hamiltonian (or the similarly structured UCCGSD) and the UCCSD ansatz, respectively. These scalings match the asymptotic results of Ref. [81] while also respecting the spatial locality of the available gates and requiring no additional ancilla qubits.

### 4.4.2 QAOA

As originally proposed [62, 64], QAOA is a method for minimizing the expectation value of a diagonal Hamiltonian

\[
H_f = \sum_{I \subset [n]} c_I \prod_{i \in I} Z_i \tag{4.5}
\]

corresponding to a classical function \( f : \{\pm 1\}^n \to \mathbb{R} \) whose multilinear form is

\[
f(s) = \sum_{I \subset [n]} c_I \prod_{i \in I} s_i . \tag{4.6}
\]

The minimization is done variationally over states of the form

\[
|\beta, \gamma\rangle = e^{i\beta_0 M} e^{i\gamma_0 H_f} \cdots e^{i\beta_1 M} e^{i\gamma_1 H_f} |+\rangle^\otimes n , \tag{4.7}
\]

which consists of \( p \) alternating applications of the “phase separator” \( e^{i\gamma H_f} \) and the “mixer” \( M = \sum_{i=1}^n X_i \). The phase separator can be written as the product of gates corresponding to terms in the Hamiltonian,

\[
e^{i\gamma H_f} = \prod_I e^{i\gamma c_I} \prod_{i \in I} Z_i . \tag{4.8}
\]

Note that the gates are diagonal and so their order does not matter. The locality of the gates corresponds directly to the locality of the terms in the Hamiltonian, \( \max |I| \). QAOA applied to \( k \)-CSP, in which each term acts on at most \( k \) variables, thus requires \( k \)-qubit gates.

Hadfield et al. [77] generalized QAOA to the Quantum Alternating Operator Ansatz, employing a wider variety of mixers, many of which involve \( k \)-qubit gates. While these gates, in general, do not commute, it is an open question how the order of the gates affects the efficacy of the mixing. In NISQ devices with limited depth, the depth in which different mixers can be implemented plays a key role in their usefulness. The techniques here can be applied to these alternative mixers, with different orderings giving different mixers within the same family, and the resulting compilation a key step in determining the most effective mixing strategy.
4.5 Complete hypergraphs

4.5.1 Cubic interactions

Now, suppose we want to implement a 3-qubit gate between every triple of logical qubits. We call a swap network that achieves this goal a 3-complete linear (3-CCL) swap network. We can do so in the following way. First, we start with the 2-CCL swap network, as shown in the top half of Figure 4.2. At each layer $i$ where acquaintance opportunities appear, consider the partition $P_i$ whose parts are the pairs of qubits appearing in the acquaintance opportunities together with singleton parts for any unpaired qubits at the boundary. To obtain a 3-complete linear swap network, we add 2-swap networks corresponding to the partition $P_i$, as shown in the bottom half of Figure 4.2. The 3-way acquaintance opportunities, where 3-local gates (or compilations of them to 1-and 2-local gates) can be added, are interspersed between the generalized swaps making up the $P_i$-swap network, as shown in the top half of Figure 4.5. We make use of the property that for any two pairs of logical qubits involved in a 2-swap, each triple consisting of one of the pairs and one qubit from the other pair is mapped to three contiguous physical qubits either before or after the swap. This ensures that overall every triple of logical qubits is acquainted because any triple $T$ is the union of a pair and a third qubit. The 2-CCL network ensures that the pair is adjacent at some point, and thus a part $S$ of some partition $P_i$. The third qubit is necessarily in some other part $S'$ of the same partition, so that at some point in the $P_i$-swap network there is a 2-swap network involving $S$ and $S'$, ensuring that the triple $T$ is acquainted. (Actually, it is acquainted thrice, because there are three pairs $S$ for which the preceding logic applies.) There are exactly $n$ 2-swap networks inserted, and each 2-swap gate can be implemented in depth 3 using standard swap gates, for a total depth of approximately $(3/2)n^2(\tau_2 + \tau_3) = \Theta(n^2)$.

4.5.2 General $k$-qubit gates

The above ideas generalize to arbitrary $k$. The construction is recursive. First, construct the network to implement all $(k - 1)$-qubit gates. Then replace every layer $i$ of acquaintance opportunities with the corresponding $P_i$-complete swap network, inserting 1-swaps and acquaintance opportunities between the layers of $(k - 1)$-swaps in order to acquaint each set of $k - 1$ qubits with each qubit in the other set of $k - 1$ qubits with which it will be swapped. Specifically, when inserting a $(k - 1)$-swap involving two sets of $(k - 1)$ qubits each, we want to ensure that each set of $k$ qubits consisting of one of the sets and one qubit from the other set is mapped to $k$ contiguous physical qubits either before or after the swap. For $k = 2$, this is the case without additional swaps. For larger $k$, this can be achieved by adding swaps that bring half each of set to the “interface” between them before the swap (the half closest to the interface), and the other half to the interface afterwards (when it will then be the closer half). This ensures that overall every set of $k$ logical qubits is acquainted because any such set $T$ is the union of a set $S$ of $k - 1$ qubits and a $k$th qubit $t$. Suppose we start with a swap network that acquaints every set of $k - 1$ qubits, and in particular $S$, so that $S$ is a part of
Figure 4.5: Top: Notation and decomposition for complete 2-swap network for acquainting each pair of qubits in the initial partition with every other third qubit. Note how the 3-qubit acquaintance opportunities are almost perfectly parallelized; this helps significantly when recursing further. Bottom: Swap network for acquainting every set of 4 qubits such that 2 of the 4 qubits were paired in the partition of the originating 2-swap network, formed by replacing each layer of acquaintance opportunities in the complete 2-swap network with a complete 3-swap network, in the same manner as in Figure 4.2. In the swap network to acquaint every set of 4 qubits, this replacement (i.e., from top to bottom of this figure) is done for every complete 2-swap network in the circuit for acquainting every set of 3 qubits, i.e., for every other layer in the bottom of Figure 4.2.

some partition $\mathcal{P}_i$ (corresponding to acquaintance layer $i$ in the starting swap network) in the recursive step. The $k$th qubit $t$ is necessarily in some other part $S'$ of the same partition $\mathcal{P}_i$, so that at some point in the $\mathcal{P}_i$-swap network there is a $(k-1)$-swap involving $S$ and $S'$, ensuring that the set $T$ is acquainted. (Actually, it is acquainted at least $k$ times, because there are $k$ sets $S \subset T$ for which the preceding logic applies.)

Each $(k-1)$-swap network has depth at most $n$ in terms of $(k-1)$-swap gates. A $k$-swap gate has depth at most $2k - 1$ in terms of standard swap gates, and the additional swaps for bringing inner qubits to the interface add depth $k - 2$ at each swap. Therefore, if we have a depth $O(n^{k-2})$ construction for all $(k-1)$-qubit gates, we can use that to get an $O(n^{k-1})$ depth construction for all $k$-qubit gates. The base case is the linear-depth 2-CCL swap network for 2-qubit gates. Figures 4.2 and 4.5 show the steps for $k = 4$. Lower-locality gates can be included in one of two ways, or a combination thereof. First, they can be incorporated directly into the highest-locality gates. Alternatively, the lower-locality acquaintance opportunities can be kept when recursing.

Using this recursive method yields a significant amount of redundancy with respect to the number of times that each set of $k$ qubits can be acquainted. For applications in which the gates do not commute, this can be exploited in two ways. First, distributing the gates over
all possible acquaintance opportunities may lead to smaller Trotter errors. Second, for each
gate a possible acquaintance opportunity may be chosen randomly. In other words, the swap
network can be considered as a family of swap networks, each corresponding to a particular
Trotter order; prior work shows that such random Trotter orderings may be helpful [41].

4.5.3 Alternative for 3-local

Here we present an alternative construction for sets of 3-local gates. Its depth is similar to
that of the other given, but it doesn’t obviously generalize. We include it for two reasons: it
demonstrates a potentially useful property of complete linear swap networks, and it may be
better when applied to specific hardware devices.

Note that in the 2-complete swap network, every pair of logical qubits that is initially at
distance 2 from each other remains so, except near the ends of the line. Furthermore, every
other logical qubit passes through them at some point. For our purposes, this means that in
the course of the 2-complete swap network we can execute any 3-local gate such that some
pair of the three logical qubits on which it acts is at distance 2 at the start of the network.

Consider a sequence of mappings labeled by $\Delta = 1, \ldots, n/2$. In the mapping labeled by $\Delta$,
the logical qubits $(1, 1 + \Delta, 1 + 2\Delta, \ldots, 2, 2 + \Delta, 2 + 2\Delta, \ldots, \Delta, 2\Delta, 3\Delta, \ldots)$ are mapped
to physical qubits $(1, n, 3, n - 1, 5, \ldots, \lfloor n/2 \rfloor + 1)$, respectively. Any triple of logical qubits
contains at least one pair that are mapped to physical qubits at distance 2 in at least one of
the $n/2$ mappings. The construction is thus: alternate between 1) 2-complete swap networks
with initial assignments given by the mappings, and 2) sorting networks to get to the next
mapping. The 2-complete swap networks have depth $n$ and the sorting networks depth at
most $n$, so overall the total depth is at most $2n \cdot (n/2) = n^2$.

4.6 Unitary Coupled Cluster

In this section, we describe how swap networks can be used to implement Trotterized
versions of three different types of unitary coupled cluster ansatz with a depth scaling
that is optimal up to constant prefactors. We present the details for the standard unitary
coupled cluster method with single and double excitations from occupied to virtual orbitals
(UCCSD) [115, 130, 139], a unitary coupled cluster that includes additional, generalized,
excitations (UCCGSD) [122, 157], and a recently introduced ansatz that is a sparsified version
of UCCGSD (k-UpCCGSD) [103].

The standard unitary coupled cluster singles and doubles ansatz is given by

$$|\psi\rangle = e^{T\hat{T}}|\phi_0\rangle,$$

(4.9)
Figure 4.6: Construction of the swap network for a UCCSD operator (Equation 4.10) with two occupied and two virtual spatial orbitals. On top is an intermediate form of the construction useful for reasoning through the logic of its structure; on bottom is the actual network. On the first four qubits of the top half is a complete swap network with the acquaintance opportunity layers repeated twice. On the second four qubits are four concatenated complete swap networks, one for each acquaintance layer (before repetition) of the complete swap network on the first four qubits. The spins of the orbitals in the initial mapping to qubits is indicated; with this initial mapping, the parity of the spins of the orbitals to be acquainted in each layer of the complete swap networks is the same (either all $\uparrow\uparrow$ or $\downarrow\downarrow$, or all $\uparrow\downarrow$). For every pair of occupied spin orbitals with some parity and every pair of virtual spin orbitals with the same parity, there is some layer of the combined swap network in which both pairs are simultaneously (but separately) acquainted. The construction is completed by replacing each acquaintance layer with a bipartite swap network over the occupied and virtual orbitals, which then acquaints the union of every such pair of pairs of spin orbitals. (An example bipartite swap network is shown in Figure 4.4.)
where $|\phi_0\rangle$ is the Hartree-Fock state, $T = T_1 + T_2$,

$$
T_1 = \sum_{i \in \text{occ}, a \in \text{vir}} t_{i}^{a} a_{a}^{\dagger} a_{i}^{\dagger},
$$

$$
T_2 = \sum_{i,j \in \text{occ}, a,b \in \text{vir}} t_{i,j}^{a,b} a_{a}^{\dagger} a_{b}^{\dagger} a_{j}^{\dagger} a_{i}^{\dagger}.
$$

The $i$ and $j$ indices range over the $\eta$ “occupied” orbitals (those which are occupied in the Hartree-Fock state $|\phi_0\rangle$) and the $a$ and $b$ indices over the $n - \eta$ “virtual” orbitals (those which are unoccupied in $|\phi_0\rangle$). A Trotter step of the corresponding unitary has $\frac{\eta}{2} \binom{n-\eta}{2}$ 4-local gates.

These can be implemented in $O(\eta n^2)$ depth, as shown in Figure 4.6. First, we assign the occupied orbitals to the first $\eta$ physical qubits $(1, \ldots, \eta)$ and the virtual orbitals to the last $n - \eta$ physical qubits $(\eta + 1, \ldots, n)$. We have a 2-complete swap network on the occupied orbitals. In between every swap layer thereof, we do a 2-complete swap network on the virtual orbitals. For every pair of occupied orbitals and every pair of virtual orbitals, there is a layer in this composite network such that the pairs are simultaneously adjacent. Thus, if we then insert a final 2-swap network with appropriate partitions at every layer, then every set of 2 occupied orbitals and 2 virtual orbitals will be adjacent at some point and a 4-local gate can be implemented on them. There swap depth of just the 2-complete swap networks is $\eta(n-\eta+1) \tau_2 = \Theta(\eta n)$. Before each one, a 2-swap network is inserted with an average depth of $(n+2)(3\tau_2 + \tau_4) = \Theta(n)$. Overall, this yields the claimed $\Theta(\eta n^2)$ depth. The coefficient of the leading term in the depth can be halved by accounting for the fact that we are typically interested in implementing only those excitations that are spin-preserving. If we initially order the spin orbitals within the sets of occupied and virtual orbitals by $\uparrow, \downarrow, \downarrow, \uparrow, \uparrow, \ldots$, then the parity of the spins of the pairs of orbitals acquainted in each layer of the 1-swap networks alternates, and we only need to do a bipartite 2-swap network when the spin parities of the layers of the two sets coincide.

A more general version of the unitary coupled cluster ansatz is obtained by allowing excitations between any pair of orbitals. Rather than the cluster operators given in Equation 4.10, we use

$$
T_1 = \sum_{p,q} t_{p}^{q} a_{p}^{\dagger} a_{q}^{\dagger} a_{p},
$$

$$
T_2 = \sum_{p,q,r,s} t_{p,q}^{r,s} a_{p}^{\dagger} a_{q}^{\dagger} a_{r}^{\dagger} a_{s}^{\dagger},
$$

where the indices $p$, $q$, $r$, and $s$ are allowed to range over the entire set of orbitals (except that we often disallow excitations that do not preserve spin). It has been shown that the inclusion of these “generalized” singles and doubles greatly increases the ability of unitary coupled cluster to target the kind of strongly correlated states that pose the greatest challenge for quantum chemical calculations on a classical computer [103, 157]. A Trotter step for unitary
coupled cluster with generalized singles and doubles may be implemented by a straightforward application of the techniques for implementing 4-local gates described in Figure 4.5. That construction also yields the optimal scaling here, enabling the execution of all $\Theta(n^4)$ gates operations corresponding to the terms in Equation 4.11 using a circuit of depth $\Theta(n^3)$. One possibility for exploiting spin symmetry is as follows. Start with an initial mapping in which the orbitals of one spin are mapped to the first half of the physical qubits and those of the other spin to the second half. Then apply the quartic swap network to each half of the qubits in parallel, thus acquainting all sets of four orbitals with the same spin. Then apply a double bipartite swap network, of the sort used for UCCSD, to acquaint every set of four orbitals such that there are two orbitals of each spin.

As a final example of the utility of a swap network approach to circuit compilation, we describe the implementation of a sparse version of the unitary coupled cluster operator with generalized singles and doubles recently developed by Lee et al. [103]. Rather than the full set of double excitations as in Equation 4.11, this variant of unitary coupled cluster uses only those double excitations that transfer two electrons with opposite spins from one spatial orbital to another. The resulting cluster operators,

\begin{align*}
T_1 &= \sum_{p,q,\alpha} t_{p,q}^{\alpha} a_{q\alpha}^\dagger a_{p\alpha}, \\
T_2 &= \sum_{p,q} t_{p,q}^{\alpha\beta} a_{q\alpha}^\dagger a_{q\beta}^\dagger a_{p\alpha} a_{p\beta}
\end{align*} (4.12)

contain only $\Theta(n^2)$ terms and can be implemented in $\Theta(n)$ depth using the approach detailed below.

Recall our prior observation that, throughout the execution of a complete 1-swap network, every pair of logical qubits that is initially at distance 2 from each other will remain so. Furthermore, every such pair of logical qubits will become adjacent to every other pair. Therefore we begin by ordering the fermionic modes $(1 \uparrow, 2 \uparrow, 1 \downarrow, 2 \downarrow, 3 \uparrow, 4 \uparrow, 3 \downarrow, 4 \downarrow, \ldots)$. Then, by executing a 2-complete swap network, we bring the fermionic modes involved in each of the 2-local and 4-local terms in Equation 4.12 adjacent to each other at some point. We show an example for $n = 8$ in Figure 4.7 below.

### 4.7 Instance-independent embedding for quantum annealing

Quantum annealing is an alternative model of quantum computation for minimizing a classical pseudo-Boolean function $f : \{\pm 1\}^n \to \mathbb{R}$, in which the Hamiltonian is slowly changed from an initial Hamiltonian $H_{\text{init}}$ into the problem Hamiltonian $H_f$, whose ground state(s) we would like to find. Often, the desired Hamiltonian $H_f$ cannot be implemented directly on a physical quantum annealer due to limited connectivity. To overcome this limitation, each logical qubit in $H_f$ can be mapped to a connected set of physical qubits which are coupled
Figure 4.7: The swap network for a UpCCGSD operator (Equation 4.12) with four spatial orbitals. The initial assignment of spin orbitals to qubits is indicated; the important feature is that the two spin orbitals for each spatial orbital are assigned to qubits at distance 2 from each other. They then stay at distance 2 from each other throughout the evolution of the swap network (except temporarily at the edges). The swaps are exactly the same as in the standard 1-swap network, except that a layer of 4-local acquaintance opportunities is inserted before every other swap layer, allowing the four spin orbitals corresponding to a pair of spatial orbitals to be acquainted.

together with a ferromagnetic field that induces them to take on the same value. In the standard case in which $H_f$ is 2-local (i.e., $f$ is quadratic), it can be considered as a graph, and this mapping from logical to physical qubits as a minor embedding into the hardware graph. For example, Choi [43] gave a family of minor embeddings of the complete graph into a so-called Triad hardware graph (similar to the Chimera hardware graph used by D-Wave) in which the number of physical qubits scales quadratically with the number of logical qubits, which is optimal for bounded-degree hardware graphs. Zaribafiyian et al. [164] provide a deterministic embedding for Cartesian product graphs.

In practice, problem graphs of interest are usually much sparser than the complete graph, or the Cartesian product graphs, and so using an embedding for the complete graph is likely to use more physical qubits than necessary. Specifically, most problems run on the D-Wave quantum annealer make use of D-Wave’s heuristic embedding software [36]. Many
practitioners thus use instance-specific embeddings to maximize the use of scarce resources. The problem, however, is the difficulty of finding such instance-specific embeddings. An approach similar to the one we used for quantum circuits can be taken. Instead of using an embedding of either the complete graph (which is trivial to find but resource-inefficient) or a single problem graph (which is harder to find but more resource-efficient), one can use an embedding of a “supergraph” of a class of problem graphs. Such an embedding can be found either manually or algorithmically, but in any case can be reused for any instance in the class with negligible marginal cost. This approach thus strikes a potentially valuable balance between the two existing marginal ones.

4.8 Lower bounds

The optimality of the complete swap network is easy to show. \( n(n-1)/2 \) logical gates are executed in \( n \) almost perfectly parallelized layers. In a reasonable accounting in which any 2-qubit gate on adjacent qubits can be done in unit time, the logical qubits and swaps can be combined into one. However, for more complicated cases the reasoning becomes more involved. This section gives some methods for lower bounding the depth of solutions to the (unordered) circuit embedding problem. In particular, the lower bounds are on the depth of the 2-qubit swaps only, i.e., the “swap depth”. For a bounded-degree physical graph and bounded-locality logical graph, the logical gates that can be executed with a single, fixed mapping of logical to physical qubits, i.e., that after an swap layer, can be executed in \( O(1) \) depth. In such cases, which comprise almost all of practical interest, exact lower bounds on the swap depth thus yield scaling lower bounds on the total depth.

4.8.1 Acquaintance time

Benjamini et al. defined [14] the acquaintance time of a graph \( G \), denoted \( \mathcal{AC}(G) \) as follows. Consider placing an agent at each vertex of the graph and a series of matchings \(^1\) of the graph. Each matching corresponds to simultaneously swapping the agents on the vertices of each edge. Such a a sequence of matchings of \( G \) is a strategy for acquaintance in \( G \) if every pair of agents are adjacent in the graph \( G \) at least once. The acquaintance time is the number of rounds (matchings) in the shortest strategy for acquaintance (and is finite if and only if the graph is connected).

This notion of strategies for acquaintance is a useful if limited abstraction for compiling quantum circuits around geometric constraints. As is, a strategy for acquaintance corresponds to a compilation of all 2-local gates in a hardware graph \( G \), with agents corresponding to logical qubits, vertices corresponding to physical qubits, and edges of matchings to swap gates. A gate between two logical qubits can be implemented at any point that that they can become “acquainted”. This level of abstraction has the advantage and disadvantage that it disregards the exact nature of the gates. This makes it extremely general but also

\(^1\)A matching is a set of mutually disjoint edges of a graph.
constructions within it somewhat approximate. For example, in a strategy for acquaintance, it is permissible for an agent to become acquainted with more than one other agent in a single round, while the corresponding 2-local gates would need to be implemented sequentially.

Nevertheless, known results about acquaintance times \([4, 14]\) can be interpreted in the context of quantum circuit embedding. For example, that the acquaintance time of the path graph \(P_n\) is \(n - 2\) provides an alternative proof of the optimality of the complete linear 1-swap network. Interestingly, the acquaintance time of the barbell graph \(B_n\) (two fully connected halves connected by a single edge) is also \(n - 2\). Generally, it is known that for a graph \(G\) of maximum degree \(\Delta\), \(\mathcal{AC}(G) = \min\{O(n^2/\Delta), 20\Delta n\}\), which in particular implies that for any graph \(\mathcal{AC}(G) = O(n^{3/2})\). There are also hardness results: \(\mathcal{AC}(G)\) is NP-hard to approximate within a multiplicative factor of 2 or within any additive constant factor.

A strategy for acquaintance as defined above requires that every pair of agents become acquainted. However, it will often be the case that we care only about certain pairs of agents, or larger-sized sets of agents. We now define a generalization of acquaintance time that may be of value in finding lower bounds in such cases. Let \(H\) be the hypergraph whose vertices correspond to the agents and whose hyperedges correspond to the sets of agents that we would like to acquaint. We can then define a strategy for \(H\)-acquaintance in \(G\) as an initial (injective) mapping \(\sigma\) of the vertices of \(H\) to the vertices of \(G\) and a sequence of matchings as above such that, for every edge \(\{i_1, \ldots, i_k\}\) of \(H\), if agent \(i_1\) is placed on vertex \(\sigma(i_1)\) in \(G\), \(i_2\) on vertex \(\sigma(i_2)\), and so on, then the set of agents \(\{i_1, \ldots, i_k\}\) can be acquainted at some point. Whether a set of agents can be acquainted given their locations on the vertices of \(G\) can be specified in one of two ways. In the first case, \(G\) itself is a hypergraph and the agents can be acquainted if their positions \(\{\sigma_t(i_1), \ldots, \sigma_t(i_2)\}\) are a hyperedge of \(G\), where \(\sigma_t(i)\) is the location of agent \(i\) after \(t\) rounds. In the alternative, \(G\) is a simple graph, and the agents can be acquainted if their positions form a connected subgraph of \(G\). The latter is closer to our application of strategies for acquaintance: the physical graph \(G\) specifies on which pairs of qubits a 2-qubit gate can be applied, and higher-locality gates are decomposed using such 2-qubit gates. The \(H\)-acquaintance time of \(G\), denoted \(\mathcal{AC}_H(G)\) then is the minimal size of a strategy for \(H\)-acquaintance in \(G\). Note that this definition does not assume that \(|V(H)| = |V(G)|\).

### 4.8.2 Circuit embeddings as minor embeddings

This section assumes that the reader is familiar with the basic ideas of graph minor embeddings and treewidth; see Klymko et al. \([101]\) for a brief introduction to these ideas in a related context. All graphs in this section will be assumed to have edges of size 2.

Consider a strategy for \(G\)-acquaintance in \(\Gamma\) with \(d\) rounds. Let \(H = \Gamma \boxtimes P_{d+1}\) be the strong product of \(\Gamma\) and the path graph on \(d + 1\) vertices. That is,

\[
V(H) = \{(v, t) | v \in V(\Gamma), t \in \{0, \ldots, d\}\},
\]

\[
E(H) = \{((v, t), (v', t')) | v = v' \lor \{v, v'\} \in E(\Gamma), |t - t'| \leq 1\}.
\]
Figure 4.8: A 2-round strategy for $K_4$-acquaintance in $P_4$ as a minor embedding of $K_4$ into $P_4 \boxtimes P_3$. Each set of solid points and lines of a given color indicates a vertex model. Each bi-colored dashed line indicates an edge model. Solid gray lines indicate unused edges of $P_4 \boxtimes P_3$.

The strategy for $G$-acquaintance in $\Gamma$ can be interpreted as a graph minor embedding of $G$ into $H$ as follows. Figure 4.8 shows an example for $G = K_4$ and $\Gamma = P_4$. The “agents” are the vertices of $G$. The vertex model of $v \in G$ is the set of vertices $\{(\sigma_t(v), t) | t \in \{0, \ldots, d\}\} \subset V(H)$ corresponding to the series of assignments of $v$ to vertices of $\Gamma$. Note that this vertex model is connected (indeed, a simple path) and that the vertex models of distinct vertices are disjoint, by the properties of an acquaintance strategy. The edge model of an edge $\{v, w\} \in E(G)$ is $\{(\sigma_t(v), t), (\sigma_t(w), t)\} \in E(H)$ for some round $t$ in which the vertices $v$ and $w$ are assigned to adjacent vertices of $\Gamma$. For any graphs $A$ and $B$, if $A$ is a minor of $B$, then $pw(A) \leq pw(B)$ and $tw(A) \leq tw(B)$, because any path or tree decomposition for $B$ can be converted into one for $A$ by edge-contracting the vertex models, without increasing the relevant width. In our case, we have shown that $G$ is a minor of $H = \Gamma \boxtimes P_{d+1}$ whenever
there exists a \( d \)-round strategy for \( G \)-acquaintance in \( \Gamma \). Therefore,

\[
pw(G) \leq pw(\Gamma \boxtimes P_{\mathcal{AC}(\Gamma)+1}),
\]

(4.15)

and similarly for treewidth.

We show now that, for an arbitrary graph \( G \) on \( n \) vertices, the pathwidth \( pw(G) \) is at most about one more than the \( G \)-acquaintance time in the path graph \( P_n \),

\[
pw(G) \leq 2 \left\lceil \frac{\mathcal{AC}(P_n)}{2} \right\rceil + 1.
\]

(4.16)

We do so by explicitly constructing a path decomposition of a graph from a strategy for \( G \)-acquaintance in \( P_n \). Consider such a strategy and let \( \sigma_t(v) \in P_n \) be the assignment of vertex \( v \in G \) after round \( t \). We can construct a path decomposition with \( n - 1 \) bags as follows. Each bag corresponds to an edge of \( P_n \) and contains all the vertices of \( G \) that are assigned to an vertex of \( P_n \) adjacent to \( e \). The bags form the path graph \( P_{n-1} \) corresponding to the line graph of \( P_n \). Each bag can contain at most \( 2 \lceil d/2 \rceil + 2 \) vertices, where \( d \) is the number of rounds in the strategy for \( G \)-acquaintance. Lastly, the number of rounds in the strategy is at least the minimum number of rounds \( \mathcal{AC}(P_n) \) and the pathwidth of the graph is at most the width of this decomposition, yielding the desired inequality.

One application of this inequality is yet another lower bound on the swap depth of a complete swap network. Equation 4.16 and the fact that \( pw(K_n) = n - 1 \) imply that

\[
pw(K_n) = n - 1 \leq 2 \left\lceil \frac{\mathcal{AC}(P_n)}{2} \right\rceil + 1 \quad (4.17)
\]

\[
\Rightarrow \quad \frac{n}{2} - 1 \leq \left\lceil \frac{\mathcal{AC}(P_n)}{2} \right\rceil \quad (4.18)
\]

\[
\Rightarrow \quad \mathcal{AC}(P_n) \geq \begin{cases} 
  n - 2, & n \text{ odd}, \\
  n - 3, & n \text{ even}.
\end{cases} \quad (4.19)
\]

Note that Equation 4.16 is not necessarily tight for arbitrary graphs. For example, consider the star graph \( S_k \) for large \( k \). It has pathwidth \( 1 \), but the minimum swap circuit depth is \( \Omega(k) \). More generally, caterpillar graphs exemplify the looseness of the above bound for the same reason; the minimum depth of a swap circuit for any graph scales linearly with the degree of the graph.

### 4.9 Use case: Non-Orthogonal Variational Quantum Eigensolver

In Ref. 91, we used the swap network for the UpCCGSD ansatz as part of an extension to VQE that we called the Non-orthogonal Variational Quantum Eigensolver (NOVQE). NOVQE

\footnote{Consider the decomposition in which there is a bag for each leaf containing that leaf and the internal vertex.}
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\[ N_p \] Primitive basis functions in diagonal basis
\[ N_a \] Functions in compact active space basis
\[ N_b \] Blocks in the DG basis
\[ n_\kappa \] Functions in DG block \( \kappa \)
\[ N_d \] Total DG functions, \((\sum_\kappa n_\kappa)\)

Figure 4.9: Compact description of the notation used throughout this chapter in counting basis functions in different representations for the electronic structure problem. Here discontinuous Galerkin (DG) is the block basis we construct from primitive functions to represent the active space orbitals with a block diagonal Hamiltonian representation.

is essentially a way of increasing the expressiveness of an ansatz in a way that outweighs the slight additional overhead in circuit size and depth. Combining the efficiency of the swap network for UpCCGSD with some additional compilation tricks in the implementation of NOVQE leads to a variational method that can get within chemical accuracy for (small) strongly correlated systems with relatively short and small quantum circuits. The main idea is take a single ansatz (such as UpCCGSD), denoted by \( |\psi(\theta)\rangle \), and extend it to an ansatz of the form

\[
|\psi(c, \Theta)\rangle = \sum_{i=1}^{M} c_i |\phi(\theta_i)\rangle ,
\]

where \( c = (c_1, \ldots, c_M) \) and \( \Theta = (\theta_1, \ldots, \theta_M) \), i.e., a linear combination of “primitive” ansatz states. In general, these constituent primitive ansatz states are non-orthogonal, hence the name. Crucially, we can evaluate the energy of the “composite” ansatz with relatively little overhead compared to the resources needed for the primitive ansatzes. Specifically, by using the preparation circuits for two primitive ansatz states \( |\phi(\theta_i)\rangle \) and \( |\phi(\theta_j)\rangle \) in parallel and just two single-qubit-controlled swaps of the registers, we can estimate both the overlap \( \langle \phi(\theta_i)|\phi(\theta_j)\rangle \) and the matrix element \( \langle \phi(\theta_i)|H|\phi(\theta_j)\rangle \). By solving a generalized eigenvalue problem within the space spanned by \( \{|\phi(\theta_i)\rangle : 1 \leq i \leq M\} \), we can then find the coefficients \( c \). (See Ref. 91 for details.)

### 4.10 Block-diagonal Hamiltonians

This section is excerpted from Ref. 114 with slight modifications. See Fig. 4.9 for an overview of notation used throughout this section.

#### 4.10.1 Discontinuous Galerkin discretization

At a high level, we construct the block-diagonal basis by fitting spatially connected blocks of the primitive basis set to the active basis set, while preserving the properties of the primitive basis set. We therewith interpolate between the primitive basis set and the active basis set.
We will refer to the general class of basis sets that achieve both completeness in some limit and have the diagonal property as primitive basis sets.

Our goal is to systematically compress the active basis set \( \{ \varphi_p(r) \}_{p=1}^{N_a} \) into a set of orthonormal basis functions partitioned into elements (groups), so that basis functions associated with different elements have mutually disjoint support. Assume that the index set \( \Omega = \{1, \ldots, N_p\} \) can be partitioned into \( N_b \) non-overlapping index sets \( \mathcal{K} = \{ \kappa_1, \kappa_2, \ldots, \kappa_{N_b} \} \),

\[
\mathcal{K} = \{ \kappa_1, \kappa_2, \ldots, \kappa_{N_b} \}, \tag{4.21}
\]

so that \( \cup_{\kappa \in \mathcal{K}} \kappa = \Omega \). Then the matrix \( \Phi \) can be partitioned into \( N_b \) blocks \( \Phi_\kappa := [\Phi_{\mu p}]_{\mu \in \kappa} \) for \( \kappa \in \mathcal{K} \). Performing the singular value decomposition for \( \Phi_\kappa \),

\[
\Phi_\kappa \approx U_\kappa S_\kappa V_\kappa^\dagger, \tag{4.22}
\]

where \( U_\kappa \) is a matrix with orthonormal columns corresponding to the leading \( n_\kappa \) singular values up to some truncation tolerance \( \tau \), we obtain our compressed basis

\[
\phi_{\kappa,j}(r) = \sum_{\mu \in \kappa} \chi_\mu(r)(U_\kappa)_{\mu,j}. \tag{4.23}
\]

The basis set is adaptively compressed with respect to the given set of basis functions, and are locally supported (in a discrete sense) only on a single index set \( \kappa \). In the absence of SVD truncation, we clearly have \( \text{span}\{\varphi_p\} \subseteq \text{span}\{\phi_{\kappa,j}\} \). We refer to this basis set \( \{\phi_{\kappa,j}\} \) as the DG basis set. Note that each DG basis function \( \phi_{\kappa,j} \) is a linear combination of primitive basis functions which are themselves continuous, so \( \phi_{\kappa,j} \) is also technically continuous in real space. In fact, \( \phi_{\kappa,j} \) might not be locally supported in real space if each primitive basis function \( \chi_p \) is delocalized. When the primitive basis functions are localized, \( \phi_{\kappa,j} \) can be very close to a discontinuous function. When computing the projected Hamiltonian, we do not need to evaluate the surface terms in the DG formalism. If we form a block diagonal matrix

\[
U = \text{diag}[U_1, \ldots, U_{N_b}], \tag{4.24}
\]

the total number of basis functions is thus \( N_d := \sum_{\kappa \in \mathcal{K}} n_\kappa \). We remark that the number of basis functions \( n_\kappa \) can be different across different elements.

To facilitate the complexity count below we may, without loss of generality, assume that \( n_\kappa \) is a constant and that \( N_d = N_b n_\kappa \). Then we have defined a new set of creation and annihilation operators

\[
\hat{c}^\dagger_{\kappa,j} = \sum_\mu \hat{b}^\dagger_{\mu}(U_\kappa)_{\mu,j}, \quad \hat{c}_{\kappa,j} = \sum_\mu \hat{b}_{\mu}(U_\kappa)_{\mu,j}, \tag{4.25}
\]

with \( \kappa = 1, \ldots, N_b \) and \( j = 1, \ldots, n_\kappa \) that correspond to the DG basis set.
Unlike the general case, the basis set rotation in Eq. (4.25) is restricted to each element $\kappa$. We readily obtain the projected Hamiltonian in the DG basis as

$$ \hat{H}^{(d)} = \sum_{\kappa,\kappa';j,j'} h^{(d)}_{\kappa,\kappa';j,j'} \hat{c}^\dagger_{\kappa,j} \hat{c}_{\kappa',j'} + \frac{1}{2} \sum_{\kappa,\kappa';i,i';j,j'} v^{(d)}_{\kappa,\kappa';i,i';j,j'} \hat{c}^\dagger_{\kappa,i} \hat{c}^\dagger_{\kappa',i'} \hat{c}_{\kappa',j'} \hat{c}_{\kappa,j}. $$

(4.26)

The matrix elements are

$$ h^{(d)}_{\kappa,\kappa';j,j'} = \sum_{\mu\nu} (\overline{U}_{\kappa})_{\mu j} h^{(p)}_{\mu\nu} (U_{\kappa'})_{\nu j'}. $$

(4.27)

and

$$ v^{(d)}_{\kappa,\kappa';i,i';j,j'} = \sum_{\mu\nu} (\overline{U}_{\kappa})_{\mu i} (\overline{U}_{\kappa'})_{\nu i'} v^{(p)}_{\mu\nu} (U_{\kappa})_{\nu j} (U_{\kappa'})_{\mu j'}. $$

(4.28)

In general, the one-body matrix $h^{(d)}$ can be a full dense matrix, but the two-body tensor $v^{(d)}$ always takes a "block diagonal" form in the following sense (it has a specific sparsity pattern). In principle, the two-body interaction in the DG basis set should take the form

$$ \frac{1}{2} \sum_{\kappa,\kappa';\lambda,\lambda'} v_{\kappa,i;\kappa',i';\lambda,j;\lambda',j'} \hat{c}^\dagger_{\kappa,i} \hat{c}^\dagger_{\kappa',i'} \hat{c}_{\lambda',j'} \hat{c}_{\lambda,j}. $$

(4.29)

Compared to Eq. (4.26), we find that

$$ v_{\kappa,i;\kappa',i';\lambda,j;\lambda',j'} = v^{(d)}_{\kappa,\kappa';i,i';j,j'} \delta_{\kappa\lambda} \delta_{\kappa'\lambda'}. $$

(4.30)

In other words, $v$ can be viewed as a block diagonal matrix with respect to the grouped indices $(\kappa\kappa', \lambda\lambda')$.

We remark that the convergence of the DG basis set is independent of the choice of the primitive basis set so long as the primitive basis has sufficient degrees of freedom to form a good approximation to the active space functions of interest. At the end of this adaptive procedure, we expect the number of elements in the Hamiltonian to scale as $O(N_b^2 n^4_\kappa)$. However, we expect the number of basis functions required to reach a fixed accuracy within a block (i.e., $n_\kappa$) to be bounded by a constant as system size grows, and the scaling with system size becomes $O(N_b^2)$. We substantiate the rapid asymptotic convergence of $n_\kappa$ for real systems later in this work; however, simple arguments from spatial locality and basis set completeness lead to the same conclusion.

### 4.10.2 Swap networks for block diagonal Hamiltonians

In the first work using a strictly diagonal basis in quantum computing for chemistry [11], the ability for quantum computers to perform fast Fourier transforms on quantum wavefunctions was exploited to capitalize on the representational advantages of being in either the plane wave...
basis or its Fourier-transformed dual. That method was originally restricted to Hamiltonians with that particular structure in the coefficients, similar to split-operator Fourier transform methods used in classical simulation of quantum systems. However, it was soon realized that the structure of any diagonal Hamiltonian could be similarly exploited. This generalization used a linear, fermionic swap network to achieve perfect parallelization of a Trotter step with depth that scales linearly in the number of orbitals [100], even when gates are restricted to act on nearest neighbors of a line of qubits.

Fermionic swap networks are analogous to sorting networks from traditional computer science except built upon the primitive of the fermionic swap operation,

\[
\hat{f}_{pq}^{\text{swap}} = 1 + \hat{a}_p^{\dagger} \hat{a}_q + \hat{a}_q^{\dagger} \hat{a}_p - \hat{a}_p^{\dagger} \hat{a}_q - \hat{a}_q^{\dagger} \hat{a}_p,
\]

(4.31)

\[
\hat{f}_{pq}^{\text{swap}} \hat{a}_p^{\dagger} (\hat{f}_{pq}^{\text{swap}})^{\dagger} = \hat{a}_q^{\dagger},
\]

(4.32)

where \(\hat{f}_{pq}^{\text{swap}}\) is the fermionic swap that swaps the labeling of modes. The fermionic swap operation was introduced in [33] and also studied in the context of tensor networks. The difference between such a swap and a traditional swap is that by swapping fermionic modes
instead of assignments to qubits, non-local parity strings used to enforce the fermionic anti-commutation relations can be avoided.

The basic idea of the linear swap network is to fermionic swap all neighboring qubits, interact them with their current neighbors, and repeat until all qubits have interacted with each other. Since the introduction and use of these linear fermionic swap networks in quantum algorithms, they have been generalized for use in non-diagonal Hamiltonians with some overhead. For example, the quantum chemistry Hamiltonian can be decomposed into a sum of diagonal Hamiltonians (each in a rotated basis) using techniques similar to Cholesky or density fitting methods, where each diagonal Hamiltonian can then be implemented in sequence \[121\].

For the general Hamiltonian in quantum chemistry, which is non-diagonal, a generalized swap network that works directly with such Hamiltonians was developed \[125\]. This network implements time steps for generic \(O(N^4_a)\) Hamiltonians in a time that scales as \(O(N^3_a)\), and we take advantage of it here with specializations for the block diagonal structure. To implement a Trotter step of the Hamiltonian, the swap network dynamically updates the mapping from qubits to orbitals so that for each term in the Hamiltonian, the involved orbitals are mapped to adjacent qubits. We say that a swap network “acquaints” a set of orbitals when it brings them together at some point in this way, and represent that point by an empty box in the circuit diagrams, which acts as a placeholder for the logical gate to be executed there. Prior work utilizing swap networks has applied them to two extremal regimes with respect to the structure of the two-electron terms in the Hamiltonian: the strictly diagonal case, which can be implemented with \(O(N^p_\kappa)\) depth \[100\]; and the fully general case, which can be implemented in \(O(N^3_a)\) \[125\]. Here we show how to interpolate between these to achieve \(O(N_b n^3_\kappa) = O(N_d n^2_\kappa)\) depth for block-diagonal Hamiltonians. (For simplicity, in this section we will assume that all blocks have the same size \(n_\kappa\), but the techniques generalize in a straightforward way to non-uniform block sizes.)

We focus on how to implement the quartic terms in the Hamiltonian (i.e., two-electron terms involving four distinct spin orbitals). The lower-order terms can be addressed with negligible additional resources by incorporating them into the quartic terms. The quartic terms in the block-diagonal Hamiltonian satisfy the following properties:

1. Two orbitals are from one block \(\kappa\) and two orbitals are from another block \(\kappa'\) (or all four from the same block when \(\kappa = \kappa'\)).

2. The orbital spins have even parity (i.e., all up, all down, or two and two).

We will exploit both of these properties in constructing our swap network, which uses primitives originally designed for implementing unitary coupled cluster \[125\].

Figure 4.10 shows the overall swap network. Initially, the orbitals are arranged on the line in lexicographical ordering; only the block index \(\kappa\) and spin are indicated for concision. The logic of the strategy is as follows:

1. The first layer acquaints all sets of four spin orbitals within each block in which all four orbitals have the same spin. This is achieved by a “4-complete” swap network on
each half-block of orbitals, denoted by $K_{n/2}^4$ because the sets of orbitals it acquaints correspond to the edges of a complete 4-uniform hypergraph; it has depth $O(n^3)$. Note that the edges of the complete $k$-uniform hypergraph $K_n^k$ on $n$ are the $\binom{n}{k}$ sets of $k$ vertices. The “uniform” qualifier indicates that all of the hyperedges have the same number of vertices. See Ref. 125 for details.

2. The second layer acquaints all sets of four spin orbitals within each block in which two orbitals have spin up and the other two have spin down. This is achieved by a “double bipartite” swap network on each block in depth $O(n^3)$; see Figure 4.12.

3. The third layer permutes, in $O(n_\kappa)$ depth, the orbitals within each block in preparation for the inter-block acquaintances to follow.

4. The rest of the strategy consists of $N_b$ alternating layers that acquaint pairs of parts. In each layer, each block of qubits is paired up with an adjacent one and a “balanced double bipartite” swap network is executed on the pair of blocks; see Figure 4.13. Each balanced double bipartite swap network acquaints the sets of four orbitals containing two from each block and with even (“balanced”) spin parity. This also has the effect of swapping the blocks, so overall a balanced double bipartite swap network is applied to every pair of blocks. Each double bipartite swap network has depth $O(n_\kappa^3)$.

Overall, the depth is $O(N_b n_\kappa^3)$, dominated by the latter swap networks that effect the inter-block interactions. The components of this approach are explained in more detail below.

### 4.10.3 Swap network sub-circuits

In this section, we give some more detail about the components of the swap network described in Section 4.10.2. Recall the structure of the overall swap network:

1. A 4-complete swap network within each half-block. This acquaints all sets of 4 orbitals with the same spin and within each block.

2. A double bipartite swap network on each block. This acquaints all sets of 4 orbitals with no net spin and within each block. Details of the construction are given in Figure 4.12.

3. A permutation within each block. This changes the orbital to qubit mapping in preparation for the next stage.

4. Alternating layers of balanced double bipartite swap networks. Each balanced double bipartite swap network acquaints, for some pair of blocks, all sets of 4 orbitals with an even number of each spin and with two orbitals from each block. The $N_b$ alternating layers ensure that every pair of blocks is involved together in some balanced double bipartite swap network. Details of the construction of a double bipartite swap network are given in Figure 4.13.
Figure 4.11: Notation and decomposition for a $\mathcal{P}$-swap network with partition sizes $(1,2,1,2,2)$. A $\mathcal{P}$-swap network for a partition $(P_1, P_2, \ldots, P_{|\mathcal{P}|})$ of the qubits $\bigcup_i P_i$ acquaints every union of a pair of parts, i.e., $\{P \cup P' | P, P' \in \mathcal{P}\}$. At a high level, the structure is similar to that of the simple linear swap network, except that instead of single qubits being swapped, groups are (i.e., the parts of the partition $\mathcal{P}$). There are $|\mathcal{P}|$ layers of generalized swap gates, each of which swaps sets of qubits. For more details, see [125].
Figure 4.12: Construction of the double bipartite swap network, with parts of size 4. The top half of the top circuit contains the same swap gates as a linear swap network but with additional acquaintance opportunities. In the bottom half of the top circuit are 4 linear swap networks in a row, one for each acquaintance layer of the linear swap network in the top half, which is copied for each acquaintance layer of the bottom half. Overall, for every set of four orbitals consisting of two from the top part and two from the bottom part, there is a layer in the circuit in which both pairs are simultaneously acquainted. The bottom circuit, depicting the double bipartite swap network, is formed by replacing each such acquaintance layer in the top circuit with a $\mathcal{P}$-swap network, where a pair of qubits acquainted in the top circuit corresponds to a part of the partition $\mathcal{P}$. The $\mathcal{P}$-swap network acquaints the union of each pair of pairs; see Fig. 4.11. The final gate ensures that overall effect is to shift the parts.
Figure 4.13: Construction of the balanced double bipartite swap network. Similar to the double bipartite swap network, except that pairs of orbitals from each part are only acquainted when their spins have the same parity. The spins of the orbitals in the initial mapping of qubits to orbitals are indicated in the top left.
Chapter 5

Classical optimization and quantum computing

This chapter contains a brief summary of work by my collaborators and me at the intersection of classical optimization and quantum computation. It primarily consists of quantum algorithms (both rigorous and heuristic) for solving classical optimization problems.

5.1 Quantum Alternating Operator Ansatz

This section describes a framework my collaborators and I introduced in Refs. 78 and 77 that generalizes the Quantum Approximate Optimization Algorithm, one of the most popular heuristic quantum algorithms for classical optimization. The text is mostly mostly excerpted from Ref. 77, with some modification. See Ref. 77 for detailed examples of mappings and a compendium with brief descriptions of mappings for a diverse array of problems.

5.1.1 Introduction

Today, challenging computational problems arising in the practical world are frequently tackled by heuristic algorithms. These algorithms are empirically shown to be effective, but they have not been analytically proven to be the best approach, or even to outperform the best approach of the previous year. Until recently, empirical investigation of quantum algorithms has been limited to tiny problems, given the typically exponential overhead of simulating quantum algorithms on classical processors. As prototype quantum hardware emerges that enables experimentation beyond what is reachable by even the world’s largest supercomputers, we come into a new era for quantum heuristic algorithms.

One of the most popular heuristics is Farhi et al.’s quantum approximate optimization algorithm, a quantum gate-model meta-heuristic which alternates between applying unitaries drawn from two families, a cost function based unitary family $U_P(\gamma) = e^{-i\gamma H_f}$ and a family of mixing unitaries $U_M(\beta) = e^{-i\beta H_B}$, for some fixed cost function based Hamiltonian $H_f$
and some fixed mixing Hamiltonian $H_B$. Here, we formally describe a quantum alternating operator ansatz (QAOA), extending the approach of Farhi et al. [62] to allow alternation between more general families of operators. This ansatz supports the representation of a much more varied, and potentially more useful, set of states than the original formulation. Our extension is particularly useful for situations in which the feasible subspace is smaller than the full space, such as when the optimization is over solutions that must satisfy hard constraints. Intuitively, mixing operators that restrict the search to the feasible subspace should result in better-performing algorithms. Our expansion includes families of mixing operators $U_M(\beta)$ that cannot be expressed, as a family, as $e^{-i \beta H_B}$ for a fixed mixing Hamiltonian $H_B$. As we shall see, expanding the design space of families of one-parameter mixing operators allowed enables the ansatz to support more efficiently implementable mixers than was possible in the original framework. More efficient implementation enables earlier experimental exploration of an alternating operator approach, in the spirit of the quantum approximate optimization algorithm, to a wide variety of approximate optimization, exact optimization, and sampling problems.

We reworked the original acronym so that "QAOA" continues to apply to both prior work and future work to be done in this more general framework. More generally, the reworked acronym refers to a set of states representable in a certain form, and so can be used without confusion in contexts other than approximate optimization, e.g., exact optimization and sampling. (Incidentally, this reworking also removes the redundancy from the now commonly-used phrase “QAOA algorithm”.) The class QAOA$_p$ consists of level-$p$ QAOA circuits, in which there are $p$ iterations of applying a classical Hamiltonian (derived from the cost function) and a mixing Hamiltonian. The $2p$ parameters of the algorithm specify the durations for which each of these two Hamiltonians are applied.

We comment here on the relation between these mappings and those for non-gate-model quantum computing, such as quantum annealing (QA). Because current quantum annealers have a fixed driver (the mixing Hamiltonian in the QA setting), all problem dependence must be captured in the cost Hamiltonian on such devices. The general strategy is to incorporate the hard constraints as penalty terms in the cost function and then convert the cost function to a cost Hamiltonian [19, 76, 108, 136]. However, this approach means that the algorithm must search a much larger space than if the evolution were confined to feasible configurations, making the search less efficient than if it were possible to constrain the evolution. This issue, and other drawbacks, led Hen and Spedalieri [85] and Hen and Sarandy [84] to suggest a different approach for adiabatic quantum optimization (AQO), in which the standard driver is replaced by an alternative driver that confines the evolution to the feasible subspace. Their approach resembles a restricted class, H-QAOA (defined below), of QAOA algorithms. While some of our mappings, e.g., H-QAOA mappings of graph coloring, graph partitioning, and not-all-equal 3-SAT, are close to those in Refs. 84, 85, other mappings we describe, including for these problems, are quite different and take advantage of the more general families of mixers supported by this ansatz. Indeed, while QAOA mappings are different from quantum annealing mappings, with most of the design effort going into the mixing operator rather than the cost function based phase separator, QAOA algorithms, like QA and AQO, but
unlike most other quantum algorithms, are relatively easy for people familiar with classical computer science but not quantum computing to design, as we illustrate here.

Prior work suggests the power and flexibility of QAOA circuits. Farhi et al. [63] exhibited a QAOA$_1$ algorithm that beat the existing best approximation bound for efficient classical algorithms for the problem E3Lin2, only to inspire a better classical algorithm [12]. Jiang et al. [93] demonstrated that the class of QAOA circuits is powerful enough to obtain the $\Theta(\sqrt{2^n})$ query complexity on Grover’s problem and also provided the first algorithm within the QAOA framework to show a quantum advantage for a finite number of iterations greater than two. Farhi and Harrow [64] proved that, under reasonable complexity assumptions, the output distribution of even QAOA$_1$ circuits cannot be efficiently sampled classically. Yang et al. [163] proved that for evolution under a Hamiltonian that is the weighted sum of Hamiltonian terms, with the weights allowed to vary in time, the optimal control is (essentially always) bang-bang, i.e., constant magnitude, of either the maximum or minimum allowed weight, for each of the terms in the Hamiltonian at any given time. Their work implies that QAOA circuits with the right parameters are optimal among Hamiltonians of the form $H(s) = (1 - f(s))H_B + f(s)H_C$, where $f(s)$ is a real function in the range $[0, 1]$. It remains an open question whether QAOA provides a quantum advantage over classical algorithms for approximate optimization, either in terms of the quality of approximate solution returned, or the speed of achieving such an approximation.

Since the publication of this work, the approach we proposed to deal with constrained optimization problems has been applied to a benchmarking study on graph-coloring problems [154] and a protein-folding optimization problem [66]. QAOA also provides a viable platform to study quantum circuit compilation to realistic architectures [61, 102, 151]. (See also Section 5.2.) Applications and extensions of QAOA beyond optimization include state preparation [88] and machine learning [128, 152]. A different approach in the setting of quantum walks to QAOA for constrained problems has recently been proposed [112], and very recently, Lloyd showed that the QAOA framework with a carefully constructed cost Hamiltonian can be made universal for quantum computation [107].

### 5.1.2 The Original Quantum Approximate Optimization Algorithm

We now give an overview of the original quantum approximation optimization algorithm proposed in Ref. 62.

Consider an unconstrained optimization problem on $n$-bit strings we seek to approximate. Given a problem instance, the algorithm is specified by two Hamiltonians $H_P$ and $H_M$, and $2p$ real parameters $\gamma_1, \ldots, \gamma_p, \beta_1, \ldots, \beta_p$. The main details are the following:

- The phase Hamiltonian $H_P$ encodes the cost function $f$ to be optimized, i.e., acts diagonally on $n$-qubit computational basis states as:

$$H_P |y\rangle = f(y) |y\rangle.$$
• The mixing Hamiltonian $H_M$ is the transverse field Hamiltonian:

$$H_M = \sum_{j=1}^{n} X_j,$$

where $X_j$ is the Pauli $X$ operator acting on the $j$th qubit. (The Pauli $X$ operator acts as a bit flip, i.e., $X|0\rangle = |1\rangle$ and $X|1\rangle = |0\rangle$.)

• The initial state is selected to be the equal superposition state of all possible solutions:

$$|s\rangle = \frac{1}{\sqrt{2^n}} \sum_{x} |x\rangle,$$

which is also the ground-state of $-H_M$ and is used similarly in AQO [62].

• A parameterized quantum state is created by alternately applying Hamiltonians $H_P$ and $H_M$ for $p$ rounds, where the duration in round $j$ is specified by the parameters $\gamma_j$ and $\beta_j$, respectively:

$$|\beta, \gamma\rangle = e^{-i\beta_p H_M} e^{-i\gamma_p H_P} \ldots e^{-i\beta_2 H_M} e^{-i\gamma_2 H_P} e^{-i\beta_1 H_M} e^{-i\gamma_1 H_P} |s\rangle.$$

• A computational basis measurement is performed on the state, which returns a candidate solution $y$ with probability $|\langle y | \beta, \gamma \rangle|^2$. With many repetitions of the above state preparation and measurement, the expected value of the cost function over the returned solution samples is given by

$$\langle f \rangle = \langle \beta, \gamma | H_P | \beta, \gamma \rangle,$$

which can be statistically estimated from the samples produced. (For a constraint satisfaction problem with $m$ constraints, from Chebyshev’s inequality it follows that an outcome achieving at least $\langle f \rangle - 1$ will be obtained with probability at least $1 - 1/m$ after $O(m^2)$ repetitions.)

• The above steps may then be repeated altogether, with updated sets of time parameters, as part of a classical optimization loop (such as gradient descent or other approaches) used to optimize the algorithm parameters with respect to an objective such as $\langle f \rangle$.

• The best problem solution found overall is returned.

A key to success for the algorithm is the selection or discovery of good values for the parameters $\gamma_1, \ldots, \gamma_p, \beta_1, \ldots, \beta_p$, which result in good approximate solutions. In some cases, where the analysis is tractable, such angles may be found analytically [93, 156]. Parameter setting strategies for QAOA and for the general class of variational quantum algorithms remains an active area of research [75, 116].

We now turn to our generalized QAOA framework, which is the main subject of this section.
5.1.3 The Quantum Alternating Operator Ansatz (QAOA)

Here, we formally describe the quantum alternating operator ansatz, extending the approach of Farhi et al. [62]. QAOA, in our sense, encompasses a more general class of quantum states that may be algorithmically accessible and useful. We focus here on the application of QAOA to approximate optimization, though it may also be used in exact optimization [93, 158] and sampling [64].

An instance of an optimization problem is a pair \((F, f)\), where \(F\) is the domain (set of feasible points) and \(f : F \to \mathbb{R}\) is the objective function to be optimized (minimized or maximized). Let \(\mathcal{F}\) be the Hilbert space of dimension \(|F|\), whose standard basis we take to be \(\{|x\rangle : x \in F\}\). Generalizing Reference [62], a QAOA circuit is characterized by two parameterized families of operators on \(\mathcal{F}\):

- A family of phase-separation operators \(U_P(\gamma)\) that depends on the objective function \(f\), and;
- A family of mixing operators \(U_M(\beta)\) that depends on the domain and its structure,

where \(\beta\) and \(\gamma\) are real parameters. Specifically, a QAOA circuit consists of \(p\) alternating applications of operators from these two families:

\[
Q_p(\beta, \gamma) = U_M(\beta_p)U_P(\gamma_p) \cdots U_M(\beta_1)U_P(\gamma_1).
\]  

(5.1)

This quantum alternating operator ansatz (QAOA) consists of the states representable as the application of such a circuit to a suitably simple initial state \(|s\rangle\):

\[
|\beta, \gamma\rangle = Q_p(\beta, \gamma) |s\rangle.
\]  

(5.2)

For a given optimization problem, a QAOA mapping of a problem consists of a family of phase-separation operators, a family of mixing operators, and a starting state. The circuits for the original quantum approximate optimization algorithm fit within this paradigm, with unitaries of the form \(e^{-i\gamma H_P}\) and \(e^{-i\beta H_M}\), with parameters \(\gamma\) and \(\beta\) indicating the time for which a fixed Hamiltonian is applied.

The domain will usually be expressed as the feasible subset of a larger configuration space, specified by a set of problem constraints. For implementation on expected near-term quantum hardware, each configuration space will need to be encoded into a subspace of a Hilbert space of a multiqubit system, with the domain corresponding to a feasible subspace of the configuration space. For each domain, there are many possible mixing operators. As we will see, using more general one-parameter families of unitaries enables more efficiently implementable mixers that preserve the feasible subspace. Given a domain, an encoding of its configuration space, a phase separator, and a mixer, there are a variety of compilations of the phase separator and mixer to circuits that act on qubits.

For any function \(f\), not just an objective (cost) function, we define \(H_f\) to be the quantum Hamiltonian that acts as \(f\) on basis states as:

\[
H_f |x\rangle = f(x) |x\rangle.
\]  

(5.3)
In prior work, the domain $F$ was the set of all $n$-bit strings, $U_P(\gamma) = e^{-i\gamma H_P}$, and $U_M(\beta) = e^{-i\beta H_M}$. Furthermore, with just one exception, the mixing Hamiltonian was $H_B = \sum_{j=1}^n X_j$. We used the notation $X_j$, $Y_j$, $Z_j$ to indicate the Pauli matrices $X$, $Y$, and $Z$ acting on the $j$th qubit. The corresponding parameterized unitaries are denoted by $X_j(\theta) = e^{-i\theta X_j}$ and similarly for $Y_j$ and $Z_j$. The one exception is Section VIII of Ref. 62, which discusses a variant for the maximum independent set problem, in which $F$ is the set of bitstrings corresponding to the independent sets of a graph, the phase separator depends on the cost function as above, and the mixing operator is $U_M(\beta) = e^{-i\beta H_B}$, where $H_B$ is such that:

$$
\langle x | H_B | y \rangle = \begin{cases} 
1, & x, y \in F \text{ and } \text{Ham}(x, y) = 1, \\
0, & \text{otherwise},
\end{cases}
$$

which connects feasible qubit computational basis states with unit Hamming distance (Ham). Section VIII of Ref. 62 does not discuss the implementability of $U_M(\beta)$. A closely related generalization of QAOA for problems with hard constraints based on quantum walks has recently been proposed [112]. However, row-computable feasibility oracles are required to enable mixing between feasible states, which are likely to be more expensive to implement in practice than the approach presented here.

We extended and formalized the approach of Section VIII of Ref. 62 with an eye to implementability, both in the short and long term. We also built on a theory developed for adiabatic quantum optimization (AQO) by Hen and Spedalieri [85] and Hen and Sarandy [84], though the gate-model setting of QAOA leads to different implementation considerations than those for AQO. For example, Hen et al. identified driver Hamiltonians of the form $H_M = \sum_{j,k} H_{j,k}$, where $H_{j,k} = X_j X_k + Y_j Y_k$, as useful in the AQO setting for a variety of optimization problems with hard and soft constraints; such mixers restrict the mixing to the feasible subspace defined by the hard constraints. Analogously, the unitary $U_M = e^{-i\beta H_M}$ meets our criteria, discussed in Section 5.1.3.1, for good mixing for a variety of optimization problems, including those considered in Refs. 84, 85. Since $H_{j,k}$ and $H_{i,l}$ do not commute when $\{|j, k\} \cap \{|i, l\} = 1$, compiling $U_M$ to two-qubit gates is nontrivial. One could Trotterize, but it may be more efficient and just as effective to use an alternative mixing operator, such as $U_M = e^{-i\beta H_{S_1}} \cdots e^{-i\beta H_{S_r}}$, where the pairs of qubits have been partitioned into $r$ subsets $\{S_i\}$ containing only disjoint pairs, motivating in part our more general ansatz.

We define as “Hamiltonian-based QAOA” (H-QAOA) the class of QAOA circuits in which both the phase separator family $U_P(\gamma) = e^{-i\gamma H_P}$ and the mixing operator family $U_M(\beta) = e^{-i\beta H_M}$ correspond to time evolution under some Hamiltonians $H_P$ and $H_M$, respectively. (In the example mappings to follow, we consider only phase separators $U_P(\gamma) = \sum_x e^{-i\gamma g(x)} |x\rangle \langle x|$, that correspond to classical functions and thus also correspond to time evolution under some (potentially nonlocal) Hamiltonians, though more general types of phase separators may be considered). We further define “local Hamiltonian-based QAOA” (LH-QAOA) as the subclass of H-QAOA in which the Hamiltonian $H_M$ is a sum of (polynomially many) local terms.

Before discussing design criteria, we briefly mention that there are obvious generalizations in which $U_P$ and $U_M$ are taken from families parameterized by more than a single parameter.
For example, in Ref. 61, a different parameter for every term in the Hamiltonian is considered. We only consider the case of one-dimensional families, given that it is a sufficiently rich area of study, with the task of finding good parameters $\gamma_1, \ldots, \gamma_p$, and $\beta_1, \ldots, \beta_p$ already challenging enough due to the curse of dimensionality [156]. A larger parameter space may support more effective circuits but increases the difficulty of finding such circuits by opening up the design space and making the parameter setting more difficult.

We remark that the quantum gate-model setting offers several advantages over Hamiltonian-based algorithms such as AQO and quantum annealing. Higher order ($k$-local) interactions may be compiled down to two-local gates, and compilations using SWAP gates [28, 151] enable the implementation of quantum operations between qubits that are non-neighboring in the physical hardware; indeed, locality and connectivity are both well-known bottlenecks for physical quantum annealing devices. In the longer term, once mature quantum hardware has been built, quantum error correction can be applied to robustly implement QAOA.

5.1.3.1 Design Criteria

Here, we briefly specify design criteria for the three components of a QAOA mapping of a problem. We expect that as exploration of QAOA proceeds, these design criteria will be strengthened and will depend on the context in which the ansatz is used. For example, when the aim is a polynomial-time quantum circuit, the components should have more stringent bounds on their complexity; without such bounds, the ansatz is not useful as a model for a strict subset of states producible via polynomially-sized quantum circuits. On the other hand, when the computation is expected to grow exponentially, a simple polynomial bound on the depth of these operators might not be reasonable. One example might be for exact optimization of the problems considered here; for these problems, the worst case algorithmic complexity is exponential, but it is worth exploring whether QAOA might outperform classical heuristics in expanding the tractable range for some problems.

**Initial state.** We require that the initial state $|s\rangle$ be *trivial* to implement, by which we mean that it can be created by a constant-depth (in the size of the problem) quantum circuit from the $|0\ldots0\rangle$ state. Here, we often take as our initial state a single feasible solution, usually implementable by a depth-1 circuit consisting of single-qubit bit-flip operations $X$. Because in such a case the initial phase operator only applies a global phase, we may want to consider the algorithm as starting with a single-mixing operator $U_M(\beta_0)$ to the initial state as a first step. In the quantum approximate optimization algorithm, the standard starting state $|+\cdots+\rangle$ is obtained by a depth-1 circuit that applies a Hadamard $H$ gate to each of the qubits in the $|0\ldots0\rangle$ state.

This criterion could be relaxed to logarithmic depth if needed. It should not be relaxed too much: relaxing the criterion to polynomial depth would obviate the usefulness of the ansatz as a model for a strict subset of states producible via polynomially-sized quantum circuits. Algorithms with more complex initial states should be considered hybrid algorithms, with an initialization part and a QAOA part. Such algorithms are of interest in cases when
one expects the computation to grow exponentially, such as is the case for exact optimization for many of the problems here, but might still outperform classical heuristics in expanding the tractable range.

**Phase-separation unitaries.** We require the family of phase-separation operators to be diagonal in the computational basis. In almost all cases, we take \( U_P(\gamma) = e^{-i\gamma H_f} \), where \( f \) is the objective function.

**Mixing unitaries (or “mixers”).** We require the family of mixing operators \( U_M(\beta) \) to:

- Preserve the feasible subspace: For all values of the parameter \( \beta \), the resulting unitary takes feasible states to feasible states, and;

- Provide transitions between all pairs of states corresponding to feasible points. More concretely, for any pair of feasible computational-basis states \( x, y \in F \), there is some parameter value \( \beta^* \) and some positive integer \( r \) such that the corresponding mixer connects those two states: \(|\langle x | U_M^r(\beta^*) | y \rangle| > 0|\).

In some cases, we may want to relax some of these criteria. For example, if a QAOA circuit is being used as a subroutine within a hybrid quantum-classical algorithm, or in a broader quantum algorithm, we may use starting states informed by previous runs and thus allow mixing operators that mix less.

This framework can be used in many different contexts. Depending on the context, different measures of success are appropriate. As indicated by the name, the original motivation for Farhi et al.’s work was to develop a quantum approximation algorithm, one for which rigorous bounds on the approximation ratio can be proven [62, 63]. The same style of algorithm was then applied to exact optimization [158] and sampling [64], which have different measures of success. In certain cases, rigorous performance guarantees can be provided in these contexts, e.g., for the Grover problem in Ref. 93. Alternatively, it can be applied as a heuristic approach for any of exact optimization, approximate optimization, or sampling. In these cases, the measure of success is not in terms of rigorous analytical bounds, but rather empirical typical time-to-solution or approximation ratio or sample quality within a given time. Our approach facilitates low-resource constructions that support empirical evaluation of QAOA as a heuristic for a variety of combinatorial optimization problems, and is agnostic as to which success criterion is being used for evaluation.

### 5.2 Constraint programming

Constraint programming (CP) is both a model for specifying computational problems and a particular approaching for solving them. A CP instance is specified by a set of variables together with a domain for each of those variables and a set of constraints acting on those variables. Importantly, there is no restriction on the arity of the constraints; in general, CP problems include so-called global constraints such as the **alldifferent** constraint,
which requires that the values assigned to the variables are all different. While this can be equivalently expressed as \( (\binom{n}{2}) \) inequality constraints, doing so obscures the global structure that a solver could exploit. CP as a problem-solving paradigm typically involves branch-and-infer. Branch-and-infer is an extension of backtracking search where at each step inference is performed, based on the global constraints, to filter out values from the domains of variables that cannot be part of an eventual solution. An instantiation of branch-and-infer consists of three ingredients: a variable-selection heuristic that chooses which variable to branch on, a value-selection heuristic that orders the values in the selected variable’s domains, and a propagation function that prunes the domains of all the variables based on the value assigned to the variable selected by the heuristics. Together, these completely specify a search tree and depth-first-search ordering of the nodes therein. The computational cost of the branch-and-infer is determined by the number of nodes explored before reaching a satisfying solution (if one exists) and the aggregate cost of the heuristics and filtering over all of those nodes. In Section 5.2.1, we describe how quantum algorithms can be used to speed up this branch-and-infer procedure. In Section 5.2.2, we describe how CP can be used as a tool for the compilation of quantum circuits to real hardware.

5.2.1 Quantum algorithms for constraint programming

This section summarizes Ref. 29, which shows how existing quantum algorithms can be combined to yield speedups for both the backtracking and filtering components of CP. The initial idea to apply quantum algorithms to the filtering subproblem was due to Kyle Booth, and the details were worked out collectively by all of the authors; I showed how quantum algorithms can be use for the backtracking component, including the introduction of the “chunky” search that interpolates between classical and quantum backtracking.

In general, CP is NP-complete and thus an exponential number of nodes must be searched before finding the first satisfying solution. Nevertheless, a wealth of heuristics and propagation functions have been developed that often allow the solution of practical instances in various applications.

A set of domains is said to be domain consistent (with respect to given constraints) if for every value in the domain of each variable, the other variables can be assigned values from their domains such that all constraints are satisfied. There are also weaker forms of consistency, such as range consistency, that in general prune less of the search tree but are computationally easier to reach. Our work focuses on the \textsc{alldifferent} constraint, for which domain consistency can be captured by the existence of a maximum matching in a particular bipartite graph. The two vertex sets of the graph are the CP variables and the union of those variables’ domains. For each variable and value in that variable’s domain, there is an edge between the corresponding variable vertex and value vertex. An assignment of values to the variables is represented by a set of edges (each connecting a variable vertex to its corresponding value vertex) in this graph, and it satisfies the \textsc{alldifferent} constraint if and only if it is a matching (set of disjoint edges) that covers all of the variable vertices. Domain consistency for the \textsc{alldifferent} constraint can thus be achieved in the following
way. First, the size of the maximum matching is determined; if it is less than the number of variables, then the constraint is unsatisfiable. Then, if there is a matching of size equal to the number of variables, the \textit{maximally-matchable edges} (those that are included in at least one maximum-cardinality matching) are identified and retained. In Ref. 29, we show how existing quantum algorithms [3, 92, 119] can be used to achieve domain consistency for \textsc{alldifferent} (and other similar global constraints), by “quantizing” a classical algorithm due to Régin[135].

In addition to speeding up the filtering, which happens at every node, quantum algorithms can also be used to achieve a quadratic speedup with respect to the number of search nodes. Specifically, given a classical algorithm that explores $T$ nodes, there is a quantum algorithm that performs the same backtracking in time $\tilde{O}(\sqrt{T})$. Furthermore, for any $\chi$, quantum search can be performed over $\chi$-sized chunks of the tree in total time $\tilde{O}(T/\sqrt{\chi})$; for constant-sized chunks ($\chi = O(1)$), this yields the classical $\tilde{O}(T)$ time, and for a single chunk ($\chi = T$), it recovers the quantum $\tilde{O}(\sqrt{T})$. There are several subtleties involved, which are addressed in more detail in Ref. 29.

\subsection{Circuit routing as constraint programming}

This section summarizes Ref. 151. In the previous subsection, we described the application of quantum computing to CP. Here, we describe inverse: the application of automated reasoning (including both CP and other approaches, including temporal planning) to the compilation of quantum circuits. Earlier, in Chapter 4, we described an instance-independent approach to the compilation of quantum circuits. By exploiting known structure in a family of instances, we were able to improve the efficiency of compilation relative to more general constructions and with essentially no per-instance overhead. However, many families of compilation instances have \textit{instance-specific} structure that can be exploited, with accompanying per-instance optimization costs. If the per-instance cost is small enough, this can be a scalable approach. Even when the per-instance cost is high, such optimization may be worth it in the short term in order to maximize the efficacy of near-term devices. Ref. 151 introduces an automated reasoning framework for performing such optimization. The quantum circuit is first translated into a directed acyclic graph (DAG), whose nodes correspond to gates and whose (directed) edges indicate a precedence constraint. The goal is to find a dynamic mapping of logical to physical qubits together with a sequence of logical actions (corresponding to the logical gates) and SWAP actions (which update the mapping one pair of qubits at a time) such that the precedence relationships are satisfied. Such a model can be implemented in a standard language such as the Planning Domain Definition Language (PDDL), and then input into general-purpose automated reasoning software (e.g., CP solvers or temporal planners). This allows quantum circuit compilation to easily benefit from the significant development that has gone into such general-purpose solvers. Preliminary work has shown some successes of this approach, but only for relatively small instances. Whether or not this approach can be made to scale remains an open question.
Table 5.1: Parameterized ensembles of SMS instances explored numerically. “CC” indicates complexity class and “NPC” indicates $\text{NP}$-complete.

<table>
<thead>
<tr>
<th>$P$</th>
<th>$W$</th>
<th>CC</th>
<th>Fixed parameters</th>
<th>Order parameter(s)</th>
<th>Empirical hardness</th>
</tr>
</thead>
<tbody>
<tr>
<td>${p}$</td>
<td>${w}$</td>
<td>$P$</td>
<td>$T = np, p \in {2, 7}$</td>
<td>$w$</td>
<td>easy</td>
</tr>
<tr>
<td>${p_s, p_l}$</td>
<td>${w}$</td>
<td>$P$</td>
<td>$T = np, P = {2, 3}$</td>
<td>$w$</td>
<td>easy</td>
</tr>
<tr>
<td>${p_s, p_l}$</td>
<td>${w, T}$</td>
<td>$P$</td>
<td>$T = np, P = {2, 3}, w = 4$</td>
<td>$</td>
<td>{i</td>
</tr>
<tr>
<td>${p_s, p_l}$</td>
<td>$[1, w_{\text{max}}]$</td>
<td>NPC</td>
<td>$P \in {(3, 19), {7, 11}, {3, 11}}$</td>
<td>$w_{\text{max}}, T$</td>
<td>typically easy</td>
</tr>
</tbody>
</table>

5.3 Phase transitions in single-machine scheduling

This section is a slight modification of Ref. 155.

5.3.1 Introduction

Single-machine scheduling (SMS), in which a set of jobs with release times, deadlines, and processing times are to be scheduled on a single machine, forms the backbone of many practical applications such as telescope scheduling, satellite scheduling, and manufacturing. A phase transition is a sudden change in a global property of a family with respect to an order parameter. For a number of $\text{NP}$-complete problems, the transition from solvable to unsolvable problems as a function of the number and tightness of constraints is of interest. On average, instances near this phase transition are typically observed to be exponentially harder than those that are not, and this clustering of hard instances near the phase transition becomes more concentrated as problem size increases.

In contrast to the many problems for which a phase transition has been found, to date the existence of phase transitions in SMS remains unexplored. We explore solvable-unsolvable phase transitions in the decision version of the SMS problem. We construct a general model for parameterized families of SMS instances and identify order parameters for a variety of specific families.

Our main findings are: 1) empirical evidence of a rapid transition in solvability (phase transition) for SMS, where none was previously characterized; 2) evidence of this transition in both provably tractable and provably intractable SMS ensembles; and 3) in the $\text{NP}$-complete ensemble (2 processing times), a transition characterized by two parameters, which is novel for phase transitions.

Where phase transitions have been identified in hard problems, most published results have shown “easy-hard-easy” behavior accompanying the phase transition, with the notable exception of Hamiltonicity. Our empirical results for the intractable SMS family show that there are few hard instances at the phase transition. While our results don’t rule out an easy-hard-easy pattern in the $\text{NP}$-complete SMS family, they invite further questions into the relationship between hardness and phase transitions, and demonstrate the challenge of generating hard families of instances.
5.3.2 Related Work

In their pioneering work [60], Erdős and Rényi identified phase transitions of graph properties in their eponymous model. Ref. 37 later exhibited a connection between phase transitions and the location of hard instances in a handful of \textit{NP}-complete problems (Hamiltonian cycle, graph coloring, \textit{k}-SAT, and TSP). Since then, phase transitions have been found in a number of other combinatorial optimization problems such as independent set [71], number partitioning [30, 70, 117], and constraint satisfaction [134, 148]. The characterization of phase transitions in Cheeseman et al.'s original examples has later been refined (e.g. Hamiltonian cycle [150], graph coloring [2], \textit{k}-SAT [97, 118], and travelling salesman problem [72]). Specifically, the typical solution time of instances at the phase transition grows exponentially with the problem size, and instances away from the transition are typically easy.

There is also evidence that in some problems the hardest instances suddenly emerge at some critical threshold below the solvability one [89]. The concentration of hard instances near the phase transition is of practical interest because it enables the generation of hard instances for benchmarking algorithms and solvers [90, 137].

The occurrence of phase transitions is not limited to hard problems; they occur in provably easy problems as well, including graph properties such as connectivity [60], 2-SAT [44, 73], XOR-SAT [49] and HornSAT [120]. For hard problems, the existence of a solvability threshold does not necessarily imply an easy-hard-easy pattern, though counterexamples are rare. One such counterexample is the phase transition of Hamiltonicity in the Erdős-Rényi model [150]. Our work introduces the first analysis of phase transitions in ensembles of SMS instances in the literature.

5.3.3 Preliminaries

5.3.3.1 Single-Machine Scheduling

In this section, the most general problem we consider is the decision version of (non-preemptive) single-machine scheduling with (integer-valued) release times, deadlines, and processing times (i.e., \texttt{1|rjdj|U\text{\tiny max}}), which we henceforth refer to simply as SMS. An instance of SMS consists of a set of \textit{n} jobs; each job \textit{j} has a release time, deadline, and processing time (\(r_j, d_j, p_j \in \mathbb{Z}_{\text{\tiny{+}}}^+\), respectively). The problem is to decide whether or not there exists a \textit{schedule} \(\sigma \in (\mathbb{Z}_{\text{\tiny{+}}}^+)^n\) on a single machine, where \(\sigma_j\) indicates the starting time of job \textit{j}, such that

- every job \textit{j} starts no sooner than its release time, \(r_j \leq \sigma_j\);
- every job \textit{j} finishes by its deadline, \(\sigma_j + p_j \leq d_j\); and
- no two jobs \textit{i} and \textit{j} overlap, \(\sigma_i + p_i \leq \sigma_j\) or \(\sigma_j + p_j \leq \sigma_i\).

We refer to the difference between the release time and the deadline for each job as that job's \textit{window} \(w_j = d_j - r_j\). More concisely, we write an instance as a tuple \((r, w, p)\). The \textit{horizon} \(T\) is a time no earlier than the latest deadline, often exactly so.
In general, SMS is \( \text{NP} \)-complete [132]; this can be shown, e.g., by reduction from bin packing. However, there are numerous complexity results on refinements of the SMS problem. For example, with unit processing time, the greedy earliest-deadline algorithm suffices [58, 143]. More generally, a valid schedule can be found in quasi-linear time when the processing times are identical [69, 146] and in polynomial time when the processing times are restricted to be either one or some arbitrary but fixed constant [143]. When the processing times are restricted to two fixed constants greater than one, SMS remains \( \text{NP} \)-complete [59]. Alternatively, we show (in Section 5.3.6) that the greedy earliest-deadline algorithm suffices when the window lengths are either identical or restricted to two constants that differ by one.

### 5.3.3.2 Parameterized Ensembles

In order to find phase transitions in SMS, we construct suitable ensembles of instances parameterized by the horizon \( T \) and the sets of possible processing times \( P \) and window lengths \( W \), i.e., we define a probability distribution \( \Pr \{ \mathbf{r}, \mathbf{w}, \mathbf{p} | P, W, T \} \) over instances for each set of parameter values \((P, W, T)\). In our ensembles,

- the probability distribution of every job’s properties \((r_j, w_j, d_j)\) is identical and independent,

- for each job \( j \) the probability of \( p_j \) is independent of \( r_j \) and \( w_j \),

- the probability of \( r_j \) is independent of all but \( w_j \) and \( T \), and

- the probabilities for each job property are as uniform as possible given the parameterization and independence assumptions above.

Table 5.1 summarizes the special cases of this model that we focus on in this work. The left side shows the general parameterized ensemble and its complexity, and the right side shows the specific numeric values that we used and the resulting empirical hardness.

### 5.3.4 Experimental Methods

#### 5.3.4.1 Solution of SMS instances

We deployed a variety of solvers by mapping SMS to different canonical problems: Mixed Integer Linear Programming (MILP), Satisfiability (SAT), and Constraint Programming (CP). We found that IBM ILOG’s CP solver, CP Optimizer, significantly outperforms the alternatives we tried, both mapping to MILP or SAT and using other CP solvers. This is to be expected, given that the CP model more naturally captures the structure of SMS, whereas this structure is lost in the mappings to both MILP (because it requires ancillary variables to account for the disjunction in the overlap constraint) and to SAT (because integer variables must be encoded using Boolean variables). Besides their differing running times, all the solvers we tried gave consistent answers with respect to solvability when run on the
same instances. CP optimizer is an exact solver, but we allowed a maximum running time of twenty-four hours. Only the ensemble with two processing times and a range of window lengths (Section 5.3.5) contained instances not solved within this twenty-four-hour window, and very few at that (fewer than one percent for every set of parameter values); these unsolved instances are thus statistically negligible for our purposes.

For the presentation of the computational time, we present only the results of CP optimizer. The computation was performed on the Ivy Bridge nodes of NASA’s Pleiades supercomputer. To examine the computational effort across the transition, we use either the elapsed wall clock time or the number of nodes explored in the constraint programming search as a measure of the computational cost; because we ran all experiments on identical hardware and the time spent at each node is approximately constant, these are roughly proportional to each other.

5.3.4.2 Calculation of solvability probability for Family 1

In the simplest case of a single processing time and single window length, $P = \{p\}$ and $W = \{w\}$, we calculate exactly the solvability probability. The calculation is recursive, adding jobs one by one. That exact calculations by this method match estimates from sampling confirm the correctness of both our algorithm and implementation thereof.

The solvability probabilities for various $p$ and $w$ when $n = 100$ are shown in Fig. 5.2. The plot looks essentially the same for other values of $n$, with discretization effects at smaller $n$; the data is well converged by $n = 100$. That the slope is greatest at $\alpha = 1$ for a wide range of $p$ indicates that the choice of $\alpha$ appropriately scales the parameters. Because the sharpness
Figure 5.2: Solvability probability vs. order parameter $\alpha = w/n(p - 1/2)$ for Family 1, with $n = 100$.

of the transition is fixed for a given $p$ but increases therewith, we chose $p = \log_n$ so that the sharpness increases with $n$. This logarithmic scaling was chosen to minimize computation time, but setting $p$ to any strictly increasing function of $n$ suffices to sharpen the transition.

### 5.3.5 Phase Transitions

In this section, we present experimental results on solvable-unsolvable phase transitions for several SMS families. The order parameter of such transitions varies the constrainedness of the instances using the time horizon, window size, or both. When the instance is barely constrained (e.g. large horizon, large windows), it is likely to be solvable, and when it is heavily constrained, it is likely to be unsolvable; at both extremes, the solvability of an instance is easy to determine.
Family 1: Single processing time, single window length  In the simplest case, we have a single processing time and a single window size, $P = \{ p \}$ and $W = \{ w \}$, and set the horizon to the minimal non-trivial value $T = np$. Problem instances are generated so that for each job $i$, $r_i$ is uniformly sampled from all possible times $[0, T - w]$. The solvability probabilities for $p = \log_2 n$ and $w = \alpha n(p - 1/2)$ are shown in Fig. 5.1 (a) for various $\alpha$. There is a transition from a high probability of unsolvability to a high probability of solvability at $\alpha = 1$ that sharpens with the number of tasks $n$, which is strong empirical evidence of a phase transition.

The probability of solvability decreases for the same value of $w/T$ when $p$ increases. One way to understand this drop is to think of fixing the number of jobs, and scale $w$ and $T$ with $p$. A rise in the processing time greatly increases the number of ways in which unsolvable instances are created.

Family 2: Two processing times, single window length  Next, we allow for two processing times, $P = \{ p_s, p_l \}$, while keeping the single window length, $W = \{ w \}$ and setting the horizon to be $T = np_l$. The solvability probabilities are shown in Fig. 5.1 (b). Again the probability varies monotonically from zero to one with the window length. Using the normalized window length $w/T$ as the order parameter, the transition sharpens with increasing $n$.

Family 3: Two processing times, two window lengths  Next, we allow for two processing times $P = \{ p_s, p_l \}$ and two window lengths $W = \{ w_s, w_l \}$. The processing times are independent parameters, and the horizon is set to be $T = np_l$. We choose the small window length $w_s = p_l + 1$ just big enough to have some wiggle room regardless of the processing time and the large one $w_l = T$ equal to the horizon. Note that unlike the previous cases when the window size change leads to tighter or looser constraints, we now need a parameter reflecting the number of loose constraints in the problem instead. The fraction of jobs with the larger window length, $\rho_l \equiv \{|j| w_j = T\} / n$, is thus used as the order parameter.

For $P = \{2, 3\}$, the solvability probabilities as a function of the order parameter are shown in Fig. 5.1 (c). When most jobs have the shorter window length, there is little flexibility and the probability of an instance being solvable is low; when most jobs have the window length equal to the horizon, jobs can be assigned almost freely and an instance is very likely to be solvable.

Family 4: Two processing times, range of window lengths  This is the most general problem we consider, with two processing times, $P = \{ p_s, p_l \}$ and a range of window times $W = [p_l + 1, w_{\text{max}}]$. We fix $p_s, p_l$, and study the sets of instances parameterized by the tuple $(T, w_{\text{max}})$. For each value of the tuple, 100 to 1000 instances are drawn. For each job, $p_i$ and $w_i$ are uniformly sampled from $P$ and $W$, respectively. The release time $r_i$ is then uniformly sampled from $[0, T - w_i]$. 

Figure 5.3: Numerical data for Family 4. Left panel: The first column of panels shows the phase transition. Contour plot of solvability probability versus normalized horizon and normalized window length. The horizon is normalized by the average total processing time $n\bar{p}$, and the window length is normalized by the (not normalized) horizon. The dark blue region is the phase transition frontier. The second and third columns show the contour plot of hardness where color encodes $\log_{10}(N_x)$, where $N_x$ is the $x$-percentile of the number of nodes for each parameter tuple $(T, w_{\text{max}})$. (a) $n = 200$, $P = \{3, 19\}$ from left to right: $\text{Pr}_{\text{solv}}$, $\log_{10}(N_{95})$, $\log_{10}(N_{99})$. For each parameter tuple, 100 instances are drawn. (b) $n = 200$, $P = \{7, 11\}$, from left to right: $\text{Pr}_{\text{solv}}$, $\log_{10}(N_{95})$, $\log_{10}(N_{99})$. For each parameter tuple, 100 instances are drawn. (c) $n = 40$, $P = \{7, 11\}$ from left to right: $\text{Pr}_{\text{solv}}$, $\log_{10}(N_{99.5})$, $\log_{10}(N_{99.8})$. For each parameter tuple, 1000 instances are drawn. Right panel: (d) $\text{Pr}_{\text{solv}} = 0.5 \pm 0.05$ for $P = \{3, 19\}$. The transition frontier is fit as $\frac{T}{n\bar{p}} = \frac{a_0}{w_{\text{max}}/T} + c_0$. The shaded area shows 95 percent confidence interval. The fitted coefficients $(a_0, c_0)$ are in the legend for each problem size.

We choose the problem family of parameters $P = \{3, 19\}$, $\{7, 11\}$, and $\{3, 11\}$, and problem size $n$ ranging from 16 to 200.

In Fig. 5.3 the first column of subplots show the probability of solvability in the two-dimensional parameter space $(T, w_{\text{max}})$, for different parameter choices and problem sizes in (a) to (c). On each subplot, with a normalization of the parameters as $T/(n\bar{p})$ and $w_{\text{max}}/T$, a clear transition is seen. On the bottom left of the scanning area (where the time horizon is close to the sum of the processing times, and the jobs have very little flexibility), few solutions exist. On the top right of the area, i.e., the horizon is ample to fit all jobs loosely, and the windows apply almost no constraint to the schedule and there are many solutions to the problem. This transition gets steeper as the problem size increases, as reflected by the reduction in width of the “dark (blue) band” in the middle of the plot (c) versus plot (b). The transition between these two regimes is a simple curve that is a function of $T$ and $w_{\text{max}}$. The shape of the curves also suggests that the transition region is converging as $n$ increases.

We take a closer look in Fig. 5.3 (d) where for $P = \{3, 19\}$, numerical data with
Pr_{\text{sol}} = 0.5 \pm 0.05 \text{ is singled out as the transition frontier, and fit as }
\begin{equation}
\frac{T}{np} = \frac{a_0}{w/T} + c_0
\end{equation}
(5.5)

As \( n \) increases, the fit parameters \( a_0 \) decreases, and \( c_0 \) approaches 1.

A similar pattern in the phase transition is observed for the other two sets of processing times \( P = \{7, 11\} \) and \( \{3, 11\} \).

### 5.3.6 Hardness: empirical and provable

When there is a single window length, \( W = \{w\} \), or two window lengths that differ by one, \( W = \{w, w + 1\} \), the greedy earliest-deadline algorithm suffices for any set of processing times \( P \).

When the sets of processing times and window lengths are fixed (or the set of window lengths is some fixed set and the horizon), SMS is easy. We explored the specific case with \( P = \{p_s, p_l\}, W = \{p_l + 1, T\}, \) and \( T = np_l \) (Family 3); as expected we observe solution times that are polynomial in \( n \). With two non-unit processing times and arbitrary window lengths (that may grow with \( n \)), SMS is \( \text{NP} \)-complete. The ensembles we investigate in Family 4 where \( P = \{p_s, p_l\}, W = [1, w_{\text{max}}], \) and \( T = np_l \) should therefore contain some hard problems. Nevertheless, we find that such instances are typically easy.

To study the hardness of this family, 50-th to 99.8-th percentiles of the number of nodes explored in the attempt to solve the problem instances are taken as a measure.

**Typical instances are easy.** We first examine the median effort to solve problems. We do not observe a clear correlation between the locations of relative hard instances and the regions of the phase transition. Also, no evidence of an exponential increase in the median hardness with problem size is observed. This indicates that the median case for such generated problems are probably easy. The same phenomenon appears in higher percentiles, we observed no hard instances up to 95-percentiles; see the results for 95-th percentiles in Figure. 5.3 (a), and (b).

**High percentiles: rare hard instances, weak correlation with the phase transition.** We then look at even higher percentiles of the number of nodes explored. As shown in Figure. 5.3 (a), (b) and (c), relatively hard instances show up at these very high percentiles (e.g., 99-percentile for \( n = 200 \), 99.5- and 99.8-percentiles for \( n = 40 \)). High percentiles of the nodes explored is plotted in logarithmic scale for parameters \( P = \{3, 19\} \) and \( P = \{7, 11\} \), and the phase transitions are shown in parallel for comparison. Hard instances scatter around the phase transition region, suggesting weak correlation. However, due to the rareness of the hard instances and large statistical fluctuations in the high percentiles, we cannot confirm a correlation between the phase transition and the hardness in high percentiles.

To compare hardness for different problem sizes, due to the dispersion of hard instances in the parameter space, a reliable fitting for extracting the number of nodes of certain percentiles is missing and the results are thus tempered by large statistical fluctuations. Furthermore, for larger problem sizes, results of higher percentile is also limited by the 24-hour timeout of...
the solver. Therefore, we do not draw conclusions on the empirical time complexity for such high percentiles.

**SMS with identical window lengths or two window lengths that differ by one is easy** This problem can be solved in polynomial time by the following algorithm. First, order the jobs by their release date in non-decreasing order, breaking ties with the deadlines. Then, schedule each job in order by setting its start time to the maximum of its release time and the completion of the previous job. We prove below that the resulting schedule is feasible if and only if there is a feasible schedule for the instance by showing that if there is a feasible schedule for the instance with a pair of immediately subsequent jobs in the schedule that are out of order with respect to their release times, then there is feasible schedule in which they are in order. Iterating this logic, it follows that if there is a feasible schedule, then there is a feasible schedule in which all the jobs are in order.

Formally, suppose there is a schedule $\sigma$ with a pair of jobs $i$ and $j$ such that $\sigma_j < \sigma_i$ and there is no job $k$ such that $\sigma_j < \sigma_k < \sigma_i$, but $r_i \leq r_j$ and $d_i \leq d_j$. Consider the schedule $\sigma'$ that is the same as $\sigma$ except that $\sigma'_i = \sigma_j$ and $\sigma'_j = \sigma_i + p_i - p_j$. In both schedules, the first job starts at $\sigma_j = \sigma'_i$ and the second job ends at $\sigma_i + p_i = \sigma'_j + p_j$, so no conflict with other jobs can be introduced. If $\sigma$ satisfies the release, deadline, and overlap constraints for jobs $i$ and $j$,

$$
\begin{align*}
    r_i &\leq \sigma_i \leq d_i - p_i, \\
    r_j &\leq \sigma_j \leq d_j - p_j, \\
    \sigma_j + p_j &\leq \sigma_i, \\
\end{align*}
$$

(5.6)

then so does $\sigma'$,

$$
\begin{align*}
    \sigma'_i &= \sigma_j \geq r_j \geq r_i, \\
    \sigma'_i &= \sigma_j < \sigma_i \leq d_i - p_i, \\
    \sigma'_j &= \sigma_i + p_i - p_j \geq \sigma_i - p_j \geq \sigma_j \geq r_j, \\
    \sigma'_j + p_j &= \sigma_i + p_i \leq d_i \leq d_j, \\
    \sigma'_j + p_i &= \sigma_j + p_i \leq \sigma_i - p_j + p_i = \sigma'_j. \\
\end{align*}
$$

(5.7)

**SMS with a fixed set of processing times and a set of window lengths that is the union of a fixed set and the horizon is easy** Here we show that SMS is easy when the processing times are restricted to some fixed set $P$ and the window lengths to $W = W_0 \cup \{T\}$, where $W_0$ is some fixed set, by sketching an algorithm with running time $\mathcal{O}(|P||W|n^{P||W|})$.

First, we note if there is a feasible schedule $\sigma$, then there is another feasible schedule $\sigma'$ with the same completion time such that for every pair of jobs $\{i, j\}$ if $p_i = p_j$ and $w_i = w_j$ then $\sigma'_i < \sigma'_j$ implies that $r_i \leq r_j$. Suppose that in valid schedule $\sigma$ there are two jobs $\{i, j\}$ with $p_i = p_j$, $w_i = w_j$, $\sigma_i < \sigma_j$, and $r_i > r_j$. Because $\sigma$ is a valid schedule,

$$
r_j < r_i \leq \sigma_i < \sigma_j \leq d_j - p_j < d_i - p_j, \quad (5.8)
$$
so too is the schedule $\sigma'$ formed by setting $\sigma'_i = \sigma_j$, $\sigma'_j = \sigma_i$, and $\sigma'_k = \sigma_k$ for $k \notin \{i, j\}$. Because they have identical processing times and window sizes, no new conflicts can be introduced by this switch, either with other jobs or between the two. That is, if the instance is solvable, then there is always a valid schedule in which all jobs with the same processing time and the same window length start in order of the release times.

Now, consider the standard dynamic programming approach. For each subset of jobs $J \subset [n]$, let $m(J)$ be the earliest completion time of a valid partial schedule for the jobs $J$, or infinity if there is none. Thus the instance is solvable if and only if $m([n])$ is finite. In general, we can calculate $m(J)$ recursively as

$$m(\emptyset) = 0,$$

$$m(J) = \min_{j \in J} \{ \tilde{m}_j(J \setminus \{j\}) + p_j \},$$

$$\tilde{m}_j(J) = \begin{cases} r_j, & m(J) \leq r_j, \\ m(J), & r_j < m(J) \leq d_j - p_j, \\ \infty, & m(J) > d_j - p_j, \end{cases}$$

because any valid schedule for jobs $J$ is the concatenation of schedules for $J \setminus \{j\}$ and $\{j\}$ for some $j \in J$. In the present case, we know that without loss of generality we can assume that the last job in the schedule has a release time at least that of all the other jobs with the same processing time and window length:

$$m(J) = \min_{p \in P, w \in W} \{ \tilde{m}_{i_{p,w,k}}(J \setminus \{i_{p,w,k}\}) \} + p,$$

Let $i_{p,w,k}$ be the $k$th job with processing time $p_j = p$ and $w_j = w$ when the jobs with the same processing times and window lengths are ordered by release times. Then we can parameterize the sets of jobs $J$ that we encounter during recursion by a $|P| \times |W|$ matrix $C$ whose entries indicate how many of each type of job have been scheduled, i.e. $C_{p,w}$ indicates how many jobs with processing time $p$ and window length $w$ have been scheduled; within the jobs of a given type, the ones with the earliest release times are scheduled first:

$$J(C) = \bigcup_{\substack{p \in P, w \in W \in C_{p,w}}} \{i_{p,w,k}| k \in [C_{p,w}] \},$$

so that we can write

$$m(J(C)) = \min_{p \in P, w \in W} \{ \tilde{m}_{i_{p,w,C_{p,w}}}(J(C) \setminus \{i_{p,w,C_{p,w}}\}) \} + p,$$

Ultimately, we want to find $m([n])$. To calculate $m(C)$, we need to consider $m(C')$ for $|P||W|$ other schedules $C'$. But each $C_{p,w}$ is bounded by $n$, so the maximum number of values of $m$ that we need to calculate is $n^{|P||W|}$. Therefore, the algorithm runs in $O(|P||W|n^{|P||W|})$ time.
SMS with two non-unit processing times is NP-complete. See Ref. 59.
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