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Chapter 1

Introduction

1.1 Distributed Energy Resource Control

To reduce carbon emissions and dependence on fossil fuels for energy production, many countries are dramatically increasing electric power generation from renewable, variable, and distributed resources. Other cost-effective technologies such as all-electric vehicles, automated demand response and customer- or community-scale energy storage are experiencing significant growth. These distributed energy resources (DERs) introduce both challenges and opportunities. Specific issues of concern with residential-scale solar photovoltaics (PV) include overvoltage which can reduce the lifespan of grid equipment as well as protection issues such as relay desensitization and protection zone malfunctions due to reverse power flow [4–6]. Additionally, solar variability can ramp up on the order of 15% of its capacity per minute [7] and lead to network congestion at times of peak demand [8]. For these reasons, distribution utilities may limit the connection (or permissible levels) of PV generation by defining feeder hosting capacities. Electric vehicle charging, if not carefully controlled, may similarly strain the limits of legacy distribution systems [9].

In traditional volt/var control (VVC), voltage regulating devices such as capacitors and load tap changers are supposed to maintain distribution grid voltage to within the ASCI standard [10] but they are not designed to these highly variable solar generation fluctuations. As a result these devices may operate continuously, which deteriorates their operating life [11, 12].

The PV and battery inverters have emerged as an effective solutions to handle rapid variations in the modern distribution system. In addition to converting the DC to AC power, smart inverters have the capability to inject real and/or reactive power into the grid based on the inverter control settings and availability of the PV or battery resource. In fact, the 2018 smart inverter IEEE 1547 standard [13] requires that inverters have reactive power support capabilities and, in areas with high penetration, real power support as well. Additionally, policies are developing that incentivize aggregated DERs to provide power and services for transmission-level markets. However, in doing so these resources may create local problems
at the distribution level: for example, causing voltage volatility while providing frequency regulation services to the bulk grid. Thus optimizing on a larger geographic scale should be accompanied by local or distributed control layers that take actions quickly and account for the take into account the highly location-specific constraints of distribution networks that must be satisfied. To support the cost-effective integration of controllable DERs that not only combat the variability of uncontrollable resources but also improve the delivery of reliable, high-quality power, more sophisticated approaches for controlling heterogeneous DERs are needed [14–17].

1.2 Phasor-measurement Units (PMUs)

Sophisticated approaches for controlling DERs require advanced sensing capabilities. Phasor-measurement units (PMUs) are devices that have been successfully used to measure the voltage magnitude and phase angle of the electricity grid using GPS synchronization. As a result, the number of installments of PMUs on transmission grids has grown dramatically in recent years [18]. One important type of PMU is ultra-precise synchronized phasor measurement units (µPMUs), which provide synchrophasor data with sufficient resolution for the power distribution context. These instruments can reliably discern angle differences as small as ten millidegrees, or about half a microsecond [19].

1.3 Phasor-Based Control

The recent development of µPMUs enables the opportunity to implement Phasor-Based Control (PBC). The PBC framework is designed to facilitate the integration of heterogeneous and intermittent distributed energy resources (DER) on the electric grid. PBC presents a unified approach that is agnostic to optimization criteria and to the particular characteristics of participating resources. Further, it can be deployed across transmission and distribution level grids. At its core, PBC frames the control of DERs around meeting voltage phasor references, as opposed to power (real and/or reactive) references. By designing controllers around the physical grid quantity of voltage, there are opportunities to improve the power quality and stability of the grid.

Phasor-based control employs a multi-layer control hierarchy that decouples high level long-term optimal objectives from short-term power quality objectives [20]. There exists a centralized controller (called S-PBC) that solves an optimal power flow (OPF) problem periodically to determine optimal voltage phasor targets. The OPF objectives that can be specified by a utility or other external operator. Some objectives can be very effectively expressed in terms of target voltage phasors at specific nodes, including reducing voltage volatility, balancing three phases, preventing reverse power flow on distribution circuits, and matching voltage phasors across an open switch for topology changes (such as flexible restoration or microgrid islanding). The phasor targets computed by the S-PBC are broad-
cast across a network to one or more feedback controllers. Each controller computes a set of real and reactive power setpoint commands for one or more controllable resources so that the resources drive the voltage phasors to their targets. When the phasor targets are met, the objectives defined in the OPF formulation are achieved.

The PBC system is agnostic to the optimization formulation, the characteristics of participating resources, and the structure of the grid. PBC frames the contributions of generators and loads in terms of their physical effect on the network, by explicitly referring to the electrical state variables, voltage magnitude and voltage phase angle, that constitute the voltage phasor at any given network node, not only nodes with DER. The use of the phasor as a network state variable enables an immediate corrective response to disturbances without communication between L-PBCs nor between resources without compromising privacy.

**PBC in Relation to Other Literature**

Inverter control strategies for microgrids (AC or DC low voltage distribution networks) range from centralized to completed decentralized. Some strategies proposed fall into a three-layer hierarchical control architecture [21–23]. A diagram of this architecture is in Fig. 1.1. In this framework, the primary control layer is comprised of outer droop frequency-watt and droop volt-var loops, as well as inner current and voltage loops that determine the switching sequence of the physical inverter circuit. The secondary layer is designed to remove deviations in global frequency and local voltage from nominal values that tend to be caused by the droop operations. This removal function improves the power sharing between inverters. The tertiary layer is concerned with global economic dispatch and factors in electricity market prices. The S-PBC is comparable to the tertiary layer, but instead of outputting real power references the S-PBC outputs optimal voltage phasor references. The L-PBC is most comparable to the combination of the outer droop control portion of the primary layer and the secondary layer. That is, instead of tracking voltage magnitude references with reactive power and frequency references with real power, L-PBC tracks voltage magnitude and phase references with real and reactive power commands without necessarily needing a layer to remove voltage or frequency deviations.

In recent years there has been discussion about grid forming and grid-following inverters, especially in the context of microgrid stability [24,25]. The distinction between grid-forming and grid following inverters centers around whether the grid frequency is estimated from the measured voltage using a PLL (grid-following) or set as the nominal frequency to be produced by the inverter (grid-forming). These terms specify the architecture associated with the inner current and voltage control loops, which is below the power setpoint control loops. Because L-PBC is associated with the inverter power setpoint loops and the secondary control layer, PBC can be incorporated into both grid-forming and grid-following inverters.
Figure 1.1: Hierarchical control diagram for inverter $i$ of an AC microgrid from [1].

Table 1.1: Notation for the diagram of Fig. 1.1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{nom}$</td>
<td>nominal inverter frequency</td>
</tr>
<tr>
<td>$\omega$</td>
<td>frequency</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>phase angle</td>
</tr>
<tr>
<td>$P$</td>
<td>inverter outputted real power</td>
</tr>
<tr>
<td>$P^{ref}$</td>
<td>real power reference</td>
</tr>
<tr>
<td>$Q$</td>
<td>inverter outputted reactive power</td>
</tr>
<tr>
<td>$Q^{ref}$</td>
<td>reactive power reference</td>
</tr>
<tr>
<td>$V_o$</td>
<td>inverter terminal voltage magnitude</td>
</tr>
<tr>
<td>$V_o^{ref}$</td>
<td>reference voltage magnitude</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>marginal cost factor</td>
</tr>
<tr>
<td>$\delta P$</td>
<td>average marginal cost consensus</td>
</tr>
<tr>
<td>$\delta V$</td>
<td>average reactive power consensus</td>
</tr>
<tr>
<td>$\bar{V}_o$</td>
<td>average voltage consensus</td>
</tr>
<tr>
<td>$n_q$</td>
<td>volt-var droop gain</td>
</tr>
<tr>
<td>$m_p$</td>
<td>frequency-watt droop gain</td>
</tr>
<tr>
<td>$i^{ref}$</td>
<td>terminal current reference</td>
</tr>
</tbody>
</table>
1.4 Thesis Abstract

In this thesis we explore the modeling, design, and implementation of Phasor-Based Control (PBC), where DERs are coordinated to achieve power quality objectives on 3-phase distribution networks. Drawing inspiration from control theory and practical limitations in power systems, we address challenges associated with controlling real and reactive power to achieve voltage phasor target tracking goals. We focus on the local control layer of PBC, called L-PBC. The goal of designing the L-PBC is to determine appropriate feedback control strategies so that computed inverter power setpoints will result in effective phasor tracking. To achieve this, we examine the design of feedback controller parameters, the hardware implementation of PBC, and the placement of L-PBC actuators and sensors.

We begin with Chapter 2, which describes relevant background information, including a power flow linearization that admits power-voltage sensitivity relationships. We show one measurement-based method for estimating these sensitivities on real grids. We also describe a few types of simulations applied to power systems in order to identify the type of analysis we adopt in this thesis.

In Chapter 3 we propose a feedback control law and tuning method for designing the L-PBC. Specifically, we employ a Proportional-Integral (PI) control law that computes real and reactive power setpoints of inverter-based DERs to simultaneously track a phasor target. The measurement-based method described in Chapter 2 is employed to obtain power-voltage sensitivities. We then use a genetic algorithm to tune candidate control parameters based on the steady-state closed-loop response of model on each phase at each node in the grid. Through simulation on the IEEE 13-node grid, we demonstrate that the proposed tuning method yields better performance than the Ziegler Nichols PI controller tuning method. We also observe improved voltage regulation in high PV penetration simulations when compared to droop volt-var control (DVVC). Finally, when simulating on larger grids, we observe more oscillatory closed-loop performance that motivates further investigation.

In Chapter 4, we describe the hardware implementation of the control law and tuning algorithm presented in Chapter 3. The testbed, located at Lawrence Berkeley National Lab, includes smart inverters connected to battery storage and solar photovoltaics, controllable loads, and a µPMU sensor. To run hardware-in-the-loop (HIL) testing, we setup a cyber-physical system, in which measurements to and from real devices are spatially integrated onto a virtual distribution grid. We also perform controller-in-the-loop (CIL) tests, which is an intermediate setup between software simulations and HIL testing. The hardware tests exhibit effective rejection of virtual disturbances created by large variations in solar and load profiles. For four of the most critical tests, we compare the performance of the L-PBC control between software simulations, CIL tests, and HIL tests.

In Chapter 5, more complex configurations of inverters and sensors are investigated for applications on larger distribution grids. To do so, the integrator part of the control law proposed in Chapter 3 and the linearized power flow equations are formalized into a linear time-invariant model. This enables the use of eigenvalue stability analysis to evaluate whether a sampled set of controller gains yields phasor tracking of all actuator-sensor control
pairs on the grid. By incorporating the stability analysis into a tool that cycles through many possible configurations, we determine topological properties of large feeders that contribute to or inhibit stable controller configurations.
Chapter 2

Background

This chapter outlines background that will be used in this thesis. It acts as a primer for those less familiar with power systems and certain topics in distribution grid management. This chapter can be skipped without loss of continuity, with sections being referred to in the later chapters.

2.1 Power Flow Linearization

Notation: Let $\mathcal{N} = \{0, 1, 2, \ldots, n\}$ be the set of nodes (buses), with node 0 representing the substation node (slack bus), and $\mathcal{L} \subset \mathcal{N} \times \mathcal{N}$ be the set of lines connecting these nodes. That is, for each pair of nodes $i, j \in \mathcal{N}$, there is a line connecting them iff $(i, j) \in \mathcal{L}$. The complex impedance of line $(i, j)$ is given by $z_{ij} = r_{ij} + jx_{ij}$, where $j = \sqrt{-1}$. The complex power flowing from node $i$ to node $j$ is given by $P_{ij} + jQ_{ij}$. Let the net power injection at node $i$ be $p_i + jq_i$, and the voltage magnitude at node $i$ be $V_i$. The the Distflow [26] branch equations for a single-phase radial network can be formulated as

$$P_{ij} = \sum_{k: (i,k) \in \mathcal{L}} P_{jk} - p_j + r_{ij} \frac{(P_{ij}^2 + Q_{ij}^2)}{|V_j|^2} \quad (2.1)$$

$$Q_{ij} = \sum_{k: (i,k) \in \mathcal{L}} Q_{jk} - q_j + x_{ij} \frac{(P_{ij}^2 + Q_{ij}^2)}{|V_j|^2} \quad (2.2)$$

$$V_i^2 - V_j^2 = 2(r_{ij}P_{ij} + x_{ij}Q_{ij}) + (r_{ij}^2 + x_{ij}^2) \frac{(P_{ij}^2 + Q_{ij}^2)}{|V_j|^2} \quad (2.3)$$

$$\forall (i,j) \in \mathcal{L} \quad (2.4)$$

The linearization of these power flow equations about the nominal voltage of 1 p.u., called Simplified DistFlow [26], involves approximating the current as zero, that is $I_{ij} = \frac{P_{ij} + Q_{ij}}{V_i} \approx 0$. The linearization of equation (2.3) gives

$$V_i^2 - V_j^2 \approx 2(r_{ij}P_{ij} + x_{ij}Q_{ij}) \quad (2.5)$$
The relationship between nodal voltage phase angles $\delta_i, \delta_j$ and power flow on a single-phase radial network is described by
\[
\sin(\delta_i - \delta_j) = \frac{x_{ij} P_{ij} - r_{ij} Q_{ij}}{V_i V_j} \quad \forall (i, j) \in \mathcal{L}
\] (2.6)

To linearize the equation, we make the small-angle approximation $\sin \delta \approx \delta$ and assume $V_i \approx V_j \approx 1 \text{p.u.}$, retaining the dependence of $P_{ij}$ and $Q_{ij}$ on $(\delta_i - \delta_j)$ [20].

\[
\delta_i - \delta_j \approx \frac{x_{ij} P_{ij} - r_{ij} Q_{ij}}{V_i V_j},
\] (2.7)

Note that $\delta_i$ in (2.6) and (2.7) can be measured by a UPMU by comparing the voltage waveform at node $i$, $v_i(t) = V_i^{\text{max}} \cos(\omega t + \delta_i)$, to that of a reference node $v_{\text{ref}}(t) = V_{\text{max}} \cos(\omega t)$ which is typically chosen as the distribution substation node. $\omega$ is the (assumed to be constant) waveform angular frequency equal to $2\pi 50$ or $2\pi 60$. For the phasor notation $V_{\text{max}} e^{j\delta} = V \angle \delta$, where $V = \frac{1}{\sqrt{2}} V_{\text{max}}$ is the root-mean-square magnitude. Equations (2.5) and (2.7) along with the ability to measure the full voltage phasor motivates the controlling of voltage phasors while rejecting steady-state disturbances and disturbances that are on the order of $1\text{Hz}$ or slower.

**Sensitivities**

For a grid network with only PQ buses and one slack bus, the power flow jacobian is defined by
\[
\begin{bmatrix}
\Delta q \\
\Delta p
\end{bmatrix}
= J
\begin{bmatrix}
\Delta v \\
\Delta \delta
\end{bmatrix},
J = 
\begin{bmatrix}
\frac{\partial q}{\partial v} & \frac{\partial q}{\partial \delta} \\
\frac{\partial p}{\partial v} & \frac{\partial p}{\partial \delta}
\end{bmatrix}
\] (2.8)

where $v_i$ is the squared voltage magnitude at bus $i$, $\delta_i$ the voltage phase angle with respect to the reference at the substation node, $p_i$ the net real power, $q_i$ the net reactive power. Then define vectors $v = [v_1, v_2, ..., v_n]^T$, $\delta = [\delta_1, \delta_2, ..., \delta_n]^T$, $p = [p_1, p_2, ..., p_n]^T$, and $q = [q_1, q_2, ..., q_n]^T$ on a network with $n$ nodes [27, Chapter 6.4.3]. The jacobian represents the small-signal mapping of voltage phasors to real and reactive power flows near the linearization point.

In transmission systems, where inductive reactance is generally much greater than resistance, reactive power varies mainly with the voltage magnitude, while real power varies mainly with voltage phase angle. That is, a decoupling assumption of $\frac{\partial q}{\partial \delta} \approx 0$ and $\frac{\partial p}{\partial v} \approx 0$ is often. However, distribution feeders tend to have significant resistive components, and consequently real and reactive power is intertwined with both voltage magnitude and phase angle. Moreover, for designing controllers that inject power to regulate voltage on distribution grids, it is useful to determine all four blocks of the inverse mapping matrix $H$, which is often referred to as a sensitivity matrix.

\[
\begin{bmatrix}
\Delta v \\
\Delta \delta
\end{bmatrix}
= H
\begin{bmatrix}
\Delta q \\
\Delta p
\end{bmatrix},
H = 
\begin{bmatrix}
\frac{\partial v}{\partial q} & \frac{\partial v}{\partial p} \\
\frac{\partial \delta}{\partial q} & \frac{\partial \delta}{\partial p}
\end{bmatrix}
\] (2.9)
CHAPTER 2. BACKGROUND

To determine $H$, one could use grid impedance information. However, because distribution grid impedance models are often incomplete or inaccurate, there are works that explore model-less methods for computing $H$ through measurements of different types and configurations of sensors \cite{28, 29}. In what follows, we show a measurement-based method based on power injection step responses that (1) is employed in Chapter 3 for designing PBC controllers, and (2) makes clear the direct relationship between $H$ and grid impedances.

Consider the linearized power flow equations for a 2-bus network with slack bus at node 0, PQ bus at node 1, and line $r + j q$. For this two bus system, a nodal power injection at the PQ bus $p + j q$ is equal to the line power. We consider these equations at an initial time $k_0$ and the next steady state time $k_{ss}$, with a power injection that occurs between these times. We assume the injection is small enough to assume the PQ bus voltage at both timesteps remains near the linearization point of 1p.u.. That is, $V_1^0 \approx V_1^{ss appr}$. Together with the slack bus having $V_0^0 = V_0^{ss} = 1$, equations (2.5) and (2.7) becomes

\begin{align}
(V_1^0)^2 - (V_0^0)^2 &= 2r p_0^0 + 2x q_0^0 \\
(\delta_2^0)^2 - (\delta_1^0)^2 &= x p_0^0 - r q_0^0
\end{align}

(2.10)
(2.11)

\begin{align}
(V_1^{ss})^2 - (V_0^{ss})^2 &= 2r p_0^{ss} + 2x q_0^{ss} \\
(\delta_2^{ss})^2 - (\delta_1^{ss})^2 &= x p_0^{ss} - r q_0^{ss}
\end{align}

(2.12)
(2.13)

Subtracting equation (2.10) from (2.12) and rearranging gives

\begin{align}
\frac{(V_1^{ss})^2 - (V_1^0)^2}{q_0^{ss} - q_0^0} &= \frac{(V_0^{ss})^2 - (V_0^0)^2}{q_0^{ss} - q_0^0} = 2r(p_0^{ss} - p_0^0) + 2x q_0^{ss} - q_0^0
\end{align}

(2.14)

Because node 1 is a slack bus, $V_0^{ss} = V_0^0$. If a small step change in reactive power is injected at node 2 between $k_0$ and $k_{ss}$ and there is no change in real power $(p_0^{ss} - p_0^0 = 0)$, we have

\begin{align}
\frac{\partial \nu}{\partial q} \approx \frac{(V_1^{ss})^2 - (V_1^0)^2}{q_0^{ss} - q_0^0} = 2x
\end{align}

(2.16)

If instead a step change in only real power is applied, we have

\begin{align}
\frac{\partial \nu}{\partial p} \approx \frac{(V_1^{ss})^2 - (V_1^0)^2}{p_0^{ss} - p_0^0} = 2r
\end{align}

(2.17)

Subtracting equation (2.11) from (2.13) and rearranging gives

\begin{align}
\frac{(\delta_2^{ss})^2 - (\delta_2^0)^2}{p_0^{ss} - p_0^0} &= \frac{(\delta_1^{ss})^2 - (\delta_1^0)^2}{p_0^{ss} - p_0^0} = x(p_0^{ss} - p_0^0) - r(q_0^{ss} - q_0^0)
\end{align}

(2.18)

\begin{align}
\frac{(\delta_2^{ss})^2 - (\delta_2^0)^2}{p_0^{ss} - p_0^0} - \frac{(\delta_1^{ss})^2 - (\delta_1^0)^2}{p_0^{ss} - p_0^0} = -r(q_0^{ss} - q_0^0) + x
\end{align}

(2.19)
If a step change in reactive power is injected at node 2 between \( k_0 \) and \( k_{ss} \) we have

\[
\frac{\partial \delta}{\partial p} \approx \frac{(\delta_{1}^{ss})^2 - (\delta_{1}^0)^2}{p^{ss} - p^0} = x
\]  

(2.20)

If instead a step change in only reactive power is applied, we have

\[
\frac{\partial \delta}{\partial p} \approx \frac{(\delta_{1}^{ss})^2 - (\delta_{1}^0)^2}{q^{ss} - q^0} = r
\]  

(2.21)

These relationships have been validated numerically on several nodes of the IEEE 13-node feeder using the power flow solver ePHASORSIM. When a network has more than two nodes, by choosing \( V_0 \) as the slack bus, the impedances obtained from the relationships four relationships eqs. (2.16), (2.17), (2.20) and (2.21) is the effective impedance between the node of interest and the slack bus. Using these relationships, we can create measurements from step changes in power that are near the linearization point to approximate impedance values. This method can help improve distribution models and, as will be shown in Chapter 3, provides model information for inverter control design.

2.2 Types of Grid Simulations

In this section we describe two types of simulation methods commonly applied to distribution grids in order to make clear the framing of our work.

In quasi-static-time-series (QSTS) simulations, each timestep of QSTS simulations, which are typically between one second and one hour, represents the steady state of the system. These steady states are computed by solving algebraic power flow equations at each timestep, and the inputs to each power flow computation are determined by discrete events. The key distinction between QSTS and dynamic simulations is that QSTS simulations do not involve solving differential equations. Rather, QSTS simulations hinge on the assumption that dynamic transients between discrete timesteps are stable and settle to a steady state. QSTS simulations can provide insights on the interaction of many slow-acting grid components on large-scale grid systems. For example, one could incorporate schedules of loads and uncontrollable renewable generation to see whether voltage regulation devices can mitigate voltage violations [30]. Note that voltage regulation devices in QSTS simulations can have a set schedule of operation or a static relationship to voltage levels. Until converter-based generation with its fast-acting dynamic was widely deployed, many distribution system simulations were of the QSTS type.

In Differential-Algebraic Equation (DAE) simulations, we gather differential equations \( \dot{x} = f(x, y) \) and algebraic equations \( 0 = g(x, y) \) into a system. The system simulation is propagated forward by numerical integration between short timesteps, typically between 1ms and 1s for power systems applications. For example, when a synchronous generator is connected with a line to an infinite bus, one could setup a DAE simulation that incorporate
the generator’s power-frequency dynamics with the power flow along the line. DAE simulations have also become popular for assessing small-signal stability and dynamic interactions in low-inertia grids, as done in [24,31–33].

One technique for simplifying DAEs is to linearize the power flow equations, which we make use of in this work. That way, instead of solving power flow regularly during simulation, the power flow linearization (like in (2.5)) can simply be forward-evaluated to obtain grid voltages. This may allow the DAE system to become a purely dynamic system, which could be easier to simulate and analyze. Another technique to simplify DAE analysis is to model device dynamics of only a certain timescale, often the slower ones. That is, faster-acting dynamics are assumed to settle to steady state and are not considered in the stability analysis. This set of assumptions have been used to evaluate inverter power-voltage setpoint control laws by modeling them in a quasi-steady state dynamical system. For example, works of [34–38] analyze droop volt-var controlled inverters by choosing the simulation timestep to be large enough for the inverter’s lower level control loops to reach the power setpoint dictated by the droop curve. Our work includes this assumptions to evaluate power-voltage setpoint control laws as well.

Common software used for distribution grid simulations include GridLab-D, OpenDSS, and MATLAB/Simulink. GridLab-D is typically used for QSTS simulations, but also includes a option to run part of a simulation with a faster timestep in *deltamode*. MATLAB’s ODE45 function can be used to solve DAE equations. Simulink’s Simscape component blocks can be used to setup QSTS or dynamic simulations. Finally, Opal-RT’s power flow solver ePHASORSIM has a simulink interface for running QSTS simulations as well as quasi-steady state dynamical systems.
3.1 Abstract

Phasor-Based Control (PBC) is a new control paradigm to coordinate Distributed Energy Resources (DER) for improved voltage regulation and other objectives. It comprises a multi-layer control framework where the state of the distribution grid is represented by voltage phasors, and Phasor Measurement Units (PMUs) measure the state at critical points in the distribution grid. In the PBC paradigm, a supervisory controller (S-PBC) sets phasor targets which feedback controllers track. In this paper, we propose a Proportional Integral (PI) implementation for the local control layer (L-PBC), to regulate real and reactive power output of distributed inverters to track a voltage phasor target computed by the supervisory layer. We tune the PI controller gains offline with a genetic algorithm that yields better performance than the Ziegler–Nichols method. We benchmark the proposed L-PBC controller against droop volt-var control (DVVC) and observe improved voltage regulation in simulation on the IEEE 13 node unbalanced test feeder (IEEE 13NF). By means of numerical simulation we observe the response of the L-PBC controllers to small and large grid disturbances. Simulations on larger feeders, IEEE 123-node and 344-node, demonstrate challenges with tuning controllers in setups with different amounts of power-voltage coupling.

3.2 Introduction

The recent rapid growth of distributed energy resources (DER) has spurred increased interest in the opportunity to aggregate DER for participation in ancillary grid services and virtual power plants. However, without careful consideration of the distribution grid physical
constraints, there is potential to exacerbate power quality issues related to power flows and voltage variations on the distribution grid.

The increased variability in power output from solar PV, for example, has caused voltage spikes, thermal overloads, and reverse power flow [6]. Legacy voltage regulation equipment such as capacitor banks and load tap changing transformers are limited in their ability to address the issues. Droop Volt-VAR Control (DVVC) of inverters is a popular local control framework among utilities and is adopted by the IEEE1547 integration standard [13]. DVVC is simple to implement, but ensuring good performance can be difficult. The droop curve provides only one controller degree of freedom, motivating the need to modify the slope parameter as grid conditions change [34]. Furthermore, simulations of groups of DVVC inverters indicate a risk of oscillations [40]. Two recent advancements, namely, deployment of μPMUs for measuring a full voltage phasor, and interconnection standards also requiring real power control [13], unlock the potential for better voltage control performance along with other objectives that are critical for distribution grids with high penetration of renewables.

A key limitation of DVVC approach is the inherent steady-state tracking error that potentially causes voltage violations [34]. In [12, 41], an integrator is incorporated into the local controller to eliminate the steady state error in the objective function, but the proposed objective function does not have terms for tracking a voltage phasor, which is core to the PBC paradigm.

To eliminate steady state error when tracking voltage phasors, we consider Proportional Integral Derivative (PID) control. A simple approach for tuning PID control parameters has been proposed by Ziegler–Nichols [42], where the system is brought to the point of marginal stability to determine the critical gain and period, thereby providing some information about the system dynamics. A key limitation of the Ziegler–Nichols method is that it was designed for single-input-single-output (SISO) systems.

Extensions to the Ziegler-Nichols method that have been proposed in the literature focus on applications to MIMO systems. For example, an iterative detuning method is proposed in [43], and a sequential loop closing method is proposed in [44]. However, the former yields conservative tuning parameters resulting in limited performance improvements, and both methods fail to explicitly consider the process interactions that are inherent in MIMO control systems.

In power systems it is conventional to regulate voltage with a SISO controller, where reactive power is controlled to regulate voltage magnitude. That is, reactive power control is decoupled from real power control, where real power is controlled to regulate the phase angle in the grid. While this decoupling approximation is standard in transmission systems, the validity of the method is underpinned by an assumption that line reactance dominates, and resistance (X\(\gg\)R) can be ignored. Consequently, such a decoupling is less suitable for distribution networks where the resistance of the networks is considered more significant [19].

In accordance with real power affects on voltage magnitude on distribution grids, the IEEE1547 standard (2018 revision) requires inverters to have capability for actuating real power to regulate voltage magnitudes in areas with high DER penetration [13, sec 5.4]. Authors in [45] employ this inverter capability by proposing a switched control method in
which reactive power is used until the DVVC controller saturates, at which point real power is used. However, such an approach is conservative since it gives priority to reactive power actuation. In what follows we propose both real and reactive quasi-steady state power control of distributed energy resources (DER) to regulate voltage magnitude and voltage phase angles.

In this paper, we are motivated to find an automated way of PID controller tuning that explicitly considers quasi-steady state power-voltage cross interactions. The main contributions of this work are:

- a novel phasor-based PI-controller for distribution circuits that we benchmark against DVVC,
- an approach for automatic offline calculations of controller parameters considering closed loop system performance, and
- a case study involving a variety of disturbances, the placement of multiple controllers, and the closed loop performance on distribution feeders of different sizes.

### 3.3 Problem formulation

Phasor-based control employs a multi-layer control hierarchy that decouples high level long-term optimal objectives from short-term power quality objectives [20]. The supervisory layer solves an optimal power flow problem with objectives that can be specified by a utility or other external operator. Some objectives can be very effectively expressed in terms of target voltage phasors at specific nodes, including reducing voltage volatility, balancing three phases, preventing reverse power flow on distribution circuits, and matching voltage phasors across an open switch for topology changes (such as flexible restoration or microgrid islanding). The L-PBC layer is comprised of feedback controllers that send power setpoint commands to one or more dispatchable resources, which are ideally four-quadrant controllable DER/inverter combinations. The S-PBC uses an Optimal Power Flow (OPF) solution to periodically send phasor targets to the L-PBC. These targets are defined relative to the voltage at a reference node (e.g. the substation), and directly enforce operating voltage limits (e.g. ±5% of nominal). The use of the phasor as a network state variable enables an immediate corrective response to disturbances without communication among L-PBCs and without compromising privacy.

In the context of PBC, we design the L-PBC layer in which inverter real and reactive power is actuated to regulate voltage magnitude and voltage phase angle, which is consistent with the approach proposed in [46]. Specifically, real and reactive power commands are sent to inverter resources at ”actuator nodes” to drive the voltage phasor at the ”performance node” to the S-PBC computed target phasor. Leveraging the structure of a Proportional Integral (PI) controller we overcome limitations of a single control degree of freedom (e.g.,
Proportional (P) control for improved steady-state tracking. For each phase and node with an inverter, two PI controllers with the structure

\[ Q_{cmd}[k+1] = m^q_p(V[k] - V_{target}[k]) + m^q_i \sum_{1}^{k} (V[k] - V_{target}[k]) \text{ for } k = 1\ldots n \]  

\[ P_{cmd}[k+1] = m^p_p(\delta[k] - \delta_{target}[k]) + m^p_i \sum_{1}^{k} (\delta[k] - \delta_{target}[k]) \text{ for } k = 1\ldots n \]  

are implemented to compute inverter commands. At time \( k\Delta \) (where \( \Delta \) is the time interval between time step \( k \)), the voltage magnitude is denoted by \( V[k] \), the voltage phase angle is denoted by \( \delta[k] \), the real power command is denoted by \( P_{cmd}[k] \) and the reactive power command is denoted by \( Q_{cmd}[k] \). Further, \( m^q_p, m^q_i, m^p_p \) and \( m^p_i \) are the design parameters for our controller \( C_1 \), and \( m^p_p \) and \( m^p_i \) are the design parameters for our controller \( C_2 \). The phasor target values \( V_{target}[k] \) and \( \delta_{target}[k] \), are specified by the S-PBC.

**Feedback controller design**

In this section we describe a two-part process to design the controller parameters \( m^q_p, m^q_i, m^p_p \) and \( m^p_i \). First, we describe an online measurement process to determine power-voltage sensitivities. Then we incorporate the sensitivities into a closed-loop model of the PBC system that can be evaluated with an offline tuning algorithm.

While the algebraic power flow equations relating nodal power injections to voltages express \( P = f_1(V, \delta) \) and \( Q = f_2(V, \delta) \), the inverse mapping, \( V = g_1(Q, P) \) and \( \delta = g_2(Q, P) \), is difficult to express without an accurate estimate of the grid’s effective impedance. In what follows we use a power flow simulator from Opal-RT, ePHASORSIM, to characterize this inverse relationship for various feeders. Specifically, we seek the sensitivity map \( H \) introduced in section 2.1 that describes how the change in steady-state nodal power on each phase of the actuation node impacts the change in steady-state voltage on each phase of the performance node. We define \( H \) by

\[ H = \begin{bmatrix} H_{eq} & H_{vp} \\ H_{dq} & H_{dp} \end{bmatrix}, \]  

and each element in \( H \) is defined as

\[ H_{eq} = \max_{i \in \{1,\ldots,M\}} a_i = \max_{i \in \{1,\ldots,M\}} \left( \frac{V^{ss}_{q_i} - V^0}{Q^{ss}_{q_i} - Q^0} \right), \]  

\[ H_{vp} = \max_{i \in \{1,\ldots,M\}} b_i = \max_{i \in \{1,\ldots,M\}} \left( \frac{V^{ss}_{p_i} - V^0}{P^{ss}_{p_i} - P^0} \right), \]
\[ H_{dq} = \max_{i \in \{1, \ldots, M\}} c_i = \max_{i \in \{1, \ldots, M\}} \left( \frac{\delta_{is}^{ss} - \delta^0}{Q_{is}^{ss} - Q^0} \right), \]

\[ H_{dp} = \max_{i \in \{1, \ldots, M\}} d_i = \max_{i \in \{1, \ldots, M\}} \left( \frac{\delta_{is}^{ss} - \delta^0}{P_{is}^{ss} - P^0} \right), \]

where index \( i \) corresponds to each of \( M \) step changes applied to the initial reactive power \( Q^0 \) (or real power \( P^0 \)), where the initial operating point is \((Q^0, V^0)\) (or \((P^0, \delta^0)\)).

In more detail, to compute \( H_{vq} \) we measure the initial reactive power \( Q^0 \) and voltage magnitude \( V^0 \) at the respective operating point \((Q^0, V^0)\). Then, we apply a step change in reactive power and measure the steady-state reactive power \( Q_{i}^{ss} \) and the steady-state voltage magnitude \( V_{i}^{ss} \), corresponding to operating point \((Q_{i}^{ss}, V_{i}^{ss})\). We denote by \( V_{i}^{ss} \) the measured steady-state voltage magnitude after each step change \( i \). In this way we compute \( \alpha = \{a_1, \ldots, a_i, \ldots, a_M\} \), where \( a_i \) corresponds to step change \( i \). The maximum element in \( \alpha \) is assigned to \( H_{vq} \).

By way of an example, in Fig. 3.1 we consider the IEEE 13-node feeder [3] where the actuator and performance node are co-located at node 675. Our initial operating point is given by \((Q^0, V^0) = [0\text{pu}, 1\text{pu}]\), and we consider \( M = 10 \) step changes in the reactive power output. We compute \( \alpha \) for step changes \( Q_{i}^{ss} = \{20, 50, 70, 100, 150, 300, 500, 750, 1000\} \) (in kVARs). The maximum of \( \alpha \), that is, \( a_1 = 0.095 \) is assigned to \( H_{vq} \), an element in \( H \). Note that changing the location of the actuator node or the performance node would result in different gains \( a_i \).

Figure 3.1: steady-state gains \( a_i \) for different step inputs on the IEEE 13NF, where operating point before each step change is \((Q^0, V^0) = [0\text{pu}, 1\text{pu}]\). Note that \( H_{vq} = \max_{i \in \{1, \ldots, M\}} \), where \( i \) is the step change index.

In Fig. 3.2 we represent our control system in block diagram form. Each controller \( C_1, C_2 \), is a discrete time PI controller, defined by the control law in (3.1) and (3.2). The output of the \( H \) mapping is added to the measured voltage phasor. We seek to drive the measured voltage phasor \((V, \delta)\) to the specified target values \((V_{\text{target}}, \delta_{\text{target}})\). The two controllers are decoupled, but each is tuned to consider the cross interactions of the process when both loops
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Figure 3.2: Block diagram representation of our control system, with controllers $C_1$ and $C_2$ and gains $H_{11}, H_{12}, H_{21}, H_{22}$ [2].

are operating simultaneously. These cross interactions are significant due to non-negligible distribution circuit resistance.

Tuning with Genetic Algorithm

Next, for each of controller $C_1$, $C_2$, we sample sets of candidate controller parameters from a heuristically-defined parameter space. Specifically, we sample $m^q_p, m^q_i \in (0, \frac{0.7}{H_{pq}})$ and $m^p_p, m^p_i \in (0, \frac{0.7}{H_{pp}})$. For each candidate set of four parameters, we evaluate the performance of the closed loop, quasi-steady state, step response of the system in Fig. 3.2. The parameter set that minimizes a genetic algorithm cost function $J$ is assigned to $C_1$ and $C_2$.

The genetic algorithm cost function enforces weighted tradeoffs between four terms as shown in equation (3.4). The terms penalize quasi-steady state tracking error $|y_{ref} - y_k|$, control effort $u_k$, quasi-steady state settling time $v$, and quasi-steady state overshoot $w$, respectively. The first two terms are discrete accumulators over the evaluation horizon $N$, and the last two terms each enforce a hard constraint on the controller designs according to a specified maximum quasi-steady state settling time or overshoot. Both $\eta(v)$ and $\zeta(w)$ are log barrier functions [47] which are assigned a quadratically increasing penalty that sharply rises when a quasi-steady state settling time or overshoot violation occurs.

$$J = \sum_{k=1}^{N} Q|y_{ref} - y_k| + \sum_{k=1}^{N} R|u_k| + v\eta(v) + w\zeta(w) \quad (3.4)$$

In cases where we have more than one actuator connected to the same phase, the control parameters computed with the genetic algorithm are divided by the number of actuators connected to the respective phase. That is, if there are three single-phase actuators on phase A at different nodes, the controller parameters associated with those actuators are divided
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by three to obtain \( m_{p}^{q}, m_{i}^{q}, m_{p}^{p}, \) and \( m_{i}^{p} \). This division operation considers the interaction between actuators on the same phase.

### 3.4 Numerical Simulations

![Figure 3.3: Total generation and load on the IEEE 13NF across 24 hours.](image)

In the simulations that follow, reported spot loads on IEEE feeders or otherwise are replaced with aggregate second-wise time-varying net load data. The data is generated based on public commercial and residential loads and solar PV generation profiles from Southern California Edison during a typical summer day. We consider a PV penetration level at 50% of the non-coincident feeder peak. Fig. 3.3 shows the real and reactive power generation and load across the day for the 13NF.

We consider an L-PBC implementation of controllers \( C_{1} \) and \( C_{2} \) to coordinate multiple actuators on phase A, B, and C at different nodes. Specifically, on the IEEE 13NF we place the performance node at 632 and the actuator nodes at 634, 675, and 645, as illustrated in Fig. 3.4. It is worth mentioning that the actuator at node 645 is on a single phase B. In total, there are two actuators on phase A tracking the voltage phasor at node 632a, three actuators phase B tracking the phasor at 632b, and three actuators on phase C tracking the phasor at 632c. We compare the genetic algorithm method of tuning the PI design parameters for \( C_{1} \) and \( C_{2} \) to the Ziegler–Nichols method.

With the Ziegler–Nichols tuning method, the gains of each controller \( C_{1}, C_{2} \) are found for each phase, one at a time leveraging the Opal-RT ePHASORSIM simulator. We observe that when both controllers \( C_{1} \) and \( C_{2} \) are operating in closed loop, the quasi-steady-state voltage output grows indicating voltage instability. Consequently, via trial and error, we detune the respective gains by 30% to enable steady-state tracking.

Next, we use the proposed genetic algorithm to find the design parameters for \( C_{1} \) and \( C_{2} \). Table 3.1 compares the design parameters for Phase B when implementing (1) the proposed genetic algorithm, and (2) the detuned Ziegler-Nichols method.
<table>
<thead>
<tr>
<th></th>
<th>Ziegler–Nichols</th>
<th>Genetic Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>675a to 632a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.16</td>
<td>1.39</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>0.63</td>
<td>1.54</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.02</td>
<td>0.0044</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.013</td>
<td>0.032</td>
</tr>
<tr>
<td>634a to 632a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.13</td>
<td>0.69</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>0.62</td>
<td>1.62</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.028</td>
<td>0.0042</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.017</td>
<td>0.030</td>
</tr>
<tr>
<td>675b to 632b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.16</td>
<td>0.593</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>0.63</td>
<td>1.62</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.02</td>
<td>0.0068</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.013</td>
<td>0.0317</td>
</tr>
<tr>
<td>634b to 632b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.13</td>
<td>0.123</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>0.62</td>
<td>1.65</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.028</td>
<td>0.0023</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.017</td>
<td>0.033</td>
</tr>
<tr>
<td>645b to 632b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.98</td>
<td>1.69</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>1.08</td>
<td>1.91</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.078</td>
<td>0.013</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.047</td>
<td>0.0287</td>
</tr>
<tr>
<td>675c to 632c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.16</td>
<td>0.88</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>0.63</td>
<td>1.82</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.02</td>
<td>0.0067</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.013</td>
<td>0.0278</td>
</tr>
<tr>
<td>634c to 632c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_p^q$</td>
<td>1.13</td>
<td>1.47</td>
</tr>
<tr>
<td>$m_i^q$</td>
<td>0.62</td>
<td>1.71</td>
</tr>
<tr>
<td>$m_p^p$</td>
<td>0.028</td>
<td>0.013</td>
</tr>
<tr>
<td>$m_i^p$</td>
<td>0.017</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 3.1: $C_1$ and $C_2$ controller parameters for the simulation involving multiple actuators. Control parameters $m_p^q$, $m_i^q$, $m_p^p$, $m_i^p$ are in kVAR/V, kW/V, kVAR/degrees, and kW/degrees respectively.
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Figure 3.4: Diagram of the IEEE 13NF with labels included for the phasor target node and actuator nodes, as considered in the multiple actuator simulation.

(a) Comparison of the quasi-steady state voltage magnitude response to a square wave disturbance for the IEEE 13NF, node 632a, where controllers $C_1$ and $C_2$ on each actuator node are tuned with parameters in Table 3.1.

(b) Comparison of the quasi-steady state voltage angle response to a square wave disturbance for the IEEE 13NF, node 632a, where controllers $C_1$ and $C_2$ on each actuator node are tuned with parameters in Table 3.1.

In Fig. 3.5a and Fig. 3.5b we consider tuning the L-PBC design parameters in two ways, (1) Ziegler-Nichols then detuning by 30%, and (2) the proposed genetic algorithm. We consider the closed loop voltage magnitude and phase angle response at node 632a, when applying a square wave disturbances at nodes 634a/b/c, 671a/c, 675a/b/c, 692a/c, and 611a/c. We observe that the L-PBC controller tuned via the proposed genetic algorithm allows for a faster steady-state convergence to the target phasor.
Six-hour Simulation

Here we compare PBC to DVVC on the IEEE 13NF from 9:00 to 15:00. While DVVC is designed to regulate local voltages, the tracking of phasor targets by L-PBCs contributes to meeting S-PBC higher level objectives across potentially multiple feeders. In addition to the global objectives achieved, we show that the voltage magnitude regulation compared to DVVC is improved.

For the purposes of comparison, in this simulation the supervisory layer sends minute-wise phasor targets to nodes 634, 671, 675, and 632, which have co-located L-PBCs. As such, we have multiple performance nodes with co-located controllers and actuators. For the DVVC case, we place controllers at the same four three-phase nodes. The twelve controllers actuate 600kVA inverters, where the objective is to track the phasor target at the respective nodes.

Large signal disturbances can be caused by several physical events, such as groups of people changing their loads at once, clouds briefly covering solar panels, and switching events. These disturbances can be modeled with either a step or square wave disturbance in net load. To capture a variety of large-signal disturbances, every fifteen minutes real power disturbances are randomly sampled from 40 to 800 kW and duration ranges are sampled from 10s to 350s. Reactive power disturbances are sampled from 0.9 leading to 0.9 lagging to represent a variety of inductive and capacitive loads.

For controller parameters, the DVVC slope is usually calculated from the inverter’s maximum available reactive power and the allowable voltage range [13]. However, tuning the twelve controllers in that way causes voltage instability for this setup. Instead the DVVC slopes are computed using the genetic algorithm. For fair comparison, the DVVC nominal voltage is set equal to the time-varying PBC voltage magnitude target.

We next consider two scenarios to simulate PBC. First, PBC regulates both voltage magnitude and angle (Scenario 1). Second, PBC regulates voltage magnitude using reactive power alone - which is more similar to DVVC (Scenario 2). In Fig. 3.7 we observe the voltage magnitude at node 634b with no control, DVVC, PBC without real power regulation, and PBC with both real and reactive power regulation. Controllers operating with DVVC are unable to keep the voltage within the 5% range in the middle of the day. PBC controllers in Scenario 2 eliminate the steady-state error and 5% violations. However, in Fig. 3.8 we
observe more apparent power \( S = \sqrt{P^2 + Q^2} \) actuation with PBC under Scenario 1 than with DVVC. In contrast, PBC under Scenario 1 improves the voltage regulation while also enabling supervisory level objectives to be achieved.

Figure 3.7: Voltage magnitude at node 634a of the IEEE 13NF for different control laws: (1) no control, (2) droop volt-var control (DVVC), (3) PBC Scenario 2, (4) PBC Scenario 1.

Figure 3.8: Apparent power actuation at node 634a of the IEEE 13NF for different control laws: (1) no control, (2) droop volt-var control (DVVC), (3) PBC Scenario 2, (4) PBC Scenario 1.

Metrics are computed for individual phases across the simulation duration, then the best, average, and worst case of each metric across all nodes of the IEEE 13NF are computed.
The average quasi-steady state tracking error $\gamma$ is computed by

$$\gamma = \frac{\sum_{n=1}^{N} \left( \frac{|V-V_{\text{target}}|}{V_{\text{target}}} \times 100 \right)}{N}. \quad (3.5)$$

The voltage volatility index (VVI) is computed based on ANSI standards [10], in which a violation is counted if the voltage at the node violates either 1) 1.06-0.9 \text{pu} band instantaneously (range A) or 2) 1.05-0.95 \text{pu} band continuously for 2 minutes (range B). Finally, apparent power actuation ($S = \sqrt{P^2 + Q^2}$) averaged over time is compared, as well as the percent of time the actuators are saturated due to the large signal disturbances.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Worst</th>
<th>Best</th>
<th>Average of all phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>DVVC scen. 1</td>
<td>7.040</td>
<td>0.305</td>
<td>2.660</td>
</tr>
<tr>
<td>PBC scen. 1</td>
<td>0.059</td>
<td>0.016</td>
<td>0.075</td>
</tr>
<tr>
<td>Percent of 5% sustained violations (%)</td>
<td>31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Number of instantaneous violations</td>
<td>3</td>
<td>16</td>
<td>1.2</td>
</tr>
<tr>
<td>Average actuation (kVA)</td>
<td>220.17</td>
<td>1.15</td>
<td>65.53</td>
</tr>
<tr>
<td>percent saturated (%)</td>
<td>0</td>
<td>0</td>
<td>6.03</td>
</tr>
<tr>
<td>Average quasi-steady state overshoot (%)</td>
<td>21.16</td>
<td>4.61</td>
<td>10.80</td>
</tr>
<tr>
<td>Average quasi-steady state settling time (seconds)</td>
<td>3.80</td>
<td>1.45</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of performance metrics for DVVC and PBC among the twelve controlled phases (four nodes with three phases) across the six-hour simulation. Best and worst values are not coincident.

In Table 3.2 we present the computed metrics for the control laws DVVC and PBC Scenario 1 from the six-hour simulation. The quasi-steady state average tracking error is significantly reduced with PBC Scenario 1 and 2 due to the integrator action eliminating steady-state error. Furthermore, for Scenario 1 and 2 we observe no load change disturbances that result in sustained violations (range B), while with DVVC 31% of the 2-minute disturbances persist outside the 5% range. In this undervoltage scenario, PBC raises the voltage magnitude to track the phasor target, resulting in sustained voltages above 1.06 \text{Vpu} for a short period of time. DVVC requests less total inverter actuation, but does so at the expense of voltage regulation performance.
Table 3.3: PBC design variables obtained using the genetic algorithm, where the controller parameters and \( H \) gains are provided for phase C of the co-located actuator and performance node on each of the unbalanced feeders IEEE 13NF, IEEE 123NF, and 344NF.

<table>
<thead>
<tr>
<th>Node number</th>
<th>IEEE 13NF</th>
<th>IEEE 123NF</th>
<th>344NF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_{vp} )</td>
<td>0.27</td>
<td>0.17</td>
<td>-0.048</td>
</tr>
<tr>
<td>( H_{vp} )</td>
<td>0.14</td>
<td>0.098</td>
<td>0.066</td>
</tr>
<tr>
<td>( H_{dp} )</td>
<td>14.4</td>
<td>10.66</td>
<td>11.94</td>
</tr>
<tr>
<td>( H_{dq} )</td>
<td>-5.51</td>
<td>-4.52</td>
<td>-4.85</td>
</tr>
<tr>
<td>( m_{p} )</td>
<td>0.97</td>
<td>0.180</td>
<td>3</td>
</tr>
<tr>
<td>( m_{q} )</td>
<td>1.81</td>
<td>0.772</td>
<td>0.5</td>
</tr>
<tr>
<td>( m_{p} )</td>
<td>0.011</td>
<td>0.011</td>
<td>0.048</td>
</tr>
<tr>
<td>( m_{q} )</td>
<td>0.023</td>
<td>0.013</td>
<td>0.028</td>
</tr>
</tbody>
</table>

(a) Quasi-steady state voltage magnitude response to a square wave disturbance where actuator and performance node are at node 76 of the 123NF.

(b) Quasi-steady state voltage phase angle response to a square wave disturbance where actuator and performance node are at node 300063911 of the 344NF.

Scaling Simulation

A co-located performance and actuator node are placed on three-phases far from the feeder head, namely node 675 for the IEEE 13-node feeder (13NF), node 76 for the IEEE 123-node feeder (123NF), and node 300062503 for a 344-node feeder from PG&E (344NF). A square-wave disturbance of 300kW and 59kVAR is applied to the performance node on each feeder, and actuator limits are turned off. The grid steady-state gains \( H_{vp}, H_{vp}, H_{dq}, \) and \( H_{dp} \)

\(^{1}\)in original publication [39] was erroneously referred to as having 647 nodes
recorded in Table 3.3 provide insight into the difficulty of finding parameters for controllers C1 and C2 on each phase.

Consider the ratio of coupling to decoupling steady-state gains \( r_1 \triangleq \frac{H_{vp}}{H_{vq}} \) and \( r_2 \triangleq \frac{H_{dq}}{H_{dp}} \). Loop coupling is significant if \( r_1 \) or \( r_2 \) are large in magnitude, and if the sign is negative the loops adversely affect each other. The IEEE 13NF has minimal coupling for both control loops, while 123NF and 344NF has significant coupling for controlling voltage magnitude \( (r_1) \). Coupling directly causes adverse interactions between the \( C_1 \) and \( C_2 \) controllers, resulting in actuator saturation or voltage instability. While detuning can improve steady-state tracking in some cases, we find it does not for the setups that have significant coupling.

The genetic algorithm is successful in tuning controllers for the IEEE 13NF and IEEE 123NF, but the significant coupling in the 344NF causes the method to fail. Controller parameters for that feeder are found through developed intuition. Parameters for phase C are collected in Table 3.3.

The voltage magnitude for the simulation of the IEEE 123NF and 344NF are shown in Fig. 3.9a. The phase angle is omitted, but behavior on both feeders is similar to that of 3.5a(b). The IEEE 123NF has long voltage magnitude settling time due to significant coupling on the feeder \(^2\). We observe more volatility in voltage magnitude and phase angle on the largest feeder, the 344NF, potentially because there are more nodes with time-varying load and generation.

### 3.5 Conclusion

We have presented an implementation of the local layer of Phasor-Based Control (PBC), in which inverter-based resources are sent real and reactive power commands so that voltage phasors at specified nodes reach target phasors. Commands are computed with PI controllers that explicitly considers the distribution grid impedance coupling. The controllers are tuned using a steady-state gain relationship between power and voltage, and a genetic algorithm that identifies controller gain based on a quasi-steady state closed loop grid model. Numerical simulations on the IEEE 13NF show tuning with the proposed genetic algorithm method yields better tracking performance than the Ziegler–Nichols method. By comparing DVVC with two scenarios of PBC, we observe improved voltage regulation for both PBC scenarios. Coupling between the voltage magnitude and phase angle on the 344NF is found to cause adverse interactions between the controllers, causing the PBC tuning method to fail. Better characterizing this coupling interaction will be investigated in the future.

\(^2\)When parsing the public 123NF data, all line self impedances \( z_{22} \) and mutual impedances \( z_{31} \) were erroneously swapped, resulting in tests that are done on a feeder with unrealistically high mutual impedances. The 123NF was corrected for use in Chapter 5
Chapter 4

Hardware-in-the-Loop Testing

This chapter is based on the (in preparation) paper "Hardware in the Loop Benchmarking for Phasor-Based Control Validation" [48], written in collaboration with Maxime Baudette, Leo Chu, Christoph Gehbauer, Keith Moffat, Jasper Pakshong, and Alexandra von Meier.

In this section we describe the hardware implementation PBC, which includes both the S-PBC and L-PBC hierarchical layers. In particular, we are validating the L-PBC PI control law and tuning algorithm presented in Chapter 3. Hardware-in-the-loop (HIL) experiments were performed at the Lawrence Berkeley National Lab microgrid testing facility called FLEXLAB.

4.1 Flexgrid Test Bed

A schematic of the experimental setup is shown in Fig. 4.1. The facility’s microgrid has a single three-phase bus to which a Photovoltaic (PV) / battery system is connected. The system comprises three 8.3 kVA SolarEdge smart inverters that each interface a Tesla Powerwall 3.3 kw / 6.4 kWh battery and 3.75 kW PV strings. Because the full PV installation amounts to 15 kW, one of the inverters is connected to two PV strings. The micro-grid is equipped with a micro Phasor Measurement Unit (μPMU)\textsuperscript{1} that measures the three-phase voltages and currents at its point of connection. The local grid connection can be swapped to a three-phase 30 kVA grid emulator that is interfaced with an Opal-RT real-time digital grid simulator.

The control loop is comprised of μPMU measurements being sent to a controller to compute power commands for inverter and load rack actuators. For the default mode of the facility’s inverter control, an integer percentage value of the active power limit and a real power factor value are provided as commands. Because this mode was not providing sufficient precision, we setup an advanced control mode that specifies active and reactive power commands as a real percentage value, allowing us to emulate four-quadrant operation.

\textsuperscript{1}μPMU commonly refer to a PMU for the distribution grid
of the inverters. A set of custom load racks built with a set of fans and their respective variable-frequency drive (VFD) totalling to 1000 W were also sent real power commands. Because the reactive power consumption of the load racks was an uncontrolled variable, these values were zeroed out before being fed to the grid simulation.

**Real-time simulation**

The grid simulation is performed in real-time with Opal RT’s power flow simulator ePHASORSIM, which is has an interface based on Simulink. The test setup enables Power Hardware-in-the-Loop (P-HIL) experiments, where the grid emulator is mapped to a chosen bus in the simulation. The reference node is located at the substation for all tests and is primarily used as common reference to compute the angles of the other phasor measurements. The three-phase PV and battery system was originally connected in a Delta configuration to a step up 208/240 transformer that allows it to run at a 240 V voltage level using the local three-phase 120 V distribution grid (208 V in line-to-line voltage). For the PBC tests, a set of three-way switches was added to allow the connection of the micro-grid in a Wye configuration. This allowed three separate actuators to be mapped to different nodes in the grid simulator. See [48] for details on the HIL setup.
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Communication setup
The smart inverters allow for remote control of the PV and battery system over the MODBUS communication protocol. The S-PBC and L-PBC PI control was implemented in Python and commands are communicated to the actuators via a publish-subscribe message bus the Distributed, Extensible, Grid Control (DEGC) platform. The S-PBC provided new phasor targets every minute, while the feedback controller operated on a 15-second cadence. The PMUs reported 120 measurements each second. See [49] for details on the communication setup.

Controller-In-the-Loop (CIL)
The basic HIL setup loop involves real-time measurements being fed to a controller, which computes a command that is sent to physical actuator. Then the actuator’s action informed the next measurement. In contrast, in a CIL setup, the physical actuator is omitted from the loop, and the actuator’s action is exactly determined by the controller command. That is, the controller prototype is integrated with the real-time grid simulator over a digital link using MODBUS over IP. Thus CIL is an intermediate setup between software simulations and HIL testing. A toggle in the model and on the physical controllers allows us to receive CIL or HIL actuator input.

4.2 Experiments and Results
In this section we compare voltage phasor tracking and actuator effort between software, CIL, and HIL tests. We include one test from each of the IEEE 13-node unbalanced (13NFunbal), 13-node balanced (13NFbal), 33-node balanced (33NFbal), and a 344-node unbalanced PG&E distribution feeder (341NFunbal).

For all tests, we included time-varying load data profiles that were constructed as follows. Reported spot loads on IEEE feeders or otherwise were replaced with aggregate second-wise time-varying net load data. The data is generated based on public commercial and residential loads and solar PV generation profiles from Southern California Edison during a typical summer day. We considered a PV penetration level at 100% of the non-coincident feeder peak. Fig. 4.2 shows the net active and reactive power of uncontrolled PV and loads on each node of the 13NFunbal across a typical day. Observe that the 100% PV penetration causes some slightly negative net loads during our simulation window of 11am-11:50pm. Actuator limits were set at 500 kW and 500 kVAr for all tests in software, CIL, and HIL.

For all software tests, controllers turned on when the simulation began, at 11:00am. We used a simulation timestep of fifteen seconds, to match the HIL setup’s expected delay of fifteen seconds between consecutive control actions. For the software tests, the Proportional-Integral (PI) controller parameters were designed using the offline genetic algorithm method described in Chapter 3. For CIL and HIL tests the controller gains were modified to improve the controller’s response when implemented in hardware.
33-Node Balanced Grid

On the 33NFbal we placed inverters on three-phases of node 18 and load racks on three-phases of node 26, both to track the 3-phase phasor target at node 6. The phasor target was constant at $0.97\, V_{p.u}$ and $-0.5^\circ$ on three phases. In addition to the voltage disturbances caused by the time-varying load and PV data, we applied two sets of square wave disturbances at nodes 6, 13, 21, 25, and 26 from 1080 to 1440 and 2160 to 2520 seconds, equal to 300% of the nodal active and reactive power.

In Fig. 4.3 we compare voltage magnitude and phase angle at the performance node when the controllers are turned off and when they are on. We observe that the curves for each phase are close to overlapping, due to the feeder being balanced. When the controllers
are on they successfully drive the target on each phase to its target both when the simulation begins and when rejecting each step of the large load disturbances.

Typically, the communication setup for inverter control is local, where inverters use measurements at their own node to modify their power output with the goal of regulating voltage and/or frequency. Hence it is notable that in this setup we demonstrate three-phase devices actuating at two different nodes to collaboratively track the three-phase voltage magnitude and phase angle target at a third node.

**13-Node Unbalanced Grid**

On the 13NFunal we place inverters on three-phases of node 675 and load racks on three-phases of node 671, both to track the phasor target at node 632. The phasor target is constant at 0.99 Vp.u and $-1^\circ$ on three phases. In addition to the voltage disturbances caused by the time-varying load and PV data, we apply two sets of square wave disturbances at nodes 623, 671, 675, 632, and 645 from 1080 to 1440 and 2160 to 2520 seconds, equal to 90% of the nodal real and reactive power.

![Figure 4.4: Comparison of voltage magnitude and phase angle between no-control, software, and HIL tests on the 13NFunal](image)

In Fig. 4.4 we compare the performance of the PI controllers between software and HIL tests by plotting the voltage magnitude and phase angle at the performance node. We observe convergence to the phasor target both when the simulation begins and when rejecting
each step of the large load disturbances. This test demonstrates that our setup and control algorithm is successful on an unbalanced distribution grid.

13-Node Balanced Grid

On the 13NFbal we place inverters on phase A of node 671, 652, and 692 to track the phase A targets at the same locations (co-located tracking setup). There are no square wave disturbances, but the phasor target is changed twice in real-time to illustrate a scenario in which the L-PBC handles problematic phasor targets.

Figure 4.5: Comparison of voltage magnitude and phase angle between software, CIL, and HIL tests on the 13NFbal
The test is conducted in software, CIL, and HIL. We plot the voltage magnitude and phase angles in Fig. 4.5, and in Fig. 4.6 we plot real and reactive power inverter actuation.

The S-PBC initially sent the L-PBC an achievable magnitude and angle target of 0.99 \( V_{p.u} \) and \(-1^\circ\) on three phases. After 30 minutes (1750 seconds), the targets were updated to 0.92\( V_{p.u} \) and \(-4^\circ\), which were not achievable with the available actuation of 500kW/500kVAR. After reaching saturation, the L-PBC alerts its saturated status to the S-PBC, causing the S-PBC to send back an updated phasor target of 0.95\( V_{p.u} \) and \(-2.5^\circ\) at 1800 seconds. Finally, the feedback controller at 671 tracked this target with a successful, non-saturated status. This test demonstrates effective communication between the L-PBC
and S-PBC during HIL.

**PG&E Unbalanced Grid**

Finally, to assess the scalability of PBC we conduct tests on the 344NF. We place inverters on three-phases of node 300063911 that track the phasor target at the same node. The phasor target is constant at 0.98 $V_{p.u}$ and $-3^\circ$ on three phases. Time-varying load and PV data causes second-wise disturbances that the controllers must reject to maintain the phasor target.

![Comparison of voltage magnitude and phase angle between software, CIL, and HIL tests on the 344NFunbal](image)

Figure 4.7: Comparison of voltage magnitude and phase angle between software, CIL, and HIL tests on the 344NFunbal
In Fig. 4.7 we compare the performance of the PI controllers between software, CIL, and HIL tests by plotting the voltage magnitude and phase angle at the performance node. All three tests successfully track the phasor target on this large feeder. Our previous work [39] exhibited challenges with coupling between real and reactive power actuation and A/B/C phase coupling when simulating on large feeders. Hence it is notable that our designed controllers overcome the coupling affects in all three testing modes, resulting in good tracking of the phasor target with minimal steady-state error.

4.3 Conclusion

In this work we implemented the Phasor-Based Control framework on real hardware at LBNL. The test setup is successful in coordinating multiple DERs to execute real and reactive power commands for tracking $\mu$PMU measurements. In particular, the testbed includes smart inverters, a PV and battery system, controllable loads, and a $\mu$PMU. In creating the hardware implementation we overcame several practical challenges, including the rewiring of the original 3-phase connections from Delta to Wye configurations, and the creation of an advanced control mode to enable 4-quadrant inverter control. The test results exhibit effective phasor tracking, where PI-controlled actuators and load racks overcome second-wise solar PV variations and large load disturbances. By comparing the software simulations to CIL and HIL tests, we observe similarly effective performance, with reasonable differences in settling time and amount of noise.
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Placement of PBC actuators and sensors

This chapter is based on the paper "Visual Tool for Assessing Stability of DER Configurations on Three-Phase Radial Networks" [50], written in collaboration with Brittany Wais, Elizabeth Ratnam, and Alexandra von Meier.

5.1 Abstract

We present a method for evaluating the placement of Distributed Energy Resources (DER) on distribution circuits in order to control voltages and power flows. Our previous work described Phasor-Based Control (PBC), a novel control framework where DERs inject real and reactive power to track voltage magnitude and phase angle targets. Here, we employ linearized power flow equations and integral controllers to develop a linear state space model for PBC acting on a three-phase unbalanced network. We use this model to evaluate whether a given inverter-based DER configuration admits a stable set of controller gains, which cannot be done by analyzing controllability nor by using the Lyapunov equation. Instead, we sample over a parameter space to identify a stable set of controller gains. Our stability analysis requires only a line impedance model and does not entail simulating the system or solving an optimization problem. We incorporate this assessment into a publicly available visualization tool and demonstrate three processes for evaluating many control configurations on the IEEE 123-node test feeder (123NF).

5.2 Introduction

On distribution grids it is increasingly important to effectively control DERs, especially in order to address power quality issues introduced by uncontrolled solar resources. As more controllable DERs are installed, we must analyze whether these devices will co-operate as intended, or if they will exhibit adverse interactions. This coordination problem is not only
determined by each DER’s control strategy, but also their placement and communication setup. Typically, the communication setup for inverter control is local, where inverters use measurements at their own node to modify their power output with the goal of regulating voltage and/or frequency. Yet simulations of local droop volt-var control (DVVC) inverters have indicated risks of oscillations [23, 40], reminding us that when coordinating groups of DERs it is critical to guarantee voltage stability. Additionally, there are opportunities for groups of electrically spaced inverters to collectively address voltage issues at nearby nodes.

PBC is a versatile framework for recruiting diverse DERs to support safe and resilient grid operations. Our team has previously presented the conceptual rationale for PBC [20] and demonstrated it with simulations [39] and with hardware [49]. In this work, we develop a state space model under the PBC control framework. The model setup can be useful for other power injection — voltage regulation setups, such as DVVC and volt-watt control.

Our tool is distinct from capacity maps, which are used to determine when uncontrollable solar PV violates voltage constraints with and without controllable DERs. In the hosting capacity analysis of [51], the configuration of controllable DERs is fixed, and the inverter control laws do not consider newer requirements for actuating both real and reactive power [13]. Yet the configuration and control law of controllable DERs has a significant impact on whether voltage violations occur [52] and should be considered. DER placement tools should consider those factors and also preserve the visual features of capacity maps to gain topological insights.

Our tool may also be compared to optimal power flow simulations. The approaches in [53,54] compute optimal power dispatches for controllable DERs to achieve objectives, but require detailed setup and can be computationally expensive to solve. Furthermore, modeling assumptions made in the choice of lines, loads, and weather may limit the applicability of the simulation results. Rather than setup a detailed simulation, our tool quickly evaluates many controller configurations and only requires a feeder line impedance model. Because our tool does not simulate any system, we do not make claims about time-series performance, DER capacity limit violations, or power loss. Our tool focuses in investigating the stability of proposed control configurations, whose results can then inform the setup of a simulation if needed.

In this work we develop a novel linear state space model to analyze the network-wide stability of inverters that inject real and reactive power. To do so, we assume the dynamics of loads, lines, and inverters are much faster than the inverter power set-point control law [36,38,55]. The algebraic DistFlow equations and the proposed integrator controllers form a closed-loop quasi-steady state dynamical system. The proposed system is consistent with the model in [55], with an extension that incorporates the voltage phase angle. Finally, we incorporate this model into a tool that illustrates good locations to place controllable inverter-based DERs.
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5.3 Problem Formulation

Example on IEEE 123-node Test Feeder

The Phasor-Based Control (PBC) framework involves sending real and reactive power set-point commands to controllable DERs at actuator nodes to drive the voltage magnitude and phase angle measured at designated performance nodes to computed optimal phasor targets. By achieving these targets, we meet supervisory-level objectives such as reducing voltage volatility, balancing the three phases, and preventing reverse power flow.

We motivate this work by way of an example on the 123NF [3]: let \( \chi \) be an arbitrarily chosen controller configuration of co-located actuator and performance node pairs where PBC successfully drives convergence to the phasor targets. We create configuration \( C_1 \) by adding an actuator-performance node pair at node 61 to \( \chi \). In contrast, we create configuration \( C_2 \) by adding a pair to \( \chi \) at node 60, which is adjacent to node 61. We design PBC controllers with \( C_1 \) and \( C_2 \) using the method from our previous work [39], and simulate the closed-loop systems using Opal-RT’s ePHASORSIM nonlinear power flow simulator. In the simulation we use reasonable phasor targets and initial conditions, and apply three step change power disturbances.

As shown in Fig. 5.2, the voltage magnitude tracking errors of \( C_2 \) do not converge to zero. In contrast, the voltage magnitude tracking errors of \( C_1 \) in Fig. 5.1 converge after 350 seconds to \( \leq 0.2\% \), which is equal to five volts. Note that before the simulation, it was not intuitive whether either configuration would converge. Furthermore, it is not obvious why \( C_1 \) converges but \( C_2 \) does not. Our tool can determine, without simulating the scenario, whether a set of controller gains exists that will ensure tracking convergence for any given controller configuration. In our results section we return to this example and employ our tool to provide insight on the differing convergence behavior.

State Space Model Derivation

Voltage Magnitude Equation

Consider the Distflow [26] branch equation for a single-phase radial network

\[
|V_i|^2 - |V_j|^2 \approx 2(r_{ij} P_{ij} + x_{ij} Q_{ij}) + (r_{ij}^2 + x_{ij}^2) \frac{(P_{ij}^2 + Q_{ij}^2)}{|V_i|^2},
\]

(5.1)

which approximates the relationship between voltage magnitudes \( V_i, V_j \) and power flow \( P_{ij} + jQ_{ij} \) from node \( i \) to node \( j \) with complex impedance \( r_{ij} + jx_{ij} \).

We linearize equation (5.1) about a nominal voltage of 1 p.u. by dropping the square term. Next, let \( v_i \) be the squared voltage magnitude, \( p_i \) the net real power, \( q_i \) the net reactive power at node \( i \), and define vectors \( v = [v_1, v_2, \ldots, v_n]^T \), \( p = [p_1, p_2, \ldots, p_n]^T \), \( q = [q_1, q_2, \ldots, q_n]^T \), \( v_0 = [v_0, v_0, \ldots, v_0]^T \) on a network with \( n \) nodes. Here \( v_0 \) refers to the substation node which is constant at 1 p.u.. As done in [36, 38, 55], we choose time step \( k \) to be sufficiently large.
Figure 5.1: Voltage magnitude tracking error failing to converge when configuration $C_1$ is simulated on the 123NF

Figure 5.2: Voltage magnitude tracking error failing to converge when configuration $C_2$ is simulated on the 123NF

enough for the dynamics from inverters, lines, and loads to settle to steady state before new power injections are updated. The algebraic relationship between nodal power injections and squared nodal voltages at all nodes for time steps $k$ and $k+1$ becomes

$$v_k = R_p k + X q_k + v_0$$  \hspace{1cm} (5.2)$$

$$v_{k+1} = R_{p_{k+1}} + X q_{k+1} + v_0$$  \hspace{1cm} (5.3)$$
where the entries of matrices $R$ and $X$ at the $i^{th}$ row and $j^{th}$ column are given by

$$R_{ij} = 2 \sum_{(h,k) \in P_i \cap P_j} r_{hk} \quad (5.4)$$

$$X_{ij} = 2 \sum_{(h,k) \in P_i \cap P_j} x_{hk} \quad (5.5)$$

$P_i$ is the unique set of lines (or path) connecting node $i$ back to the substation node.

We subtract equation (5.2) from (5.3), giving

$$v_{k+1} = v_k + R(p_{k+1} - p_k) + X(q_{k+1} - q_k). \quad (5.6)$$

To extend equation (5.6) to a three-phase system we consider each phase as a separate node and triple the set of $n$ nodes as done in [38, Appendix]. Each vector element in equation (5.6) is replaced with a 3x1 vector, and each element of matrices $R$ and $X$ is replaced with a 3x3 block matrix. This gives $v, p, q \in \mathbb{R}^{3n \times 1}$ and $R, X \in \mathbb{R}^{3n \times 3n}$.

Because we typically seek to drive voltage magnitudes to 1 p.u. and balance phases to 120° apart, we define time-varying phasor targets with $v_{ref} \in \mathbb{R}^{3n \times 1}$ values near one, and $\delta_{ref} \in \mathbb{R}^{3n \times 1}$ values with a repeated sequence near $[0 - 120 120]^\top$. Subtracting $v_{ref}$ from both sides of equation (5.6), we have

$$v_{k+1} - v_{ref_{k+1}} = (v_k - v_{ref_k}) + (v_{ref_k} - v_{ref_{k+1}}) + R(p_{k+1} - p_k) + X(q_{k+1} - q_k) \quad (5.7)$$

**Voltage Phase Angle Equation**

The relationship between nodal voltage phase angles $\delta_i, \delta_j$ and power flow on a single-phase radial network is described by

$$\sin(\delta_i - \delta_j) = \frac{x_{ij}P_{ij} - r_{ij}Q_{ij}}{|V_i||V_j|}. \quad (5.8)$$

To linearize the equation, we make the small-angle approximation $\sin \delta \approx \delta$ and assume $V_i \approx V_j \approx 1$ p.u., retaining the dependence of $P_{ij}$ and $Q_{ij}$ on $(\delta_i - \delta_j)$ [20].

In extension to all nodes, we define the vector $\delta = [\delta_1, \delta_2, ... \delta_n]^\top$. Here $\delta_0$ is a vector of the substation nodal voltage phase angle, which is constant at 0°. The algebraic relationship between nodal power injections and voltage phase angles at all nodes for time steps $k$ and $k+1$ becomes

$$\delta_k = -\frac{1}{2}Rq_k + \frac{1}{2}Xp_k + \delta_0 \quad (5.9)$$

$$\delta_{k+1} = -\frac{1}{2}Rq_{k+1} + \frac{1}{2}Xp_{k+1} + \delta_0. \quad (5.10)$$
We subtract equation (5.9) from (5.10), giving
\[ \delta_{k+1} = \delta_k - \frac{1}{2} R(q_{k+1} - q_k) + \frac{1}{2} X(p_{k+1} - p_k). \] (5.11)

We extend equation (5.11) to a three-phase system in the same way as done in section 5.3. Then subtracting the phasor targets \( \delta_{k+1}^{\text{ref}} \) from both sides gives
\[ \delta_{k+1} - \delta_{k+1}^{\text{ref}} = (\delta_k - \delta_k^{\text{ref}}) + (\delta_k^{\text{ref}} - \delta_k^{\text{ref}}) - \frac{1}{2} R(q_{k+1} - q_k) + \frac{1}{2} X(p_{k+1} - p_k). \] (5.12)

**Nodal Power Update Equations**

The update equation for net nodal powers at time step \( k \)
\[ q_k = q_k^{\text{inv}} + q_k^{\text{other}} \] (5.13)
\[ p_k = p_k^{\text{inv}} + p_k^{\text{other}}, \] (5.14)

where \((q^{\text{inv}}, p^{\text{inv}})\) are inverter set-point power commands and \((q^{\text{other}}, p^{\text{other}})\) are power injections from load and generation sources that are not under our control. We consider these power update equations at time step \( k + 1 \), then substitute these four equations into (5.7) and (5.12), giving
\[ v_{k+1} - v_{k+1}^{\text{ref}} = (v_k - v_k^{\text{ref}}) + (v_k^{\text{ref}} - v_{k+1}^{\text{ref}}) + R(p_{k+1}^{\text{inv}} - p_k^{\text{inv}}) + R(p_{k+1}^{\text{other}} - p_k^{\text{other}}) + \\
X(q_{k+1}^{\text{inv}} - q_k^{\text{inv}}) + X(q_{k+1}^{\text{other}} - q_k^{\text{other}}), \] (5.15)
\[ \delta_{k+1} - \delta_{k+1}^{\text{ref}} = (\delta_k - \delta_k^{\text{ref}}) + (\delta_k^{\text{ref}} - \delta_{k+1}^{\text{ref}}) - \frac{1}{2} R(q_{k+1}^{\text{inv}} - q_k^{\text{inv}}) - \frac{1}{2} R(q_{k+1}^{\text{other}} - q_k^{\text{other}}) + \\
\frac{1}{2} X(p_{k+1}^{\text{inv}} - p_k^{\text{inv}}) + \frac{1}{2} X(p_{k+1}^{\text{other}} - p_k^{\text{other}}). \] (5.16)

**Inverter Control Law**

We design our controller set-point update strategy as a discrete-time integrator with gain matrices \( F_{11}, F_{12}, F_{21}, \) and \( F_{22} \), where
\[ q_k^{\text{inv}} - q_k^{\text{inv}} = -F_{11}(v_k - v_k^{\text{ref}}) - F_{12}(\delta_k - \delta_k^{\text{ref}}), \] (5.17)
\[ p_k^{\text{inv}} - p_k^{\text{inv}} = -F_{21}(v_k - v_k^{\text{ref}}) - F_{22}(\delta_k - \delta_k^{\text{ref}}). \] (5.18)

The inverter power injection will decrease when the voltage is too high \((v_k - v_k^{\text{ref}}) > 0\) and increase when voltage is too low. Equation (5.17) differs from the analogous DVVC law, \( q_{k+1}^{\text{inv}} = -F_{11}(v_k - v_k^{\text{ref}}) \). Specifically, we map the tracking error to the next change in actuation command, in contrast to how DVVC maps it to the next actuation command.
Quasi-steady State Dynamical System

Let our states be the voltage magnitude tracking error \( e^v = v - v^{\text{ref}} \) and voltage phase angle tracking error \( e^\delta = \delta - \delta^{\text{ref}} \). We define our inputs be the change in inverter actuation \( u^q_k = q^{\text{inv}}_{k+1} - q^{\text{inv}}_k \), \( u^p_k = p^{\text{inv}}_{k+1} - p^{\text{inv}}_k \). After substituting (5.17) and (5.18) into (5.15) and (5.16), our state space equations are

\[
\begin{bmatrix}
    e^v_{k+1} \\
    e^\delta_{k+1}
\end{bmatrix}
= A \begin{bmatrix}
    e^v_k \\
    e^\delta_k
\end{bmatrix} + B \begin{bmatrix}
    u^q_k \\
    u^p_k
\end{bmatrix} + \begin{bmatrix}
    c^q_k \\
    c^p_k
\end{bmatrix} + \begin{bmatrix}
    d^q_k \\
    d^p_k
\end{bmatrix},
\]  

(5.19)

\[
\begin{bmatrix}
    u^q_k \\
    u^p_k
\end{bmatrix} = -F \begin{bmatrix}
    e^v_k \\
    e^\delta_k
\end{bmatrix},
\]  

(5.20)

where \( c^q_k = (v^{\text{ref}}_k - v^{\text{ref}}_{k+1}) \), and \( d^q_k = R(p^{\text{other}}_{k+1} - p^{\text{other}}_k) + X(q^{\text{other}}_{k+1} - q^{\text{other}}_k) \), which are the changes in voltage magnitude targets and changes in voltage magnitude from uncontrollable sources, respectively. Likewise, \( c^\delta_k = (\delta^{\text{ref}}_k - \delta^{\text{ref}}_{k+1}) \), and \( d^\delta_k = \frac{1}{2} X(p^{\text{other}}_{k+1} - p^{\text{other}}_k) - \frac{1}{2} R(q^{\text{other}}_{k+1} - q^{\text{other}}_k) \). Note that \( c^q_k, c^\delta_k, d^q_k, \) and \( d^\delta_k \) are time-varying terms that are independent of the state.

The authors in [55] formulate a similar open loop and feedback control equations, but only for reactive power driving voltage magnitudes to the nominal \( V = 1 \text{p.u.} \) on single-phase networks. Our use of power injections to track voltage phase angle targets is novel as well as critical to the PBC framework.

Disturbance Model

After substituting the feedback law (5.20) into (5.19), we have \( x_{k+1} = (A - BF)x_k + c_k + d_k \).

Power disturbances from uncontrollable sources such as load changes, cloud cover events, and solar PV fluctuations can cause voltage spikes resulting in unintended device tripping. We model these disturbances with time-series profiles as done in [38,55]. Modeled this way, disturbances \( d_k \) and phasor targets \( c_k \) do not change the eigenvalues of \( A_{cl} \). To evaluate stability of the closed-loop system, we set \( c_k = d_k = 0 \), giving

\[
x_{k+1} = (A - BF)x_k = A_{cl}x_k.
\]  

(5.22)

Eq. (5.22) is a linear time-invariant (LTI) system with dynamic elements arising from integral control action.

In what follows we design \( F \) so that the system \( x_{k+1} = A_{cl}x_k + c_k + d_k \) operates close to the equilibrium of \( V = 1\text{pu} \). In more detail, we assume the phasor target changes \( c_k \), voltage disturbances \( d_k \), and initial conditions are small, such that the open-loop system (5.19) operates close to our linearization equilibrium of \( V = 1\text{pu} \).
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How Configurations Inform Gain Matrix Requirements

Communication setups of controllable DERs and sensors on real grids directly determine sparsity requirements on the controller gain matrix $F$. For a three-phase grid network with $n$ nodes, $F$ has dimension $6n \times 6n$.

In $F_{11}, F_{12}, F_{21},$ and $F_{22}$, there is an arrangement of $n^2$ 3x3 blocks, each one representing a node with up to three phases. If an actuator on node $i$ is actuating to track the phasor target at node $j$, there is a nonzero 3x3 block at the $(i,j)$ location of $F_{11}, F_{12}, F_{21},$ and $F_{22}$.

If in our control law, reactive power commands are computed as a function of voltage magnitude and not phase angle, $F_{12} = 0$. Similarly, if real power commands are computed as a function of phase angle and not voltage magnitude, $F_{21} = 0$. If power commands on one phase are computed from only that phase’s measurements, then all 3x3 blocks are diagonal.

Considering realistic scenarios of the PBC framework, we make the following assumptions when designing $F$.

**Assumption 1.** Each actuator is used to track a single phasor target. As a result, every row of $F$ can only have up to one non-zero element.

**Assumption 2.** $F_{12} = F_{21} = 0$, and the 3x3 blocks representing three-phase nodes in $F_{11}$ and $F_{22}$ are diagonal.

An example configuration that satisfies assumptions 1 and 2 is shown in Fig. 5.3. The actuator at node 4 tracks the voltage phasor at its own node, while actuators at node 1 and 3 track the voltage phasor at node 2. The controller gain matrix $F$ associated with this setup is (5.23) where $D_{3x3}$ are diagonal matrices containing the actuator controller gains.

![Figure 5.3: Diagram of multiple performance nodes with colocated and non-colocated actuators on the IEEE 13-node feeder [3]]
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\[
F = \begin{bmatrix}
0 & D_{3x3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & D_{3x3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & D_{3x3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & D_{3x3} \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (5.23)

Let the subspace \( W \) encapsulate all sparsity structure requirements on matrix \( F \). Let \( I_W \) be the structural identity of the subspace \( S \), with its \( ij^{th} \) entry defined as

\[
[I_W]_{ij} = \begin{cases} 
1, & \text{if } F_{ij} \text{ is a free variable;} \\
0, & \text{if } F_{ij} = 0 \text{ is required.}
\end{cases}
\] (5.24)

We seek an \( F \in W \) that drives (5.22) to be closed-loop stable.

**Applicability of Controllability**

One may seek to assess controllability of \((A, B)\) from (5.19). If \((A, B)\) is controllable, there exists an \( F \) matrix of any sparsity structure that makes (5.22) stable. \( F \) could be totally dense, which corresponds to an unrealistic communication setup where there is a controllable actuator at every node, and each one has access to sensor measurements at every node. Realistic communication setups are likely to impose sparsity requirements, such as those in Assumption 1. For example, in DVVC inverters, where inverters actuate reactive power to regulate the voltage magnitude their own nodes, the \( F \) matrix would require \( F_{11} \) to be diagonal and \( F_{12} = F_{21} = F_{22} = 0 \). Therefore, controllability of (5.19) is not generally sufficient for determining the convergence of realistic configurations of actuators.

**Conditions for Stability**

We use \(|.|\) as the cardinality operator on sets. Let \( M(i,:) \) denote the \( i^{th} \) row, and \( M(:,i) \) the \( i^{th} \) column of a matrix \( M \). If \( i \) is a set of indices then \( M(i,:) \) and \( M(:,i) \) represent the rows and columns at those indices, respectively.

A discrete LTI system \( x_{k+1} = M x_k \) is said to be stable in the sense of Lyapunov (SISL) if \( x_k \) is bounded for all time \( k \geq k_0 \). If the eigenvalues of \( M \) are on or in the unit circle, and those on the unit circle have 1x1 Jordan blocks, the system is SISL [56, Chapter 5.3]. If any Jordan blocks associated with eigenvalues on the unit circle are larger than size 1x1, the upper diagonal terms will grow at polynomial rate to infinity, causing instability of one or more states. It is computationally expensive to compute the Jordan canonical form of a matrix. Instead, we leverage the property that the number of Jordan blocks associated with
an eigenvalue $\lambda$ of $M$ is equal to the nullity of $(M - \lambda I)$. If the multiplicity of $\lambda$ is equal to this nullity, all associated Jordan blocks are 1x1. Let $U$ be each distinct set of eigenvalues on the unit circle.

**Theorem 1.** If

1. $\text{abs}(\lambda) \leq 1 \quad \forall \lambda \in \text{eig}(M)$
2. $\text{nullity}(M - \lambda I) = |U| \quad \forall \lambda \in U$

then the system $x_{k+1} = Mx_k$ is stable in the sense of Lyapunov.

**Stability Yields Phasor Tracking**

We now prove that if (5.22) satisfies Theorem 1, the inverters will drive the performance node voltages to their phasor targets. Consider the phasor tracking error $x \in \mathbb{R}^{3n}$ from (5.22). Let $p$ be the indices of $x$ that we want to drive to zero. Let $\bar{p}$ be the remaining indices of $x$. Note that $|p| + |\bar{p}| = n$.

**Proposition 1.** Consider a gain matrix $F$ defined in (5.20) whose columns at indices $p$ are not the zero vector ($F(:,p) \neq 0$). If $F$ is designed so that (5.22) satisfies Theorem 1, the $p$-indexed states $x(p)$ will be driven zero.

The state vector of (5.22) can be written with Jordan canonical form as

$$x_k = A_{cl}^k x_0 = T J^k T^{-1} x_0.$$  \hspace{1cm} (5.25)

The right eigenvectors of $A_{cl}$, $e_i$, make up the columns of $T$, the transpose of the left eigenvectors $v_i$ make up the rows of $T^{-1}$, and $J$ is the Jordan block matrix of $A_{cl}$ [57]. Let $U$ denote the set of eigenvalues at one, and let $S$ denote those inside the unit circle. Because the open-loop system in (5.19) has all eigenvalues equal to one, a SISL closed-loop system in (5.22) will have eigenvalues in $U$ or in $S$.

The expansion of $x_k$ into eigenvalue terms is

$$x_k = \sum_{i \in S} \tilde{E}_i \tilde{\Pi}_i^k \tilde{V}_i^T x_0 + \sum_{i \in U} E_j \Pi_j^k V_j^T x_0,$$

$$= \sum_{i \in S} s_{i,k} + \sum_{j \in U} u_{j,k},$$  \hspace{1cm} (5.26)

where $E_j$ ($\tilde{E}_i$) is constructed by selecting the submatrix of $T$ associated with the $j^{th}$ ($i^{th}$) eigenvalue, then zero-padding the submatrix to obtain the same dimensions as $T$. In the same way, $V_j$ ($\tilde{V}_i$) constructed from $T^{-1}$, and $\Pi_j^k$ ($\tilde{\Pi}_i^k$) is constructed from $J^k$. Details of this construction can be found in [57, Chapter 4.4]. We denote $u_{j,k} (s_{i,k})$ as the $j^{th}$ ($i^{th}$) term associated with eigenvalues equal to one (in the unit circle).

**Lemma 1.** If the closed-loop system (5.22) is designed to satisfy Theorem 1, $F(:,p) \neq 0 \implies E_j(p,:) = 0 \quad \forall j \in U$. 

Proof of Lemma 1

Consider matrices $A, B, F$ for the system in (5.22). The eigenvector equation for the $j^{th}$ one eigenvalue of $A_{cl}$ in $U$ is $(A_{cl} - I) e_j = 0$. Because $A = I$, this becomes $(I - BF - I)e_j = 0$, which simplifies to $-BFe_j = 0$.

Next we show that $B$, which is constructed from $R$ and $X$ matrices in (5.19), is invertible.

By definition $X \succ 0$ and $R \succ 0$ [36]. From properties of positive definite matrices,

$$\frac{1}{2} X - \left(-\frac{1}{2} R^T \right) X^{-1} R > 0.$$ 

This is useful because $\det(B) = \det(X) \cdot \det(\frac{1}{2} X - \left(-\frac{1}{2} R^T \right) X^{-1} R)$. Thus $\det(B) \neq 0 \iff B$ is invertible.

Because $B$ is invertible, $\mathcal{N}(B)$ is trivial, so $-BFe_j = 0 \implies Fe_j = 0$. Next we construct $\tilde{F}$ and $\tilde{e}_j$ by rearranging the columns and components of $F$ and $e_j$ respectively:

$$\tilde{F} = \begin{bmatrix} F(:,p) & F(:,\bar{p}) \end{bmatrix}, \quad \tilde{e}_j = \begin{bmatrix} e_j(p) & e_j(\bar{p}) \end{bmatrix}^T$$ (5.28)

Note $\bar{p}$ are the indices of states that are not tracked, so $F(:,\bar{p}) = 0$. Thus, $Fe_j = \tilde{F} \tilde{e}_j = F(:,p) \cdot e_j(p)$. Assumption 1 implies that the p-index columns of $F$ are linearly independent, so $\mathcal{N}(F(:,p))$ is trivial. This gives $F(:,p) \cdot e_j(p) = 0 \implies e_j(p) = 0$. $E_j$ is constructed from the column vectors $e_j$, so $e_j(p) = 0 \implies E_j(p,:) = 0$.

Proof of Proposition 1

Over time $\tilde{\Pi}_i^k \to 0$, causing $s_{i,k} \to 0$. In general the marginally stable eigenvalue terms $u_{j,k}$ contribute a constant value to all states, preventing any state from approaching zero. However, by Lemma 1, $E_j(p,:) = 0 \ \forall j \in U$. Therefore $u_{j,k}(p) = 0 \ \forall k \geq 0$. Together with $s_{i}^k \to 0$, $x_k(p) \to 0$.

Existence of Viable Controllers

The Existence Problem

One can determine whether there exists an unconstrained $F$ matrix that satisfies the Lyapunov equation by solving a convex semi-definite program (SDP) [58, Chapter 4.4]. However, determining whether there exists an $F \in W$ that satisfies the lyapunov equation is a harder problem, and is sometimes setup as the static output feedback (SOF) stabilization problem [59–61]. This problem is a nonlinear (bilinear) SDP problem that is NP-hard [60]. Because few nonlinear SDP solvers produce reliable results for scaling system sizes, we instead sample candidate $F$ matrices in a parameter space for our tool.

Sampling $F$ matrices

For a given configuration if we can find at least one $F \in W$ such that $x_{k+1} = A_{cl}x_k$ satisfies Theorem 1, we call the configuration and associated $F$ matrix good. Searching for good $F$’s can never be exhaustive, so a poor configuration is one where we did not find a suitable $F$. 
We now define a parameter space to meet design Assumptions 1 and 2. Within each of $F_{11}, F_{12}, F_{21},$ and $F_{22}$ we choose all non-zero gain elements to be equal positive values $f$. From experience, when all gain elements are non-negative, $F$ matrices with positive elements near the origin tend to be good. Hence we define the parameter space as a positive cone around the origin:

$$[F_{11}]_{ij}, [F_{21}]_{ij} = \begin{cases} 0, & \text{if } [I_W]_{ij} = 0 \\ f_q \in [0, F_{qub}], & \text{otherwise}, \end{cases}$$ \hspace{1cm} (5.29)$$

$$[F_{12}]_{ij}, [F_{22}]_{ij} = \begin{cases} 0, & \text{if } [I_W]_{ij} = 0 \\ f_p \in [0, F_{pub}], & \text{otherwise}, \end{cases}$$ \hspace{1cm} (5.30)$$

where $F_{qub} = (1/q)$ and $F_{pub} = (1/p)$ is computed once for each configuration. We compute $q$ ($p$) as a heuristic estimate of the ratio of reactive power (real power) change at the actuation node to voltage magnitude (voltage phase angle) change at the associated performance node, averaged across all actuator-performance node pairs in the configuration.

### 5.4 Results

The procedure in Section 5.3 allows us to determine the stability of any configuration of actuator-performance node pairs (APNPs). We now present three processes of our tool that exercise this stability assessment on the 123NF, noting that the tool has also been implemented on a 344-node feeder. For all configurations we adopt Assumptions 1 and 2, then change the locations of APNPs to enforce different structural requirements on $F$ per configuration. An APNP is co-located if an actuator and performance node are at the same location, and non-colocated otherwise.

Figures and code associated the following results can be downloaded at: [https://github.com/jaimiosyncrasy/heatMap](https://github.com/jaimiosyncrasy/heatMap).

**Non-colocated Placement Process (NPP)**

The NPP is useful when users cannot place controllable DERs at the same locations as problematic voltages. Additionally, there can be value in coordinating multiple actuators at different nodes to track the same voltage at another node.

The NPP can be applied to a grid with any number of existing APNPs. We choose a candidate performance node location, then iterate through every other empty node in the feeder, fixing each as the associated candidate actuator node. Then, we generate a heatmap of the network, where a node's color indicates the stability of the configuration created by appending the candidate APNP to the existing set of APNPs. If the node is blue, several (at least 7% of) $F$ matrices sampled from the parameter space defined in Section 5.3 were
found that make the closed-loop system (5.22) satisfy Theorem 1. If the node is yellow, only a few (less than 7%) were found, and if red, no F matrices were found. Next we select a blue or yellow APNP to become part of the core configuration, and this chosen APNP is colored grey on subsequent heatmaps. We repeat this process until the desired number of APNPs have been placed. The NPP produces a stable configuration of APNPs in desired locations, and step-by-step heatmaps show how the choice of performance node and placed APNPs affect the stability of placing the next APNP.

![Heatmap](image)

Figure 5.4: Heatmap generated by the NPP indicating good locations for placing a seventh actuator for tracking the voltage phasor at node 66 on the 123NF.

**Neighborhood Scenario**

We demonstrate the NPP on a feeder where there are two neighborhoods of existing APNPs. Specifically, a group of actuators located at node 41, 46, and 49 track the voltage phasor at node 44, and a group of actuators at node 76, 82, and 87 track the voltage phasor at node
Table 5.1: Best branches on the 123NF from running the NPP on the Neighborhood Scenario.

<table>
<thead>
<tr>
<th>Branch start and end node</th>
<th>Percent stable</th>
<th>branch length (no. nodes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>node_68-node_71</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>node_109-node_114</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>node_197-node_350</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>node_152-node_66</td>
<td>98.7</td>
<td>11</td>
</tr>
<tr>
<td>node_160-node_451</td>
<td>98.2</td>
<td>8</td>
</tr>
</tbody>
</table>

77. In total there is an existing configuration of six APNPs. We run the NPP to find good locations for placing a seventh APNP, which will start a new group of actuators for tracking the voltage phasor at the chosen performance node (node 66). As shown in the heatmap of Fig. 5.4, locations near node 66 (marked with square), while locations near the existing two neighborhoods of actuators are more yellow and red. Notably, there is a color gradient between performance node 66 and performance node 44, but predicting the location of this color transition without the heatmap is not intuitive.

We validate the heatmap colors at nodes 152, 54, 67, 72, 84, and 18 from Fig. 5.4 using ePHASORsim. For blue and yellow nodes, we use the associated stable F matrices to simulate the closed-loop system (5.22) on the nonlinear grid model, and verify that the system converges to the phasor target. For red nodes, we use a more advanced but slower parameter search algorithm from [39] than our method in Section 5.3. All but one of the nodes checked by ePHASORSIM agree with the NPP results. Node 152 should be yellow and not red, indicating that our tool errs on the conservative side for borderline yellow-red cases.

**Branch Analysis**

Data collected across steps of the NPP can indicate good feeder branches to place APNPs. Let $S$ be the set of 348 stable configurations found by the NPP when placing one to seven APNPs in the above neighborhood scenario. We call a network branch *used* each time at least one actuator from a stable configuration in $S$ is located on that branch. Then for each branch, we compute the percentage of times it is used out of the total number of configurations involving the branch. This metric captures the branches that are the most blue across the NPP heatmaps. Table 5.1 lists the five branches with the highest percentage metric among the branches with length of at least four nodes. The best branches are located in the region between neighborhood groups one and two.
Table 5.2: Last four APNPs before all nodes unstable from six trials of running the auto-CPP.

<table>
<thead>
<tr>
<th>seed</th>
<th>total placed</th>
<th>nodal distance to substation for last four APNPs (fourth-last, third-last, second-last, last)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>11</td>
<td>1, 4, 13, 12</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>16, 10, 11, 4</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>16, 10, 3, 2</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>9, 17, 19, 4</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>16, 12, 2, 5</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
<td>14, 5, 2, 2</td>
</tr>
</tbody>
</table>

Co-located Placement Process (CPP)

We randomly choose a node with no APNP, and if adding a co-located APNP there maintains a stable configuration, we place it there. We repeat this until our random choice yields an unstable configuration. We generate a heatmap with the same color key as the NPP that shows the stability of the configuration that would result from adding a co-located APNP at each of the remaining feeder nodes.

Running the CPP with a random seed of 3 generates the same configuration as $\chi$ from section 5.3, as shown in the heatmap of Fig. 5.5. We define the feeder’s main branch to be the path from the edge node to the substation that has the most nodes branching from the path. The main branch of the 123NF is node_1-node_96. We observe from the CPP heatmap that this branch has many red and yellow nodes compared to other branches, indicating that it is better to place co-located actuators away from the main branch. Notably, node 60 is on the main branch, while node 61 is not, which may indicate why $C_1$ converged but $C_2$ did not in section 5.3.

Auto Co-located Placement Process (Auto CPP)

We randomly choose a node with no APNP, and if adding a co-located APNP there maintains a stable configuration, we place it there. In contrast to the non-auto CPP, when our random choice of location yields an unstable configuration, instead of stopping and producing a heatmap we continue to randomly sample the remaining nodes until we find a stable APNP. This algorithm finished when there are no remaining nodes that would maintain a stable configuration.

We run the auto CPP for six random seed trials, and compare the configurations of each trial in Table 5.2. We observe that the total number of APNPs placed varies significantly. Table 5.2 also lists the nodal distance to the substation of the last four co-located APNPs placed before all nodes were unstable. Given that the farthest nodal distance possible is 22
Table 5.3: Topology information about APNPs placed, from six trials of running the auto-CPP.

<table>
<thead>
<tr>
<th>seed</th>
<th>total placed</th>
<th>number on or one-node-from edge</th>
<th>number at fork</th>
<th>number in middle</th>
<th>Percent on or one-node-from edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>36.4</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>66.7</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>61.5</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>17</td>
<td>3</td>
<td>5</td>
<td>68.0</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>16</td>
<td>6</td>
<td>5</td>
<td>59.3</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
<td>24</td>
<td>6</td>
<td>4</td>
<td>70.6</td>
</tr>
</tbody>
</table>

nodes, we observe that the last APNPs are close to the substation, with the exception of the seed 6 trial.

For each run of the auto CPP we tally the number of APNPs that were placed on or one-node away from an edge node, at a network fork, or in the middle of a branch. From Table 5.3, we observe that the trials with more total APNPs have a higher percentage of APNPs on edge nodes. Placing co-located APNPs at edge nodes may pose the least disruption to the existing configuration, thereby enabling the placement of additional co-located APNPs.

5.5 Conclusion

In this work we derive a state space model under the PBC framework. We describe why controllability and the Lyapunov equation are not sufficient methods to assess the stability of realistic controller communication setups. We show that if our closed-loop system is designed to be stable in the sense of Lyapunov, the voltages at chosen performance nodes are driven to their phasor targets. We then use the LTI model in a tool to evaluate configurations on the 123NF. For configurations in which inverters regulate voltage phasors at nodes other than their own, we observe that actuators should be spaced apart, and this spacing can be visualized with our tool’s heatmaps. Results on the 123NF also indicate that it is good to place co-located actuator-performance node pairs on or near edge nodes, poor to place them on the main branch, and poor to place them near the substation.

In future work we will investigate the modeling of dynamics from lines and loads that have comparable timescales to the inverter set-point control law. We will also compare the design choice of Assumption 2 to other state feedback strategies such as volt-watt control. Finally, we will explore conditions on the controller gains to ensure the closed-loop system stays near the linearization equilibrium.
Figure 5.5: Heatmap generated by the CPP with a random seed of 3 on the 123NF, which results in the same configuration as $\chi$ from section 5.3.
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