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Abstract
Phasor-Based Control on Islanded Networks
by
Kyle Brady
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley
Adjunct Professor Alexandra von Meier, Co-chair

Professor Seth Sanders, Co-chair

The advancement of sensing technologies for the power grid has allowed the development
of new strategies for the control of distributed energy resources (DERs). In particular, the
emergence of phasor measurement units (PMUs) designed for deployment at the distribution
level has presented an exciting opportunity. These PMUs have enabled the development of
phasor-based control (PBC), a strategy that formulates DER power dispatch in terms of
voltage phasor targets to be tracked by local controllers.

This dissertation focuses on the optimal power flow (OPF) component of PBC’s supervisory
control layer, which has previously been conceptualized and demonstrated in simulation on
distribution networks. We expand its applicability to medium-voltage minigrids and micro-
grids operating in island mode, networks where PBC has the potential to deliver important
benefits.

The work is carried out in two stages. After a discussion of PBC and other relevant back-
ground topics, we address one of the primary challenges to PBC at the medium voltage level:
the need for extreme accuracy in the supervisory controller’s generation of phasor targets.
This accuracy is achieved through an adaptation of an iterative OPF methodology that re-
fines a linearized model of power flow through successive exchanges with a nonlinear solver.
We discuss the changes that were made to both linear model and nonlinear solver, as well
as the determination of phasor targets on networks that include tap-changing transformers
and other realistic equipment. The accuracy of the adapted iterative method is then shown
in simulation.

The second stage of the work covers the extension of our OPF implementation to islanded
systems. We present a strategy for the treatment of the slack bus used by our nonlinear
solver and apply it to several test cases in simulation. We then analyze a specific case in



which our iterative solution method fails, and demonstrate the use of a penalty factor in
our linearized OPF formulation as a means of overcoming that failure. A full, end-to-end
implementation of PBC’s supervisory layer is then proposed and tested on a number of DER
distributions at different feeder penetration levels.

We end with a presentation of data relevant to instrument-transformer-induced error in PMU
measurements. This final portion stands alone from the primary work of the dissertation, but
remains highly relevant to PBC. From an experimental deployment of two PMUs measuring
an identical distribution-grid voltage, we determine a ratio of the errors induced by their
individual potential transformers. Monitoring this quantity over the course of a year allows us
to track the drift in those induced errors over time, motivating a discussion of the expected
impact of error drift on PBC and the frequency with which transformers will need to be
recalibrated in operational settings.
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Chapter 1

Introduction

This introduction, along with Chapter 2, will lay the groundwork for the dissertation. The
introduction’s primary focus will be motivating the research topic: the extension of a novel,
phasor-based control (PBC) strategy to allow for the coordination of single-phase generation
sources on islanded, medium-voltage electrical networks.

To begin, this chapter briefly describes the structure of the electric grid, specifies the
level of operation within that structure at which PBC is relevant, and introduces necessary
background concepts and terminology. It ends with a high-level description of the work to
follow and a guide to the organization of the dissertation.

1.1 From Centralized to Distributed Power
Generation

The power grid as a concept has been with us since the end of the 19th century. From its
roots in local DC power generation plants in the United States, electrical grids have expanded
into continent-spanning networks of interconnected generators serving the majority of the
world’s population. As might be expected from a technical innovation that has existed at
such a massive scale for over a hundred years, power grids are not homogenous. In different
regions, implementation of “the grid” reflects a unique history of technological, political,
and economic concerns, any one of which has enough material for many volumes in its own
right. Despite these differences and the staggering scale over which they present themselves,
though, it is possible to speak to general trends in the structure and development of the
electric grid that hold true throughout the world.

The Division of the Grid

Generally speaking, grid infrastructure can be divided into several levels, corresponding
to different voltages. At the highest voltage level is the transmission grid. Frequently
operated at hundreds of kV, e.g. 69-675kV in the United States [74], the transmission grid is
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responsible for moving huge quantities of power across large distances with low losses. The
efficient operation of the transmission grid is financially critical, and failures that involve the
transmission level can interrupt service to millions of customers [21]. As such, transmission
equipment attracts large amounts of investment and the level of effort dedicated to optimizing
its performance is extremely high.

Electrical substations are connected throughout the transmission level to handle the
transition to the next levels of the grid: the lower-voltage sub-transmission and distribution
networks. Transformers at these substations step voltages down from hundreds of kV to tens
of kV, or to single-digit kV for smaller distribution feeders. All distribution feeders cover
a very small geographical region compared to the transmission grid, and they are generally
responsible for serving customers that number in the hundreds or thousands. Distribution
feeders tend to be less uniform than the transmission grid, and can have a mix of one-,
two-, and three-phase line segments across which electric loads are unevenly distributed.
Monitoring equipment tends to be more scarce at the distribution level, and many of the
analytical tools that can be brought to bear on transmission networks need to be adapted
before they are applicable to distribution studies.

From the distribution level, service transformers again step voltage down to the level at
which individual customers are most frequently served. Different combinations of transformer
tapping and inter-phase connection can be used to produce different voltage levels at an end
user’s location, but 120V and 230V root-mean-square (RMS) from line to neutral are common
values throughout the world. Terminology varies, but this last level of operation is frequently
called the “low-voltage” or “secondary distribution” level. Depending on the context, the
term “distribution” is sometimes extended to cover secondary distribution along with the
primary distribution network to which it is connected.

The Grid’s Evolution

For most of its existence, the grid has been a very centralized structure. Technological con-
straints and economies of scale have meant that most electric power is created by huge power
plants, which interface directly to the transmission grid through large step-up transformers.
From those points of connection, the transmission grid carries the power to customers that
may not be located anywhere near those generating plants. This is coupled to the need
to operate transmission grids at very high voltages: when the source of generation can be
located hundreds of miles from the end user,! lower-voltage operation becomes impossible.
As technology has advanced, however, alternatives to centralized generation have started
to emerge. Particularly in recent years, the increasing cost-effectiveness of smaller-scale
generating technologies has driven an uptick in the number of generation sources that are
connected to the distribution or secondary distribution grids, rather than at the transmission

"'Washington State’s Grand Coulee dam, the largest hydropower generator in the United States, is
responsible for serving customers as far away as Arizona and New Mexico.
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level [30]. These non-transmission generators are commonly referred to as distributed energy
resources (DERs).

There is no universally agreed-upon definition of DER, which can take into account a
huge variety of asset types. A common example is a grid-tied inverter that draws on a
renewable energy source, such as photovoltaic (PV) or wind power, as its prime mover.
But, the term also frequently refers to smaller-scale, non-renewable sources such as diesel
generators. Grid-tied batteries are often considered DERs, which would include the batteries
in electric vehicles (EVs) when they are recruited for grid services. In some cases, the term
DER is even used to describe generation avoided with the strategic activation or deactivation
of controllable loads, a process also known as demand response. In this dissertation, though,
the term DER will only be used to describe power generation; demand response will be
considered a separate concept.

DERs have a number of advantages when compared to large, remote power plants. The
ability to co-locate distributed generators with the loads that they serve leads to increased
reliability for end users, as there is less risk of interruption due to a contingency elsewhere on
the grid. For utilities, power losses and costly upgrades to infrastructure can be minimized
if the amount of power that needs to be transmitted over significant distance is reduced
by increasing DER deployment. DERs can also participate effectively in a number of grid-
support services, such as the maintenance of an acceptable voltage profile throughout a
network. This is a function which, under the model of centralized generation, requires
voltage-regulating transformers and other specialized equipment. In addition, because of
the ease with which renewables can be integrated into the distributed generation paradigm,
a movement of the generation balance towards DERs would favor the replacement of carbon-
intensive sources of energy with cleaner alternatives.

There do exist significant challenges alongside DERs’ advantages: the intermittent nature
of many renewable sources, such as wind or PV, needs to be managed in order to deliver
reliable service, and there is potential for adverse interactions between DERs and legacy
grid equipment [69]. Economic concerns also exist, in part because highly localized and
user-owned generation represents losses in incoming revenue from utility customers, a deficit
that affects the financing of infrastructure maintenance.

Those difficulties will have to be faced, though, and in fact many grid operators are
already grappling with their early manifestations. As of 2016, nearly one in five electric
customers in the state of Hawaii had a home PV system, as did approximately one in ten
single-family homes in California [54]. Though these two states owe some of that growth
in PV installation to mixtures of economic and policy incentives, which vary by region, all
trends indicate a broader rise in PV installations across the globe into the foreseeable future
[59]. There have been many similarly encouraging reports on the potential for combined heat
and power (CHP) generation [26], grid-tied batteries [75], and other power sources that are
commonly connected to the grid at the distribution level. Though the current pandemic has
upended predictions for the immediate future across all industries, high confidence remains
in projections for a longer-term growth trend in distributed energy.

As the grid accommodates ever-increasing levels of DER penetration, the control frame-
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works that govern those DERs’ power dispatch have become a central concern for system
operators. In Chapter 2, we will cover several broad categories of DER control strategies
that have been proposed and, in some cases, implemented on real distribution feeders. PBC,
a relatively recent addition to the academic literature and the focus of this dissertation, will
be described in detail, as will previous work on its ability to harness DERs to achieve various
objectives at the distribution level.

Microgrids and Minigrids

In many ways, microgrids and minigrids are the logical endpoints of attempts to maximize
the benefits of an increasing penetration of DERs into the worldwide energy mix. The two
terms are frequently used interchangeably, or with “microgrid” as an umbrella term that
encompasses “minigrid,” but some works draw a distinction between the two concepts.

In this dissertation, we will adopt the following definitions:

e A microgrid is a portion of a broader distribution-level electric grid that has the
capability to disconnect and run independently from the rest of the grid, though not
necessarily indefinitely. This aligns with the widely cited formal definition of a mi-
crogrid from [72]: A group of interconnected loads and distributed energy resources
within clearly defined electrical boundaries that acts as a single controllable entity with
respect to the grid. A microgrid can connect and disconnect from the grid to enable it
to operate in both grid-connected or island-mode.

¢ A minigrid is a small-scale, stand-alone electrical network with no connection to a
larger grid.

These concepts are similar, but they differ in what constitutes their normal operation.
Always common to both definitions, though, is the ability to operate as a power island; i.e.
without a connection to a broader, nation-scale electric grid. This island-mode operation of
micro- and minigrids will be the focus of Chapter 4, in which the PBC strategies developed
for the distribution grid are extended to isolated networks.

Microgrid Conceptual Origins and Use Cases

Formal research efforts on microgrid control strategies trace back to the early 2000s, with
conceptual development by the Consortium for Electric Reliability Technology Solutions
(CERTS) [39]. The CERTS concept was motivated by the drive to integrate DERs into
the power system, and it focused on coordinating sets of DERs so that they could present
themselves to the broader grid as a single operating unit. That unit was meant to be modular
and easily extendable to accommodate new types of resources as local DER penetration
increased.

To that end, CERTS developed a peer-to-peer control structure in which generators
within the microgrid could determine appropriate levels of power injection without relying on
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central controllers or vulnerable communication links. In many later works, the organization
expanded upon their approach and described strategies for islanding, resource management,
and multi-microgrid autonomous control (e.g. [58], [38]). Though microgrid research has
grown over the last two decades to include participants from many academic and commercial
institutions, CERTS remains a fixture in the field today.

Presently, microgrids are most commonly found on the campuses of large institutions
that both generate and consume significant amounts of power. An example that often
appears in literature is the Santa Rita Jail in Alameda County, CA, which includes mutliple
MWs of diesel, PV, and fuel cell generation capability [27]. Another is the University of
California, San Diego, which operates a 42MW microgrid [78] that integrates gas turbines,
PV, and CHP systems. The U.S. military has engaged in microgrid R&D, e.g. [70], and
begun developing microgrids serving Marine Corps Air Station Miramar and Parris Island.
The rationale for these institutional deployments tends to be focused on additional service
reliability, but economics and the improved integration of variable energy resources are also
widely acknowledged benefits.

Though it could be applied to institutional networks, the work of this dissertation is
most relevant to a new category of microgrid: a utility-connected community network with
the ability to operate in island mode. Though this type of community microgrid is not yet
common, a variety of actors have put forward different visions for potential architectures.
These range from microgrids serving customers at a neighborhood level to single buildings
that can form multi-source microgrids internally [49]. As fundamental as the physical layout
of these community microgrids is their establishment as a new class of legal entity, with
accompanying social and economic concerns. The daunting task of defining these aspects of
a model community microgrid is being undertaken by numerous experts, one exemplar effort
being the Oakland pilot installation of UC Berkeley’s large, multidisciplinary EcoBlocks
project [3].

Within the emerging space of community microgrids, PBC may be especially well-suited
for a subtype that could become possible in the medium-term future: a microgrid developed
at the primary distribution level through a grassroots, bottom-up process. This type of
development would be very different from the paradigm that exists now, in which microgrids
are carefully designed and centrally planned.

In a bottom-up development strategy, microgrids would be created organically. As res-
idential DERs continue their penetration into the grid, there will likely be portions of dis-
tribution feeders that find themselves with sufficient generating capacity to serve local loads
for some portion of the day, even in the absence of connection to the broader grid. In that
case, grid operators could offer incentive programs that allow the owners of those residential
DERs to opt into the provision of grid services, which could include ceding control of their
DERs to the operator under pre-specified circumstances. With the proper communications
infrastructure in place and the switching capability to sectionalize self-sufficient portions of
distribution feeders, those residential DERs could be used to form ad-hoc microgrids capable
of harnessing the benefits of aggregated residential generation.
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Off-Grid Power with Minigrids

Minigrids are used to serve isolated areas that can’t be easily connected to an established
power grid. They vary in size and sophistication, and the specifics of their design are very
dependent on their application. The financials of minigrids are very different from those of
larger grids, as they lack economies of scale, and they face physical challenges in serving loads
without a large generation buffer. Because there are stability advantages to having the inertia
of rotating generators within a power system, many currently operational AC minigrids are
hybrid, i.e. they draw their power from a mixture of inverter-interfaced renewables and
spinning, fossil-fuel generators. All-inverter minigrids are possible as well, though, and
inertia-free minigrid control is an active area of research [11].

Many minigrids are deployed by industrial operators. Resource extractors, particularly
mining operations, have begun exploring the potential of minigrids to cheapen their energy
consumption and decrease their environmental impact [44].

Community-scale minigrids make up another category of application. By necessity, island
communities have been early minigrid adopters [13]. Remote continental areas, too, have seen
deployments; a number of towns in Alaska have drawn their power from minigrids for many
years and are actively involved in research and development with universities [29]. The most
technically advanced community minigrid deployments have, in large part, been enabled by
grants and other governmental funding. Fully commercial projects are less common, due to
high up-front costs and the generally low population density of the customers to be served
by the finished product.

Minigrids are also frequently considered in electrification initiatives for rural communities
in the developing world. These undertakings address a critical need. As of 2018, the number
of people worldwide who lacked access to electricity stood at 789 million [73]. Though there
has been progress made towards the goal of universal electric access in the past decade, it
will remain a significant humanitarian issue in the years to come: according to the World
Bank, the estimated effects of projecting current policies into the future will leave 650 million
people still lacking access to electricity in 2030 [46].

It should be mentioned that the majority of currently operating microgrids and minigrids,
particularly those in the developing world, are run at or below secondary distribution voltage
levels and would not be candidates for the PBC discussed in this dissertation. However, as
the sizes of future independent, DER-based networks grow, the medium-voltage level and
centralized control strategies are likely to become more relevant to those projects.

1.2 Three-Phase Coordination

PBC could be an effective strategy for dispatching DERs across both minigrids and commu-
nity microgrids in islanded operation. One important objective that it could help to achieve
is the coordination of single-phase DERs to present a balanced, three-phase voltage profile
across an islanded network.
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Modern AC electric grids are built on the principle of three-phase power generation. Un-
der this system, power is transferred using a minimum of three wires, which carry sinusoidal
currents that are nominally offset from one another by 120° in phase. In the United States,
these three waveforms are usually labeled A, B, and C.

On many primary distribution feeders in the U.S., three-phase power is delivered us-
ing wiring configurations that vary by branch. So-called three-phase-four-wire (3PH4W)
branches are used to serve Wye-type loads, which are connected between the live conductor
of phase A, B, or C and a neutral wire. Where the loads are of Delta type, meaning that
they are connected between the live conductors of adjacent phases, they can be served with
three wires. Branches serving fewer customers will sometimes use only two wires, a single
phase and neutral. Individual customers are often connected to the low-voltage side of a
single-phase service transformer, regardless of their primary distribution branch type.

Phase B Phase B
Phase A Phase A
1
| E—|
Neutral
Phase C Phase C

Figure 1.1: Generic Wye- (left) and Delta-connected (right) loads

Three-phase power delivery has several advantages when compared to a two-wire, single-
phase alternative. The first is that three times the amount of power can be delivered through
the circuit while using proportionally less conductive material, because the three live con-
ductors of a 3PH4W circuit are able to share a single neutral wire. In addition, that neutral
wire can have a smaller cross section than would be required on a single-phase circuit, as
the relative 120° shifting of the currents on the live wires means that no current will low on
the neutral under balanced operation.

Another advantage to three-phase power delivery is that it results in more consistent
power delivered to a load over time. This is not an issue for most common electric loads;
AC voltage and current on a single-phase line is standardized at a nominal value of 50Hz or
60Hz throughout the world, and the power transferred on a single-phase circuit fluctuates at
twice that frequency, which is generally too fast to affect connected devices. However, large
motors, which are built to take advantage of three-phase power, are an important exception.

Smaller, residential DERs of the type that might make up an ad-hoc community micro-
grid generally provide single-phase power, and they are meant to connect at a single-phase
customer’s service panel. Those residential DERs serve the single-phase electric load on site
and, where agreements with the local utility are in place, pass excess generation to the grid
on the phase to which they are connected. Single-phase, grid-tied DERs synchronize them-
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selves to the local grid voltage, aligning the phase angles of their voltage waveforms using
those of either phase A, B, or C.

In Chapter 4, we explore the coordination of single-phase DERs to provide three-phase
power in the case where a strong grid reference does not exist. This situation could arise on
a portion of the distribution grid that has been islanded during a contingency, or it could be
the permanent operating state of a four-wire minigrid. In either of those scenarios, the ability
to create a three-phase electric grid from locally available single-phase resources could allow
motors and other sensitive loads to operate on network configurations that would otherwise
only allow for single-phase loads.

1.3 Battery-Coupled DERs and Complex Power

The DERs that provide power for microgrids and minigrids are not of a uniform type. They
vary in both generation capacity and ownership model, from relatively large commercial
or utility generators connected on the primary distribution grid to the small, customer-
sited systems described in the previous section. An emerging subtype of the latter is the
residential-scale battery.

Residential batteries are most commonly connected to the grid as part of solar-plus-
storage systems, in which they are used to collect excess energy from a PV installation for the
purpose of energy arbitrage or backup power. In these systems, the PV array and battery can
be connected in several ways: through a charge controller on the DC side of a bi-directional
converter, through the AC sides of individual converters, or through a specially designed
hybrid converter. As a relatively new category of residential storage, some companies have
begun offering “AC batteries” pre-packaged with dedicated converters. In the United States
and Europe, Tesla’s Powerwall 2 is a highly recognizable AC battery offering, and the launch
of ZOLA Electric’s Infinity represented the first AC battery developed for African markets.

For the control strategies developed in this dissertation, we will take battery-based DERs
as our archetypal generator. This allows us to assume that, at least over short operational
periods, the intermittency of wind- or solar-based prime movers will not affect the ability of
our DERs to provide consistent power. We will also assume that the DERs’ converters are
capable of “four-quadrant” operation, meaning they can be commanded to dispatch both
active and reactive power as well as charging or discharging their battery.

The distinction between active (often called “real”) and reactive power is an important
construct that describes the degree to which voltage and current waveforms are aligned in
phase, and thus how effective they are at performing useful work over time [43]. Because of
the centrality of these active and reactive power concepts to the work of this dissertation, we
provide a brief derivation here. As an illustrative example, consider a single-phase electrical
load, modeled as a parallel connection of a resistor and an inductor, connected to a stiff,
sinusoidal voltage source.

This section loosely follows the presentation of [25]. We begin by defining the fundamental
components of voltage at the load’s point of connection and the current flowing through the



CHAPTER 1. INTRODUCTION 9

Figure 1.2: A representative load connected to a stiff power grid

load:
v(t) = Vinaa cos(wt) i(t) = Lipas cos(wt — 6) (1.1)

where 6 is the phase delay of the current waveform relative to the the voltage and w is the
system frequency. Neglecting harmonics, the instantaneous power p(t) drawn by the load
can then be defined and its expression rearranged:

p(t) = v(t)i(?)
= Vinaz c0s(wt) Lqq cos(wt — 0) (1.2)
= Vinaz Imaz[cos(0) cos® (wt) + sin(6) sin(wt) cos(wt)]
We can see that p(t) is the sum of two components. The first has an average value of

%mefmm cos(#) over an integer number of cycles, and the second averages to zero.
We then introduce two new definitions, 7, and 2,.:

Gact(t) = Lnas cos(0) cos(wt) Gret (1) = Imag sin(0) sin(wt) (1.3)
that allow us to rewrite Equation (1.2) as

p(t) = () [dact(t) + iree (t)] (1.4)

lact Captures the portion of the current in phase with the voltage and i, describes the
component that is 90° out of phase.

We define the active power P as the average value of v(t)i.e(t). The reactive power @ is
defined as the maximum of v(t)i.«(t) over a cycle. Rewriting the amplitude coefficients for
voltage and current in terms of their RMS values gives us P and () in their most commonly
presented forms:

P =V, sLrmscost Q = Vs lims sin 6 (1.5)
The Pythagorean sum of P and () is known as the “apparent” power and denoted by S

S=P+jQ
= VimsIrms(cos @ + jsin6) (1.6)
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Figure 1.3: The graphical relationships between voltage and current (left) and active, reac-
tive, and apparent power (right)

Active, reactive, and apparent power are useful quantities in power systems analysis.
Active power, measured in Watts, is what we most naturally think of as the power delivered
by an electrical grid. It represents the energy over time that carries out useful work in devices
connected to the network.

Reactive power, measured in Volt-Amperes reactive (VARs or VArs), describes the power
that is passed between generators and the inductive or capacitive elements of electric load.
Averaged over a cycle, reactive power does no useful work. However, it represents real
circulating currents in power lines that, among other effects, contribute to resistive losses.

Apparent power, measured in Volt-Amperes (VA), is directly tied to the maximum in-
stantaneous power over a cycle, and is thus a convenient quantity for expressing constraints
on the capacity of generators or power transmission elements.

As stated above, we will assume in this work that the only restriction on our controllable
DERs is a physical bound on apparent power. In practice, many commercially available
inverter or AC battery options are restricted by design or by local regulation from operating
in true, unrestricted four-quadrant mode. But, as the grid evolves and DERs take an in-
creasingly active role in its operation, both design motivations and regulatory environments
are likely to change.

1.4 Structure of this Dissertation

PBC is a recently developed strategy, and it differs markedly from other approaches to the
control of DERs. Chapter 2 will be entirely devoted to a description of PBC as it was
conceptualized by our research group for DER control on distribution feeders. It will also
introduce the Linearized Unbalanced Power Flow Model (LUPFM), developed by [62], which
provides a means for implementing the supervisory control layer that forms an integral part
of the PBC structure. It is the development of this supervisory layer that will be the focus
of the work to follow.
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Though the primary subject of this dissertation is the application of PBC to power
systems operating in island mode, it was first necessary to develop a workable implementation
of PBC’s supervisory controller. A particular challenge was addressing the low tolerance for
error in the supervisory control layer’s calculations, which presents a significant difficulty
for the practical use of PBC at the medium-voltage level. In Chapter 3, we describe an
adaptation of an iterative solution method from [62], which allows us to obtain near-exact
solutions to nonlinear power flow equations while making use of a linearized network model.
We further adjust the solution method to incorporate tap-changing transformers, with the
end result being a supervisory controller implementation that can generate phasor targets
of sufficient accuracy to enable PBC on realistic distribution feeders.

We then present the island-mode extension of PBC. This involves the development of
a slack bus placement strategy, which will be discussed in the first part of Chapter 4, and
the correction of a particular failure mode of our controller. Using both of these inputs, we
develop an end-to-end implementation of the supervisory control layer and demonstrate it
in simulation for a network with several levels of DER penetration.

Finally, we return to the practical challenges of implementing PBC, discussing an issue
that will be of significance for many PMU-based? monitoring and control applications: the
measurement, error induced by instrument transformers. Chapter 5 presents an empirical
view of the change in that induced error over time, which is not generally accounted for in
measurement models, and estimates its potential effects on PBC.

Each of Chapters 2, 3, 4, and 5 will introduce their subject and provide a review of relevant
literature. Where applicable, they will present simulation or other results, and describe their
significance in the context of this dissertation. Final conclusions and a description of possible
directions for future research will be included as Chapter 6.

2PMUs, which are used to carry out synchrophasor measurements, will be discussed in Chapter 2
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Chapter 2

PBC and Research Preliminaries

This chapter covers our definition of phasor-based control (PBC) and the research that
laid groundwork for the remainder of the dissertation. In Section 2.1, it introduces the
PBC concept as it was developed for non-islanded distribution systems. In Section 2.2, it
briefly describes the optimal power flow (OPF) problem and its role within PBC. Section 2.2
also reproduces a derivation of the Linear Unbalanced Power Flow Model (LUPFM), which
provides constraints for a quadratic program (QP) used by our proposed implementation of
PBC.

2.1 Phasor-Based Control

Recent advancements in the sensing technologies that can be deployed on the electric grid
have opened up new possibilities in the control of DERs. Categories of information that
were previously only economically available on transmission networks can now be harnessed
in the operations of distribution feeders and micro/minigrids. This expansion of sensing
capabilities has enabled the consideration of fundamentally new strategies for dispatching
DERs in a way that not only contributes to healthy grid operations, but that allows operators
to pursue objectives that have not previously been possible at the distribution level.

PBC is one of these proposed strategies [76]. It was developed as a hierarchical control
framework; at the topmost level, a centralized supervisory controller solves an OPF problem.
That solution is then used to generate a set of phasor reference values, which are provided
to a set of local controllers throughout an electrical network. Each of those local controllers
has jurisdiction over DERs installed on a subsection of the network and access to a voltage
phasor measurement within the same area. The task of the local controllers is to dispatch
their DERs to meet the supervisory controller’s specified phasor reference and to maintain
that value in the face of load steps or other changes in conditions on the feeder.
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Phasors and PMUs
The Definition of a Phasor

PBC is unique in that it makes direct operational use of voltage phasors, which are structures
that can be used in simplifying AC circuit analysis. In steady-state, phasors compress
information about a sinusoidal quantity z(t) = X4, cos(wt+60) into a pair of values X4, /0

or X,msl0, where X,,,s = %

Xmaz

Xmax

S

Figure 2.1: A phasor representation of a sinusoidal waveform

Intuitively, a phasor can be considered a vector that rotates counterclockwise in the
complex plane with frequency w. At any point in time, the instantaneous value of the
underlying sinusoid z(t) will be given by the projection of the phasor onto an axis. A phasor
diagram, of which Figure 2.1 is an example, displays the phasors of all relevant quantities at
a snapshot in time, usually the ¢t = 0 reference.

There are two degrees of freedom in the definition of a phasor. In addition to the decision
to specify magnitude in absolute or RMS value, the mapping from a phasor to an instanta-
neous value of z(t) can be defined as the projection of X,,..¢’ @t+9) onto either the real or
imaginary axis. This dissertation will use the convention of [56], which represents a steady-
state phasor’s magnitude as its RMS value and the instantaneous value of the underlying
sinusoid as the phasor’s projection on the real axis multiplied by v/2.

Implied in the definition is that the angle 6 is provided with respect to a time reference
common to all phasor measurements on a network. It is also implied that a single steady-
state frequency w is shared by all phasor quantities. This latter characteristic means that
phasors must be defined independently for each of the harmonic components of a physical
quantity such as voltage or current. In power flow studies, those physical quantities are often
approximated as consisting only of the fundamental component of the waveform; other tools
are used to treat harmonic distortion if desired.

Phasors are exceptionally convenient for the steady-state treatment of AC power systems,
but they can also be extended as a tool for dynamic analysis. While this is not explored in
depth as part of this dissertation, interested readers are encouraged to refer to [61] and [67]
for more information.
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Phasor Measurement Units

As a concept, phasors have existed for over a century, but their practical use in physical mea-
surement is a more recent development. Phasor Measurement Units (PMUs) were first built
at Virginia Tech in the 1980s, where they were designed to efficiently convert sampled data to
phasor quantities using algorithms developed for computerized relaying [55]. For clock syn-
chronization across widely separated units, previously a fundamental hurdle in development,
these prototype PMUs made use of common timestamps provided by the recently launched
GPS network. In the early years of incomplete satellite deployment, PMUs required GPS
receivers with expensive internal crystal clocks to maintain synchronization, but relatively
cheap receivers are now capable of providing timing that is accurate to within a microsecond,
which translates to an angular error of about 0.02° for a modern PMU installed on a 60Hz
system [57].

PMUs were first offered commercially in the early 1990s. They quickly became integral
to grid operations, where they are used today in Wide Area Monitoring Systems (WAMSs).
Well into the last decade, though, PMUs were near-exclusively deployed on the transmission
network. In large part, this was due to economics: because of the much greater number of
customers dependent on the transmission grid, transmission monitoring is a more critical
task that attracts more investment than does the monitoring of any particular distribution
feeder.

There are also technical complications involved in deploying PMUs at the distribution
level, in particular the need for very high measurement precision. The lower amounts of power
flowing through distribution networks translate into smaller angular separations between
voltage waveforms at adjacent nodes, meaning that higher-fidelity phasor data must be
captured in order to extract useful distribution-level information. In recent years, PMUs
designed specifically for the distribution grid have achieved this level of precision and become
available, both embedded in system components and as commercial products in their own
right. An early example of the technology, the uPMU, is capable of measuring phasor angles
with a typical accuracy of 3 millidegrees [45].

There are obstacles yet to be overcome in accessing the full potential of distribution-level
PMUs in operational settings. One of those obstacles is the systematic error introduced by
instrument transformers, which will be examined in detail in Chapter 5. However, despite
challenges, the potential distribution-level applications for PMUs are exciting and varied; a
survey can be found in [77]. Most relevant for this dissertation, distribution PMU measure-
ments can be integrated into control schemes for dispatch of DERs.

The PBC Strategy

In the introduction, we briefly touched on the need to control DERs in a way that benefits,
rather than hinders, the operations of the distribution grid. This requires an awareness of
the potential for local congestion on the network, violations of allowable voltage limits, and
reversal of the expected direction of power flow on the feeder [14], any of which will influence
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the amount of power that should be dispatched by a DER at a given time. The difficulty of
operating at the distribution level is compounded, as well, on feeders where where there is a
lack of reliable model or measurement information [68].

A vast number of DER control strategies have been proposed by actors in both industry
and academia. These have ranged from centralized methods, as in [36], to the fully local, such
as the Volt/VAR control scheme [66] that is required functionality for advanced inverters
under California’s Rule 21 [42]. Between those extremes, decentralized and distributed
control techniques abound; a review of them can be found in [6].

Other research has focused on market-driven approaches to DER control, in which pricing
and operational constraints combine to influence power contributions in ways that recall ISO
strategies for managing the transmission grid [20]. Many of these economic strategies rely
on Locational Marginal Pricing (LMP), in which the price of electricity varies between nodes
on a grid in order to incentivize appropriate behavior from DER operators and other actors.
LMPs could be used in a very responsive way at the distribution level with high spatial
granularity [40], but there are potential drawbacks to creating highly localized fluctuations
in electricity prices that end users may find frustrating.

PBC provides an alternative to traditional approaches to DER dispatch by recasting
power setpoints in terms of voltage phasor targets. It is built on the idea that a great deal
of information about the present operating state and stability of an electric network can be
conveniently expressed in terms of phasors, and that important operating constraints can be
encoded into the phasor profile of a distribution network.

As mentioned, PBC is a hierarchical, layered control scheme. At the top layer, a cen-
tralized supervisory controller, referred to as the S-PBC, solves an OPF over an electrical
network with respect to an arbitrary objective. PBC is meant to be a plug-and-play con-
trol framework, so it does not prescribe the solution technique to be used for the S-PBC.
The only constraint on the supervisory control scheme is that it be capable of returning
complex-valued phasors as nodal voltage targets.

Once the S-PBC has solved its OPF, the phasor values returned by the solution will be
communicated to the next-lowest level of control. In principle, that could be the lowest-level
control layer, which is directly responsible for actuating DERs, or it could be an intermediary
controller responsible for operations within a portion of the higher-level S-PBC’s network.
In either case, it is important to point out that the higher-level S-PBC does not need a
detailed model of the portion of the network governed by the lower-level controllers. It
only requires a few basic pieces of information about that sub-network, such as the total
active and reactive power that can be requested from the lower-level controller. In effect,
the higher-level S-PBC’s model will end at the point that the next-lower-level controller’s
model begins. To the higher-level controller, the lower-level controller’s network will appear
as a node from which a given amount of power can be commanded.

At the lowest level of operation sits a local controller, which we designate the L-PBC.
Though the L-PBC pursues a similar goal to any intermediate layers that may be present,
i.e. the tracking of a phasor target provided by the next-highest control level, the L-PBC
structurally differs in that it is directly responsible for individual DERs. As was the case for
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the S-PBC, the PBC framework is meant to be agnostic to the specifics of the L-PBC. But,
where the S-PBC is meant to solve high-level optimization problems, the L-PBC is tasked
with the real-time maintenance of a phasor target, which generally lends itself to feedback
controllers or other fast-acting strategies. In searching for suitable L-PBC controllers, our
research group and collaborators have explored a diverse set of approaches, including PI,
extremum-seeking [63], and Retrospective Cost-Adaptive Control [33].

Network Model
Operating and Actuator Constraints
Load/DER Forecast

iOptimization Objective

————| Top S-PBC Layer |«————

Voltage Measurements Phasor Targets t—— Phasor Referen(je

L [ Intermediate S-PBC Layers ] -

Voltage Measurements Phasor Targets

\J
@ L-PBC Layer |l«————

Local Model
Actuator Constraints

P,Q McasurctnansT lP,Q Dispatch

Figure 2.2: The control layers of the PBC strategy

The division between the roles of the S-PBC and L-PBC is at the core of the PBC strategy.
The S-PBC layer is meant to ensure that an optimal steady-state operating condition is
provided to lower-level controllers in the form of phasor targets to be tracked. These targets
are not meant to encode instructions that are critical to the safety or stability of the system,
and so they can be updated at a slow rate compared to that of the L-PBC’s operation.
This gives the S-PBC the freedom to solve larger, system-wide optimization problems. The
L-PBC, on the other hand, is responsible for responding immediately to maintain the S-
PBC’s phasor targets in the face of DER prime mover fluctuations, load steps, or other
similar disturbances. If conditions on the network change between S-PBC control updates,
the expectation is that the local controllers will alter their DER dispatch in an attempt to
maintain the previously assigned voltage phasor values. Those values would almost certainly
no longer be optimal in the sense of minimizing a system-wide objective, but they would
represent an operating condition that is known not to be critically harmful. The feeder
would remain in that condition until a state estimator updated the S-PBC’s understanding
of the network and newly optimized phasor targets could be assigned.

As illustrative examples of PBC operation, two toy problems presented in [76] are briefly
reproduced here. These problems assume a two-layer PBC made up of a supervisory and
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a local control level, without any intermediate controller stages. This two-level controller
assumption will be the default throughout this dissertation, as it allows for the exploration
of the unique characteristics of PBC without introducing the unnecessary complication of
intermediate control layers.

The first of the toy problems demonstrates the ability of PBC to localize its DERs’
responses to changing conditions on a distribution feeder. Our notional feeder will be the
radial example of Figure 2.3. In the initial steady state, the DER has been tasked with
driving its point of connection to the phasor value Vpgr/0pgr, with 0prr measured relative
to the substation’s voltage phase angle and magnitude Vpgrr measured relative to neutral.
The DER will then act to cancel out any changes to that voltage caused by changes in
loading on the feeder, which will translate to adjusting its dispatch to assume any new local
power demand or to reducing its output to reflect load that has been disconnected.

DER
VoerZODER
Substation
@—I (P, Q%) Pher Qber)
P1>Q1 P2 QZ

Figure 2.3: Toy problem 1: A demonstration of localized DER response under PBC

While a similar re-dispatch of DERs could be accomplished using measurement of in-
coming power Fy from the transmission system, there are important cases where that would
be problematic. Consider a situation in which the load P; decreases by AP and the load
P, increases by the same amount. Neglecting losses, that change would not appear in P§,
but the additional distance over which the quantity AP must now travel could result in a
voltage violation at the end of the feeder. In contrast, if the DER is operating under PBC,
it will immediately react to its change in local voltage phasor by increasing its production
to assume the additional load.

A second use case in which PBC is particularly effective is DER reassignment following
loss of line capacity. Consider the situation diagrammed in Figure 2.4, where two lines of
equal impedance, Line Lna and Line LnfS, carry power from Bus 1 to Bus 2. Each of the
lines carries power of magnitude Pjs, (Q12. If one of those two lines is lost, the remaining
line will now be responsible for carrying all power transferred between the two nodes; in a
worst-case scenario, that would mean the line must carry double its thermally rated current
until the DER dispatch is updated.
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Figure 2.4: Toy problem 2: PBC’s response to a broken conductor

Under PBC, DERs immediately take action to rectify the situation. The loss of a parallel
current path causes an increase in the effective resistance between Bus 1 and Bus 2. The
transfer of 2P and 2()12, then, causes a larger voltage change across the line and drives the
DER at Bus 2 to increase its production to counter it. Assuming sufficient DER capacity is
available at Bus 2 to restore the phasor to its original value, the power across the surviving
conductor would be reduced to its original Py, (12, with the rest of the power demanded
by load at Bus 2 being provided locally.

Even in the case that Bus 2 does not have sufficient DERs to serve the entire load, in
attempting to restore the original phasor value at Bus 2 we can expect that the correct
local control action will be taken, with DER dispatched to serve as much of the load as is
possible given available capacity. The overload condition on the connecting line will then be
alleviated to maximum extent, moving the system to a safer operating state. The system will
then stay in that state until the S-PBC is able to recalculate the feeder’s OPF and re-assign
phasor targets.

The unique properties of PBC that allow it to respond correctly over a wide set of possible
contingencies make it a promising control technique. However, it is a recent development, and
there exist barriers to its practical implementation that will need to be addressed in future
research. A primary challenge that must be overcome is the need for extreme precision in
specifying feasible phasor targets at the S-PBC level. In Chapter 3, we will demonstrate
an ability to achieve that precision in theory, but the realistically achievable accuracy of
available modeling information at the distribution level remains an unsolved concern. Despite
this hurdle, aspects of PBC have been demonstrated experimentally under the ENERGISE
project, with results to be published in [10].

PBC Applications on Islanded Networks

When applied to minigrids or to microgrids operating in island mode, there are two opera-
tional goals that PBC is especially well-suited to achieve. Both have been previously explored
in simulation on non-islanded distribution systems in [62]. Chapters 3 and 4 revisit those
goals in simulation, with Chapter 4 demonstrating their extension to islanded networks.
The first goal was introduced as an idea in Section 1.2. PBC can be used to recruit
DERs to create balanced, three-phase voltages across a feeder in the absence of a connection
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to a stiff transmission grid. PBC is able to explicitly command that voltage balance in the
communication of phasor targets between S-PBC and L-PBC, assigning voltage values that
maintain 120° of separation between grid phases to the extent possible given the demands
on the system.

The second PBC objective we will consider is “phasor matching.” In a phasor matching
use case, DERs are dispatched so as to drive the voltage at a selected node V,, to a specific,
externally provided phasor value V.,;. The goal of the OPF solver is to generate a feasible
set of voltage phasor targets that can be sent to controllers at each node in the network.
That target set will include a value for V,, that is as near as possible to V.

As a clarifying point, this phasor matching objective is distinct from the phasor tracking
action of controllers at the L-PBC level. As part of the definition of the PBC framework,
each L-PBC will be constantly actuating individual DERs to maintain a real-time voltage
phasor value provided to it by the S-PBC. That S-PBC target, though, could be issued
with the intent of achieving any network-wide objective, such as minimizing losses or total
generation cost. When the feeder-level objective is described as “phasor matching,” it refers
to a case in which the S-PBC itself has been tasked with meeting a provided phasor-defined
voltage reference, and that its objective is to recruit L-PBCs across its network to match
that reference at a specified node.

This ability to match voltage at a given node to a specified phasor value would be useful
in grid reconfiguration, and as such is more applicable to microgrids than to stand-alone
minigrids. As mentioned in Section 1.2, if a contingency or maintenance requirement created
the need for disconnecting a distribution-level microgrid from the transmission network, the
correct control strategy would allow that microgrid to continue to run in isolation, provided
that it had sufficient DER capacity over the relevant time period. Once the period of
abnormal grid operation passed and it became desirable to reconnect the feeder to the
broader grid, phasor matching would allow for the nodal voltage at the open tie switch to be
set equal to the value on the switch’s opposite side. PBC and the LUPFM are uniquely suited
to this application because of their ability to explicitly match not only voltage magnitude
but phase angle as well, reducing the chance of arcing due to an out-of-phase reclosure.

2.2 S-PBC and the Linear Unbalanced Power Flow
Model

Optimal Power Flow

A primary task of the S-PBC is solving for optimal power flow on its feeder. As a general
class of problem, OPF refers to the search for the best possible actuation of controllable
equipment on an electrical network, where “best” is defined on a situational basis. It is an
incredibly broad body of work, and the modern form of the problem traces its roots to the
1960s. Since that time, it has been approached through a wide array of formulations, many
tailored to specific use cases.
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The “full” problem, referred to as ACOPF in [28], is well-defined but difficult: the
physics of power flow ensure that the system’s governing equations give rise to a nonlinear
and nonconvex optimization problem, equipment that operates in discrete steps imposes
integer constraints on the system, and security concerns require that solutions to OPF be
robust to possible losses of conducting lines or generating equipment. To this day, there
is no single solution method that is agreed to be sufficiently fast and robust for universal
adoption.

A truly optimal methodology for quickly solving the OPF problem would have incredible
implications for power systems. Solving OPF is a core piece of the work done by Independent
System Operators (ISOs), the agencies tasked with overseeing large regional transmission
grids. As a general practice, ISOs must solve OPF problems on many time horizons, up to
and including near-real-time!. It is estimated that even a 5% efficiency improvement in the
power flow solution methods used by ISOs would result in $6 billion in savings in the U.S.
and $26 billion worldwide. As such, OPF is an extremely active area of research focused
on developing approximations, decompositions, and other approaches that can be integrated
into more accurate and efficient solvers.

Much of the recent research into OPF solutions has focused on convex relaxation tech-
niques, in which the solution space defined by system constraints is expanded to include a
superset that allows for the application of second-order cone programming (SOCP) or semi-
definite programming (SDP) techniques. If the chosen solver then returns an optimal set of
variables that satisfies the original set of power flow constraints, that system state is a global
optimum for the original problem. A description of some conditions under which convex
solvers return exact solutions is given in [41], and [62] has an excellent survey of many recent
works in SDP relaxation.

While many of these methods show promise and achieve success under a variety of
conditions, there are outstanding difficulties in practical implementation, particularly on
unbalanced, multi-phase distribution networks. As a result, we instead look to quadratic
programming (QP) for implementing the S-PBC. To construct our QP, we use a linearized
approximation of the power flow relations, the LUPFM, as our network model. This model
defines our problem’s constraints, and it allows for arbitrary quadratic objectives to be de-
fined in terms of voltage phasors.

The LUPFM is based on the “DistFlow” equations, which were originally introduced in
1989 [7]. The DistFlow equations established relationships between the active and reactive
power flowing through conducting lines and the squared voltage magnitudes at each of a
network’s nodes. A simplified approximation of the DistFlow equations, referred to as ei-
ther “Simplified DistFlow” or “LinDistFlow,” was derived from the original equations by
neglecting several quadratic terms and linearizing all relationships [8]. The Simplified Dist-
Flow equations were later generalized from their original, single-phase form to unbalanced,

!The FERC report [28] written by Mary B. Cain, Richard P. O’Neill, and Anya Castillo writes “This
problem must be solved weekly in 8 hours, daily in 2 hours, hourly in 15 minutes, each five minutes in 1
minute and for self-healing post-contingency in 30 seconds.”
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multiphase networks [23].

Building on this three-phase, linear model, the work of [62] developed the LUPFM de-
scribed in this section. It introduced an additional relationship between voltage phasor
angles and power flows into a model that was previously only capable of specifying voltage
magnitudes. This was a critical development that allowed for the treatment of a phasor in
its entirety within the structure of the model. The LUPFM is presented here with minimal
derivation; interested readers should refer to [62] for a more complete treatment.

Model Definition

The LUPFM equations are linear with respect to the variables E,,, ©,,, p%, q?, P,,,, and
Q.- To establish a fully linear set of equations, nonlinear quantities based on current
magnitudes, such as line power losses, are replaced with estimated constant values. In the
equations presented in this section, those estimated values will be denoted by the superscript
est.

LUPFM Nomenclature
N Set of all nodes on the distribution feeder

& Set of all connecting lines on the distribution feeder

P,; P*;P? Subset of phases {A,B,C} present on node n; set of nodes with k phases present; set
of nodes with phase ¢ € {A, B,C} present

V¢ Complex-valued voltage phasor on phase ¢ of node n, magnitude given in per-unit

RMS
E? Squared per-unit RMS voltage magnitude on phase ¢ of node n.
6¢ Voltage phasor angle on phase ¢ of node n
4% Per-unit active power demanded by the load on phase ¢ of node n
4% Per-unit reactive power demanded by the load on phase ¢ of node n
p9% Per-unit active power generated by DER on phase ¢ of node n
99 Per-unit reactive power generated by DER on phase ¢ of node n
sf¢ Per-unit apparent power rating of DER on phase ¢ of node n
I?  Complex-valued current phasor on phase ¢ of line nm, magnitude in per-unit RMS
P?  Per-unit active power flowing from node n to node m on phase ¢ of line nm

Q% Per-unit reactive power flowing from node n to node m on phase ¢ of line nm
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Pd’

am PeT-unit active power loss on phase ¢ of line nm

anm Per-unit reactive power loss on phase ¢ of line nm

R The resistive part of element ¢, 1 of the 3x3 impedance matrix of the line connecting
nodes n and m

X% The reactive part of element ¢, 1 of the 3x3 impedance matrix of the line connecting
nodes n and m

Z%¥ The complex-valued impedance R%Y + jX¢%

A, Ay, IE A9 is a per-phase quantity such as voltage, current, or power, bold variables

n,nm
T
denote 3x1 vectors: [AZ A’ A¢]
If A% s a cross-phase characteristic such as resistance, reactance, or impedance,

n,nm
bold variables are 3x3 matrices with elements A®% . where ¢,1 € Ppm

nm’

ckn Coefficients associated with the ZIP model components of a load at node n. K €
{Z,1,P} and ¢z, + ¢ + cpp = 1.

a o 8 The Hadamard (element-wise) product of o and 3

|A?|,|A|, The magnitude of element A?, the 3x1 vector of magnitudes of the elements of A

Real and reactive power balance

Kirchhoft’s Current Law is enforced at each node in the system with Equation (2.1).

Vn e N:
p'rdz_ng: ZPln_ Z Poum — Z P
Ine& nme€ nmeé (21)
qi - q% = Z an - Z Qnm - Z Q(zsrfm
Ine& nme€ nme&

where Pt and Q3! are loss terms, defined as

Py, = Re((anIfofl) © Ifzii*)

Lnm
iﬁm = Im((anIfjfl) © IZ?Z*)

In this expression the real, imaginary, and complex conjugate operators are applied element-
wise.

The powers demanded by the loads at node n, denoted p? and q¢, are not necessarily
treated as variables in this linear expression. In the simplest case, where all loads on the
network are modeled as constant-P, they are 3x1 vectors of constants. However, in the
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original LUPFM, they are defined as combination constant-P and constant-Z loads, which
are expressed element-wise as:

Pl = plonem(cp, + ez E2)

2.2
42— g + cp 2 4 CF 22)

where pd®nem gdénom are the active and reactive power demanded by the loads connected
to node n on phase ¢ at nominal voltage and C, is the reactive power contribution of any

capacitor banks connected to node n.

Relation between voltage magnitudes and power flows

The effect of Ohm’s law on voltage magnitude is enforced across each conductor in the
network with Equation (2.3). First, we define quantities H,,,, and T'¢.
Vn,m € N;nm € &, Let

H,, = (anIZsri) © (anIisntz)*

Loyt
Fist — ,.yza 1 ,yzc
w1

These definitions come from the matrix analogs to coefficients of the binomial expansion
(Vin+ Znn X80 ) 0 (Vi + Zin IS0 )* . We define 9% = Vo5t [V Vest a5 the complex-valued ratio
of voltages on the phases ¢ and ¢ of node n. Every element of the I'®* matrix is a constant
derived from estimated values of the nodal voltage phasors, though in the expression above
the est superscript is not included on the ~ elements of the right-hand side for clarity of
representation.

With these definitions, the relation between the three-phase voltage magnitude at nodes
n,m and power flows through each line nm can be expressed:

where

Mnm = Re(rijt © Z:;m)
Nnm = Im(rift © Zfbm)

Relation between voltage angles and power flows

Equation (2.4) provides a second expression of Ohm’s law in terms of its effects on voltage
phasor angle.
Vn,m e N;nm € &:
|nyft| © |VfLSt| © (Gn - @m) = —NumPrm — Mannm (24)

where M,,,,, and N,,,,, are defined as above.
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Other Constraints

Slack bus enforcement

The “slack” or “swing” bus of a power system defines the fixed voltage magnitude and
angular reference for the network when solving for the power flow. Where a substation or
large centralized generator exists on the network, it becomes the obvious choice of slack bus
for the system. In simulation, its voltage values are generally set to a value of 1 per unit and
balanced across each phase. In the original formulation of the LUPFM, the fixed voltage at
the slack bus is enforced as constraints given by Equations (2.5).

Eslack € N:

Eslack:[l 1 1}T

®slack:[0 _2% %}T

(2.5)

Voltage magnitude constraints

In all power system applications, grid operators define upper and lower voltage bounds that
nodal voltages are required to respect. These can be enforced as part of an OPF formulation
with the constraints of Equation (2.6).

Vn e N:

T —9 —2 —2 T
[M%MS M?%MS Y?%MS} <E,< [VRMS VRMS VRMS (2'6>

where V¢ and V rums are the lower and upper limits of the allowable RMS voltage mag-
nitudes, respectively.

DER actuation constraints

The active and reactive power that can be dispatched by a DER is constrained by an apparent

power limit. For a DER capable of four-quadrant operation on phase ¢, this limit is circular

in the plane defined by p9®, ¢9. However, that constraint can be transformed into an

arbitrary number K of linear constraints on active and reactive power as in Equation (2.7).
Vn € {s¢ >0, ¢ € P,}

\Ilcos o pg + \Ilsin o q% S SRated (27)

n

where

Weos = [COS<¢) COS(¢) COS(¢)}T
W, = [sin(y) sin(y) sin(y)]”
77/1 =

otk
% for k=01, K —1.
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The generation capacity error introduced by this approximation can be made arbitrarily
small at the expense of added constraints and increased computation time. When drawn in
the space of active vs. reactive power, the difference in area between the set of linearized
constraints and the original circular restriction on apparent power is less than 1% for K ~ 20
and 0.1% for K =~ 60 [62]. This half-space approximation is commonly used in OPF literature

1]

Pl

Figure 2.5: A constraint on apparent power approximated by linear half-spaces

Apparent power constraints on distribution lines were not taken into account in this
model, but could be included in future work with a similar approximate treatment.
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Chapter 3

Iterative Refinement for S-PBC
Targets

This chapter introduces' a means of mitigating error associated with linearizing the power
flow equations for the LUPFM of Chapter 2, which involves adapting a technique originally
developed by [62]. The end goal, which will be covered in Chapter 4, will be the application of
the OPF solution techniques of a centralized S-PBC to minigrids or to microgrids operating in
island mode. That application, though, first requires addressing one of the primary challenges
of PBC at distribution voltage levels: the need for extreme accuracy in the phasor targets
generated by the S-PBC’s OPF solution. As we discuss in this chapter, that accuracy can
be achieved with an iterative solution method.

The iterative method relies on the successive refinement of the LUPFM with power
flow solutions generated by an accompanying nonlinear Newton-Raphson (NR) solver. This
requires some alterations to the LUPFM, which will be discussed in Section 3.1. Section 3.2
will introduce our chosen nonlinear solver, the Current Injection Method, and a procedure
for updating its equations to treat networks that include ideal transformers. The last section,
3.3, will demonstrate the iterative method in simulation.

Unless otherwise specified, the nomenclature defined in Section 2.2 will hold throughout
this chapter as well.

3.1 An Iterative Target (Generation Methodology

The LUPFM discussed in Chapter 2 has proven to be an effective tool for optimizing DER
power dispatch over a network. Simulated accuracy analysis shows that, even in scenarios
with large power flows on a feeder, the voltage phasor values generated by a LUPFM-based
OPF solution can be made to agree with those generated by a nonlinear power flow solver
to within 1072 per unit in magnitude and the order of 107! degrees [62]. The disagreement

LA partial version of this work was accepted for publication as “Iterative Linearization for Phasor-Defined
Optimal Power Dispatch” in the 52nd North American Power Symposium. (©)2021 IEEE
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between solvers decreases further when an accurate estimated system state is used to initialize
the LUPFM.

This level of accuracy is more than sufficient for the majority of OPF applications at the
distribution level. However, PBC is an outlier. The difficulty arises because of the extremely
low impedances and small voltage angle differences between adjacent nodes of a distribution
feeder under normal conditions. Given those characteristics, the specification of active and
reactive power dispatch as a function of voltage phasors, which will translate into the tasking
of the L-PBCs, is a highly sensitive problem.

As a motivating example: the IEEE 13-Node Test Feeder (IEEE13), which will be used
as a base-case simulation throughout this chapter and the next, has a voltage base of 2.4kV
line-to-ground and contains a single-phase line with an impedance of magnitude |Z] =~ 0.1Q
[35]. Relative to that base, if a set of phasor references generated by a supervisory controller
contains a per-unit error of magnitude A in the expected difference between the voltage
phasors on either side of that conductor, it will translate into the attempted recruitment of
24A kiloAmps of erroneous actuation from DERs throughout the network. This would likely
cause those DERs to saturate in an attempt to meet their targets and result in an extremely
sub-optimal state for the feeder.

It is granted that this is an extreme scenario involving a very short distribution line,
but it illustrates the fact that PBC shows very little tolerance for any mismatch between
the S-PBC-generated phasor targets and the closest set of network nodal voltages that is
physically realizable for local controllers. In effect, for an implementation of PBC to be
successful, all error associated with the approximations of the LUPFM must be eliminated.

There are many examples of algorithms that rely on iterative improvements to linearized
models in order to solve OPF. Frequently, those algorithms re-initialize their linear models
at each iterative step using the optimal values generated by the previous iteration, e.g. [4].
Other approaches make use of a separate, external solver, which will be the strategy employed
in our method. This strategy was originally applied to the LUPFM in [62] as part of an
example feeder-reconfiguration application. In that work, it was found that the iterative
method significantly reduced the linearization error, but that the error in angular estimation
could not be made arbitrarily small. There existed a threshold past which, it was believed,
the use of the small-angle approximation in Equation (2.4) became a limiting factor in the
LUPFM’s accuracy.

Regardless of the specifics of the strategy used to refine the linear model, the algorithms
that define most iterative linearization methods tend to follow a similar pattern, which will
be described in the following subsection as it applies to the OPF problem of Chapter 2. The
ultimate goal of applying iterative refinement to that problem is the driving of the LUPFM’s
approximated constraints to admit a set of values V,,, p?,q¢ Vn € N that constitute a near-
exact solution to the nonlinear power flow equations.
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The Iterative Method Structure

In the first iteration of the method, the linearized OPF problem is solved using constraints
provided by the LUPFM as specified in Equations (2.1)-(2.7), with several alterations to be
discussed in the following subsection. We assume that no external sensor data is available
at the process start, and so the LUPFM is initialized with the nodal voltage values balanced
across phases and set to a value of 1 per unit. Line current values are initialized at 0.

The DER power dispatch, p%,q¢ Vn € N, generated by the solution of the LUPFM-
based OPF is then passed to a nonlinear power flow solver. This nonlinear solver can, in
theory, be of any type so long as its model agrees with the line impedances and ZIP load
modeling of the LUPFM.

As part of the initialization of the nonlinear solver, p? and q are incorporated as neg-
ative, constant-P loads into the ZIP-modeled demand expression of Equation (2.2), which
will be expanded and redefined as Equation (3.2) in the following section. The injection
defined by this combination of demand and OPF-generated power dispatch is denoted by

s = pd —p? and q*? = q? —q¢, and it is used by the nonlinear solver to generate magnitude
and phase angle values for each of the network’s nodal voltages and line currents. We denote
the values returned by the nonlinear solver as VN2 and IVE for all n € A" and nm € &.

At this point, the first iteration of the process is complete and the voltage phasors gen-
erated by the nonlinear solver are compared to those of the LUPFM OPF’s solution. If
the difference between those two sets of voltage phasors is larger than a predetermined
convergence threshold, the next iteration of the process begins. Each successive iteration
re-initializes the LUPFM using the nodal voltage and line current values from the nonlinear
solution of the previous iteration as V& and I¢¢ for all n,m € N and nm € &.

This procedure is summarized below and shown graphically in Figure 3.1. Note that ¢y
and g¢ can be set to an arbitrary accuracy threshold.

Begin

Pass VA" for all nodes, I} for all lines

Initialize LUPFM

Pass LUPFM as constraints

Solve linear OPF

Pass V,, p5, q§ for all nodes, P, Q,,, for all edges

‘Solve nonlinear power ﬂow‘

%Linear and nonlinear nodal voltages within convergence bound?
No

Yes

Finish

Figure 3.1: The iterative update procedure for the LUPFM OPF and the nonlinear solver
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Algorithm 1: The Iterative Update Method for Refinement of Phasor Targets
forne N, (A, B,C) e P,, nm &, ¢ € Py do

Initialize VANE = 1/0°, VBNL = 17 —120°, VO N = 1/120°;

Initialize I?NF = 0;

end
vest 1est « VNI INL yp e N nm € &;

Solve QP OPF described in Chapter 2 for V,,, p%, q%, Prm, Qun  Vn € N, nm € &;

while max (V¢ —V?NL) <,V max (0?2 —02NL) < ¢, do
ne/\/,qSePn( " W) sev ne/\/,¢e77n( " n) = e

P, q? < pl —pd,q¢ — q? Vn € N, where p¢, q? are defined as in Equation
(3.2) and pY, qY are treated as constant-P loads;

- : NL {NL
Solve nonlinear power flow equations for V,'* I}~

initializing with V,,, Py, Qum  Vn € N,nm € &;
vest 1est « VL INL yp e N nm € &;

using load values p;?, q;? and

Solve QP OPF described in Chapter 2 for V,,, p¢, q%, P, Quin ¥ € N,
nm € &;
end

Alterations to the LUPFM

As mentioned, previous implementations of this algorithm have found that there is a lower
bound beyond which the linearization error in angular estimation cannot be reduced using
the original form of the LUPFM. This is corrected with a small alteration to Equation
(2.4), which will be described below. Other adjustments to the LUPFM covered in this
subsection include a means of introducing constant-I components of ZIP-modeled loads and
a relationship that allows for tap-changing transformers to be included in the model.

Taylor Series Expansion of Angular Relationship

It is most likely the use of the small-angle approximation that keeps the expression of Equa-
tion (2.4) from being made arbitrarily accurate through iterative refinement. We replace it
here with a more general first-order Taylor Series that removes the block on the ability of
the OPF to approach exact solutions. That is, in all iterations after the first, Equation (2.4)
is replaced by Equation (3.1).

Vi o [Vi] o Aty + [Vi] o [VEY] 0 ALy 0 (0, — ©,) — (O — ©51)] =
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cos(0% — 6%) sin(0¢ — 6%)
Where AL, = | cos(6? —0°) | and A%, = | sin(6) —0P)
cos(0¢ — 0°) sin(0¢ — 6°)

All angular elements on the right-hand sides of the equations defining A%’ and A%,

are estimated quantities, though the superscript est has been dropped to avoid notational
clutter.

Constant-1 Load Modeling

The ZIP load model, which treats electric loads as a combination of constant-impedance,
constant-current, and constant-power components, is commonly used in power systems anal-
ysis [37]. In order to faithfully model real loads using that system, it is important that all
three components are capable of being represented as constraints on our OPF QP. As such,
we add another Taylor Series term to Equation (2.2) that incorporates constant-I loads by

expressing the voltage magnitude on phase ¢ of node n as an expansion of \/ Ef.
Equation (3.2) replaces Equation (2.2) and redefines p?® and q% element-wise.

1
7dz¢ = p? nom[CP + CI(§’Vn¢€8t‘ + 2|V¢est| EZ)) + CZE??]
do _ o 1)\ est i ¢ ¢ 42)
— nom Z |y bes E E
qn qn [CP+CI(2| n ‘+2‘Vn¢68t| n)+cZ n]
In the above, p® ™™ and ¢4*"°™ are the total active and reactive power demanded at

node n when the system is operating at nominal voltage.

Transformer Modeling

There is another addition to the LUPFM that is necessary for the modeling of many feeders:
the inclusion of load tap changing (LTC) transformers and voltage regulators with mechan-
ically adjustable turns ratios. Transformers with fixed turns ratios can be accommodated
in the per-unit measurement system without any special treatment beyond a consistent se-
lection of voltage and power bases [25]. LTCs, though, require the enforcement of a voltage
ratio that can be parameterized by tap setting.

Given a transformer that connects node n to a downstream node m, with tap settings
that establish the 3x1 vector of turns ratios r between its primary and secondary sides, we
can relate the primary and secondary voltages by Equation (3.3).

E,, =r’cE,

3.3

where r? =ror.

The powers P,,, and @,,, flowing through the transformer do not need to be subject
to any constraints, as the power balance enforcement of Equation (2.1) will ensure that the
necessary relationships are respected.
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Where non-ideal transformer modeling is necessary, LTCs can be treated as a series
combination of a connecting line and ideal transformer.

3.2 The Companion Nonlinear Solver

The iterative algorithm is agnostic to the specific method used to obtain the full, nonlinear
power flow solution that will be used to refine the LUPFM in each step. In this work, we
choose the Current Injection Method (CIM) to fill the role of the nonlinear solver.

The CIM is a popular means of solving the power flow equations on distribution networks.
It was presented as an alternative to the classic NR methods of [71] and others, and it was
meant to address challenges posed to those solvers by unbalanced networks with low X/R
ratios. The CIM is presented in full in [24]; we summarize our reduced version, meant to
treat only PQ-type buses, in this section.

Defining the CIM

Consider a network with N nodes, indexed from 1 to N. We express the nodal voltages to be
solved by the CIM in Cartesian coordinates as V¢ V- V¢’ + ]V¢ The network’s nodal
admittance matrix is denoted V%% = G + jB;ff%, where G‘W and B‘b}f; are the entries of
the conductance and susceptance matrices for phases ¢ and ¢ of nodes n and m.

The CIM begins by initializing all nodal voltage values. It then calculates the mismatch
between the current demand specified at each node and the inflow or outflow calculated from
the product of the admittance matrix and those nodal voltages. The real and imaginary parts
of that current mismatch can be expressed as Equation (3.4).

spPY/ ¢ sp¢>V¢>

6 _ Do Vg Tt Z Z Sy pedyY
AInRe - (V¢ )2 (Vd) 9 ~ GanmR Bnmvmlm)
N Re nIm me wepn

[ ‘;Lp¢ Vnd) sPd’ Vnd) oY Y [oLln e (3 . 4)
. Im Re
A[nlm - (Vn(bRe)Q (anm) 7%/’#);;" Gnmva BanmRe)
where dp NL NL|2
pfzp¢ p? — Ppep — pnc[ Vd) ‘ pncZ V(b ’
d
qflp¢ = q?% L nc] | V¢ NE ‘ an V¢ NE | ?

are the expressions of the net active and reactive power injections specified at node n. As
part of the above definition, note that we have separated the nominal demand at n into its
ZIP model components:

d . d nom nom
Py + Jdney = Czn(D2 "™ + §gi0 ™)
d, . d nom nom
D + Jder = Crn(D? ™™ + 30 ™)
d¢ - dp d¢p nom d¢ nom
pncP+ancP_CPn<pn +jq )
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and that the real and reactive power dispatch that were generated by the solution to the
LUPFM OPF have been included in the specification as constant power loads p?¢ and ¢J¢
We can now define the constitutive equation of the CIM, Equation (3.5), which is to be
solved using Newton’s method. Let Al,, and Al,, be the 3x1 vectors expressed element-
wise by Equation (3.4). AV, and AV, will be the adjustments made to the voltage
VNL at each step of the NR method. These vectors are related by

where

Al =

By,
G,
Bo;
G

Gy
—B1
G21
_B21

Al = YAV
B12 G12 BlN GlN ]
G12 _B12 GlN _BlN
B, Giy ... Boy Gon
Gy2 —Bwe Gyy —Biy
AV,
AVy,
AV2R6
AV = |AVy,
AV,
AVy,

(3.5)

The off-diagonal parts B,,, and G,,,,, of the matrix YT are defined identically to those of
the network’s admittance matrix, but the blocks on the diagonal are defined as:

B:m =B, —

"
Gnn = G’fm -

_aA

r A
Cn
0 ¢

0

e}

o

0 a
| 0

o

S W

o

S W
o o

Q
S Q

o O

C

S Q

A0 0
G, =Gu—10 b2 0
0 0
a4 0 0
B! =B,,— [0 d? 0
0 0 d¢

where a?, b2, ¢?, and d? are determined by the load model at bus n:

n? n’ mno

d
qn(z)

cP[(Vn(pRe)z - (Vn(i)]m)Q] - 2p

NMRe  MNiIm

Nim Nim

d, d d
n(é)PVY(ZS V¢ + pni)lvn¢ReV¢ +qnf](V¢ )2

@ =

Ve[

Vi

d
+ qn(fZ
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d d d d
b¢ _ pn(i)P [<Vn¢Re )2 - (Vn(z;m )2] + ZanPVnd)Re Vn(b[m . anf Vn¢Re Vn(z)]m + pni] (Vn(z)Re )2 . pdqﬁ
V7l V73
d d d d
b _ pni)P [(ans]m )2 - (Vn(bRe )2} - 2qan Vnd)Re Vn¢1m qnfl Vn(bRe Vn(b[m - pnf[ (anﬁ[m )2 do
Cp = b4 + b3 = Pnez
V| V|
d, d d, d
d(b o qan [(Vnd)Re )2 - (Vn(z)]m ) 2] - 2p ni)P Vn¢Re Vnd)lm b nf[ Vnd)Re Vnd)lm - qn(cbl (Vnd)Re )2 do
n b4 b3 = Gnez
Vol Vil

Adapting the CIM for LTCs

The CIM method as presented above does not take into account the voltage adjustments
caused by LTCs with non-zero tap positions, and so it needs to be adjusted before it can be
used to solve power flow on more general networks. This adjustment can be carried out as
a set of manipulations to be included in the nonlinear solver’s initialization at each step of
the broader iterative method.

Let T € & be the set of all LTCs on the network. Let nm € T be defined as the LTC
connecting node n to a downstream node m. The tap-set relationship between their voltages
is then given by V,, = r,,, o V,,. For each member of 7 we introduce the new quantity
IV =1, + 7Ly, , which we define as the current entering the transformer’s downstream
node m. The value Al,,, .. + jAl,,, will be the adjustment to that quantity made at each
update step of the NR method.

We use that quantity to redefine Equation (3.4) as Equation (3.6), so that it takes into
account the current entering and leaving each node through LTCs. This is a convenient
means of tracking the current that flows across the ideal transformers in the network, but
it is not strictly necessary that it be included as a part of the CIM. On large networks with
many LTCs, it may be preferable to leave Equation (3.4) unchanged and to solve for nodal
voltages alone.

pspo Vnd)R + qflp¢ Vnd;
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We next make adjustments to the entries of Equation (3.5). In order to do that, we first

must introduce several definitions:
Let Y!  be the submatrix of YT made up of the columns associated with the kth node

coly,
of the system, i.e.

YT

coly,

= [YTeG(k71)+1 YTe6(kfl)+2 YTe6(k71)+3 YTeG(k71)+4 YTeﬁ(k71)+5 YTeﬁ(kfl)Jrﬁ]

where e; is the ith elementary vector of the 6 Nx6/N matrix.
Let Y! be the 6x6 submatrix of YT associated with the ¢th and kth nodes:

subp 1,

YT

6(—1)+i6(k—1)+j] ¥ L <%J <6

subg k[i,j] —

Lastly, let diag(\) represent the pxp diagonal matrix formed from the entries of an
arbitrary px1 vector A:

p

diag(\) = Z(eiT/\)e,»eiT

i=1
The CIM method for solving power flow can then be redefined as in the following algo-
rithm. € can be set to an arbitrary accuracy threshold.
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Algorithm 2: The CIM Algorithm, Adapted for LTCs
Initialize VNL = VLIUPEM yn e N where VIUPEM are the results of the most
recent solution of the OPF QP;

Initialize I NE = (PgLUPEM 4 jQ¢ LUPEM) jy/ ¢ LUPEM - Nypm € T, ¢ € Prm;

nm
Initialize AV, =00, AV, = oo;

while max(AV,,, ) > ¢ Vmax(AV,, )>¢cdo
Solve Equation (3.6) for AL, , AL, ; Build YT as in Equation (3.5);

for nm € T,¢ € P, do
Replace YZoln with Y!

colyn colm
nm

+Y! -djag({r"m});

Replace all entries of Y!  with 0;

colm

Yiubmm + —Ig.6, the negative 6x6 identity matrix;
. T'nm
Yiubn’m + diag( |:rnm:| )

Redefine the AV vector of Equation (3.5) by replacing AV,,, and AV
with AlL,,, —and Al,,,,, , respectively;

Mim

end
Solve Equation (3.5) using the adjusted versions of YT and AV;

VNL « VNL L AV, + AV, — VneN;
I’f’LVﬂ% <~ Ir]xﬁ + AInmRe + jAInmfmvnm S T;

VL« vy - VN NYpm e T;
end

Essentially, this algorithm removes the voltages of all nodes to which a transformer’s
secondary side is connected from Equation (3.5), as those values are now completely specified
by tap relation to the voltage on the transformer’s primary side.

The corresponding elements AV are then redefined as updates to the transformer’s cur-
rent, Al,,,. and Al,,, for nm € 7. As mentioned earlier, computation-time concerns
may make it more desirable to solve for voltages alone with the CIM and to calculate trans-
former currents after the fact. If that is the case, Equation (3.6) should be replaced with
Equation (3.4) in Algorithm 2 and the steps associated with Y;rubm m,Ylubn _,and IVE should
be ignored. The variables AV,,, AL, associated with the transformer secondary sides would
then be removed without replacement in lieu of the redefinition of AV and any loads con-
nected directly to the secondary sides of transformers would be referenced to the primary
sides.

The relationship between transformer primary and secondary voltages is reflected in YT
with the multiplication of the columns associated with each transformer’s secondary node



CHAPTER 3. ITERATIVE REFINEMENT FOR S-PBC TARGETS 36

m by a diagonal matrix of tap settings, followed by their addition to the columns associated
with the transformer’s primary node n. For any transformers across which currents are to
be calculated, the columns of YT associated with m are replaced with zeros.

To complete the current calculation, the 6x6 submatrix on the block diagonal of YT
associated with m is replaced with the negative identity matrix and the off-diagonal block
submatrix relating n to m is replaced with the diagonal matrix of tap settings. This tracks
the current entering node m and the current injection at node n, respectively. With these
changes made, the resulting Equation (3.5) accurately represents the power flow relationships
on the network and can be solved with standard NR methods.

3.3 Demonstrating the Iterative Method

The Simulation Enviroment

The iterative method described in Section 3.1 was tested in simulation on the IEEE 13-
Node Test Feeder (IEEE13). This small, 4.16kV feeder has relatively large and unbalanced
loading; it is frequently used in tests of distribution analysis strategies. It has a tap-changing
transformer near its assumed point of connection to the transmission grid, and a mixture of
one-, two-, and three-phase lines. The complete specification of the feeder can be found in

[35).

650 (Substation)

IR

651
646 645 632 633 é 634

611 684 671 692 675

652 680

Figure 3.2: The IEEE 13-Node Feeder, one-line diagram

From its original form, we made several simplifications designed to minimize the portion
of the programming implementation that is not necessary for the demonstration of core ideas:
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e The voltage regulator between Bus 632 and the point of connection to the transmission
grid at Bus 650 is considered to be ideal. A new node, labeled “Bus 651,” is added to
the secondary side of the regulator.

e The transformer XFM-1, connecting Bus 633 and Bus 634, is also considered to be
ideal.

e The switch connecting Bus 671 and Bus 692 was replaced with a line segment of
configuration 601 and length 0.01mi

e All delta-connected spot loads were replaced with wye-connected loads of the same
magnitude. The ZIP model coefficients for each bus were kept consistent with [35].

e The distributed load on the line connecting Bus 632 and Bus 671 was replaced with a
spot load of the same total value at Bus 632.

e All capacitor banks were removed from the system.

The simulations described in this section were carried out in Python. The cvxpy library’s
default Operator Splitting QP Solver was used for the OPF stage of each iteration. For the
nonlinear solver, we have tested both OpenDSS, via the OpenDSSdirect Python library, and
our own implementation of the adapted CIM method covered in Section 3.2. The following
results were generated using the CIM solver.

The two operational objectives that are used as simulation cases are those introduced in
Chapter 2: three-phase balancing and phasor matching. However, the notional motivation
for the phasor matching objective is different than previously discussed, as we assume in this
section that the IEEE13 feeder is not islanded. In this test case, rather than attempting
to equalize voltages across a switch before reconnecting to a transmission grid, the phasor
matching case might be used to reconfigure a feeder as described in [62].

The constraints on the OPF QP were defined as specified by the LUPFM of Equations
(2.1) through (2.7), along with (3.3). Ten half-spaces were used to form the approximation
of DER power limits given by Equation (2.7), and the voltage bounds of Equation (2.6) were
set to 0.9 and 1.1 per unit. That is a wider allowable voltage range than would be seen in
normal distribution operations; it reflects the relatively low DER penetration on the feeder
and the lack of capacitor banks.

We adapt the LUPFM as described in Section 3.1: Equation (2.4) is replaced by (3.1)
and (2.2) is replaced by (3.2). Adjustments to the CIM to allow for the incorporation of
LTCs were made as in Section 3.2.

All constraints were identical for both the phasor matching and three-phase balancing
simulations; only the objective function was changed between cases.

Simulation I: Three-phase Balancing

The three-phase balancing objective is designed to recruit DERs in an attempt to balance
voltages across phases A, B, and C at each node of the feeder. The IEEE13 feeder has
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heavily unbalanced loading, which is reflected in a voltage profile that is unbalanced even
with the feeder’s connection to the transmission network and the mitigating actions of LTC
tap changes. We generated a S-PBC phasor profile designed to ensure that DERs on the
feeder attempt to serve load locally and drive nodal voltages toward balanced conditions
that could allow for better operation of three-phase loads.

For this test case, we added the following generators to the network:

e DERs with capacity values of 0.015 per unit, co-located with each connected load.

650 (Substation)

3

651
646 645 632 633 3 634
® ® ® 3

611 684 671 692 675

652 680

Figure 3.3: DER distribution for the three-phase balancing test

In defining our objective, we consider “perfectly balanced” conditions at a two- or three-
phase node to be the state in which all voltage phasors have equal magnitude and there is
120° of angular separation between all phases ¢ € P,. In this definition, balanced feeder
operation does not imply any restrictions on single-phase nodes.

The objective is formally defined by Equation (3.7).

Vn € N;Vnm € E;¥¢, ) € Py:

2m
. 2 2
o oY E-EFE Y @-#37 an
5 yPnsUnst nmytenm VnE’P3U'P2,¢751/J VTLE'PSU'PQﬂS?éw

where the final form of the £ operator is determined by the expected relationships of the
phases A, B, and C:

2

64 —9° =09 — 9P =98 — 94 =
n n n n n n 3
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OPF Objective II: Phasor Matching

In the phasor-matching use case, DERs are dispatched so as to drive the voltage at a selected
node V,, to an externally provided phasor value, V.., which could be the voltage on the
external side of a switch to be closed during grid reconfiguration. The objective is defined
so as to to generate a set of voltage phasor targets that includes a value V,, that matches
Vewt'

For this test case, we added the following generators to the network:

e DERs with capacity values of 0.015 per unit. These DERs were co-located with the
loads connected at all nodes excepting 671, which was the node selected for phasor
matching.

e A large DER, with capacity 0.2 per unit, on all three phases of target node 671. This is
meant to ensure that available generation is sufficient to achieve operational objectives
in the absence of approximation error.

650 (Substation)

646 645 632 633 634
® ® ® 3

611 684 671 692 675

652 680

Figure 3.4: DER distribution for the phasor matching test

The phasor matching objective is defined by Equation (3.8):

Vn € N;Vnm € E;Vp, ¢ € P,:

min (Eor1 — Ecut)® 4 (Ogr1 — Ocir)’ (3.8)

E,, 0, ,P% 7q$1 Prm,Qnm
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Results
Three-Phase Balancing Results

Figure 3.5 plots the maximum discrepancy between the LUPFM and CIM phasors across
the network over ten iterations of our solution method. The mismatch value for the first
iteration is 4.93 - 107 per unit magnitude and 0.19° of angle. Even these initial errors,
generated by a LUPFM initialized to a flat start, are small. However, when translated to
the real and reactive power injections demanded of DERs under the control of L-PBCs, they
would result in significant discrepancies.

Over subsequent iterations the error decreases sharply, becoming 1.15 - 10! per unit
magnitude and 2.21 - 107!° degrees of angle after the tenth iteration. At that point, the
linearization error is within the acceptable range of PBC, as well as any other reasonable
OPF use case.
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Figure 3.5: Three-phase balancing objective, maximum mismatch in magnitude (left) and
angle (right) between LUPFM OPF and CIM phasor values

Figure 3.6 plots the agreement between the value of the objective function minimized by
the LUPFM OPF and the value of that same objective calculated from the phasors generated
by the CIM. The difference between the two decreases from 1.22 - 1073 for the first iteration
to 1.74 - 1072 for the tenth.

As a metric for the phasor profile’s performance with regards to its goal, we use the level
of voltage balance across all three-phase nodes on the feeder. We calculate the imbalance at
a node n as the magnitude ratio of the negative- and positive-sequence components? of the
voltage: |Va,|/|Vin|. This is a definition used by the IEC [60].

With this metric, the average imbalance across all three-phase nodes is 0.39%, with a
maximum of 0.62%. This can be compared to the average imbalance in the absence of PBC

2Positive-, negative-, and zero-sequence, or “symmetrical” components more generally, are an analytical
tool introduced by Charles Fortescue in the early 1900s [22]. The concept is tangential to the material of
this dissertation and will not be defined here, but readers looking for more information are encouraged to
refer to [25].
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Figure 3.6: Convergence of the three-phase balancing objective values achieved by the linear
and nonlinear voltage profiles

on our feeder, 0.85%. The maximum imbalance in the uncontrolled case, 1.58%, enters the
range at which it is recommended that induction motors be derated.

Phasor Matching Results

As mentioned, we select Bus 671 as our target node.
Vew = [0.97520° 0.975/ — 120° 0.975/120°]

is chosen to be the phasor target value to be matched.

The results of this simulation are collected in the tables below. Table 3.1 compares the
values of the OPF- and CIM-generated voltage phasors at the target bus after the first
iteration of the method. Table 3.2 does the same after the tenth iteration.

Phase A Phase B | Phase C
VEEEM 0.975 0.975 0.975
GLFUPEM 11 02752527 - 107 -120 120
VM 0.97066777 0.97202337 | 0.97038812
geIM —7.69399178 - 1073 | -119.965065 | 120.028590

Table 3.1: Voltage Phasors at Bus 671, First Iteration
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Phase A Phase B | Phase C
VEIEEM 0.975 0.975 0.975
GLUPEM 13 90110312 - 1077 -120 120
VM 0.975 0.975 0.975
OSIM 1 9.28970765 - 10710 -120 120

Table 3.2: Voltage Phasors at Bus 671, Tenth Iteration

We see a similar error reduction at the system nodes whose voltage values were not
included in the objective function. Figure 3.7 shows that decrease over ten iterations of
the solution process. As in Figure 3.5, we plot the maximum of the magnitude and angle
differences between cvxpy- and CIM-generated phasors at all nodes in the system for each
iterative step.
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Figure 3.7: Phasor matching objective, maximum mismatch in magnitude (left) and angle
(right) between LUPFM OPF and CIM phasor values

Ten refinements to the LUPFM decrease the mismatch between the phasor values to the
order of 107! per unit in magnitude and 10™® degrees in angle.

As in the case of three-phase balancing, the voltage phasor profile generated by this test
is accurate enough to be considered feasible on a nonlinear power system. As such, it forms a
suitable set of voltage phasor targets that can be communicated to L-PBCs on a distribution
network.
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Chapter 4

Extension of PBC to Islanded
Networks

4.1 Island-Mode Considerations

The iterative method of Section 3.1 performs well on distribution systems, reliably arriving
at a phasor profile that can be confirmed feasible by a nonlinear solver. When translating this
implementation of PBC to islanded microgrids, though, there are additional considerations
beyond linearization error that must be taken into account.

Islanded networks pose no real challenge to LUPFM-based OPF. The only necessary
adjustment is the removal of Equation (2.5), the slack bus enforcement expression, from
the model’s constraints. Where complications arise is in finding the nonlinear power flow
solution to be used in updating the LUPFM at each iteration of our solution method.

In particular, a nonlinear solver on an islanded network no longer has an obvious choice
of slack bus. Because the appropriate choice of slack bus can influence the optimality of
the solution, and even the ability of a numerical method to converge to a solution at all, it
is necessary to have a dependable strategy for its selection. After a brief definition of the
slack bus and its role in NR power flow solution algorithms, we discuss such a strategy and
define an end-to-end implementation of the S-PBC. The effectiveness of this implementation
is then demonstrated over a variety of simulated DER distributions.

The Slack Bus in Newton-Raphson Power Flow

The determination of a “power flow solution” was the end goal of the CIM solver intro-
duced in Section 3.2. To formalize that term’s definition, consider a set of electric loads
with complex-valued demand, a network model, and some number of generating resources.
Finding a power flow solution to that arrangement refers to the determination of a set of
complex-valued, steady-state nodal voltage phasors that allow for all connected loads to re-
ceive the power they demand while respecting all constraints on generators. Essentially, a
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power flow solution represents a feasible steady-state AC operating point for an electrical
network.

Solving the equations that govern power flow requires a numerical method. NR-based
techniques are frequently chosen for the application, though branch-based methods such as
the backward-forward sweep (BFS) form another commonly used set of approaches, e.g. [48].
For the family of NR power flow solutions, the specific equations used with the method can
vary; the classic formulation is derived from the expression for complex power [25], though
the CIM used in this work [24] has also become popular for use in distribution analysis.

NR power flow methods generally divide the nodes of a system into three categories:
PQ buses, at which the active and reactive power demand is considered a fixed quantity
and the complex voltage must be determined; PV buses, at which the active power and
the magnitude of the complex voltage are specified and the reactive power and voltage angle
must be determined; and the slack bus, at which the complex voltage is fixed and the real and
reactive powers must be determined. Nodes at which DERs are connected can be represented
as either PV or PQ buses with negative values of power demand.

A network is allowed to have any number of PQ and PV buses, but generally only a
single slack bus. The role of that slack bus is the establishment of a reference voltage angle
for the system, as well as the provision of flexibility in the network-wide active and reactive
power production. This flexibility is necessary to allow for an accounting of the fact that the
pre-specified power injections at the fixed PQ and PV buses do not give a complete picture
of the power transfer between nodes. Losses in the conductors also factor into the balance
of supply and demand, but those are not known until the voltage profile across the network
has been established. It is the update of the slack bus’s estimated power injection that acts
to cover the changes in line losses caused by updates to the network’s voltage profile.

When solving for power flow on distribution systems under normal conditions, the selec-
tion of the slack bus is straightforward: it is the point at which the network connects to the
larger transmission grid. Because the distribution system has very little ability to affect the
voltage at its point of connection to the transmission level, that point can be considered a
stiff voltage source. We can assume, as well, that active and reactive power generation con-
straints at that bus are not a concern, as the contribution of any given distribution feeder
to the total demand on a transmission system is negligible. For the purposes of the NR
solver, this means that the transmission system is capable of sourcing any amount of power
necessary to account for mismatches between local feeder load and DER generation.

Choosing a Slack Bus in Island-Mode Operation

In the absence of a connection to the transmission level, no stiff voltage bus exists on a
distribution network. Solutions to the power flow equations on islanded networks, then,
require that the classical NR techniques be adapted. A similar problem exists for branch-
based power flow methods, which generally also require a slack bus.

A number of approaches to the problem of slack bus definition for both NR and branch-
based methods on islanded networks have been proposed over the past decades. Most
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straightforwardly, a DER bus can be assigned to fill the slack bus role, as was done in
[34]. Additional DER modeling can be used to update power dispatch values at non-slack
generator buses as well [50]. This has been demonstrated effectively in simulation, but does
not address cases in which there is no bus with a large enough DER that it can be confidently
considered a stiff voltage source.

Another family of approaches attempts to allocate losses across multiple generating nodes.
This is generally described as the “distributed” slack bus approach, and it can be traced back
to the 1970s. The distributed slack bus definition involves assigning a participation factor
to each generator on a network and then using it to apportion a measurement related to
system losses. Various definitions of the participation factor and methods for calculating the
system loss metric have been explored in a number of papers, of which [15] has an excellent
review.

Many of those works that explore the distributed slack bus concept are primarily con-
cerned with the transmission network, but efforts have been made to apply it to distribution
networks as well. One notable example is [65], in which generator domains and power flow
directions are analyzed in an attempt to assign loads on particular branches to the DERs
most relevant to serving those portions of the network. This localized exchange is then
incorporated into an iterative update scheme for participation factors that determine the
proportion of feeder losses that each DER is to absorb.

While the distributed slack bus technique is interesting, the correct apportionment of
losses is less critical to the nonlinear solver used in our method because of its iterative
exchange with the LUPFM-based OPF. At each iteration of the process after the first, the
OPEF’s dispatch will begin taking feeder losses into account and adjusting all controllable
DERs to optimally distribute those losses across them.

A third category of approach to solving power flow on islanded networks involves in-
troducing new physical variables, such as system frequency, that are calculated alongside
the bus voltages. These new variables are used to adjust DER values according a control
relationship. Examples of this include [47] for the NR method and [18] for the BFS, both of
which remove the need for a classical slack bus by introducing droop-controlled DER models
to the solution method. A similar approach is used in [2], which also makes use of a Newton
Trust Region algorithm to solve the power flow equations, noting the convergence difficulties
of NR-based methods due to the small region of attraction of islanded microgrids. This
concern, too, is less pressing for our CIM solver because of the warm start initialization that
it receives from the LUPFM OPF.

In our implementation of the CIM, we avoid any such explicit modeling of DER-level
control schemes. This is necessary to ensure the separation between S-PBC and L-PBC
layers that is called for under the PBC model; recall that the L-PBC is required to have
the freedom to track its phasor target using any type of control strategy. However, we also
do not assume that there exists a single bus at which sufficient DER is installed across all
phases to make it an appropriate slack bus selection. We reconcile these two decisions in
the CIM solver by splitting the slack bus, assigning it on a per-phase basis and potentially
designating different slack buses for each of phase A, B, and C.
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In making the slack bus selection on each phase, there are two primary concerns that
need to be addressed:

e Sufficient generation capacity should be present to account for power losses on the
relevant phase.

e The slack bus should be located as close as possible to the loads on the relevant phase.

To satisfy the first of these criteria, we calculate the sum of the network-wide estimated
line losses from the voltage phasor profile generated by the LUPFM OPF, and denote that
value sf;i,UPFM. That quantity is then used to define a minimum threshold for available
generation capacity that would ideally be met by the DER connected to any prospective
slack bus.

We implement this threshold check as a simple measure of leftover capacity in the DER
connected to a bus, as determined by the solution to the LUPFM OPF. This value is then
compared to the difference between sld’OSLSUPFM and any losses that were already accounted

for in the LUPFM’s initialization during the present iteration. Formally, we describe this
comparison by stating that any bus n with DER satisfying the condition

(507 = (057 +Ja3%) 2 |fous " = (Y Prig +3Q%m)| (4.1)
Vkme€
is considered to be a slack bus candidate for phase ¢.

We note that any linearization error that generates an artificially low choice of sfinPFM
could result in the selection of a slack bus without enough DER capacity to serve the losses
on the feeder. However, this is not especially concerning for our iterative solution method.
Because DER generation constraints on the slack bus are not enforced during the operation
of the CIM, the ability of the CIM to converge to a solution will not be affected. If the
CIM’s solution then violates DER generation constraints at the slack bus, those constraints
will be re-asserted during the next iteration of the LUPFM OPF.

Given this repeated enforcement on the part of the OPF, we can have confidence that the
generation limits will ultimately be respected by our end solution. As such, the sufficient-
capacity criterion can be waived if no DER can provide a satisfactory loss margin due to
their previous dispatch commitments. If no bus meets the condition of Equation (4.1),
that criterion is abandoned and all buses with attached DERs are evaluated as slack bus
candidates.

From the set of candidate slack buses we select the node of minimal weighted electrical
distance, in terms of impedance magnitude, to the feeder’s loads. We define a suitability
score, X2, for all buses n on phase ¢ with Equation (4.2).

Xo= > 125 b + 5| (4.2)
Ym#neN
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where Z¢ ¢/7 is the effective single-phase impedance between nodes n and m on phase ¢. The
bus with the lowest % score among the candidates that were selected by the sufficient-DER
filter is then chosen as the slack bus for phase ¢.

Once the slack bus has been assigned, it will be initialized at the start of the CIM to
the value of the voltage phasor V¢ generated by the LUPFM OPF. This assignment and re-
initialization happens at each iteration of the broader solution method, and so it is possible
for the slack bus to be re-assigned between iterations. In practice, this often happens once,
between the first and second iterations of the method. This is due to the fact that, after
the first iteration, P and QS take on their first nonzero values and alter the sufficient-
capacity criterion of Equation (4.1). Any further adjustments to P¢% and Q5% introduced
in successive iterations after the first are relatively minor, and they rarely alter the slack bus
placement.

4.2 Demonstrating Island-Mode Operation

The simulation results presented in this section represent the culmination of this work: the
demonstration of a means of applying the S-PBC component of a PBC scheme to a medium-
voltage minigrid or a microgrid operating in island mode.

Simulation Setup

We again use the IEEE13 feeder, modified as in Section 3.3, for our testing, though for the
simulations of this section we remove the notional connection of Bus 650 to a substation. In
addition, we set the taps on all phases of the LTC connecting Bus 650 to Bus 651 to the
zero position. Using that topology, we explore our controller’s performance on a number of
randomized DER distributions.

When generating each distribution to be tested, DER are assigned to the feeder on a per-
phase basis. For each phase, we determine the total amount of DER, s?fml, as a proportion
of aggregate demand:

R
STotal - Z ¢ = = KpEr Z |p + .]Qn
Vnep¢ Vnepe

where Kpgg, the penetration level, is a parameter of the simulation.

The DERs on phase ¢ are then assigned to individual nodes in blocks of size sp;. For
each block, the node to which it is to be added is randomly selected, and blocks are sized so
that it is unlikely that every node in the system has connected DER.

We create 25 DER distributions for each of three penetration levels: 135%, 120%, and
105%. For each distribution, we test both the three-phase balancing and phasor matching use
cases, with objectives formulated as described in Section 3.3. In these simulations, though,
the greater penetration of DER allow us to tighten the upper and lower voltage bounds of
Equation (2.6), enforcing a more realistic range of 0.95 to 1.05 per unit.
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Though the three-phase balancing objective remains as specified by Equation (3.7), with
the shift in focus from distribution feeder to islanded system it now reflects a more critical
real-world control task. We can no longer guarantee balanced operation by relying on a
stiff, three-phase voltage source, and so voltage balancing must be achieved internally by
controllable DERs on the feeder.

The form of the phasor matching objective is also unchanged from Equation (3.8), though
for the simulations of this section we select Bus 650 to be the target node and V., =
[1[0 1/ —120° 11120}T as the reference to be matched. This reference value was chosen
as a realistic phasor target that might be assigned in advance of the scheduled reconnection
of a previously islanded microgrid to a substation.

In reporting results, the performance metric for three-phase balancing will again be the
maximum voltage imbalance at a single node, as defined by the magnitude ratio of negative-
and positive-sequence components: max |Van|/IVin|. We select as our phasor matching per-

formance metric the mismatch between the target node’s phasor and the reference value, i.e.
|‘/ext - ‘/650"

For a solution to be considered feasible, all nodal voltages must satisfy a convergence
criterion between the LUPFM OPF and the CIM nonlinear power flow solutions. We define
the convergence threshold as 107°, and it applies to both per-unit voltage magnitude and
phase angle in degrees.

Extended Example 1: DER Assignment and Simulation

For illustration purposes, we describe the first of our simulation runs in detail before moving
to aggregate results.

This example was carried out with a DER penetration value of 150% of the total feeder
demand, i.e. KDER = 1.5. For the IEEE13 feeder, this meant that the total DER allotted
to phase A was sf4 =~ 1990kVA, the total allotted to phase B was sfZ = ~ 1850kVA, and
the total allotted to phase C was sFC  ~ 2245kVA.

The parameter sy, was set to 100kVA.

Those values resulted in the following randomized DER distribution:

Bus 632 | 633 | 634 | 650 | 651 | 671 | 675|680 | 684 | 692
sEA (kVA) | 200 | 100 | 200 | 400 | 200 | 290.02 | 200 | 200 | 100 | 100

Table 4.1: Installed DER, phase A
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Bus 632

633

634 | 645 | 646

650

651

671 | 675 | 692

200

S?(gal (kVA)

100

100 | 200 | 100

250.39

100 | 100 | 300 | 400

Table 4.2: Installed DER, phase B

632

634 | 645 | 650

651

671

680

684 | 692

200

200 | 300 | 500

300

100

200

100 | 345.77

Table 4.3: Installed DER, phase C
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Figure 4.1: DER distribution across phases A,B, and C
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During the three-phase balancing simulation, the voltage phasor profiles of the LUPFM
OPF and the CIM converged to the 10~° threshold after five iterations of the solution method.
The most unbalanced voltage phasors on the network were those of Bus 675:

0.952/ — 6.84°
Vers = |0.954/ — 126.84°
0.951/112.84°

Which translates to an acceptable imbalance level of 0.26%.

During the phasor tracking simulation, the voltage phasor profiles of the LUPFM OPF
and the CIM converged to the 1075 threshold after three iterations of the solution method.
The difference between Vg5 and V.., in terms of magnitude and angle, was

3.80 - 10710 1.22- 108
€mag = | 1431079 €ang = |6.16- 1076
1.53- 10710 6.05 - 1076

a near-exact match.

Extended Example 2: Failure Analysis

Though the previous example highlighted a successful test case, there are combinations of
DER distributions and objectives for which our solution method fails to find the required
10~° agreement between LUPFM OPF and CIM. In these simulations, we have found that
the method fails irrespective of the number of iterations for which the test is run. Examining
one of these cases in greater detail, though, gives us a sense of the failure mechanism and
the adjustments that can be made to counteract it.

The failed simulation we examine in this subsection was given a penetration level of
135%, which generated a feeder with the following DER distribution:

Bus 632 | 650 | 652 | 671 | 675 | 680 | 692
sBEA (kVA) | 200 | 400 | 100 | 291.02 | 400 | 100 | 300

Table 4.4: Failure case installed DER, phase A

Bus 632 | 633 | 645 | 646 | 671 | 675 | 680 | 692
sB#B (kVA) | 100 | 200 | 100 | 365.35 | 200 | 100 | 200 | 400

Table 4.5: Failure case installed DER, phase B
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Bus 611 | 632 | 633 | 645 | 646 | 650 | 671 | 675 | 684 | 692
sBC (kVA) | 200 | 200 | 200 | 300 | 200 | 100 | 100 | 100 | 200 | 421.19

Table 4.6: Failure case installed DER, phase C

We take three-phase balancing as our objective. After five iterations of the solution
method, the mismatch between LUPFM OPF and CIM has settled to approximtely 8 - 10~*
per unit magnitude and 0.26° in angle; too high to be useable as a PBC target. From that
point, the mismatch does not change appreciably with successive iterations.

We can gain some insight into the issue by plotting the DER dispatch setpoints for phase
C of Bus 646, a point where the difference between the LUPFM OPF voltage phasor and
the phasor generated by the CIM was among the largest.

Node 646, Phase C
—0.0122

r—0.0202

—0.0120
r—0.0200

—0.0118 1
| r—0.0198

—0.0116

r—0.0196
—0.0114

Real Dispatch (per unit)

r—0.0194

Reactive Dispatch (per unit)

—0.0112

r—0.0192
—0.0110

r—0.0190

—0.0108

1 2 34 56 7 8 9 1011 12 13 14 15 16 17 18 19 20
Iteration

Figure 4.2: Alternation of the power dispatch setpoints of the DER at Bus 646

We can see that the power dispatch generated by the LUPFM OPF alternates between
sets of values in a two-iteration cycle. This phenomenon is likely caused by circumstances
similar to those of the bifurcation of a dynamical system. Here, a slight change in the
estimated values of power losses and voltage phasors generated by the CIM results in an
initialization of the LUPFM that returns a power dispatch qualitatively distinct from the
previous iteration’s. This change in dispatch then changes the CIM’s nonlinear solution,
which re-intializes the LUPFM in such a way that the previous iteration’s solution again
becomes optimal. This creates the repeating pattern of Figure 4.2 and prevents the iterative
method from converging to a single, feasible solution.
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We can overcome this difficulty and force the system to a single DER dispatch profile by
adding a penalty factor to our objective. For three-phase balancing, this means an alteration
to Equation (3.7) for all iterations after the first:

Vn e N;Vnm € E;Y¥¢, ) € Py:

2
. ¢ _ EY)? E ¢ _ v 2
VTLEPSUP2,¢7$’¢J VHEPSUP2,¢;&'¢1
T Uk[ Z <En o E"PMU)Q + (@ﬂ - @nprev>2] (43>
VneN

We add the same term to the phasor matching objective of Equation (3.8):
VYn € N;Vnm € E;¥¢, ) € Py:

min (Eg50 — Ecot)® + (@50 — O ur)?
E.,0,,p7,a%,Prm,Qnm
+ 0l Y (En — Eupreo)? + (0 — ©ppren)?] (4.4)
vneN

In both Equations (4.3) and (4.4), E,p.e, and ©,,,., denote the values of the voltage
phasors at node n generated by the LUPFM during the iteration immediately prior. The
coefficient oy, then, indirectly penalizes change in the LUPFM OPF’s dispatch values be-
tween iterations. We define o, so that it increases with each iteration to ensure that the
DER dispatch is forced to a fixed solution:

o =0.1.2""1 (4.5)

where k is the index of iteration.

When the penalty term is added to our failure-case DER distribution, it results in phasor
convergence between the LUPFM OPF and the CIM, though that convergence happens more
slowly than was the case in previous simulations. Figure 4.3 shows the process, beginning
with the third iteration so as to allow for scaling that captures the graph’s features of interest.
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Figure 4.3: Maximum difference between LUPFM OPF and CIM phasor values with a phasor
matching objective

The greatest single-node three-phase imbalance of the phasor profile generated by this
simulation was 0.29%, which is comparably successful to the values of previous simulations
that did not require the use of a penalty factor. That similarity in performance is not overly
surprising, as the penalty factor o only gains significant weight in later iterations, after the
majority of the benefits of iterative optimization have already been realized.

Simulation Results in Aggregate

In this final section, we present the results of our simulations across 75 DER distributions.
For each distribution, we use our iterative method to generate a phasor profile for both the
three-phase balancing and phasor matching objectives specified by Equations (3.7) and (3.8).
Where a solution is successfully found on the first pass through the iterative method, the
value of the objective’s performance metric is plotted in green.

Where the LUPFM OPF-generated solution does not converge to within 107° in agree-
ment with the CIM within ten iterations, we re-run the simulation with the additional
penalty factor of Equations (4.3) and (4.4). As earlier, we define the penalty coefficient
o, = 0.1 - 251 where k is the index of iteration. Where the addition of the penalty factor
was able to force the system to convergence, the value of the objective’s performance metric
is plotted in blue.

Any simulations that did not converge even after the penalty factor was applied, or for
which the LUPFM OPF failed to find a feasible dispatch, were plotted in red and the value
of their performance metric marked as zero.

DER Penetration Level: 135%

At this DER penetration level, we have sufficient controllable resources to achieve both of our
operational goals. In all cases across both objectives, the iterative method was able to find

10
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a state of agreement between LUPFM OPF and CIM without the use of a penalty factor.
The three-phase imbalance was always below acceptable levels, and the error in tracking
the phasor target was on the order of 1078 per unit magnitude and 107% degrees of angle.
Without the outlier result of simulation #21, the order of the magnitude error drops to 1077.

Balancing Objective, DER Penetration 135%

0.5

0.4

6)

(%
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Imbalance
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1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25
DER Distribution Index

Figure 4.4: Three-phase balancing results over 25 DER distributions, 135% penetration
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Figure 4.5: Phasor matching results over 25 DER distributions, 135% penetration

DER Penetration Level: 120%

At a penetration level of 120%, we still have sufficient controllable resources to achieve our
goals without the use of a penalty factor in all test cases. The three-phase imbalance was
generally higher than in the 135% case, but still acceptable. The error in tracking the phasor
target was again on the order of 107 per unit magnitude and 10~% degrees of angle.
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Figure 4.6: Three-phase balancing results over 25 DER distributions, 120% penetration
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Figure 4.7: Phasor matching results over 25 DER distributions, 120% penetration

DER Penetration Level: 105%

At a penetration level of 105%, three-phase balancing was still achieved reasonably well,
though in several cases the maximum imbalance at a node exceeded the 1% threshold. Phasor
matching was a much more challenging prospect. Our method failed to find a solution in
14 of 25 cases, and it required a penalty factor to converge in all but one of those cases
remaining.

This penetration level appears to be too low for our iterative method to be dependably
used on a feeder with a random DER distribution. However, in a number of simulation
runs the S-PBC did succeed in finding a feasible voltage profile that achieved its objective
reasonably well. This suggests that an exploration of the relationship between the specifics
of DER allocation across a feeder and the feasibility of implementing PBC could be an
interesting avenue for future work, as could the effects of different QP solution techniques
on the success rate of the overall method.
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Figure 4.8: Three-phase balancing results over 25 DER distributions, 105% penetration
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Figure 4.9: Phasor matching results
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Chapter 5

Instrument Transformer Error in
Distribution PMU Measurements

In this chapter, we return to a discussion of the practicalities of distribution-level PMU de-
ployment. We focus on an important, but often overlooked, challenge that faces operational
uses of phasor measurements: the error induced by instrument transformers!. This error has
implications, not only for the PBC strategies discussed earlier in this dissertation, but for
PMU applications throughout the electric grid.

We examine transformer-induced error empirically, using a nontraditional experimental
test setup involving PMUs connected to an actual distribution network. This arrangement
allows us a rare opportunity to track errors in situ over a time period of multiple months.
After a brief introduction to instrument transformers and a motivating consideration of their
calibration procedures, this chapter will end with a presentation of the data collected from
our observations and a discussion of its possible effects on PBC.

While the subject matter of this chapter is very relevant to the PBC strategy, it can
be considered a stand-alone analysis from the S-PBC development of Chapters 2, 3 and 4.
The work presented in those earlier chapters is the primary research contribution of this
dissertation.

5.1 Instrument Transformer Basics

As described in Section 2.1, modern PMUs are capable of measuring voltages and currents
with extremely high accuracy. They have become an important tool for understanding
the transmission grid and, as the technology has developed, distribution networks as well.
Because of the high voltages involved, though, PMUs can not be connected directly to any
point on either transmission or primary distribution lines. All phasor measurements taken
at those levels, then, must necessarily be approximate.

LA portion of this work was previously submitted as a report on the ARPA-E project Micro-
Synchrophasors for Distribution Systems, DE-AR, 0000340
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At the distribution level, it is possible to carry out such an approximate measurement
by installing a PMU at a wall plug on the secondary side of a service transformer. However,
service transformers introduce a significant amount of error, manifesting as a shift of the
resulting phasor measurement by an unknown amount in both magnitude and phase angle.
As a result, it is difficult to estimate the value of a voltage phasor at the primary distribution
level from a secondary-side measurement without additional data and a network-level state
estimator. For more accurate measurements of primary distribution voltages, operators must
install specialized instrument transformers.

As a term, “instrument transformer” refers to a category that includes Potential (also
called Voltage) Transformers (PTs or VTs), which are purpose-built for protecting voltage
sensors while introducing a minimum of error to the measurement. Current Transformers
(CTs) are another class of instrument transformer, and they introduce complications of their
own, but the majority of the analysis in this chapter will focus on the PTs that are most
relevant for the implementation of PBC.

PTs are generally modeled as classical non-ideal transformers, though in some cases they
are coupled to capacitive voltage dividers that are included in their model as well. A diagram
of a commonly accepted model of a stand-alone, non-ideal transformer [25] is reproduced in
Figure 5.1.

R, X, R, X,
e AN~ AN~

Vo R, X, Vs

Figure 5.1: A standard model of a non-ideal transformer

Measurement error can be conceptualized as induced by the non-ideal elements of the
model: the excitation impedance R., X., and the impedances of the primary and secondary
windings R,, X, and R, X;. Capacitive reactances between windings and to ground are
generally large at the frequencies relevant for power systems, and they are often neglected
in modeling.

Error Classes and Burdens

Instrument transformers are classified according to the error that they can be expected to
induce in a measurement. The effects of that error are represented as a set of values RC'F,
v, where RC'F (the Ratio Correction Factor) corrects the PT’s scaling of a measurement
phasor’s magnitude and ~ corrects the PT’s additive changes to its phase angle. When
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describing CTs, [ is generally used in place of v to denote the phase angle error. Limits
on the allowable levels of RCF and v or 8 that can be induced are specified in terms of
accuracy classes by IEEE Standard.

Those error limits can be graphically represented by parallelograms drawn in v, RC'F
space [64]. The v and RCF values that a transformer simultaneously presents must remain
within its parallelogram in order to avoid violating the requirements of its accuracy class.
An example set of PT and CT error parallelograms is reproduced in Figure 5.2.

RCF RCF
1.003 - A e A 1003
1.002 | - ————— 1.002
1.001 \ | 1.001

1 . 1
0.999 0.999
0.998 3 0.998
0.997 0.997

-157 -100 -5 0 5 100 1%

Figure 5.2: Example error parallelograms defined for a PT/CT member of the highly accurate
Class 0.15. This figure was reproduced from [16], and based on an original from [31].

The induced error of any individual instrument transformer can be represented as a point
within its error parallelogram, though that point is not known by the operator unless the
transformer has been calibrated. Voltage or current data taken from the secondary side
of the transformer can then be modeled as ideal phasor measurements of the primary-side
phasor, multiplied by a factor of 1/RCF and shifted by v or 5 in phase angle. This does
not take into account some aspects of the PT model presented in Figure 5.1, such as the
dependence of the induced error on primary-side voltage. Over a practical range of voltage
values, though, that effect is relatively small [32], and the single-point representation of
induced error can be considered a good approximation.

Note that the parallelograms for PTs and CTs are defined to be reflections of each other
about the y-axis. This is a convention that was historically meant to ensure that PTs and
CTs were built in a way which preferred that accuracy was maintained in calculations of
active power. It is also worth noting that CTs experience more variation in their internal
characteristics over the expected range of their primary-side measurements, and so perfor-
mance requirements are relaxed at currents far below rated levels.
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The definition of an error class takes into account the burden on an instrument trans-
former. That burden is defined as any sensors that are connected to the instrument trans-
former’s secondary side, which draw current that affects the transformer’s output in a pre-
dictable way. The burden is the key determinant of the transformer’s position within its
error parallelogram, and a number of standard burdens are specified by the IEEE [19].

To ensure that they stay within the IEEE’s bounds over a maximum range of different
burdens, PTs have slightly fewer windings on their transformer primary sides than would be
expected from their nominal turns ratios. This ensures that, in an ideal case without any
secondary-side burden, the PT’s RCF is near its lowest allowable value. Graphically, this
would be a point near the lower corner of the PT parallelogram of Figure 5.2, where the
zero-burden RC'F would be near 0.9985. As the burden on the transformer increases, the
secondary voltage drops and the RC'F increases, while v changes according to the burden’s
reactance.

5.2 PT Calibration

Instrument transformer error affects measurement devices on a qualitatively small scale. For
metering transformers of Class 0.3, the induced magnitude error is restricted to within 0.3%
and the induced error in phase angle to within approximately 15 degree-minutes or 0.25°.
More recently established accuracy classes, such as the Class 0.15 whose specification is
shown in Figure 5.2, have even stricter accuracy bounds. Historically, the high levels of
accuracy offered by the most precise classes of instrument transformer have been sufficient
for most purposes.

However, as has been noted throughout this dissertation, PBC has an exceptionally low
tolerance for error in control variables. For PBC, even transformers of a highly accurate class
can be problematic if they are not calibrated. As was the case in our discussion of lineariza-
tion error, the impact of PT error is especially significant at the distribution level due to
relatively small power flows and voltage differences between nodes. Even minor measurement
errors, then, can lead to proportionately large over- or underestimates in network quantities.
This is particularly true when discussing errors in the nodal voltage measurements that form
a primary input to PBC.

As an aside, instrument transformer error does not affect the class of applications that
rely only on measuring variations between successive voltage or current samples. Outside of
extreme transient events, transformer-induced error is a stable characteristic that can very
comfortably be considered constant over intervals on the scale of most measurement devices’
sampling periods. Frequency measurement, event detection, and topology change detection
are all examples of distribution PMU applications that would not be affected by instrument
transformer error [77].

For an application that relies on the absolute values of voltage phasor measurements,
though, PT error must be taken into account. This is done through a calibration process
in which the RC'F and ~ values of a given PT are determined. Standard practice for
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performing PT calibration involves comparing the transformer’s measurement to that of
a known reference, either on site or in a laboratory, and a number of variations of that
technique have been suggested in the literature, e.g. [12] and [17].

There are two significant, related downsides to this calibration approach. The first is
the obvious cost in time and effort. The fact that physical connections must be made to
the transformer under test imposes a logistical burden on grid operators that becomes large
with increasing penetration of PT-connected sensors at the distribution level.

The second concern is the length of time over which a transformer can be assumed to
remain calibrated. It is known that PT parameters change as the equipment ages, as well
as with variations in temperature and other local variables. For many purposes, though,
PT-induced error is approximated as an invariant quantity. To the best of our knowledge,
there has never been a systematic analysis of the time scale over which that assumption
holds true. With the results presented in the following section, we hope to motivate that
consideration.

Remote Calibration

A promising area of exploration with the potential to address the practical problems of
present PT calibration methods comes in the form of remote, online techniques, many of
which make use of phasor measurements. Using these methods, instrument transformer
characteristics could be determined in an operational setting by analyzing voltage and current
measurements throughout the network. As a strategy, this type of approach is extremely
appealing.

To the extent of our knowledge, there is no field-tested method for carrying out online
calibration of instrument transformers. However, we highlight one that has returned promis-
ing results in simulation. In the set of papers [52] and [53], our collaborators explore a means
of using PMU measurements throughout a distribution network to simultaneously estimate
line impedances and instrument transformer errors.

In both papers, the authors use the popular weighted least squares (WLS) technique
on a set of PMU measurements to solve for a vector of missing network information. The
first paper makes use of a linearization of Kirchhoff’s current and voltage laws to carry out
the WLS, and the second covers an extension of the method that allows for the treatment
of networks with large deviations in line parameters. In simulation, data suggest that this
method could be used to significantly reduce the measurement uncertainty associated with
PT error.

In addition to [52] and [53], there have been other remote calibration methods proposed
at both the transmission and distribution levels. One common thread running through many
of these approaches is the use of high-quality measurements or a pre-calibrated transformer
to calibrate other transformers at connected busses. Examples of this strategy can be found
in [51] and [79].

Remote calibration removes a logistical burden from grid operators, and it would be an
elegant means of accounting for the time variance of transformer-induced error. However,
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most of the methods cited in this section require that a significant number of PMUs be
installed throughout the network to be analyzed, which is presently not available at the
distribution level. Though recent research efforts have provided encouraging direction for
further exploration, future work will need to address this hurdle before remote calibration
can become a reality.

5.3 Time Variance in PT-induced Error

In this section, we examine the degree to which it is reasonable to assume that the error
induced by a PT is invariant in time.

Assuming a constant secondary-side burden, and given its dependence on the known
physics of the transformer, it is certainly reasonable to assume that PT error is a slowly
varying characteristic. But, as mentioned, there have been no empirical examinations of
how slow that variation might be. This is, in large part, due to the inconvenience of running
such a test: a redundant voltage measurement needs to be established as a truth value
against which to compare measurements taken from the secondary side of a PT, and that
reference needs to be maintained for the long time periods over which we might expect to
see drift in that PT’s characteristics.

Our team has collected the data necessary to carry out an estimation of PT error drift
from a pair of uPMU-brand [45] sensors installed on a distribution feeder as part of a research
deployment in Northern California. These PMUs are connected to the same single-phase bus
at 7.2kV measured line-to-ground. Though the primary distribution voltage measured by
both PMUs is identical, each PMU is connected through its own single-phase, Class 0.3 PT
that separately induces measurement error. This has provided us with a unique opportunity
to isolate the combined effects of those PTs on the PMUs’ measurements and to observe
them over several years of data collection.

As described in Section 2.1, these distribution PMUs report their measurements in terms
of complex phasors. The angles of those phasors are reported relative to a synchronized
reference measurement taken at a nearby substation. Each PMU reported its measurements
at a rate of 2 samples/second, providing us with a large dataset that can be used to establish
the ratio of the errors induced by each of the two PTs.

We model the relationships of the voltage phasor measurements to the true per-unit value
of the underlying primary voltage through Equations (5.1).

‘/im = V;frue’fl + €

(5.1)
‘/Qm = ‘/trueKZ + €

where Vj,... is the true voltage value; V1, and Vj,, are the voltages measured at each of the
two PMUs; k; and ko are the induced errors for the corresponding PTs, and €; and e, are
the internal measurement errors of each of the two PMUs. All values are complex.

Model development for the noise introduced by the PMUs themselves was explored in
detail in [9]. There, an analysis of a similarly redundant PMU deployment on the secondary
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Figure 5.3: Voltage magnitude data from our paired PMUs collected over the project lifetime
as a BTrDB [5] timeseries store.

distribution network found that an additive model of PMU noise with zero mean showed
good correspondence to measured data. We adopt that model here in defining our ¢; terms,
allowing us to use Ordinary Least Squares (OLS) with confidence to obtain a ratio of the
two k; values.

We equate the V.. terms and rearrange Equations (5.1).

‘/im_el ‘/va_GQ

R1 Rg
k1 k1 5.2
Vim=—Vo, — —€a+ € (52)
K2 K2
‘/lm = /f‘/2m + €
Where € = —:—;62 + €; remains an additive, zero-mean noise model in both real and

imaginary terms, and x = 7. Equations (5.2) can be combined and rearranged, then solved
with OLS for .

Results

We analyze four non-consecutive, three-day periods of data collected during 2016-2017. Each
three-day dataset is separated from the next by approximately three months, ensuring that
we have reported results from each of the four seasons. In the plots below, we classify them
as the summer, fall, winter, and spring datasets.

For each three-day period, the data were divided into one-minute samples. The OLS
performed on Equation (5.2) was used independently on each one-minute sample to fit a
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value of k. Those x values are plotted in the figures below in terms of the magnitude of their
ratio |k| = |k1|/|ke| and the difference between their angles /k = /K1 — /K.

Note that, on the following plots, there are fewer than the 4320 one-minute samples that
would be expected for each three-day collection period. This is due to a stringent filtering
requirement that was used in defining data samples: no sample was considered in the analysis
if any of the 7200 data points collected over the course of the minute from either PMU was
tagged with a potential error in GPS lock. This tagging is a reporting functionality provided
by the uPMUs.
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We can see that, for these data and the three sets to follow, the change in x within a
period of several days was extremely small. Generally, the maximal shift was in the low
range of the order 10~* in magnitude and 1072 degrees in phase angle. This agrees well with
the intuition that PT error should remain approximately constant over reasonably short time
periods.

As we compare the data between the nonconsecutive weeks, though, we also see a drift
in the mean values of the PT error.
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Spring 2017
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The average of the magnitude ratio x changes by an amount on the order of 0.01%
between each of the three-month periods.

We can translate this to an approximate drift in the magnitude error induced by a single
PMU by noting that, on the scale 0 < Agrcr < 0.003 defined by the transformer’s error
class, 1/(1 — ARCF) =~ 1 + Agcp. This means that, in a best-case scenario with minimal
error induced by any one PT, each PT is responsible for half of the total change in k.

Based on that assessment, each PT would have seen its induced error drift by approxi-
mately 0.005% over each three-month period, and 0.02% over the course of a year.

The drift in angular error showed a less steady progression, and the direction of its
movement changed twice over the time period examined. The maximal drift over a three-
month period was approximately 0.02°, or 1.2 minutes of angle.

From these data, we can see that the PTs do not see a shift in their characteristics that
would take them outside the bounds of their allowable error. But, projecting the observed
level of parameter drift out several years, we can imagine reaching a point at which an initial
calibration is no longer relevant.

This analysis is not meant to be a comprehensive treatment of transformer error. The
data presented in this chapter came from a single experimental deployment and would need
to be corroborated before any definitive conclusions can be drawn. However, these results do
provide an important empirical touchstone, and they speak to the scale at which we might
expect PT-induced measurement error to present itself.

To translate these observations into the potential effects on PBC, we return to our simple
example of Chapter 3. Recall that there exists a line of impedance |Z] = 0.1 in the IEEE13
Feeder [35], and that the feeder’s voltage base is 2.4kV line-to-ground.
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Taking that impedance as our notional value, assuming that the RC'F' parameters of
potential transformers on the network will drift by approximately 0.02% per year translates
into a per-PT increase of roughly 10kVA erroneously dispatched by phasor-based controllers.
Over time, that would become a significant source of capacity loss and general inefficiency.
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Chapter 6

Conclusion

6.1 Summary of Results

This dissertation presented work that helped to define and expand PBC, a recently developed
strategy for the control of DERs that harnesses emerging distribution PMU technology.
Because of its unique approach, which treats the voltage phasor as the fundamental unit of
decision-making and communication, PBC is exceptionally well suited to achieve a number
of operational goals at the medium-voltage level.

In particular, PBC has great potential for coordinating the operation of DERs within a
minigrid or a microgrid operating in island mode. In these systems, PBC is able to explicitly
command power dispatch in a way that maintains balanced voltages across three phases
that, without the influence of a transmission grid, are only very weakly physically coupled.
In addition, PBC’s phasor-target specification can facilitate microgrid reconnection, with the
control of phasor angle acting to prevent an out-of-phase reclosing that could cause arcing
and degrade equipment.

The PBC hierarchy defines a two-level controller, made up of the supervisory S-PBC and
the local L-PBC. This work focused entirely on the S-PBC and the OPF procedures used
to generate the phasor targets that it provides to lower control levels. Before attempting
to extend it from standard distribution networks to islanded systems, we addressed a fun-
damental challenge facing our current implementation of the S-PBC’s OPF component: the
need to find optimal phasor profiles that are feasible solutions to the nonlinear power flow
equations.

This is challenging because of our S-PBC implementation’s use of the LUPFM, another
recently developed control tool. The LUPFM provides a set of linearized power flow equations
that treat both voltage magnitude and phase angle within its structure. It has proven to be
an excellent means of generating constraints for a QP that quickly and dependably provides
solutions to the OPF problem. Because the equations are linear approximations, though,
there is necessarily some mismatch between their admitted solutions and sets of feasible
voltage phasors.
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In Chapter 3, we addressed this problem with an adapted version of a previously de-
veloped iterative solution method. The original method, introduced in [62], used succes-
sive results from a nonlinear solver to update the voltage values about which the LUPFM
equations were linearized, and thus reduced the mismatch between LUPFM and nonlinear
solutions at each step. We showed that, with adjustment to both the LUPFM equations and
the companion nonlinear solver, the solutions generated by those two solvers could be made
near-exactly equal, and therefore represent a feasible set of voltage targets. Our adjust-
ments also enabled the generation of phasor targets on feeders that included tap-changing
transformers, allowing for the application of PBC to more realistic medium-voltage networks.

We explored the extension of PBC to islanded networks in Chapter 4. We examined ex-
isting strategies for treating the slack bus, a necessary part of our chosen NR-based nonlinear
power flow solver, and then designed one that proved successful in simulation. We formalized
the procedure for generating S-PBC phasor targets on islanded networks, and examined one
of its failure modes in detail. Based on the results of that analysis, we experimented with the
addition of a penalty factor to our OPF formulation and demonstrated its effectiveness in
overcoming the failure mechanism by forcing the iterative method to converge to a feasible
solution with very little increase in the objective function. Finally, we defined a complete,
end-to-end implementation of the S-PBC and tested it across a number of different simulated
DER distributions, establishing its performance at various penetration levels.

The primary work of this dissertation was presented as a self-contained unit in Chapters
3 and 4. However, due to the importance of the issue for PBC, we briefly returned to the
practical consideration of transformer-induced error in Chapter 5. This phenomenon, which
is often neglected in studies of PMU applications, has the potential to affect any operations
that rely on phasor measurements to be accurate in an absolute sense. In principle, any error
induced by instrument transformers could be accounted for with calibration procedures. In
practice, though, there will be a limited amount of time over which that calibration can
be considered accurate, after which the natural change over time in those transformers’
characteristics will cause the induced error to diverge from the calibrated estimation.

In Chapter 5, we took advantage of a non-traditional experimental setup to collect data
from real-world PMUs on an operating distribution system. These data allowed us an em-
pirical look at the scale of the shift that can be expected in PTs” induced errors over time.
Though the data from a single deployment can not be used to draw truly rigorous conclu-
sions, a rough calculation indicated that the drift in transformer error would translate into
PBC actuation error on the order of kVA /year per PT on the network. This speaks to the
need to develop a calibration strategy that could be practically carried out with regularity
on systems operating under PBC.

6.2 Directions for Future Work

This work is an advancement in the development of PBC, but there are many avenues for
research that must be explored before the strategy can be considered mature. A recurring
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theme in PBC design has been the high level of accuracy that is necessary to provide L-
PBCs with actionable phasor targets. Because the consequences of any type of error in those
targets can be large when translated to the active and reactive power dispatch commanded
from the network’s DERs, there is much potential benefit in research efforts that focus on
minimizing sources of uncertainty or calculation error in PBC implementations.

This dissertation addressed a significant source of calculation error in presenting a treat-
ment for the mismatch introduced by the linear approximations used by our S-PBC. As
mentioned, though, the development of improved calibration methods for PTs will also be
necessary for the effective operation of PBC at both supervisory and local levels. Another
critical line of work will be the exploration of methods for accounting for errors in feeder
models, such as inaccurately recorded line impedances. Research on real-time impedance
estimation methods using distribution PMUs has already shown great promise in that area,
but further improvements will continue to enhance the case for PBC as a practical control
strategy.

Beyond the minimization of error in phasor target generation, PBC would benefit from
a systematic assessment of its performance on DER distributions with different characteris-
tics. As we saw in Chapter 4, it was difficult for our S-PBC implementation to find feasible
sets of phasor targets at low levels of DER penetration. For some of the randomized DER
distributions, though, it was still possible. This suggests that the creation of tools for catego-
rizing PBC’s applicability in terms of DER siting specifics would be valuable in deployment
considerations and for further development of the PBC concept.
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