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Abstract

Two-Dimensional Semiconductors for Next-Generation Optoelectronics

by

Hyungjin Kim

Doctor of Philosophy in Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Ali Javey, Chair

With the innovation of technologies that will impact our daily life such as the internet of things (IoT), wearable health care systems, digitally extended reality, and autonomous vehicles, the development of next-generation optoelectronic devices that possess advanced functionality and high performance has emerged as a substantial component for the evolution of future technology. Two-dimensional (2D) semiconductors have been extensively studied in the exploration of new phenomena and properties that are not seen in conventional bulk semiconductors, especially for optoelectronic applications such as light-emitting diodes (LEDs) and photodetectors. While the majority of existing technology relies on bulk crystalline semiconductors, unprecedented possibilities can be opened up for developing next-generation optoelectronics owing to the unique properties and the tuning capabilities that 2D semiconductors offer.

Chapter 2 presents the material processing approaches that are applied in atomically-thin semiconductor monolayers to enhance their luminescence efficiency. A combination of optimized doping and growth conditions enables extraordinarily bright luminescence in 2D transition-metal dichalcogenide (TMDC) monolayers with large scale and high stability.

Chapter 3 describes the first critical step towards highly efficient LEDs at all brightness using monolayer semiconductors. The fundamental limitations of degraded luminescence efficiency in 2D semiconductors at high photocarrier densities have been identified and overcome by applying small mechanical strain to the materials, leading to the complete suppression of nonradiative recombination at all exciton densities.

Chapter 4 demonstrates the room-temperature infrared optoelectronic devices whose operating wavelengths can be widely modulated by utilizing strain-tunable bandgap in black phosphorus. Mid-wavelength infrared (MWIR) LEDs with large spectrum tunability are developed and applied in non-dispersive infrared gas sensing technology. Highly-responsive photodetectors exhibit their detectivity exceeding those of state-of-the-art photodetectors with their detection wavelengths spanning from short-wavelength infrared (SWIR) to MWIR range.
To Yoonhee and Sophie Seowoo
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Chapter 1. Introduction

Introduction

1.1 Transition-metal dichalcogenide monolayers for optoelectronic applications

Two-dimensional (2D) transition metal dichalcogenide (TMDC) monolayers such as MoS$_2$, WS$_2$, and WSe$_2$ have aroused significant attention among researchers over past years due to their unique properties which possess the promise for future optoelectronic applications. With their direct optical bandgaps in the range of near-infrared (NIR) to visible wavelengths, atomically thin TMDC monolayers exhibit the tunability of their properties through electric field and strain as well as the capability to achieve van der Waals heterostructures free of lattice mismatch. While these advantages enable their application for various optoelectronic devices including light-emitting diodes (LEDs) and photodetectors, there exist a number of obstacles to their implementation in practical applications. One of the main constraints is the low photoluminescence (PL) quantum yield (QY), a ratio of the number of photons a material emits to the number of photons a material absorbs, which is reported in the range of 0.01 to 6% at room temperature. PL QY is a key figure of merit in optoelectronic applications because it directly determines the maximum efficiency that the device can achieve. The low PL QY of TMDC monolayers at room temperature is associated with the dominance of nonradiative recombination processes, which is attributed to the interactions between excitons, trions, and free carriers. Therefore, the development of a simple and general method to achieve high PL QY in 2D TMDC monolayers, especially at high photocarrier densities where most optoelectronic devices operate, remains a key challenge for their potential applications in optoelectronic devices with high efficiency.
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1.2 Infrared optoelectronics with black phosphorus

Room-temperature optoelectronic devices that are operating in infrared wavelength ranges can be used for numerous applications including optical communications, thermal imaging, health monitoring, spectroscopy, and gas sensing. Black phosphorus (bP) has recently gained great interest arising from its unique properties that are advantageous for developing optoelectronic devices such as LEDs and photodetectors. Specifically, owing to its direct bandgap even in a bulk form, bP has emerged as a potential alternative for optoelectronics whose operating wavelengths are in the mid-wavelength infrared (MWIR) and long-wavelength infrared (LWIR) range. BP can also be combined with other 2D layered materials to form heterostructures by van der Waals bonding, which allows for a new type of device architectures. Although the majority of commercially available MWIR and LWIR optoelectronic devices are based on narrow bandgap III-V and II-VI semiconductors, these materials require cryogenic cooling to reduce thermal noise during operation and have stringent requirements for epitaxial growth. With its self-terminated surfaces without dangling bonds, dramatic reduction of the active volume, and non-epitaxial membrane nature which readily enables the integration with other materials or various device structures, bP can thus overcome the key challenges of conventional infrared optoelectronics. Furthermore, next-generation high-performance infrared optoelectronic devices can be developed which benefit from bP’s low Auger recombination velocity and wide bandgap tuning capability by strain at room temperature.
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Monolayer Semiconductors with High Luminescence Efficiency

2.1 Introduction

Among various studies that have tried to improve the QY of TMDCs using different methods, the chemical treatment by the nonoxidizing organic superacid, bis(trifluoromethane)sulfonamide (TFSI) has been suggested to dramatically enhance the PL QY of exfoliated MoS$_2$ monolayer to near 100% at low injection levels, achieving an optoelectronically-perfect TMDC monolayer despite high native defect density. The superacid treatment induces counterdoping to reduce free carriers in electron-rich sulfur-based TMDCs, such as MoS$_2$ and WS$_2$, leading to entirely radiative recombination from neutral excitons. Despite its feasibility and effectiveness towards realization of TMDCs with perfect optoelectronic properties, the practical applications of superacid treatment for optoelectronic devices, however, have been restricted because of the poor yield of the treatment and its lack of stability. That is, although the treatment is carried out in ambient conditions, the significant improvement of PL QY by more than two orders of magnitude is observed in only few of treated samples and it appears to be nonuniform among the treated samples. Furthermore, the enhancement in PL QY is easily removed when exposed to harsh environments, because as-treated TMDC materials are vulnerable to water, low pressure, and organic solvents including acetone and isopropyl alcohol (IPA).

While chemical or electrical counterdoping significantly enhances the PL QY in sulfur-based TMDC monolayers by reducing free carriers, it is observed that selenide-based materials are largely unaffected by this method. Moreover, large-area growth of high quality TMDC monolayers
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is essential in order to translate their unique properties into practical devices. In this regard, various growth techniques have been reported in literature, including sulfurization/selenization of oxide films, chemical vapor deposition (CVD) and metal organic chemical vapor deposition (MOCVD). This research has now progressed to the growth of wafer-scale monolayer films. Furthermore, direct synthesis of vertical and lateral heterostructures, spatially controlled synthesis of full atomically thin circuitry, and strain-engineered growth of 2D materials have been demonstrated. However, the grown monolayers exhibit inferior optoelectronic performance compared to micromechanically exfoliated materials. Specifically, the PL QY of the grown films is often lower than their mechanically exfoliated counterparts. This presents a major challenge for realization of high performance TMDC optoelectronics, where PL QY is the key figure of merit for determining the eventual device characteristics.

Due to strong Coulomb interaction, photogenerated carriers in TMDC monolayers form excitons with binding energy over an order of magnitude larger than in conventional semiconductors. These excitons can turn into positive or negative trions in the presence of background holes or electrons, respectively. Energy transport in monolayer semiconductors occurs mainly by the diffusion of these tightly bound quasiparticles. Therefore, the operation of a wide array of optoelectronic devices such as light-emitting diodes, solar cells and excitonic switches that utilize monolayer semiconductors is governed by exciton and trion diffusion. Understanding and manipulating the exciton diffusion in these monolayers can improve device performance and lead to the development of next-generation room-temperature excitonic technologies.
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2.2 Highly stable near-unity photoluminescence yield in monolayer MoS$_2$

While the achievement of counterdoping with superacid treatment on TMDCs is encouraging, the treatment does not persist during subsequent device fabrication and processing. For example, the enhancement in PL QY is easily removed after exposure to water and commonly used organic solvents including acetone. In this work, encapsulation of MoS$_2$ monolayers with CYTOP, which is an amorphous perfluorinated polymer with environmental stability and high optical transparency, is explored. This CYTOP-encapsulated TMDC monolayer is subsequently treated by TFSI, resulting in the near-unity PL QY with excellent stability under subsequent processing. We show that the dramatically improved optoelectronic properties of the TMDC monolayer can be directly attributed to the TFSI diffusion through the encapsulating layer which leads to effective counterdoping effect, suggesting that this technique can be employed generally for the development of monolayer optoelectronic devices with high efficiency.

Fig. 1a shows a schematic of the encapsulation/doping scheme. First, a MoS$_2$ monolayer is encapsulated by CYTOP deposited by spin-coating followed by thermal annealing. Next, the encapsulated MoS$_2$ is immersed in a TFSI solution (see methods for details). It should be noted that although the superacid treatment can also be applied to the other sulfur based TMDCs such as WS$_2$ as shown in Fig. S1, we focus on the process and characterization of exfoliated MoS$_2$ monolayers, for the scope of this paper. The PL QY measured at a laser power below the onset of biexcitonic recombination is used as a figure of merit. The optimal CYTOP thickness for maximizing the PL QY was found to be 60-200 nm when the TFSI concentration of the solution is 0.2 mg/ml. As shown in the histogram in Fig. 1b, compared with the QY of untreated CYTOP-coated MoS$_2$ and the QY of as-exfoliated MoS$_2$ monolayers, the QY of CYTOP-coated MoS$_2$ monolayers after superacid treatment was consistently enhanced by over two orders of magnitude. Based on the optimized CYTOP and TFSI treatment for 20 samples, the QY of MoS$_2$ monolayers was within the range of 55% to near 100%.

Optical and PL images of pristine, untreated CYTOP-coated, and treated CYTOP-coated MoS$_2$ monolayer are shown in Fig. 1c-e. In addition to the uniform enhancement of PL emission in the CYTOP-coated MoS$_2$ monolayer after superacid treatment, these images show that there were no significant visible changes in the surface by encapsulation or superacid treatment. In addition, the surface morphologies of MoS$_2$ monolayer after encapsulation and superacid treatment were characterized by atomic force microscopy (AFM) and showed no visible changes, as shown in Fig.
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S2.

Fig. 1. a, Schematic of sample encapsulation/passivation scheme, showing a monolayer of MoS$_2$ coated by CYTOP and subsequently treated by TFSI. b, Histogram showing the PL quantum yield of 20 MoS$_2$ flakes measured at an incident laser power of $1 \times 10^{-2}$ W cm$^{-2}$ after exfoliation, coating by CYTOP, and treatment by TFSI. c to e, photoluminescence images and corresponding optical micrographs of a MoS$_2$ monolayer c, after exfoliation, d, coating by CYTOP, and e, treatment by TFSI; PL images are plotted on a common logarithmic scale.

We performed detailed steady-state and transient PL measurements to characterize the optoelectronic properties of MoS$_2$ before and after treatment. PL spectra of MoS$_2$ monolayers measured at an incident power of 2 W cm$^{-2}$ are shown in Fig. 2a and indicate that the PL intensity was enhanced by over two orders of magnitude after superacid treatment. Furthermore, as shown
in the inset of Fig. 2a, we do not detect a measurable peak shift after both CYTOP encapsulation and TFSI treatment, with the only significant spectral change being the reduction in the low-energy tail after treatment. Additionally, using the quantitative absorption measurements with two different methods as described in previous studies, we observed that CYTOP coating and the superacid treatment do not have significant effects on the light absorption in the range of 1.6 to 2.6 eV, as shown in Fig. 2b. The pump-power behavior of the PL QY in MoS$_2$ monolayers was measured over dynamic range of six orders of magnitude as shown in Fig. 2c. The PL QY of CYTOP-encapsulated MoS$_2$ monolayer after superacid treatment approaches 100% at a low pump intensity (< $5 \times 10^{-2}$ W cm$^{-2}$). We found that the encapsulation of MoS$_2$ with CYTOP affects the biexcitonic recombination rate which can most likely be attributed to the change of the dielectric surroundings from air/MoS$_2$/substrate to CYTOP/MoS$_2$/substrate where CYTOP has a refractive index of 1.34. Biexcitonic recombination rate is expected to vary with encapsulation layers because the exciton-exciton interaction is strongly coupled with dielectric environments due to screening effects.

The impact of superacid treatment on the CYTOP-encapsulated MoS$_2$ monolayers was further evaluated via the carrier recombination dynamics measured from time-resolved PL measurements. Multiple decay spectra were also measured at various initial exciton concentrations as shown in Fig. S3. The resulting spectra were then combined to form a single decay curve with over five orders of magnitude of dynamic range. The radiative lifetime ($\tau_r$) of the treated CYTOP-encapsulated MoS$_2$ was measured to be 15 ns, which is similar to what has been reported in our previous work without CYTOP.
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Fig. 2. a, Photoluminescence spectra measured at an incident power of 2 W cm\(^{-2}\) for an as-exfoliated MoS\(_2\) monolayer, after coating by CYTOP, and after treatment by TFSI; inset shows normalized spectra. b, Absorption spectra measured for an as-exfoliated MoS\(_2\) monolayer, after coating by CYTOP, and after treatment by TFSI. c, PL QY as a function of incident laser power measured on an as-exfoliated MoS\(_2\) monolayer, after coating by CYTOP, and after treatment by TFSI. d, Time-resolved photoluminescence decay measured on an as-exfoliated MoS\(_2\) monolayer, after coating by CYTOP, and after treatment by TFSI.

To investigate the mechanism of TFSI passivation of CYTOP-encapsulated MoS\(_2\), QY was measured at a low pump intensity (~3 \times 10^{-3} W cm\(^{-2}\)) as a function of treatment time and CYTOP thickness, as shown in Fig. 3a. Both the increase in QY with TFSI exposure time and with
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decreasing CYTOP thickness suggest a diffusional mechanism. We constructed a simple model for the process as follows. First, based on other studies which discussed the diffusion kinetics regarding TFSI or polymer film, the diffusion of TFSI through CYTOP satisfies the criterion of Fickian diffusion. It is assumed that the swelling effect of the CYTOP film by the solvent is negligible, allowing the concentration of TFSI \( c(x,t) \) to be described as

\[
\frac{c(x,t) - c(x,0)}{c_s - c(x,0)} = 1 - \text{erf}\left(\frac{x}{2\sqrt{Dt}}\right)
\]

where \( x \) is the distance from the interface between the bulk solution and the surface of the CYTOP, \( t \) is diffusion time, \( D \) is the TFSI diffusion coefficient in CYTOP, and \( c_s \) is the TFSI concentration at the interface between the bulk solution and the surface of the CYTOP \( (x = 0) \). We used Fourier transform infrared (FTIR) spectroscopy to measure the TFSI diffusion into the CYTOP. Here, the samples were rinsed with 1,2-dichloroethane (DCE)/1,2-dichlorobenzene (DCB), which were solvents for TFSI solution, to remove residual TFSI molecules from the top surface. As shown in Fig. 3b, absorption peaks associated with TFSI were observed after treatment, and increased with increasing treatment time. While CYTOP contains a significant number of C-F bonds, the S-N-S and S=O peaks can directly be attributed to the diffused TFSI. As such, the enhanced peak intensities can be used to measure the concentration of diffused TFSI within the CYTOP layer. Fig. 3c shows the time-dependent absorption \( A_t \) at 1325 ± 25 and 1140 ± 25 cm\(^{-1}\) for a 100 nm CYTOP layer normalized to the steady state values, \( A_{eq} \), measured after 40 minutes of exposure. The diffusion coefficient measured from FTIR spectroscopy is \( 1.1 \times 10^{-14} \) cm\(^2\) s\(^{-1}\) and the dotted line is a fit to \( c(x,t) \) integrated from 0 to \( L \), which is described as

\[
\frac{A_t}{A_{eq}} = 1 - \frac{8}{\pi^2} \sum_{m=0}^{\infty} \frac{1}{(2m+1)^2} \exp\left(-D(2m+1)^2\pi^2t/L^2\right)
\]

This increase of QY over treatment time can be explained through diffusion of TFSI into the CYTOP layer.

Fig. 3. a, PL QY as a function of treatment time for MoS\(_2\) samples coated by 100 nm, 400 nm, and...
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We found that CYTOP-encapsulation not only promotes a high yield and control of PL QY enhancement during treatment, but also preserves the near-unity PL QY against external conditions. Fig. 4a and b illustrate the stability of CYTOP-encapsulated MoS$_2$ monolayers after TFSI treatment, compared to treated samples without encapsulation. For TFSI treated MoS$_2$ without encapsulation, the PL QY is significantly degraded after processing with each solvent for 15 seconds or when the sample is exposed to low pressure ($\sim 10^{-5}$ Torr). Due to the high chemical resistance and hydrophobicity of CYTOP, we find that it is also able to act as a protective capping layer. For vacuum measurement, to minimize the release of diffused TFSI by degassing of the fluoropolymer at low pressure, a secondary, thicker CYTOP ($\sim 2$ μm) layer was additionally spin-coated after CYTOP encapsulation and subsequent TFSI treatment. Also, for the vacuum-processed sample, the Raman spectrum of CYTOP-encapsulated MoS$_2$ monolayer after treatment was measured to ensure that there is negligible strain, which may be caused by the volume change of CYTOP under vacuum condition (Fig. S4). The PL QY of CYTOP-encapsulated WS$_2$ monolayer is also stable against post-rinsing processing and the various external conditions.

**Fig. 4.** a, PL QY of TFSI treated MoS$_2$ samples (not coated by CYTOP) after various processing b, PL QY of TFSI treated MoS$_2$ samples (coated by 100 nm of CYTOP) after various processing. Solvent exposure was conducted by immersing the sample in each solvent for 15 seconds. For vacuum conditions, MoS$_2$ sample was coated by 2 μm of secondary CYTOP layer after 100 nm of
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CYTOP and subsequent TFSI treatment.

Finally, we demonstrate that CYTOP encapsulant can be patterned, which provides a potential route towards the fabrication of practical devices. We develop a patterning method that consists of photolithography and lift-off of CYTOP. Fig. 5 shows the PL images and corresponding optical micrographs of a MoS$_2$ monolayer with CYTOP patterns which were examined after treatment and after subsequent rinsing in water. After treatment, both exposed and CYTOP encapsulated portions of the monolayer showed high and uniform PL QY. When the treated MoS$_2$ monolayer with CYTOP patterns was rinsed with water, significant degradation of the PL in the un-encapsulated regions was observed. However, as shown in Fig. 5f, the part of the MoS$_2$ monolayer with CYTOP encapsulation retained high PL QY. This result indicates that our encapsulating layer, which is compatible with a general patterning process, can be stable during subsequent fabrication process and be suitable for future device applications, preserving dramatically enhanced PL QY against external conditions.

Fig. 5. a to c Optical micrographs, and d to f corresponding photoluminescence images of an as-prepared CYTOP-patterned MoS$_2$ monolayer, after treatment by TFSI, and after rinsing with water for 15 seconds; PL images are plotted on a common logarithmic scale.
In conclusion, we have demonstrated 2D TMDCs with near-unity PL QY and excellent stability through superacid treatment after encapsulation by an environment-resistive fluoropolymer. Based on the diffusion mechanism, TFSI is able to penetrate through CYTOP encapsulant and suppresses non-radiative recombination in the monolayer, resulting in near-unity PL QY in both MoS$_2$ and WS$_2$ at low injection levels. Due to its ability to be directly patterned and its compatibility with general fabrication processes, this method can potentially be utilized for the fabrication of high performance 2D optoelectronic devices.

Fig. S1. Pump-power dependence of the PL QY for an as-exfoliated and chemically treated CYTOP-WS$_2$ monolayer.
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Fig. S2. AFM images of a, an as-exfoliated, b, CYTOP-encapsulated, and c, TFSI-treated CYTOP-encapsulated MoS$_2$ monolayer.

Fig. S3. Radiative decay spectra of a, a pristine, b, CYTOP-encapsulated, and c, TFSI-treated CYTOP-encapsulated MoS$_2$ monolayer measured at different pump fluences.
Fig. S4. Raman spectrum of a CYTOP-encapsulated MoS$_2$ monolayer measured under normal pressure and the vacuum condition.

**Experimental and theoretical details**

**Sample Preparation and Encapsulation**

Quartz was used as the substrate for all calibrated optical measurements. The substrates were cleaned in a piranha solution for 15 min and subsequently rinsed with acetone, isopropyl alcohol (IPA), and deionized (DI) water for 5 min. MoS$_2$ was mechanically exfoliated on quartz substrate from bulk crystals (SPI). Prior to spin-coating, samples were annealed in forming gas (5% H$_2$, 95% N$_2$) at 300$^\circ$C for 3 hours. In order to obtain 100 nm thick CYTOP film, a CYTOP solution (CTL-809M, Asahi Glass Co.) was diluted in its solvent (CT-Solv.180, Asahi Glass Co.) to make a 3 wt % CYTOP solution and spin-coated at 500 rpm for 10 s, then at 4000 rpm for 30 s, followed by thermal annealing in a N$_2$ ambient, where the temperature was gradually increased from 30 to 200$^\circ$C over a span of 50 min.

**Chemical Treatment**
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A procedure for superacid treatment used in this work was similar to the method described in the previous studies, but with further optimization. Prior to solution preparation, all chemical bottles were first opened inside a N₂ atmosphere. 20 mg of TFSI (Sigma-Aldrich) was dissolved in 10 ml of 1,2-dichloroethane (DCE) (Sigma-Aldrich) to make a 2 mg/ml TFSI solution and further diluted with 1,2-dichlorobenzene (DCB) (Sigma-Aldrich) to make a 0.2 mg/ml TFSI solution in a 1:9 mixture of DCE and DCB. For treatment, samples and solution were taken out from the glovebox and then samples were immersed in the 0.2 mg/ml TFSI solution for 40 min under ambient air condition at room temperature. After the samples were removed from the solution, they were blow-dried with nitrogen without rinsing or annealing.

Optical Spectroscopy

The instruments and procedures used for calibrated steady-state and transient optical characterization utilized here were same as our previous study. In brief, the 514.5 nm line of Ar⁺ laser (Lexel 95) was used for excitation in steady-state PL and Raman measurements, and the power density was adjusted by neutral density filters. The power of incident laser beam was continuously monitored by a photodiode power meter (ThorLabs S120C); in order to accurately measure low laser powers, the power on the laser diode was approximately 100× higher than the power incident on the sample. A CCD detector (Andor iDus BEX2-DD) on a f = 340 mm spectrometer with a 150 g/mm grating was used for steady state measurements. The CCD background was measured prior to the PL measurement and subtracted from the PL acquisition. The external sample PL efficiency was determined using the wavelength dependent response and the collection efficiency of the instrument, which were estimated using previously described methods after the measurement. The absolute internal PL QY was extracted using the quantitative absorption data. Time resolved measurements were performed using a 514 nm line selected from a supercontinuum laser (Fianium WhiteLase SC-400) using a double monochromator, and subsequently detected using a single photon counting avalanche photodiode (IDQuantique) and analyzed using a time-correlated single photon counting module (Becker-Hickl GmbH). Raman measurements were measured in the backscattering geometry and using a triple spectrometer configured in subtractive mode with a 2400 g/mm grating in the final stage. For all measurements, the laser was focused on the sample using a 50× objective lens with a numerical aperture of 0.55. Photoluminescence images were acquired on MoS₂ monolayers prepared by gold-exfoliation using a fluorescence microscopy setup and a 470 nm LED as the excitation source. IR absorption measurements were performed using an FTIR microscope (Nicolet, ThermoFisher). Prior to IR absorption measurements, the samples were rinsed with DCE/DCB to remove residual TFSI molecules on the sample surface.

Stability Characterization

Stability tests were performed on TFSI treated MoS₂ samples with and without CYTOP encapsulation. After PL QY measurement for as-treated samples, each sample was immersed in acetone, distilled water (80°C), methanol, and DCE/DCB (1:9 in weight ratio) for 15 seconds, respectively. When the samples were removed from solvents, they were blow-dried with nitrogen and the QY was measured using the same procedure as was performed for as-treated samples. For
vacuum measurement, after CYTOP encapsulation and subsequent TFSI treatment, a secondary, thicker CYTOP (~ 2 um) layer was additionally spin-coated and annealed at 80°C for 30 min in a N₂ ambient. PL QY measurements in the vacuum chamber were performed at a pressure < 10⁻⁵ Torr.

**Patterning process**

MoS₂ monolayers were prepared on a cleaned 260 nm SiO₂/Si substrate and spin-coated with a positive photoresist (S1818, Shipley) at 500 rpm for 5 s and then at 3000 rpm for 30 s, followed by baking at 115°C for 60 s on a hotplate. After UV exposure at a constant intensity of 100 mJ/cm², the sample was developed with MF-26A (Microchem) for 1 min, rinsed with DI water, and blow-dried with nitrogen. A 3 wt % CYTOP solution was then spin-coated at 500 rpm for 10 s / 4000 rpm for 30 s. The sample was heated on a hotplate at 80°C for 2 min. To remove the photoresist and the CYTOP layer on the remaining photoresist, the lift-off was carried out by immersing the sample in warm acetone for 1 h. Finally, the sample was thermally annealed to post-bake the CYTOP patterns using the same procedure described as above.
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WSe₂ monolayers grown via CVD possess strong interactions with the substrate. We and others have utilized this effect for controlled strain engineering of the grown monolayers based on the thermal coefficient of expansion mismatch between the substrate and monolayer.¹,² The substrate coupling and the strain can be released by utilizing poly(methyl methacrylate) (PMMA) mediated transfer of the monolayer onto a secondary substrate. However, this process often requires harsh environments, i.e. hydrofluoric acid, potassium hydroxide or the use of sonication to detach the monolayer from the substrate. Complete removal of the polymer used for transfer is also challenging and often requires subsequent thermal annealing of the sample.

As a less damaging alternative, we developed the SEMD process to decouple grown monolayers from the substrate (Fig. 1a). The process is very simple and begins by placing a droplet of solvent with high vapor pressure (e.g., acetone) on an as-grown WSe₂ monolayer. As the solvent evaporates, the surface-tension pulls on the grown material and decouples the material from the substrate. A balance of forces allows the process to decouple the monolayer.

The effect of SEMD was characterized by PL spectroscopy. We find that the emission peak blue shifts by ~80 meV from 1.57 eV for the as-grown sample to 1.65 eV after SEMD (Fig. 1B). The post-SEMD emission peak position closely matches that of unstrained CVD WSe₂ monolayers and that of micromechanically exfoliated samples,³,⁴ indicating the full release of the built-in strain and, thus, complete decoupling of the synthetic monolayer from the substrate. Critically, the substrate-decoupled WSe₂ monolayers exhibit more than an order of magnitude brighter PL emission intensity compared with substrate-coupled as-grown monolayers before SEMD. To further investigate the SEMD mechanism, we performed in situ PL imaging as the solvent evaporates (Fig. 1, C to G, and Fig. S1). Imaging was performed using a bandpass filter centered at 1.65 eV, which blocks the emission of the substrate-coupled as-grown sample under biaxial tensile strain. Before and immediately after dispensing of the solvent, we observed no strong emission, as can be seen in Fig. 1 (C and D). In addition, in situ PL spectra measurement in acetone baths (Fig. S2) shows no change in PL intensity or spectra unlike the changes observed in Fig. 1B. This suggests that the presence of the solvent by itself does not influence the built-in substrate coupling in as-grown samples. However, at the onset of solvent evaporation from the monolayer, we start to observe strong emission at 1.65 eV at the edge of the crystal (Fig. 1E). Once the solvent
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is fully evaporated (Fig. 1F), the emission becomes uniform over the full sample domain (Fig. 1G). As plotted in Fig. 1 (C to G) and Fig. S1, the PL intensity profile across the WSe$_2$ monolayer shows that the PL intensity at 1.65 eV starts to increase from the edge and becomes uniformly enhanced over the SEMD process. This indicates that the substrate decoupling is mediated by the solvent evaporation and is initiated from the edges of the monolayer. Subsequently, the emission remains stable over time. It is worth noting that the SEMD process is also applicable to other growth substrates, including sapphire (Fig. S3). For this work, we primarily focused on using acetone as the solvent, given its high vapor pressure and minimal effects to the grown material quality (30). Other solvents with varying vapor pressures were also investigated and show similar decoupling results (Fig. S4).

We used transmission electron microscopy (TEM) electron diffraction to directly measure the lattice constant of the grown WSe$_2$ before and after SEMD to verify the release of biaxial tensile strain of the as-grown films. WSe$_2$ monolayers were prepared via direct growth on SiO$_2$ membranes, and the SEMD process was performed on these samples. Fig. 1H shows the overlay of diffraction spots for the as-grown and substrate-decoupled WSe$_2$ monolayers. We calculated the diffraction spots as the center of mass of individual diffraction spots from the measurements shown in Fig. S5. All the electron diffraction measurements for as-grown WSe$_2$ were taken with the identical lens settings, so as not to alter the calibration of the camera length and the lens aberrations. A polycrystalline Cu standard was used for the calibration. From the electron diffraction measurements and the subsequent comparison of lattice constants from each of the diffraction patterns, we find that $\sim$1.54 ± 0.05% tensile strain was released from the as-grown WSe$_2$ monolayer after SEMD. The strain value in the as-grown films is consistent with our previous study using similar growth conditions. Note that the diffraction pattern of an as-exfoliated WSe$_2$ monolayer is also shown in Fig. S5. Here, the calculated lattice constant value from the exfoliated sample matches that of substrate-decoupled WSe$_2$, verifying the complete release of built-in strain after the SEMD process.

While the development of a detailed understanding of the process awaits further study, we propose the following model as a guide to understand the experimental results. First, assume that the experimentally observed intrinsic biaxial tensile strain from growth is stabilized by the friction-induced resistance to sliding of the monolayer on the substrate. There might be, of course, local pinning sites that more strongly couple the film and substrate, and these would change the details of the strain relief process, but friction will still play a role. Typically, one expects that the friction force is proportional to the contact force between the film and substrate and that a reduced contact force would allow for the relaxation of the strain present in the as-grown monolayer. The geometry of a free-standing thin film with a droplet placed on it has been the subject of some studies.\textsuperscript{5-8} In the mechanism considered here, the interaction of the film with the substrate and the imposed biaxial strain in the film must be considered. Figure 1I illustrates the structure of the droplet as it evaporates, and it shows forces acting on the system near the triple point (junction of liquid, air, and WSe$_2$). For the process, the interfacial energy of the liquid/air junction ($\gamma_{\text{liq/air}}$), the interfacial
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energy of the liquid/WSe$_2$ ($\gamma_{\text{liq/WSe}_2}$), the stress in the WSe$_2$ monolayer itself ($\gamma_{\text{WSe}_2}$), and the attractive force between the substrate and the WSe$_2$ are considered. The resulting forces can be balanced only if the monolayer is slightly raised from the substrate at the triple point, as shown in Fig. 1I, and it is hypothesized that this reduces the contact force between the film and the substrate. This reduction in friction would enable the local strain relief of the monolayer, as the distortion of the film is expected to be localized to the region of the triple point. It is expected that once the triple point has passed a region, the film re-adheres to the substrate. Therefore, for larger films, one pass of the triple point may be insufficient to completely relax the strain, and multiple passes may be required.

We also investigated the effect of solvent evaporation on exfoliated WSe$_2$ monolayer samples, which are mechanically relaxed as processed. As shown in Fig. S6, we used different WSe$_2$ crystals from three different vendors and found that the process has no significant effect on the exfoliated monolayers. Specifically, we observed minimal change in the emission intensity and peak position. The substrate-decoupled monolayers are also stable after acetone evaporation. As shown in Fig. S7, the PL characteristic is stable after rinsing with various solvents, under vacuum, and over time in a humid condition. The results show that acetone does not chemically modify the monolayers and does not by itself affect the recombination processes. Instead, acetone evaporation induces surface tension–mediated decoupling of the monolayer.

Fig. 1. a, Schematic of SEMD process. An as-grown WSe$_2$ monolayer is immersed in a droplet of solvent. During the solvent evaporation, the substrate decoupling process of the WSe$_2$ monolayer is accomplished with the enhanced PL QY. b, Schematic describing the factors influencing the SEMD process of WSe$_2$ monolayer. c, Overlay of diffraction spots for as-grown and substrate-decoupled samples; 1.54 ± 0.05% tensile strain in the as-grown sample is released after the SEMD process. The scale bar is 5 nm$^{-1}$. Original diffraction patterns of the samples are shown in Fig. S2. d, PL spectra measured at the center of as-grown WSe$_2$ monolayer with an excitation power of 15
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W cm$^{-2}$ prior to and after the SEMD process; inset shows normalized spectra. e-i, In-situ PL imaging of the SEMD process in a WSe$_2$ monolayer. The scale bar is 30 μm for all PL images. Note that the images were taken using a 1.65 eV bandpass filter which blocks the emission from the as-grown monolayer and plotted on a logarithmic scale. PL images at additional timestamps are shown in Fig. S3.

In parallel, optimized growth conditions are important for obtaining high PL QY. We find the role of the growth-promotor particularly critical. In our case, a halide based promotor was found to be essential to obtain WSe$_2$ with grain sizes on the order of 100 μm as well as continuous films. Previous studies have shown that halide based salts result in formation of volatile tungsten-based halide species due to chemical reaction between the tungsten oxide precursor and the alkali metal halides.$^9,10$ The role of the halide promotor (KBr for this work) on the PL QY of the monolayer films is highlighted in Fig. 2a by varying the KBr to WO$_3$ precursor weight ratio. For the explored range, no significant effect is observed on the PL QY as a function of KBr content for as-grown monolayers. By decoupling the monolayers, the intrinsic properties of the material can be assessed, following which, the strong effect of KBr weight ratio on the PL QY is observed (Fig. 2a). We find that in the case of higher promoter weight ratio (2:1; KBr:WO$_3$), the overall average PL QY after SEMD is one order of magnitude lower than samples grown with lower KBr amount (1:2; KBr:WO$_3$), while there was no WSe$_2$ growth if the promoter weight ratio was further reduced to 1:4; KBr:WO$_3$. Subsequently, all characterization is performed on samples prepared with 1:2; KBr:WO$_3$.

Fig. 2 (b and c) depict the histograms of the low-pump (2 W cm$^{-2}$) PL QY and the emission peak position, respectively for exfoliated WSe$_2$ monolayers and WSe$_2$ monolayers grown using optimized growth condition, before and after SEMD. No statistically significant difference is observed for the emission peak position of the monolayer after SEMD and exfoliated WSe$_2$ monolayers. On the other hand, the as-grown samples consistently show a ~80 meV red-shift due to tensile strain, which is consistent with the previous report.$^{11}$ The PL QY of as-grown WSe$_2$ (1.4%) is slightly lower than that of exfoliated samples (3.1%). The grown monolayers after SEMD on the other hand show average PL QY of 31.2%, with the highest observed value of 60%. This represents the highest PL QY reported in WSe$_2$ prepared by any method.
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Fig. 2. a, Box and whisker plot showing the PL QY of synthetic WSe\textsubscript{2} grown using varying promotor weight ratios both before and after the SEMD process. Error bars indicate standard deviation of PL QY obtained from 10 different locations on the samples from the same growth. Histogram showing the b, PL QY and c, PL peak position of as-grown WSe\textsubscript{2} monolayers before and after the SEMD process as well as exfoliated WSe\textsubscript{2} monolayers. PL QY of as-exfoliated samples prepared from bulk crystals provided by three different vendors are shown in Fig. S6.

The reduction in PL when the sample is strongly coupled to the substrate may be attributed to a number of factors. As shown in Fig. 1c, TMDCs grown via the CVD method possess intrinsic strain owning to the thermal expansion mismatch between the substrate and the material at the high growth temperature.\textsuperscript{1,11,12} This intrinsic strain results in modification of the band structure, which could affect its recombination dynamics. Theoretical calculations of band structure as a function of strain show that high biaxial tensile strain in WSe\textsubscript{2} monolayer leads to indirect bandgap transition.\textsuperscript{13} Therefore, the band structure modification from intrinsic biaxial tensile strain can possibly reduce the PL of as-grown WSe\textsubscript{2} monolayer. However, it is important to note that the exact band structure of TMDCs is yet to be understood. In addition to the impact of band structure change, the quenched PL in the as-grown samples could be a result of the close coupling to the surface roughness of fused silica or electronic coupling between the semiconductor and the substrate.\textsuperscript{14}

The dependence of the PL QY as a function of the excitation intensity (i.e., generation rate) is shown in Fig. 3a for an exfoliated monolayer, and a CVD monolayer before and after SEMD. The data depicts the dramatic enhancement of PL QY upon SEMD process at the generation rates spanning six orders of magnitudes. The QY exhibits a sublinear excitation pump-power dependence with a peak value of 60% at the low generation rates followed by a drop at high generation rates (>\textasciitilde10\textsuperscript{18} cm\textsuperscript{-2}s\textsuperscript{-1}). The recombination kinetics of the TMDCs have been studied previously on as-exfoliated and TFSI-treated TMDCs.\textsuperscript{15,16} The sublinear behavior of QY at high excitation levels has been attributed to biexcitonic non-radiative recombination process. In particular, the biexcitonic recombination rate in our synthetic WSe\textsubscript{2} monolayer after SEMD is much lower than that of TFSI-treated MoS\textsubscript{2} monolayer with near-unity PL QY.\textsuperscript{17} The low
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Biexcitonic recombination rate of WSe₂ is attractive as it determines the onset of the generation rate at which the QY drop takes place, thus ultimately affecting the QY at high pump-power. For light emitting devices, the QY at high pump-power is the figure of merit for projecting the efficiency as the device is operated at high charge injection levels to achieve high brightness. We obtain a PL QY of ~12% at the high pump-power of 120 W cm⁻², which corresponds to generation rate of $3.5 \times 10^{19}$ cm⁻²s⁻¹. Notably, this is the highest reported PL QY at this high injection regime for TMDCs, and is 20 times higher value than that of TFSI-treated MoS₂ monolayer with near-unity low pump-power PL QY.¹⁷ This presents an important advantage of WSe₂ over MoS₂ for light emitting devices, as high current density operations can be envisioned.¹⁸

TRPL measurements are shown in Fig. 3b and Fig. S8. The extracted lifetime values are consistent with the PL QY measurement shown in Fig. 3a. Particularly for grown WSe₂ monolayers after SEMD, we observe a lifetime of 4.1 ns, while exfoliated and as-grown samples show lifetimes of one or sub-one nanosecond, respectively. In addition, we performed absorption measurements on as-exfoliated, as-grown, and after SEMD as shown in Fig. 3c. Consistent with previous results, we observe a shift in the A and B exciton resonances for the as-grown samples with the biaxial tensile strain, while no measurable shift is measured in the C exciton resonance,¹¹,¹⁹ which is consistent with previous report on bending experiments.⁴ However, it should be noted that the strain was uniaxial for those experiments.

Fig. 3. a, Pump-power dependence, b, TRPL decay, and c, absorption spectra of as-grown, substrate-decoupled, and as-exfoliated WSe₂ monolayers. Additional TRPL decay curves are shown in Fig. S8.

Lastly, we show the scalability of the growth and SEMD process by demonstrating a centimeter scale WSe₂ monolayer film with bright PL. The growth conditions of centimeter scale monolayer films are specified in the Methods section. Fig 4 (a and b) are representative optical microscopic
images of a single crystalline WSe$_2$ domain with short growth time of 20 minutes and monolayer film samples with longer growth time of 45 minutes, respectively, on fused silica. Fig. 4c is a representative photograph of fused silica substrate after monolayer film growth. The monolayer film samples were excited by a blue LED with an incident power density of 0.2 W cm$^{-2}$, as illustrated in Fig. 4d. Using this excitation method, microscopic PL images of WSe$_2$ monolayer film before and after SEMD were captured with a CCD, and is shown in Fig. 4 (e and f). The microscopic PL image shows uniformly bright PL after SEMD. Furthermore, macro-scale PL imaging was performed using a commercial CMOS camera with the cold filter removed before and after SEMD of as-grown monolayer film. While the emission of the as-grown WSe$_2$ monolayer cannot be observed in this measurement configuration due to its low PL QY (Fig. 4g), the sample after SEMD results in a very strong emission from the monolayer film, as shown in Fig. 4h.

**Fig. 4.** Optical microscopic images of a, single crystalline monolayer WSe$_2$ and b, monolayer WSe$_2$ film grown on fused silica. c, Photographic image of a centimeter scale WSe$_2$ film sample on fused silica. d, Schematic illustration describing the macro-scale PL imaging of a centimeter scale monolayer WSe$_2$ film on fused silica. High magnification PL images of e, as-grown and f, post SEMD process monolayer WSe$_2$ film. Note that the images were taken using a 1.65 eV bandpass filter which blocks the emission from the as-grown monolayer and plotted on a logarithmic scale. Macro-scale PL images of a centimeter scale grown WSe$_2$ film g, before and h, after the SEMD process. The images were taken using a commercial CMOS camera with the cold filter removed and a long-pass filter to block the excitation signal and the power density was 0.2
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W cm$^{-2}$.

In summary, we demonstrate a pathway to achieve scalable WSe$_2$ monolayers with high PL QY for optoelectronic applications. Upon achieving the high quality growth conditions via promotor ratio tuning, we find that the key requirement for probing the intrinsic optical property of the synthetic material is to decouple as-grown material from the substrate. We achieved this decoupling via the SEMD process. The effect of SEMD on monolayers is characterized by electron diffraction, absorption and PL spectroscopy. As the result, we observe PL QY of $\sim$60% in synthetic WSe$_2$ monolayers, which is the highest reported value for grown TMDC monolayers and is also higher than mechanically exfoliated WSe$_2$ monolayers by an order of magnitude. The results demonstrate that through proper material processing, TMDC monolayers with high optoelectronic quality can be obtained by direct growth over large areas.

Fig. S1. In-situ PL imaging of as-grown WSe$_2$ monolayer during the SEMD process. The scale bars are 30 $\mu$m for all images. Note that the PL images were taken with 1.65 eV bandpass filter to block the emission from as-grown WSe$_2$ monolayer. The bottom right plot shows the PL intensity profile of the WSe$_2$ monolayer at 1.65 eV during the SEMD process.
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Fig. S2. PL spectra of as-grown WSe₂ monolayer immersed in acetone over time at a pump power of 3 W cm⁻².

Fig. S3. a, PL Spectra and b, normalized PL spectra of as-grown WSe₂ on sapphire substrate, before and after the SEMD process.
Fig. S4. Normalized PL spectra of as-grown WSe$_2$ monolayer before and after the SEMD using different solvents, measured at a pump power of 2 W cm$^{-2}$.

Fig. S5. Electron diffraction patterns of WSe$_2$ monolayer grown on SiO$_2$ TEM grids a, before and b, after the SEMD process, and c, exfoliated WSe$_2$ monolayer. The scale bars are 5 nm$^{-1}$. 
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**Fig. S6.** a, Histogram showing the PL QY of as-exfoliated WSe$_2$ monolayers prepared from bulk crystals provided by three different vendors. b, PL spectra of exfoliated WSe$_2$ monolayer before and after acetone evaporation, measured at a pump power of 1 W cm$^{-2}$.

**Fig. S7.** PL QY of post SEMD process WSe$_2$ monolayer after various processing and condition, measured at an excitation power of 2 W cm$^{-2}$.
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![Radiative decay spectra of a, as-grown, b, as-exfoliated, and c, post SEMD process WSe₂ monolayer measured at different pump fluence.](image)

**Fig. S8.** Radiative decay spectra of a, as-grown, b, as-exfoliated, and c, post SEMD process WSe₂ monolayer measured at different pump fluence.

**Experimental and theoretical details**

**WSe₂ Growth and Transfer**

The utilized WSe₂ monolayers in this work resemble the growth process described in detail in previous report. However, further optimizations have been made, and the WSe₂ monolayers were grown with predominantly with two conditions. One growth condition was to produce single crystalline domains ranging from 10 to 100 μm, and another growth condition was used to produce centimeter scale monolayer WSe₂ films. Both growth processes were performed via low pressure (~3 Torr) CVD with presence of Ar/H₂ as the carrier gas. All WSe₂ monolayers studied in the main text were grown on quartz substrate, except for Fig. S5 on sapphire substrate. The substrates had been previously cleaned by 10 minutes of sonication in acetone and IPA. The cleaned substrates were loaded into the downstream of the furnace. For the micro-scale WSe₂ samples, Ceramic boat containing mixture of KBr and WO₃ at the weight ratio of 1:2 is placed next to the substrates with KBr as the promotor, similar to the process described in reference. This promotor-to-precursor weight ratios between KBr and WO₃ were tuned to optimize the growth. The utilized weight ratios in the manuscript consist of 1:2, 1:1, and 2:1. After placing another ceramic boat with Se at the upstream, the heating zones are ramped up to temperature of 850 °C and 130 °C respectively, and the synthesis begins with presence of H₂. The growth is performed for 20 minutes upon the introduction of H₂. For the WSe₂ monolayer film, a ceramic boat containing mixture of KBr and WO₃ at the weight ratio of 1:1, and the growth is done for 45 minutes instead of 20 minutes.

**Optical Characterization**
For steady-state and transient optical characterization and calibration, the same instruments and procedures were used here as our previous study. As an excitation source, an Ar+ laser (Lexel 95) with 514.5 nm line was utilized in steady-state PL and the power density was adjusted by neutral density filters and simultaneously monitored by photodiode power sensor (ThorLabs S120C). It should be noted that the ratio of laser power on the diode to incident power onto sample was 50 so that the low laser power can be accurately measured. A 50x MD Plan (Olympus) objective lens (NA = 0.55) was used for all measurements. A Si CCD detector (Andor iDus BEX2-DD) on an f = 340 mm spectrometer with a 150 g/mm grating was used to collect the steady-state PL spectra and the dark background of CCD was measured and subtracted each time from the acquired signal. Calibration for the external sample PL efficiency was performed using the wavelength-dependent instrument function and the collection efficiency of the instrument which was previously described in our work. The absolute internal PL QY was extracted from the measured external quantum efficiency using the quantitative absorption at the pump wavelength and by the fraction of light within escape cone (1/4n^2, where n is the refractive index of the medium). Time-resolved measurements were performed with a 514.5 nm line source (2 nm bandwidth, 20-30 ps pulse duration) selected from a supercontinuum laser (Fianium WhiteLase SC-400) using a double monochromator. The signal was subsequently detected using a single photon counting avalanche photodiode (IDQuantique) with a time-correlated single photon counting module (Becker-Hickl GmbH). In-situ PL imaging was performed using the 514.5 nm Ar+ laser with a diffuser as an excitation source. A fluorescence microscopy setup with a 470 nm LED as an excitation source was used for centimeter scale film imaging and the images were acquired using a commercial camera with a 58 mm lens (f/5.6) after removing a cold filter where the excitation power density on the sample plane was ~0.2 W/cm². A 550 nm colored glass long-pass filter was used to block the excitation signal for PL imaging as well as PL spectroscopy measurements.

Transmission Electron Microscopy

Diffraction data were collected on an FEI Titan at 300 keV. All images, including diffraction from a polycrystalline Cu standard, were collected with the same microscope alignments. To correct for small amounts of ellipticity in the diffraction patterns due to microscope aberrations, peak positions were identified in the Cu diffraction data. A correction matrix was calculated from the elliptical fit to the points. The correction matrix was then used to determine a corrected set of image coordinates. Resampling the images according to the corrected coordinates yielded corrected images. After calculating and applying the correction to the Cu standard, the same procedure was carried out on the WSe2 diffraction patterns.
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2.4 Neutral exciton diffusion in monolayer MoS$_2^*$

While diffusion in monolayer semiconductors has been studied extensively,$^{1-10}$ the effect of background carriers has been largely overlooked. Since almost all as-exfoliated monolayer semiconductors have some amount of unintentional doping,$^{11}$ a mixture of excitons and trions are created after photoexcitation and previous approaches have produced an averaged diffusion length of both excitons and trions. In this work, we electrostatically tune the background carrier concentration of monolayer MoS$_2$, a prototypical monolayer semiconductor, to retrieve the separated exciton and trion diffusion length. Our findings demonstrate that excitons and trions in monolayer MoS$_2$ have very different diffusion lengths (1.5 $\mu$m and 300 nm at a power density of 0.6 $W\,cm^{-2}$, respectively). This finding has wide implications for the design of excitonic devices utilizing monolayer semiconductors.

We tune the background carrier concentration (electron and hole population densities) of the monolayer MoS$_2$ by varying the back-gate voltage ($V_g$) in a capacitor structure (Fig. 1a). The schematic of the device is shown in Fig. 1a, and an optical micrograph of a device is shown in the inset of Fig. 1a. We also tune the photocarrier generation rate by varying the incident pump power. MoS$_2$ monolayers are mechanically exfoliated on top of PMMA (100 nm), which is spin-coated on SiO$_2$ (50 nm)/Si substrate. The Au contacts (thickness 30 nm) are then transferred on the monolayer using a dry transfer technique.$^{11}$ Exciton recombination in monolayer MoS$_2$ was probed spatially, spectrally and temporally in an inverted fluorescence microscope (Fig. 1b). PL was excited at $\lambda = 532$ nm wavelength by either a continuous wave (CW) laser or a 100 fs pulsed laser focused to a near-diffraction-limited spot with a full width at half maximum (FWHM) of $w_0 = 287$ nm. When excited by the CW laser, the resulting PL is either imaged or sent to a spectrometer. When excited by the pulsed laser, the PL is sent to a time-resolved single photon counting detector, which is then scanned across the image to obtain a map of the time-dependent exciton density as a function of position. All measurements reported in this paper are taken at room temperature, in an ambient lab environment.
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Fig. 1. a, Schematic of the device, inset shows optical micrograph of the device (Scale bar 10 μm). b, Schematic of the exciton diffusion imaging setup. Photoluminescence excited by either pulsed or continuous wave excitation can be sent to a camera for imaging, a spectrometer for PL spectra or an APD for time-resolved single photon counting. The time resolved APD can be scanned across the emission spot to obtain a map of emission intensity as a function of position and time. c, PL spectra of the MoS2 monolayer device under gate voltages \( V_g = -20 \) V, 0 V and 20 V at the pump density of \( 10^2 \) Wcm\(^{-2} \).

We first discuss the results of CW excitation. The PL spectra (Fig. 1c) of a MoS2 monolayer measured at \( V_g = -20 \) V and 0 V show a ~20-fold difference in the PL peak intensity at a pump power of \( 10^2 \) Wcm\(^{-2} \), with a peak energy shift of 30 meV. This difference in PL intensity and spectra has been attributed to the different photo-emitting quasiparticles in the monolayer\(^3\) (Fig. 2). The time-dependent concentrations of excitons, trions and background carriers in a monolayer semiconductor are locally determined by three dynamic processes: generation, recombination and transport (Fig. 2). At a specific location, exciton concentration increases if they are generated from a photon-absorption event or a trion-ionization at that location, or if excitons diffuse in from surrounding points. Concurrently, exciton concentration decreases through trion formation, radiative recombination and biexciton annihilation. Similar generation, recombination and transport processes also occur for trions. The ratio of exciton and trion concentration is determined
by the local background carrier concentration, which can be controlled by the gate voltage.\textsuperscript{11} As-exfoliated monolayer MoS\textsubscript{2} is electron-rich due to substrate-induced doping and intrinsic chalcogenide vacancies.\textsuperscript{12} At $V_g = -20$ V, the background electrons are removed from the monolayer MoS\textsubscript{2} and it is close to intrinsic (Fermi level is at mid-bandgap). In this case, emission is observed primarily from neutral excitons which show high PL intensity. Positive $V_g$ moves the Fermi level closer to the conduction band, introducing a large number of background electrons that turn photogenerated excitons into trions. These negative trions show low PL intensity. As both neutral excitons and negative trions coexist at $V_g = 0$ V, previously reported diffusion lengths of as-exfoliated MoS\textsubscript{2} monolayers are a result of combined diffusion from both excitons and trions and do not reflect the true neutral exciton diffusion length in MoS\textsubscript{2}.

![Diagram](image)

**Fig. 2.** In a differential area, exciton concentration increases by 1. generation upon absorption of a photon, 2. exciton transport into the area resulting from concentration or potential gradients, and 3. ionization of trions. Exciton concentration decreases by 1. trion formation, 2. radiative recombination and 3. bi-excitonic recombination. Similar generation and recombination processes occur for trions. The ratio of excitons and trions are controlled by the background carrier concentration, which also can drift and diffuse.

PL images of a MoS\textsubscript{2} monolayer excited by a diffraction-limited CW laser at different $V_g$ and different pump powers are shown in Fig 3. In the figure, images in the same row are captured at the same pump power, while images in the same column are captured at the same $V_g$. For the lowest
pump power, we note that PL at $V_g = -20$ V is bright, while at $V_g = 20$ V it is below the noise floor, indicating neutral excitons are much brighter than the negative trions. For neutral excitons, ($V_g = -20$ V column) slight power dependence is observed in the measured diffusion map. Also, for all powers, neutral excitons diffuse much further than the negative trions. This is related to the difference in their effective lifetime. As neutral excitons have longer effective lifetime (~10 ns) compared to trions (~50 ps), they also diffuse to a larger distance compared to trions.
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![Normalized Photoluminescence for Different Gate Voltages and Charge Densities](image-url)
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Fig. 3. PL excited by a CW laser focused on a diffraction-limited spot for various pump powers and gate voltages. Images in the same row have the same pump power, and in the same column have the same gate voltage. Scale bar is 5 μm. Radical anisotropy arises from the finite size of the monolayer.

PL QY is defined as the ratio of the number of photons the material radiates to the number of absorbed photons. We first present the PL QY of monolayer MoS2 in Fig. 4a as a function of pump power and $V_g$. The details of calibrated PL QY measurement and quantitative recombination kinetics at different $V_g$ and pump have been discussed elsewhere. At $V_g= -20$ V all photogenerated carriers create neutral excitons, as there are no excess background carriers. We note that the PL QY vs. pump profile at $V_g= -20$ V has two distinct regions, indicated by different background colors in Fig. 4a. At low pump the PL QY does not change with pump. PL QY reaches near unity in this linear regime. At high pump the PL QY decreases with pump power. This nonlinear droop has been attributed to the bi-exciton annihilation process at high exciton densities. At $V_g= 20$ V a large concentration of excess electrons accumulates in the monolayer, and almost all photogenerated carriers turn into negative trions (Fig. 4b). Trions can non-radiatively recombine by transferring their excess energy into secondary electrons in an Auger-like process, so the PL QY is low.

We now present the diffusion length of monolayer MoS2 in Fig 4c as a function of pump power and $V_g$. Throughout the manuscript, we define the squared width of the diffusion pattern as

$$w^2(t) = \frac{\int d^2r |r|^2 I(r, t)}{\int d^2r I(r, t)}$$  

(1)

where $I(r, t)$ is PL intensity, $r$ is the radial coordinate, $t$ is time and the integrations are limited to the area of the monolayer. The steady state diffusion length ($L_D$) is then defined as the mean-square radius of the diffusion map deconvoluted by the laser spot size. At low pump we observe diffusion lengths of 1.5 μm and 300 nm at $V_g = -20$ V and 20 V, respectively. At $V_g= -20$ V, the diffusion length shows a slight increase over six orders of magnitude of pump power, while at $V_g= 20$ V the diffusion length is low at moderate pumps and increases by ~5x at high pump. Note that we could not measure the diffusion length of trions at very low pumps due to low signal.

To extract the diffusion coefficient of neutral excitons, we extend the kinetic model of exciton recombination to incorporate diffusion. Considering only neutral excitons (at $V_g= -20$ V), we can write the time-dependent continuity equation as:

$$\frac{\partial n_X(r, t)}{\partial t} = \nabla \cdot [D_X(n_X, t)\nabla n_X] + G(r, t) - \frac{n_X}{\tau_X} - C_{bx}n_X^2$$  

(2)

where $n_X$ and $\tau_X$ are the neutral exciton population density and lifetime, respectively, and $C_{bx}$ is the bi-exciton annihilation coefficient. Both the exciton lifetime ($\tau_X \sim 10$ ns) and bi-exciton
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annihilation coefficient \((C_{bx} \approx 3.5 \text{ cm}^2\text{s}^{-1})\) have been experimentally measured previously\(^{18}\) and are known. At steady state, \(\frac{\partial n_X}{\partial t} = 0\). We consider a Gaussian generation rate given by

\[ G(r) = G_0 \exp \left(-2r^2/w_0^2\right) \]  

(3)

where the peak \(G_0\) is determined by pump intensity. The only unknown parameter in Eq. 2 is \(D_X\). We extract an effective diffusion coefficient \(D_X\) at different pump intensity that gives the experimentally measured diffusion length shown in Fig. 4c. This extraction process is done by assuming a constant diffusion coefficient and numerically solving Eq. 2 for exciton concentration \(n_X\). The extracted effective diffusion coefficient at different powers is shown in Fig. 4d. We note that the effective diffusion coefficient increases with pump power. This increase in effective diffusion coefficient has been observed in other excitonic systems such as 2D heterostructures and as-exfoliated WS\(_2\) monolayers and is attributed to correlation driven diffusion.\(^{1,3,15}\) At the lowest pump density where neutral excitons recombine completely radiatively, a diffusion length of 1.5 \(\mu\text{m}\) and a diffusion coefficient of 2.1 \(\text{cm}^2\text{s}^{-1}\) has been observed for neutral excitons.

Unlike the case of neutral excitons, extracting the trion diffusion coefficient is more complex due to its charged nature. Diffusion of trions would perturb the local charge neutrality, and the free carriers will respond to the resultant lateral electric field. Furthermore, the observed PL is a result of radiative recombination of both excitons and trions. Thus, we calculate an effective diffusion coefficient \((L_D^2/\tau_T)\) at \(V_g = -20 \text{V}\) using the known trion effective lifetime of \(\tau_T = 50 \text{ps}\).\(^{11}\) At a pump power density of 0.6 \(\text{Wcm}^{-2}\), we observe a trion diffusion length of 300 nm (Fig. 4c), which corresponds to an effective diffusion coefficient of 18 \(\text{cm}^2\text{s}^{-1}\). This large diffusion coefficient could be a result of strong Coulomb interaction between charged trions. We also note that, at very high pump, the diffusion length at any \(V_g\) will converge to the neutral exciton diffusion length. This is because the number of trions cannot be larger than the number of background carriers, and thus once the trion population saturates, recombination and diffusion must be dominated by excitons. This explains the increase of diffusion length with pump at \(V_g = 20 \text{V}\) and 0 V.
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Now we discuss the results of pulsed excitation. Figure 5a, b, and c show the spatial and temporal evolution of the emission intensity distribution $I(r, t)$ after pulsed excitation at $t = 0$ at $V_g = -20$ V, 0 V, and 20 V, respectively at a pump fluence of 75 $\mu J/cm^2$. We can see the neutral excitons spread further in time due to their considerably longer lifetime. The neutral exciton distribution variance can be obtained directly from the measured intensity distribution variance $\Delta w^2(t) = w^2(t) - w^2(0)$, which is shown in Fig. 5D, E and F for different optical pump fluences at $V_g = -20$ V, 0V and 20 V, respectively. $\Delta w^2(t)$ does not depend on the width of the initial distribution created by the laser pulse. In general, the variance can be written as

$$\Delta w^2(t) = At^\alpha$$  \hspace{1cm} (4)

The exponent $\alpha$ characterizes the type of diffusion and $A$ is the empirically observed proportionality factor which has fractional time units. For $\alpha = 1$, we get linear diffusion. In the case of $\alpha > 1$ and $\alpha < 1$ the transport is called superdiffusive and subdiffusive, respectively,
which results from the concentration dependence of the effective diffusion coefficient.\textsuperscript{16,17} We note that in monolayer MoS\textsubscript{2} the nature of diffusion changes from linearly diffusive at low pump to subdiffusive at high pump (Fig. 5d). This could be because of exciton-exciton interaction at high pump densities. At low fluence excitons recombine completely radiatively and diffuse linearly with $\alpha = 1$. For linear diffusion, the halved slope of $\Delta w^2(t)$ gives the diffusion coefficient. An effective diffusion coefficient of $\sim 1.2 \text{ cm}^2\text{s}^{-1}$ has been found at low fluence, which matches well with the steady state measurements. At high fluence, biexciton recombination dominates the recombination kinetics and subdiffusive ($\alpha < 1$) behavior is observed, indicative of a reaction-diffusion process. This could also be related to the relaxation of nonresonantly excited hot exciton gas by losing its excess kinetic energy\textsuperscript{18} and further careful study is required to shed light on these mechanisms. At $V_g = 0$ V and 20 V, subdiffusive behavior ($\alpha < 1$) is observed (Fig. 5e, f). As previously discussed, this is a result of diffusion of both excitons and trions at high fluence.\textsuperscript{19} The PL signal of trions is too low to measure diffusion at low pump.

Fig. 5. a, b, c, Map of emission intensity as it evolves in space and time at $V_g = -20$ V, 0 V, and 20 V, respectively at a pump fluence of 75 $\mu$J/cm$^2$. d, e, f, Time evolution of differential squared width for various pump fluence at $V_g = -20$ V, 0 V and 20 V, respectively. The instrument response function (IRF) has a FWHM of $\sim 50$ ps, which is shown as a shaded region.

Exciton diffusion length is not only of essential importance for understanding the energy transport physics in excitonic semiconductors, but also an imperative design consideration for
optoelectronic applications. The physical process of bi-exciton annihilation involves the diffusion of excitons and the rate of bi-exciton annihilation increases with diffusivity. In light emitting devices, the emission region must be located at least a diffusion length away from the injection region to avoid quenching. On the contrary, in energy harvesting devices the contacts must be closer to the absorption region to collect excitons. Materials with different diffusion coefficients can therefore be suitable for different applications. Some examples of different classes of excitonic materials with their diffusion lengths are shown in Table 1. Generally, quasi-0D systems such as molecular films and quantum dot films have very low diffusion lengths (1 nm – 50 nm) at room temperature, as the diffusion mainly occurs by site hopping.

One dimensional excitonic semiconductors, such as semiconducting single wall carbon nanotube (SWCNT) have larger (~300 nm) diffusion lengths, depending on the chirality and dielectric environment. A two-dimensional excitonic semiconductor, such as the monolayer MoS2 discussed here can have an exciton diffusion length of ~1500 nm and a trion diffusion length of 300 nm at room temperature. In a three-dimensional bulk semiconductor, strong dielectric screening generally leads to low exciton binding energy, so excitons exist only at cryogenic temperatures. At those low temperatures they show the largest diffusion length (10 – 1000 μm), however the required operating temperature limits their practical usability. Therefore, among the classes of excitonic semiconductors discussed here, two dimensional materials such as monolayer MoS2 achieve the highest diffusion lengths at room temperature and are particularly suitable for applications that require a large diffusion length. Furthermore, excitons in MoS2 achieve near-unity PL QY at room-temperature, even in the presence of defects. Exciton transport in MoS2 can also be tuned by electrostatic doping, strain and dielectric environment, further adding to their appeal. These qualities make two-dimensional semiconductors an ideal candidate for future room-temperature excitonic devices.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Material</th>
<th>Diffusion Length</th>
<th>Diffusion Coefficient ( (cm^2 s^{-1}) )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molecules and 0D</td>
<td>Tris(8-hydroxyquinolinato) aluminum, Alq3</td>
<td>3 – 25 nm</td>
<td>(3 \times 10^{-6})</td>
<td>25,30</td>
</tr>
<tr>
<td></td>
<td>Spin-coated poly (p-phenylene vinylene) (PPV)</td>
<td>4 – 6 nm</td>
<td>(6 \times 10^{-4})</td>
<td>25,31</td>
</tr>
<tr>
<td></td>
<td>CdSe/CdS core/shell QD film</td>
<td>19–24 nm</td>
<td>2 \times 10^{-4}</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Cesium Lead Bromide Perovskite nanocrystal film</td>
<td>200 nm</td>
<td>0.5</td>
<td>26</td>
</tr>
<tr>
<td>One Dimensional</td>
<td>Air Suspended (9,8) SWCNT</td>
<td>290 – 610 nm</td>
<td>44</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Micelle encapsulated SWCNT</td>
<td>100 ± 20 nm</td>
<td>2.5 – 10</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>(6,5) single-wall carbon nanotube (SWCNT)</td>
<td>120 ± 25 nm</td>
<td>10.7 ± 0.4</td>
<td>33</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Two Dimensional</th>
<th>15 nm wide GaAs quantum wire (15 K)</th>
<th>4 μm</th>
<th>–</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlAs/GaAs Coupled Quantum Well (200 K)</td>
<td>5 μm</td>
<td>$3 \times 10^5$</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>As-exfoliated Monolayer WSe$_2$</td>
<td>500 nm–1.8 μm</td>
<td>0.6 – 1.8</td>
<td>2,4</td>
<td></td>
</tr>
<tr>
<td>As-exfoliated Monolayer WS$_2$</td>
<td>360 – 750 nm</td>
<td>0.41</td>
<td>1,36</td>
<td></td>
</tr>
<tr>
<td>As-exfoliated Monolayer MoSe$_2$</td>
<td>400 nm</td>
<td>12 ± 3</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>Monolayer 2D Perovskite</td>
<td>160 nm</td>
<td>0.06</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Three Dimensional</td>
<td>Undoped Si (11 K)</td>
<td>25 μm</td>
<td>100</td>
<td>39</td>
</tr>
<tr>
<td>Doped Silicon (11 K)</td>
<td>24 μm</td>
<td>11</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Germanium (4.2 K)</td>
<td>900 μm</td>
<td>1000</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Cu$_2$O (1.2 K)</td>
<td>70 μm</td>
<td>1000</td>
<td>42</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Exciton diffusion length and diffusion coefficient of various materials. All measurements are at room temperature unless specified.

In summary, we have measured the diffusion length of neutral excitons in monolayer MoS$_2$. The steady state exciton diffusion length is found to be between $1.5 – 4$ μm depending on the pump intensity. Our measurements demonstrate that with increasing exciton concentration the diffusion coefficient increases and transport of neutral excitons in MoS$_2$ changes from linear diffusion to subdiffusive. The diffusion coefficient of neutral excitons measured by steady state measurements and time resolved measurements are found to be in excellent agreement. These results are direct spatial and temporal observation of isolated neutral exciton diffusion in a monolayer semiconductor, which will be invaluable for the design and characterization of systems that rely on neutral and charged exciton diffusion at room-temperature.

Experimental and theoretical details

Device Fabrication

TMDC monolayers are mechanically exfoliated on top of PMMA (100 nm), which is spin-coated on SiO$_2$ (50 nm)/Si substrate. MoS$_2$ (SPI supplies), WS$_2$ (HQ Graphene), WSe$_2$ (HQ Graphene) and MoSe$_2$ (HQ Graphene) were mechanically exfoliated onto 50 nm SiO$_2$/Si $p^+$ substrates. Monolayers were identified by optical contrast. 40 nm thick Au contacts were evaporated on 280 nm SiO$_2$/Si, and then picked up and placed on the monolayer by a dry transfer method, using PMMA as the transfer medium. Electron-beam lithography was used to open a window in the
transferred PMMA, allowing probe tip contact.

**Electrical and Optical Characterization**

Devices were charged from a Keithley 2410 Source Meter applied to the gate electrode, while the Au source contact was grounded. The PL QY was measured using a customized micro-PL instrument described in detail in previous study.\textsuperscript{11,13} For steady state measurements, a green diode laser was used as the excitation source. Laser source was collimated and then focused to a diffraction-limited spot by a 100X 0.95 NA objective lens. The back aperture of the objective was overfilled to assure diffraction-limited performance. Emission from the sample was collected by the same objective and additionally magnified 5.3X for a total magnification of 530X and imaged on a camera (Andor Neo sCMOS 5.5, sensor size 16.6 mm x 14 mm, 2560 x 2160 pixels) with pixel size 6.5 μm, which provided an effective imaging pixel size of 8.63 nm. A long-pass dichroic filter and two long-pass edge filters (Semrock) were used to remove the excitation laser beam from the PL signal. To ensure no Fresnel broadening of the PL by the top PMMA, we compared the reflected laser profile from a thick reflective MoS\textsubscript{2} with and without top PMMA and found no significant broadening. For time-resolved measurements, a Ti-Sapphire laser along with an OPO was used as the excitation source. The laser beam was collimated and focused by a 100X 0.95 NA objective lens. The back aperture of the objective was overfilled to assure diffraction-limited performance. Emission from the sample was collected by the same objective and imaged on a single-mode fiber (P1-405P-FC-2, Thorlabs) attached to a translation stage (Attocube ECS series) that scanned the emission focal plane. The stage was moved in 5 μm steps corresponding to 50 nm at the sample. The signal was detected by a single-photon counting avalanche photodiode (MPD PDM-series) connected to a time-correlated single-photon counting unit (Picoharp 300). The temporal resolution was approximately 50 ps, as determined by the FWHM of the instrument response function.

We simulated the processes of exciton generation and recombination by discretizing and solving the continuity equation (Eq. 2) in MATLAB. The spatial grid was sampled at 5 nm distances. Time was nonuniformly sampled, denser sampling points when concentration is higher to ensure convergence.\textsuperscript{16,17}
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Nonradiative Recombination-Free Monolayer Semiconductors

3.1 Introduction

The upper limit of efficiency that any semiconductors can achieve in a light-emitting device is directly dictated by PL QY, which is a strong function of photocarrier density. Optoelectronic devices that are ubiquitously used for display or lighting such as LEDs often operate in a high electron-hole or exciton density regime, where all semiconductors experience elevated nonradiative carrier recombination and thus diminished PL QY. Previously we have shown that, although 2D TMDC monolayers exhibit near-unity PL QY at low carrier densities, their PL QY lowers significantly at high carrier densities like all other semiconductors.1 Despite extensive research to advance their material quality and device architecture, the inherent PL QY degradation in 2D TMDC monolayers at high exciton densities remains a major challenge for their utility towards high-performance optoelectronic devices.

Exciton-exciton annihilation (EEA) is a nonradiative process that is predominantly responsible for the nonradiative recombination at high exciton densities in excitonic semiconductors. In this work, we show that EEA is resonantly amplified in TMDC monolayers by van Hove singularities (VHSs) present in their joint density of states. Logarithmic VHSs are a hallmark of two-dimensional

* The following section has been submitted for journal publication in a similar form. (H. Kim, S. Z. Uddin, N. Higashitarumizu, E. Rabani, A. Javey, “Inhibited Nonradiative Decay at All Exciton Densities”, submitted, 2021)
semiconductors. By applying small mechanical strain, we shift the EEA process away from the VHS resonance and circumvent the enhanced nonradiative EEA that plagues the PL QY at high exciton densities, leading to near-unity PL QY at all exciton densities in 2D TMDC monolayers (e.g. MoS₂, WS₂, WSe₂). This simple, scalable method suppresses all nonradiative recombination at all generation rates for both exfoliated and CVD-grown centimeter-scale TMDC monolayers, as long as they are direct, and their Fermi level is in the middle of the bandgap by electrostatic or chemical doping. Our results constitute the first critical step towards optoelectronic devices that retain their high efficiency at high carrier concentrations and put forth TMDC monolayers as a key material of choice for next-generation optoelectronic applications.
3.2 Complete suppression of nonradiative recombination at all exciton densities

There are three central elements that steer the exciton recombination mechanism in TMDC monolayers: exciton generation rate, background carrier concentration, and electronic band structure. The combined effect of the first two factors has been studied thoroughly,\(^1\) where the photocarrier generation rate \((G)\) and background carrier concentration were tuned by varying the incident pump power and the gate voltage \((V_g)\) in a capacitor structure, respectively. Due to pronounced Coulomb interaction, if background carriers are present, photogenerated excitons turn into charged trions\(^2\) which mostly recombine nonradiatively.\(^{1,3}\) In the absence of background carriers, at low exciton densities neutral excitons in intrinsic monolayers can recombine completely radiatively even in the presence of defects.\(^{1,4}\) However, at high exciton densities recombination of neutral excitons is dominated by exciton–exciton annihilation (EEA), where an exciton nonradiatively recombines while colliding with another exciton.\(^4-6\) EEA is present in all excitonic materials found in nature\(^7\) and are the primary reason behind the efficiency roll-off observed in all organic\(^8\) and some inorganic\(^9,10\) light emitting devices. EEA has some similarities to Auger recombination which is commonly observed in conventional free-carrier systems and one of the prominent reasons behind efficiency roll-off observed in light-emitting diodes and solar cells.\(^11,12\) Through the conservation of momentum and energy the participating quasiparticles, EEA depends on the aforementioned third factor: detailed band structure.\(^6,13,14\) Here we modulate these three factors simultaneously. Along with gate voltage and pump power, we alter the electronic band structure by applying a uniaxial strain \((\epsilon)\). Surprisingly, we find that with appropriate strain all neutral excitons recombine radiatively even at high concentrations in monolayers of WS\(_2\), WSe\(_2\) and MoS\(_2\), resulting in near-unity QY at all generation rates. As far as we know, this is unprecedented in any excitonic semiconductor observed in nature.\(^7\) The density of states of electrons in a two-dimensional periodic crystal are topologically guaranteed to exhibit logarithmic van Hove singularities (VHSs) arising from saddle points in the energy dispersion.\(^15\) When energy of a transition is close to the VHS, weak interactions are often intensified by the enhanced density of states (DOS).\(^16\) From energy and momentum conservation, we show that as-exfoliated TMDC monolayers experience enhanced EEA as the final energy of this process coincides with inherent VHS. Strain drives the final energy away from VHS resonance and drastically reduces EEA in both sulfur- and selenide based TMDCs. Finally, to demonstrate the practical impact of these principles, we uniformly suppress all nonradiative recombination in a centimeter-scale CVD-grown WS\(_2\) monolayer at all generation rates. This work establishes TMDCs as a practical material of choice for light emitting device applications free of efficiency roll-off for a wide range of excitation densities.

Monolayer MOS devices were fabricated on plastic flexible substrate enabling simultaneous modulation of carrier concentration and strain while performing quantitative PL QY measurements (device fabrication details are available in the supplementary materials). Fig. 1a shows the schematic and optical micrograph of such a device using WS\(_2\) monolayers. Mechanically
exfoliated monolayers were transferred to a polyvinyl alcohol (PVA) layer attached to polyethylene terephthalate (PET) handling substrate, a combination selected for its superior strain transfer efficiency.\(^{17}\) Subsequently, exfoliated hexagonal boron nitride (hBN; 70-100 nm in thickness) and graphene (2-5 nm in thickness) were transferred sequentially on the monolayer WS\(_2\) to serve as a gate insulator and gate electrode, respectively. The WS\(_2\) monolayer was electrically grounded and gate voltage (\(V_g\)) was applied to the top graphene. Bending the PET substrate with positive curvature applies tensile strain to the monolayer in the direction of bending.\(^ {18}\) As-exfoliated monolayer WS\(_2\) is known to be electron-rich; application of a negative gate voltage of \(V_g = -30 \, V\) electrostatically compensates for that unintentional electron doping and ensures that the recombination process is dominated by neutral excitons.\(^ 1\) At this biasing condition, we compare PL spectra of an unstrained and strained WS\(_2\) monolayer at a high generation rate of \(G = 6.5 \times 10^{19} \, \text{cm}^{-2} \, \text{s}^{-1}\) (Fig. 1b). We observe both a redshift of PL spectra and \(~15\) times enhancement in PL intensity with the application of \(\varepsilon = 0.4\%\) tensile strain at this high generation rate.

To better characterize this enhancement, calibrated PL measurements at room temperature were performed to quantitatively extract the QY as a function of \(\varepsilon\), \(V_g\) and \(G\) (Fig. 1c-f). Fig. 1c shows PL QY as a function of the gate voltage, \(V_g\) and the generation rate, \(G\) when no strain is applied. At zero and positive gate voltages, background electron concentration of monolayer WS\(_2\) is large, leading to formation of negative trions which predominantly recombine nonradiatively, thus yielding a low PL QY. At negative gate voltages the background electrons are removed, and recombination of neutral excitons dominate. At low generation rates, neutral excitons recombine completely radiatively despite native defect density. At high generation rates, PL QY rolls off due to EEA. These same results have also been observed in other substrates, such as PMMA and SiO\(_2\) and are quantitatively same to the results here.\(^ 1\) With the application of 0.2\% tensile strain, the PL QY droop at the high exciton generation rate is notably reduced for negative \(V_g\). (Fig. 1d). Once a tensile strain of 0.4\% is applied, no PL QY droop at high generation rate is observed (Fig. 1e).

Thus, all nonradiative recombination processes in as-exfoliated monolayer WS\(_2\) have been suppressed by applying tensile strain and gate voltage. Suppression of EEA is further elucidated in Fig. 1f, where we show PL QY as a function of strain at \(V_g = -30 \, V\) and at a high generation rate \(G = 6.5 \times 10^{19} \, \text{cm}^{-2} \, \text{s}^{-1}\). When no strain is applied, PL QY is low at this generation rate, however with the application of a threshold strain of 0.3\% PL QY increases sharply and asymptotically approaches unity. This PL QY enhancement by strain is also reversible, as PL QY traces for increasing and decreasing strain fully overlap. High PL QY at all pumps persists even for a tensile strain of \(\varepsilon = 1.0\%\) (Fig 1f, Fig. S1). In addition to electrostatic counter-doping, high PL QY can be achieved by applying tensile strain in monolayer WS\(_2\) chemically counter-doped by Nafion, a known hole-dopant (Fig. S2).

The PL QY for neutral excitons (\(V_g = -30 \, V\)) can be written as the ratio of radiative recombination rate of to the total recombination rate

\[
QY = \frac{R_r}{R_r + R_{nr}} \tag{1}
\]
where $R_r$ and $R_{nr}$ are the exciton radiative and nonradiative recombination rates, respectively. Nonradiative recombination for neutral excitons are predominantly through the EEA process.\(^1\) Therefore, $R_{nr} = R_{EEA}$ where $R_{EEA}$ is the nonradiative EEA rate. Since even with application of strain the semiconductor remains strongly excitonic,\(^6\) strain does not change PL QY vs $G$ behavior at low generation rates and $R_r$ is independent of strain (Fig. 1d-f). On the other hand, since strain changes the QY at high pump, $R_{EEA}$ must depend strongly on the strain. Using the experimentally measured PL QYs at a high generation rate of $G = 6.5 \times 10^{19} \text{cm}^{-2}\text{s}^{-1}$, we find that

$$\frac{R_{EEA}(\epsilon = 0.4\%) }{R_{EEA}(\epsilon = 0.0\%)} \approx 7 \times 10^{-3}$$

(2)

which would indicate roughly two orders of magnitude decrease in EEA rate at the highest generation rate. Even though the EEA rate is not rigorously zero, it is decreased by the application of strain such that $R_r \gg R_{EEA}$, and the radiative relaxation dominates the total recombination.
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Fig. 1. a, Schematic and optical micrograph of the device structure, scale bar is 20 μm. A two-terminal MOS capacitor structure with graphene as source and gate, and hBN as insulator is fabricated on a flexible polymer substrate. b, Comparison of PL spectra of unstrained and 0.4% strained monolayer WS₂ at a high generation rate of $G = 6.5 \times 10^{19}$ cm²s⁻¹ and a gate voltage of $V_g = -30$ V. c, d, e, PL QY of monolayer WS₂ as a function of gate voltage and generation rate and strain. f, PL QY approaching unity with the application of strain at a high generation rate of $G = 6.5 \times 10^{19}$ cm²s⁻¹.

The rich photophysics of these monolayer semiconductors as a function of gate voltage and generation rate arises from the quasiparticle interaction and can be captured by a simple kinetic model described elsewhere.¹ Gate voltage can be used to tune the exciton to trion ratio, activating their respective recombination routes, whereas high density of neutral excitons activates the EEA process. However, suppression of EEA by strain has not been studied before and elucidating the
mechanism by which strain suppresses EEA at high pump necessitates a closer look at the EEA process itself. EEA occurs when one exciton ionizes another exciton by nonradiatively transferring its energy (Fig 2a). The initial state consists of two excitons, with center-of-mass momenta $K_1$ and $K_2$ and energies $E_1$ and $E_2$, respectively. The exciton energy and momentum are related by

$$E_1 = E_G - E_B + \frac{\hbar^2|K_1|^2}{2M_X}$$

$$E_2 = E_G - E_B + \frac{\hbar^2|K_2|^2}{2M_X}.$$  

In the above, $E_G$ is the fundamental bandgap, $E_B$ is the exciton binding energy and $M_X$ is the exciton mass. The final state consists of a high energy electron and hole, with crystal momenta $k_e$ and $k_h$ and energies $E_e$ and $E_h$, respectively. Irrespective of the details of the interaction potential, two quantities are conserved in the EEA process: total momentum and energy. The condition for conservation of crystal momentum yields

$$k_e + k_h = K_1 + K_2.$$  

Since $K_1$ and $K_2$ are determined by the thermal motion of excitons they are negligible compared to $k_e$ and $k_h$, implying that the electron and the hole momentum in the final state should be almost opposite to each other

$$k_e \approx -k_h.$$  

Therefore, momentum conservation dictates the electron and hole from the ionized exciton ends up with opposing crystal wavevectors (on top of each other in the energy dispersion, shown with the red dashed line in Fig 2a). The condition for conservation of crystal momentum yields

$$E_e + E_h = E_1 + E_2.$$  

Since the exciton center of mass wavevector is negligible, $E_1 \approx E_2 \approx E_G - E_B = E_X$, where $E_X$ is the exciton transition energy. Therefore, energy conservation stipulates that the energy difference between the electron and hole must be $2E_X$

$$E_e + E_h \approx 2E_X.$$  

If we denote the conduction and valence band of the semiconductor as $E_C$ and $E_V$, then combined momentum and energy conservation can be written as

$$E_e + E_h = E_C(k_e) - E_V(-k_h) = E_C(k_e) - E_V(k_e) = 2E_X.$$  

Therefore, any wavevector where the energy difference between the conduction and valence band is equal to twice the exciton transition energy can be the final wavevector of the electron from the ionized exciton (Fig. 2b). Note that, the exciton transition energy is different from the fundamental bandgap due to enhanced electron-hole interaction in TMDC monolayers. By Fermi’s golden rule, the Joint density of states (JDOS) at twice the exciton transition energy determines the strength of
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EEA process.\textsuperscript{13,20} Typically, effective mass approximation is invoked in literature to find out the energy of the ionized electron, however since the ionized electron and hole end up at a high energy, it is no longer a valid approximation. We first calculated the band structure of monolayer TMD\textsuperscript{C} using an 11-band tight binding theory based on Wannier transformation of ab-initio density functional theory calculations (details of band structure are in ref.\textsuperscript{21,22}). We then calculated energy difference between the conduction and valance band ($E_C - E_V$) for unstrained and strained monolayer WS\textsubscript{2}, respectively. The first Brillouin zone is indicated by a gray hexagon (Fig. 2c and 2d). Red areas are the final states of the electron from the ionized exciton where the conservation laws are satisfied. We note that, possible final wavevectors in unstrained monolayer WS\textsubscript{2} include the saddle points Q (Fig. 2c); but in 0.4\% strained WS\textsubscript{2} they do not include the saddle points (Fig. 2d). Saddle points in the band structure of a two dimensional semiconductor create VHS and result in a logarithmically diverging JDOS.\textsuperscript{15,23,24} The JDOS for monolayer WS\textsubscript{2} $\rho_{CV}(E)$ at $E = E_C - E_V = 2E_X$ determines the strength of EEA. We show the JDOS of 0.4\% strained and unstrained WS\textsubscript{2} in Fig 2e. In unstrained samples, there is a VHS at twice the exciton transition energy, resulting in an expedited EEA. Strain shifts the exciton transition energy $E_X$ such that $2E_X$ does not overlap VHS resonance, which reduces EEA rate.

We also show the JDOS of a 0.4\% compressively strained WS\textsubscript{2} monolayer in Fig 2E. We note that compressive strain also drives the EEA process off VHS resonance by changing the exciton transition energy. This is also true for uniaxial strain applied in any direction or biaxial strain (Fig. S3, S4). The choice of tensile vs compressive strain to suppress all nonradiative recombination should ensure that the system remains direct bandgap with the application of strain to avoid nonradiative recombination through momentum-dark indirect excitons.\textsuperscript{25} Compressive strain makes some TMDC monolayers such as WS\textsubscript{2} indirect. Note that, strain has also been used to reduce traditional Auger recombination in conventional 3D semiconductors, but the mechanism is different.\textsuperscript{26} In 3D semiconductors, bandgap renormalization and effective mass equalization by applied strain can lead to one order of magnitude reduction of conventional Auger rate.\textsuperscript{27} However, in the case of 2D TMDCs EEA is inhibited by shifting the exciton transition energy $E_X$ such that $2E_X$ does not overlap VHS resonance. Due to the existence of saddle points, logarithmic VHS always characteristically appears in two-dimensional semiconductors and are not found in three-dimensions, leading to a much stronger response to strain in monolayer TMDCs.\textsuperscript{15}
Fig. 2. a, Schematic describing microscopic mechanism of exciton-exciton annihilation (EEA).
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EEA occurs when one exciton ionizes another exciton by nonradiatively transferring its energy. b, Momentum and energy conservation dictates that the electron from the ionized exciton ends up with a wavevector where the energy difference between the conduction and valance band is equal to twice the exciton transition energy. The Joint density of states (JDOS) at that energy determines the rate of EEA. c, d, Energy difference between the conduction and valance band for unstrained and 0.4% strained monolayer WS2, respectively. Grey hexagon denotes the first Brillouin zone (each side is 19.946 nm⁻¹), whereas red areas are the possible final wavevectors. Possible final wavevectors in unstrained monolayer WS2 include the saddle points Q, where there are VHSSs; but strained samples do not. e, Calculated joint density of states (JDOS) for monolayer WS2. JDOS \( \rho_{CV}(E) \) at \( E = E_C - E_V = 2E_X \) determines EEA rate. Dashed lines denote values of \( 2E_X \) at the corresponding strain.

These principles apply equally to other TMDC semiconductors. Like WS2, exfoliated monolayer WSe2 also exhibits near-unity PL QY at all generation rates when it is made intrinsic by electrostatic counterdoping and tensile strain is being applied (Fig. 3a, Fig S5). As-exfoliated monolayer MoS2 has PL QY in the range of 0.1 − 1.0%, which drastically increases at low pump after chemical counterdoping by Nafion (Fig. 3b). Unlike WS2 and WSe2, monolayer MoS2 becomes indirect when tensile strain is applied and remains direct when compressive strain is applied.17 We found that, rather than compressively straining, downward bending of flexible substrate with negative curvature results in buckling of monolayer TMDC. Instead, we use the thermal coefficient of expansion mismatch between the glycol-modified Polyethylene terephthalate (PETG) substrate and MoS2 to apply compressive strain. Chemically counterdoped, 0.5% compressively strained monolayer MoS2 also exhibits roll-off fee PL QY at all generation rates. The universal, simple nature of these conditions for different TMDC monolayer semiconductors arises from their underlying excitonic photophysics.
Fig. 3. a, b, Near-unity PL QY at all generation rates in electrostatically counterdoped WSe$_2$ and chemically counterdoped MoS$_2$ by tensile and compressive strain, respectively, demonstrates the universality of the conditions that suppress nonradiative recombination.
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3.3 Large-scale monolayer semiconductors without exciton-exciton annihilation

Improving optoelectronic quality of large-area two-dimensional TMDCs poses one of the fundamental challenges for the development of the next-generation electronic and optical devices. The principles of suppressing all nonradiative recombination can also be applied to achieve high PL QY on centimeter-scale WS$_2$ monolayer grown by CVD. We first transfer a large-area CVD grown WS$_2$ on a flexible substrate and spin-coat it with Nafion (Fig. 4a). The normalized PL spectra redshifts with applied tensile strain (Fig 4b). Nafion counterdoping leads to a strain-independent PL QY of $70 \pm 10\%$ (mean + standard deviation) at low pumps, which we see in a spatial map of the PL QY of a 2 mm $\times$ 2 cm area taken at a generation rate of $G = 10^{16}$ cm$^{-2}$s$^{-1}$ (Fig. 4c). At a high generation rate of $G = 10^{20}$ cm$^{-2}$s$^{-1}$ if no strain is applied, a low PL QY of $1.6 \pm 0.8\%$ is observed uniformly, consistent with as-exfoliated monolayer WS$_2$. (Fig. 4d). However, at 0.4% applied tensile strain, PL QY of the same area reaches $59 \pm 10\%$, indicating a ~38 times uniform enhancement of PL QY for a large scale grown sample at a high generation rate of $G = 10^{20}$ cm$^{-2}$s$^{-1}$. This demonstration showcases that ideal optoelectronic quality can be achieved in large-area grown monolayers by relatively simple and scalable application of counterdoping and strain.
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(a) Schematic diagram of the layered structure. (b) Normalized photoluminescence spectra for different strain levels. (c) Photoluminescence quantum yield (PL QY) for strain levels and strain rates. (d) Photoluminescence quantum yield for strain levels and strain rates.
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Fig. 4. a, Schematic (top) and photograph (bottom) of the flexible substrate used to strain CVD grown, centimeter-scale WS$_2$. b, Normalized PL spectra of a typical spot at different strains. c, d, Spatial mapping of PL QY of a 2 mm × 2 cm area of grown WS$_2$ at a low generation rate of $G = 10^{16}$ cm$^{-2}$s$^{-1}$ and a high generation rate of $G = 10^{20}$ cm$^{-2}$s$^{-1}$, respectively, shows high PL QY is uniformly achieved by strain at the highest generation rate, while maintaining high PL QY at low pump.

Inorganic or organic, defective or unblemished, excitonic or free-carrier system, irrespective of which classification any semiconductor belongs to, nonradiative recombination has always been observed in all semiconductors at high photocarrier concentrations. Here we show that in both exfoliated and grown two dimensional semiconductors nonradiative recombination processes can be suppressed at all generation rates as long as the material is chemically intrinsic by electrostatic or chemical counterdoping, and EEA process is not in resonance with VHS as achieved by strain. Considering how common van Hove singularities are in low dimensional semiconductors these concepts in principle could apply to other systems. Our findings here present a strong case for the use of 2D materials for optoelectronic devices, although a number of challenges still need to be overcome in terms of the device design and implementation.

Fig. S1. PL QY of monolayer WS$_2$ as a function of gate voltage and generation rate at 1.0 % strain.
Fig. S2. PL QY of as-exfoliated and chemically counterdoped monolayer WS$_2$ as a function of strain.
Fig. S3. a, Direction of uniaxial strain. b, Exciton transition energy as a function of strain direction. c, VHS is shifted from twice of exciton transition energy independent of tensile strain.
Fig. S4. 

**a**, Direction of uniaxial strain. 

**b**, Exciton transition energy as a function of strain direction. 

**c**, VHS is shifted from twice of exciton transition energy independent of compressive strain.
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Fig. S5. a, b, c, PL QY of monolayer WSe₂ as a function of gate voltage, generation rate and strain.

Experimental and theoretical details

Device Fabrication

TMDC monolayers (WS₂ and WSe₂ from HQ Graphene, MoS₂ from SPI supplies) were mechanically exfoliated on top of 50 nm SiO₂/Si p++ substrates and were identified by optical contrast. 10 wt% polyvinyl alcohol (PVA, Alfa Aesar, 98–99% hydrolyzed, molecular weight 130,000 g/mol) solution were spin-coated at 1000 rpm for 40 seconds on the substrate with TMDC monolayer, and baked at 70 °C for 3 minutes to remove water solvent. Subsequently, a polyethylene terephthalate (PET, 125 μm thick) film is attached on top of the PVA film using adhesive (Super glue, Gorilla Glue Company) for ease of handling. Next, the entire flexible substrate (PVA/adhesive/PET) with the encapsulated monolayer TMDC is slowly peeled off from SiO₂ substrate using tweezer and resized so that the monolayer is at the center. Hexagonal boron-nitride (hBN, HQ Graphene) is mechanically exfoliated onto a 1×1 cm polydimethylsiloxane (PDMS) substrate. The flexible substrate is put on a sample stage under a modified optical microscope (bh2, Olympus) at room temperature and the hBN-exfoliated PDMS stamp was positioned upside down and aligned with the monolayer on the flexible substrate. The stamp was slowly brought into contact with the monolayer and peeled off rapidly, leading to transferred hBN on top of TMDC monolayer forming the insulator. In a similar fashion, Graphene (Graphenium, NGS Naturgraphit) is subsequently stamp-transferred on top of the TMDC monolayer/hBN stack to from source and top gate. Contacts are formed to the source and gate by applying silver conductive paste (EMS #12640, Electron Microscopy Sciences) to the graphene with a sharpened wooden tip under a Nikon stereomicroscope. Lastly, the device is encapsulated with PMMA (950 A11, Microchem) prior to measurement by dropcasting and subsequent soft-baking at 70 °C for 5 minutes.

To prepare compressively strained monolayer MoS₂, first MoS₂ was exfoliated on PDMS and then stamp was slowly brought into contact with the center of a piece of glycol-modified Polyethylene terephthalate (PETG, 2.54 mm thick, 3 cm length) at 90 °C and peeled off, followed by rapid quenching of the MoS₂-transferred PETG down to room temperature. After the transfer, 3% Nafion perfluorinated resin solution (5 wt % in lower aliphatic alcohols and water, contains 15–20% water, Sigma Aldrich) diluted by ethanol was spin coated at 4000 rpm on the prepared MoS₂ sample with biaxial compressive strain.

Electrical and Optical Characterization

Devices were charged from an Keithley 2410 Source Meter Unit connected to the gate electrode,
while the graphene source contact was grounded. The PL QY was measured using a customized micro-PL instrument described in detail in previous study\textsuperscript{1}. An Ar ion laser with a 514.5 nm line was used as the excitation source. All measurements reported in this paper are taken at room temperature, in an ambient lab conditions under nitrogen flow. The applied strain on the flexible substrate were calculated using the equation $\varepsilon = t / R$, where $2t$ and $R$ are the substrate thickness and curvature radius. The thickness $2t$ of the entire flexible substrate is measured through the cross-section optical image. The curvature radius $R$ were measured through the side-view photograph. All theory calculations are carried out in MATLAB.
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Actively Variable Spectrum Infrared Optoelectronics*

4.1 Introduction

Room-temperature optoelectronic devices that operate at shortwave and midwave infrared wavelengths (1-8 μm) can be used for numerous applications1-5. To achieve the operating wavelength range needed for a given application, a combination of materials with different bandgaps (e.g. superlattice/heterostructure)6,7 or the variation of semiconductor alloy composition during growth8,9 is used; however, these approaches involve fabrication complexity and the operating range is fixed post-fabrication. Although wide-range, active, and reversible tunability of the operating wavelengths in optoelectronic devices after fabrication is a highly desirable feature, no such platform has been yet developed. Here, we demonstrate high-performance room-temperature infrared optoelectronics with actively variable spectra by presenting black phosphorus (bP) as an ideal candidate. Enabled by the extraordinary sensitivity of its bandgap to strain, which varies from 0.22 to 0.53 eV, we show the continuous and reversible tuning of the operating wavelengths in bP light-emitting diodes and photodetectors. Furthermore, we leverage this platform to demonstrate multiplexed non-dispersive infrared gas sensing where multiple gases (e.g. CO₂, CH₄, and H₂O) are detected using a single light source. With its active spectral tunability

while retaining high performance, our work bridges a technological gap, presenting a potential route to meet different emission/detection spectrum requirements in various optoelectronic applications.

The spectral range over which an optoelectronic device can operate is largely dictated by the bandgap of its photoactive material. To achieve the operating range needed for a given application, materials with varying compositions (i.e. by alloying to tune the bandgap) or complex structures consisting of materials with different bandgaps (e.g. superlattices or heterostructure) are used\textsuperscript{10,11}. While effective, these come with increased fabrication complexity as they involve the precise control of material thickness and/or composition. In addition, these approaches produce devices whose operating wavelength ranges are fixed post fabrication. Although the absorption edge can be shifted by applying an electric field for Franz-Keldysh effect or Stark effect\textsuperscript{12,13}, the decrease in photoresponse and luminescence intensity at the extended spectral range as well as the requirement for additional gate electrodes to apply the bias field is a major bottleneck for developing tunable optoelectronics with high performance.

Strain is an effective knob to modulate the electronic and optical properties of semiconductors\textsuperscript{14-16}, which can achieve reversible and controllable tuning of the bandgap in semiconductors. Whereas only a limited amount of strain can be epitaxially applied in bulk crystalline materials, 2D materials can sustain much larger elastic strain, thus allowing for wide tuning of their optical bandgap\textsuperscript{17,18}. Due to its puckered lattice structure, bP specifically has shown unique strain-dependent properties, including bandgap which is highly sensitive to strain\textsuperscript{19-22}, anomalous strain dependence of the bandgap\textsuperscript{23}, tunable van der Waals interaction\textsuperscript{24}, and piezoelectricity\textsuperscript{25}. Strain can be applied in a reversible manner in bP due to its membrane nature which does not require a selective thinning and lift-off process\textsuperscript{26,27}. The bandgap of multilayer bP also spans the portion of the IR region in which there is a rapidly increasing demand for optical communications, thermal imaging, health monitoring, spectroscopy, and gas sensing\textsuperscript{28}. Moreover, the low Auger recombination velocity\textsuperscript{29,30} and direct bandgap of bP at all thicknesses are advantageous for high-efficiency optoelectronic applications. However, despite considerable interest in developing actively tunable IR optoelectronic devices, no significant progress has been made in that direction.

In this study, we utilize the strain-tunable bandgap of bP for the demonstration of actively variable spectrum optoelectronic (AVSO) devices that operate in the infrared regime at room temperature. Covering from 2.3 $\mu$m to 5.5 $\mu$m, the bP bandgap exhibits a modulation rate of 1.70 $\mu$m/% by strain using our methods, which is the highest value reported for direct bandgap semiconductors. This enables wide range modulation of their spectral range in both light-emitting and detecting devices at will without sacrificing their performance. Continuous and reversible tuning of MWIR electroluminescence (EL) is demonstrated using bP-MoS\textsubscript{2} heterostructure on a flexible substrate. The detection range of highly-responsive bP photodetectors is additionally extended by applied strain. Finally, we detect multiple gases (e.g. CO\textsubscript{2}, CH\textsubscript{4}, and H\textsubscript{2}O) using a single tunable IR light source. Owing to its reversibility and capacity for active spectral tunability while retaining high performance, our approach provides versatility in various fields where a tunable spectrum is required at room temperature.

Strain-tunable bandgap in bP. BP has a puckered hexagonal structure with two crystal orientations
in each layer: armchair (AC, x) and zigzag (ZZ, y) (Fig. 1a). The strain-induced actively variable bandgap of bP enables AVSO devices at room temperature that exhibit wide and reversible operating wavelength tunability (Fig. 1b). Mechanically exfoliated bP was transferred onto a pre-annealed polyethylene terephthalate glycol-modified (PETG) substrate at 95 °C (Fig. 1c). The rapid thermal quenching of the bP/PETG sample to room temperature resulted in the application of compressive strain to bP due to the coefficient of thermal expansion (CTE) mismatch between bP and PETG (Methods). Thereafter, the sample was bent to apply tensile strain. Here, we quantify the strain via its ZZ (y) direction component (Fig. S1a,b). Therefore, the strain in bP in this work is determined by the sum of the compressive (negative) strain in ZZ (y) direction induced by thermal expansion mismatch and tensile (positive) strain in ZZ (y) direction from bending stress. The strain-induced bandgap shift in bP was verified by IR photoluminescence (PL) spectroscopy (Fig. 1d). Before bending, the PL peaked at a wavelength of 5.5 μm (0.66 %, compressive). A large spectral blueshift of 3.2 μm was observed after mechanical bending (1.21 %, tensile), corresponding to a bandgap shift from 0.22 eV to 0.53 eV by applied strain. At 0 % strain, the PL had a peak position at 0.35 eV, which is in good agreement with the PL spectrum of unstrained bP from the literature31. Raman studies showed that the shifting rates with the applied strain were consistent with previous reports25,32 (Fig. S1c-e). In addition, we found that built-in compressive strain plays a major role in preventing any partial relaxation or slippage during bending, retaining up to 1.21 % of tensile strain (Fig. 2a). Owing to the effective transfer of mechanical strain and extraordinary sensitivity of its bandgap to strain, our method offers a significantly broad and continuous bandgap tuning range at room temperature. The wavelength range spanned by our approach is from the short-wavelength infrared (SWIR) to the MWIR and could only be accessed otherwise by multiple devices comprising bulk semiconductor alloys with different compositions.
Fig. 1. a, Schematic illustrating the anisotropic crystal structure of bP along the armchair (AC) and zigzag (ZZ) directions. b, Schematic representation of actively tunable bandgap of bP using strain. Compressive and tensile strains induce redshift and blueshift of the bP bandgap, respectively. c, Schematic diagram illustrating strain application in bP. Compressive strain is applied by thermal expansion mismatch between bP and the substrate and tensile strain is applied by mechanical bending of the substrate. d, Normalized PL spectra of as-exfoliated bP, and bP under compressive strain (0.66 % along ZZ) and bP under tensile strain (1.21 % along ZZ). BP thickness is 20 nm, and the excitation light is polarized in the AC direction at an incident power of 22.5 W/cm² (there is no laser-induced thermal effect on the strain conditions of bP). Tensile strain is applied in the ZZ direction of the bP.

Detailed optical characterization was performed using IRPL spectroscopy to further investigate bandgap tunability in bP using strain. As the strain increased, the PL intensity increased and the wavelength of the spectral peak varied continuously from 5.5 μm to 2.3 μm (Fig. 2a). The blueshift rate of the bP bandgap by strain was found to be 1.70 μm/% (162 meV/%), which is substantially higher than other semiconductors with similar bandgaps (e.g. Ge and InAs) (Fig. 2b and Table S1). Changing the direction of tensile strain with respect to the crystal orientation of bP (AC and ZZ) did not have a large effect on the magnitude of the bandgap shift (Fig. S2c),
which agrees with previous work. Additionally, light absorption at the PL excitation wavelength showed little dependence on strain (Fig. S2d). The relative PL QY in bP under different strains is thus given by the integrated luminous intensity divided by the incident power as well as light absorption (Fig. 2c). Strained bP exhibited a continuous PL QY increase in the high pump regime whereas in unstrained bP the QY remained constant. Because our incident power range is less than two orders of magnitude, which is limited by the measurement setup, it is not sufficient to extract recombination coefficients by fitting the incidence power-dependent data we have. This introduces uncertainty in determining which of parameters (Shockley-Read-Hall (SRH), radiative, or Auger) are affected by strain, with respect to carrier densities. The PL QY in bP under tensile strain (1.21 %) is higher than that in bP under compressive strain (0.66 %) and unstrained bP. These results can be attributed to the change in effective mass by strain. Namely, the uniaxial tensile strain strongly alters the effective mass, with a blueshift of the bandgap and an increase in the radiative recombination rate. As high current density operation is required in light-emitting devices, this property makes bP under tensile strain a suitable material for high-efficiency infrared light emitting devices.

Fig. 2. a, PL spectra of bP as a function of strain along the ZZ (y) direction. b, Strain-dependent PL spectral peak shift in bP. The fit indicates that the peak modulation rate is 1.70 μm wavelength shift per percent of strain, covering from 5.5 to 2.3 μm. Laser-induced thermal effects on strain are precluded by using low excitation power, where the PL spectral peak is constant with increasing laser power density (Fig. S2b). c, Integrated PL intensity normalized by incident power as a function of power density for bP under different strain conditions. Note that bP thickness is 20 nm in the above measurements. We also demonstrated reversible and repeatable bandgap tuning, which indicates that there is no mechanical slip between bP and the substrate over multiple cycles (Fig. S2e).
4.2 Actively variable spectrum infrared light-emitting diodes

Recently, an electrically-pumped emission from bP shows great promises as a light source at MWIR wavelengths\textsuperscript{33-35}, due to its direct bandgap even in bulk limit and its low Auger recombination velocity\textsuperscript{29,30}. By leveraging the property of bP whose bandgap can be widely modulated by strain, we developed strain-tunable LEDs based on bP/MoS\textsubscript{2} heterojunctions (Fig. 3a,b), where tensile strain is applied \textit{via} bending along the ZZ (\textit{y}) orientation of bP (Fig. 3c). Here, MoS\textsubscript{2} was used as an electron selective contact. Polyimide is used as the substrate to fabricate LEDs because PETG is not able to withstand conventional lithography processes (Methods). As strain was varied from compressive to tensile, the peak in EL spectrum continuously shifted from 4.07 \(\mu\)m (0.20 \%, compressive) to 2.70 \(\mu\)m (1.06 \%, tensile) (Fig. 3d). Similar to the trend observed in our PL results, the EL intensity also increased with tensile strain as the emission wavelength became shorter. The EL peak wavelength as a function of the current density was characterized for different current densities (Fig. S3a). The angular intensity distributions of the bP-LED were also simulated at two emission wavelengths (4.07 \(\mu\)m and 2.70 \(\mu\)m), which were found to be similar (Fig. S3b,c). We observed that, at all current densities, the bP-LED under tensile strain showed higher EL intensity than when in compressive strain (Fig. 3e). The EL enhancement with tensile strain was due to the resultant PL QY enhancement, as the injection efficiency did not improve with strain (Fig. S3d). The light emission from bP-LED was highly polarized, which is consistent with previous reports\textsuperscript{33-35} (Fig. 3e, inset). Our bP-LED also shows stable emission wavelength tunability above room temperature (20 °C < \(T\) < 100 °C) (Fig. S4). However, the emission intensity decreases with increasing temperature, which can be attributed to the thermal activation of the nonradiative recombination centers at high temperature\textsuperscript{31}. We extracted the internal quantum efficiency (IQE) of our bP-LED, which is plotted along with the theoretical PL QY of InAs, PbSe, GaSb, and bP as a function of carrier concentration (Fig. 3f). Our device showed a peak IQE of 0.73 \% (0.2 \%, compressive) and 2.47 \% (1.0 \%, tensile) at room temperature. A detailed discussion of measuring output power to calculate the IQE of the bP-LED is provided in Methods. For the case of a semiconductor with low background doping (i.e. \(n = p\)), the theoretical PL QY is calculated according to a standard \textit{ABC} recombination model as:

\[
\text{QY} = \frac{B(n^2 - n^2_i)}{A(n^2 - n^2_i)} + B(n^2 - n^2_i) + 2Cn(n^2 - n^2_i)
\]

where \(n_i\) is the intrinsic carrier concentration and \(A\), \(B\), and \(C\) are the SRH, radiative, and Auger recombination coefficient, respectively. The parameters for InAs, PbSe, GaSb, and bP used to calculate QY are summarized in Table S2. Since the SRH recombination coefficient is an extrinsic parameter and highly dependent on material quality, it was assumed to be zero for this analysis.
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For small bandgap semiconductors, the Auger recombination is likely to be pronounced and a limiting factor for performance of LED. This originates from the relationship between the ratio of the Auger lifetime ($\tau_a$) to the radiative lifetime ($\tau_r$) and the bandgap ($E_g$) which is given by:

$$\frac{\tau_a}{\tau_r} \propto \exp \left[ \left( \frac{m_e^*}{m_h^*} \right) \left( \frac{E_g}{k_B T} \right) \right]$$

where $m_e^*$ and $m_h^*$ are the effective masses of electrons and holes, respectively, $k_B$ is Boltzmann’s constant, and $T$ is temperature$^{36,37}$. Since $m_e^*$ and $m_h^*$ in bP have similar values, the effective mass ratio ($m_e^*/m_h^*$) is much higher than that of other small bandgap semiconductors. According to equation (3), this results in suppressed Auger recombination (longer Auger lifetime), which leads to bP’s theoretical QY limit being much higher than that of other small bandgap semiconductors in the high injection regime.

We characterized the cyclic repeatability and stability of emission tuning in our bP-LED, exhibiting reversible and stable emission tuning over 500 bending cycles during ~6 hours of operation (Fig. 3g,h). A light source capable of active and continuous tuning of its operating wavelength within this spectral region is of particular significance, as this wavelength range consists of various wavelength bands essential for gas detection and chemical analysis. Our strain-tunable bP-LED not only provides wide tuning capability that is equivalent to the integration of numerous devices made from bP with a thickness range of 7–200 nm, but also enhances the performance of MWIR light-emitting devices by applied strains. Furthermore, the low operating power of our bP-LEDs and their potential for monolithic integration with silicon technology$^{35}$ would be advantageous for numerous applications.
Fig. 3. a, Schematic of a strain-tunable bP/MoS$_2$ LED. b, Schematic of the device architecture, showing MWIR electroluminescence under forward bias across the bP/MoS$_2$ heterojunction. c, Optical micrograph of a representative device. d, Strain-dependent EL spectra. e, Light-current characteristics under 0.20 % compressive and 1.06 % of tensile strain. Inset: integrated EL intensity as a function of emission polarization angle. f, Theoretical Auger recombination-limited internal
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QY for InAs, PbSe, GaSb, and bP at room temperature and the measured internal quantum efficiency of bP device shown in panel e. g, Overlay of 500 EL spectra and h, EL spectral peak shift observed in a bP-LED, during 500 cycles of bending (1.06±0.05 %, tensile) and relaxation. Note that bP thickness of the device is 20 nm and all the EL measurements were performed at a current density of 20 A/cm².

Non-dispersive infrared (NDIR) gas sensing has attracted great interest due to its fast response and stable lifetime38. Thermal emitters (e.g. tungsten filament lamps) are often used in NDIR gas sensors as light sources, but their slow modulation and high power consumption remain key challenges that make them disadvantageous for use in real-time gas monitoring devices with extended lifetime towards the ‘Internet of Things’39,40. Therefore, strain-tunable bP-LEDs with low operating power, fast modulation, and rapid stabilization suggest a solution, permitting multiplexed gas detection with a single light source, where the emission wavelength can be tuned over a broad range to suit various target gases. Our NDIR gas sensing setup (Fig. 4a) and measurement process are detailed in Methods. The strain applied to our bP-LED is varied so that the peak wavelength of the EL spectrum is shifted to match the dominant absorption peaks of H₂O, CH₄, and CO₂ (Fig. S5a). Since the emission spectrum of our bP-LED under compressive strain had a large overlap with the absorption spectrum of CO₂ (Fig. 4b), the EL intensity from a bP-LED measured by the detector at 4.3 μm was attenuated by the CO₂ absorption, enabling detection over a wide range of CO₂ concentrations varying from 0.005 to 100 % (Fig. 4d). On the other hand, under 0.3 % tensile strain, the CH₄ gas with a concentration range of 0.05 to 2.5 % (50 % of the lower explosive limit) was detected, resulting from the attenuation of measured EL intensity corresponding to CH₄ absorption at 3.3 μm (Fig. 4c,e). Selectivity of gas sensing between CO₂ and CH₄ and the long-term stability of the setup were also characterized (Fig. S5b-e). The EL intensity measured by the photodiode as a function of target gas concentrations was fit using the modified Beer-Lambert law model, given by:

$$ FA = \frac{I_N - I_x}{I_N} = 1 - \exp(-kLx) $$

where FA is fractional absorbance of the target gas, $I_N$ and $I_x$ are the EL intensity measured by the photodiode under a nitrogen purge and at a target gas concentration of x, respectively, $k$ is a fitting constant, and L is the chamber length (2”) (Fig. 4d,e, inset). By leveraging the repeatable and continuous tuning capability of our strain-tunable bP-LED, we demonstrated multiplexed gas sensing (Fig. 4f). Responses from the individual gases (CH₄ only, CO₂ only, and water only) are measured to characterize the selectivity of our multiplexed gas sensing system. A sequence of responses from a mixture gas pulse consisting of 0.2 % CO₂, 2 % CH₄, and H₂O at 20 % relative humidity (R.H.) indicates that H₂O (1.0 % tensile strain), CH₄ (0.3 % tensile strain), and CO₂ (compressive strain) are detected with a single light source, upon the application
of different strains to tune the peak emission wavelength of the bP-LED.

**Fig. 4.** a, Schematic diagram of the NDIR gas sensing system using a strain-tunable bP-LED. b,c,
Chapter 4. Actively Variable Spectrum Infrared Optoelectronics

Normalized EL spectra of a bP-LED (0.2 %, compressive) in the presence of CO₂ gas (b) and bP-LED (0.3 %, tensile) in the presence of CH₄ gas (e) at different concentrations. d, e, Sensor response characteristics using bP-LED (0.2 %, compressive) for varying concentrations of CO₂ pulses (d) and bP-LED (0.3 %, tensile) for varying concentrations of CH₄ pulses (e). Inset: the data fit using Beer-Lambert law model. f, Real-time multiplexed sensing of the individual target gas, from a gas mixture consisting of H₂O (20 % R.H.), CH₄ (2 %), and CO₂ (0.2 %), using bP-LED under 1.0 % tensile, 0.3 % tensile, and 0.2 % compressive strain, respectively. Responses from individual gases (CH₄, CO₂, and H₂O) are measured under different strains to characterize the selectivity of multiplexed gas sensing system. Note that the EL intensity (d-e) is the value recorded by the InSb photodiode on the opposite end of the gas cell.
4.3 Actively variable spectrum infrared photodetectors

Photodetectors based on bP have been extensively studied\textsuperscript{41-48}. In this work, the same concept was applied to realize actively tunable photodetection with bP. Spectrally tunable bP-based photoconductors are fabricated on a PETG substrate to apply strain (Fig. S6a,b). As the tensile strain was applied in the ZZ ($y$) orientation of bP (Fig. S6c), the cutoff wavelength (the wavelength at which the responsivity is 50\% of the peak value) of the bP photoconductor was continuously tuned from 4.32 $\mu$m (0.4 \%, compressive) to 2.44 $\mu$m (1.0 \%, tensile) (Fig. S6d). Our strain-tunable bP photoconductor shows a peak $D^*$ of $5.97 \times 10^9$ cm Hz$^{1/2}$ W$^{-1}$ at $\lambda = 4.0$ $\mu$m (0.4 \%, compressive) and a peak $D^*$ of $8.45 \times 10^9$ cm Hz$^{1/2}$ W$^{-1}$ at $\lambda = 2.0$ $\mu$m (1.0 \%, tensile) (Fig. S7c), which are promising among the commercially available photodetectors, especially for room temperature operations. This suggests that our strategy can bridge the photodetection gap in the wavelength range between SWIR and MWIR. The strain-tunable bP photoconductor thus combines both benefits, i.e. high detectivity at room temperature and broadband tuning capability, arising from the highly strain-sensitive bP bandgap\textsuperscript{19-22}. Detailed characterization and analysis for photodetection are provided in Methods and Fig. S6 and S7.

In summary, we utilized the strain-tunable bandgap of bP to develop actively tunable IR optoelectronic devices including LEDs and photodetectors at room temperature. The AVSO devices developed here have unprecedented versatility and thus important implications in fields such as optical communications, chemical sensing, and spectroscopy, where a tunable spectrum is required. To this end, we demonstrated one such application of this tunable optoelectronic platform by performing multiplexed gas sensing with a single device. By expanding upon this approach, one could potentially explore integration of devices on piezoelectric substrates or utilizing MEMS structure although there are a number of processing challenges that need to be overcome. Furthermore, it may be possible to extend to long-wave infrared (LWIR) wavelengths by further increasing the amount of compressive strain applied to bP through substrate engineering. This active strain tuning scheme may be applicable to other 2D materials as well, providing a path towards spectrally tunable optoelectronics across the electromagnetic spectrum.
**Fig. S1.** a, Photographic image of two-point bending apparatus setup used in this work. An electrical linear actuator that can push/pull the one point of the two-point bending apparatus applies the continuous and precise amount of uniaxial tensile strain in bP. b, Schematic of the two-point bending apparatus. The strain is calculated as $\varepsilon = \frac{tsin\theta}{a}$ where $\varepsilon$ is the amount of strain, $t$ is the thickness of the substrate, $a$ is the length of the substrate, and $\theta$ is the angle representing the bending, which is equal to $a/(2R)$ where $R$ is the radius of the curvature. Note that the circular arc approximation is not satisfied when $\theta$ is large at the strain > ~20%.$^{61}$ c, Raman spectra of the bP measured in Fig. 1 and Fig. 2. d, Schematic of the atomic vibrations corresponding to Raman modes of $A_g^1$ (out-of-plane), $B_{2g}$ (in-plane, zigzag), and $A_g^2$ (in-plane, armchair). e, Optical image of the strained bP flake on the PETG substrate.
Fig. S2. a, PL peak wavelength as a function of transfer temperature. The PL peak wavelength as a function of biaxial compressive strain before and after application of tensile strain (1.21%, ZZ) was characterized. Each measurement was performed for five samples of bP with thickness 20-22 nm. Samples were compressively strained by different amounts via different transfer temperature ($T_{tr} = 20^\circC$, 50°C, 70°C, 90°C, and 95°C). It was observed that the PL peak shift resulting from tensile strain increased with increasing biaxial compressive strain (as determined by transfer temperature). This is understood to be the result of the following. At high biaxial strain, the larger friction-induced resistance prevents the sliding of the 2D materials. At lower transfer temperatures, i.e. with reduced biaxial compressive strain, the bP is thus more likely to slip during bending of the substrate, making the intended uniaxial tensile strain not be efficiently delivered to the bP. This could be due to the fact that at lower values of biaxial strain (i.e. lower transfer temperatures), the friction-induced resistance that would prevent the sliding of the bP is reduced. b, Laser power dependence of strain effect. We characterized the laser-induced heating effect on the bandgap shift by measuring PL peak wavelengths as a function of laser power. Since the excitation spot size was about similar or slightly smaller than the size of the bP, it helped preventing the thermal expansion of the surrounding PETG by laser excitation, which could have acted as unexpected strain/slippage of bP from the PETG. Regardless of the strain in bP, the excitation power higher than 1500 W/cm² always resulted in the blueshift of the PL, which is attributed to the thermal heating by laser. Although the PL peak position was recovered after cooling down to room temperature without the excitation, when the laser intensity was even higher (> ~20 kW/cm²), there was a visible damage in bP, which did not return to its original PL peak position. Therefore, our laser incident power for the PL measurement in this work was maintained below 600 W/cm², at which power the PL peak of the exfoliated sample also remained constant without any shift. Also, this is the power range much lower than the lowest laser pump (~20 kW/cm²) which is known to have a laser thermal effect in bP and MoS₂ transferred on polyimide or PDMS. c, Bandgap shift under different strain directions with respect to the crystal orientation of bP. With changing direction of tensile strain with respect to the crystal orientation of bP, there was no apparent difference in the amount of strain-induced bandgap shift. This observation is consistent with previous results from a similar bending experiment performed on 6L bP atop a polyethylene terephthalate (PET) substrate. d, Absorption at excitation wavelength for bP without strain and bP with compressive strain and with 1.21% of uniaxial tensile strain. It was observed that the strain did not have significant effects on the light absorption of bP at the PL excitation wavelength. Even though the bP bandgap was being modulated by strain, because our excitation wavelength was far from the absorption edge the PL enhancement cannot be attributed to increased absorption. e, The reversibility and repeatability of the bandgap tuning in bP using compressive strain (0.6%) and tensile strain (1.2%) are demonstrated. The PL peak from 20 nm bP is shifted and recovered throughout the 10 cycles of bending and relaxation. At much higher strain, the PETG turns into plastic deformation, exhibiting no return to its original state.
Fig. S3. **a**, Current density dependence of EL peak wavelength showing the reliability of strain-tunable emission in different injection levels. To prevent the degradation at elevated temperature and minimize the effect of the localized hot spots on the device performance, a polyimide film with high thermal conductivity was used in this study, coupled with Peltier module, to facilitate heat dissipation and keep the constant temperature during operation. Moreover, the forward current density was maintained below 20% of the lowest injection level where thermal failure started to take place. When the current density was high, the devices failed earlier and the visible degradation was observed in the channel region. Therefore, the current levels were maintained within the range shown in the figure (4 A/cm² ~ 90 A/cm²) and the device showed stable operations over ~8 hours, which will be discussed later (Fig. S5d,e). **b**, Angular intensity distribution of the strain-engineered bP-LED calculated with FDTD simulations (FDTD Solutions, Lumerical). **c**, Table showing the complex refractive indices of the polyimide substrate, bP, and MoS₂ from the literature²⁸,⁴⁷,⁶⁴-⁶⁶, which was used for the simulation. While the precise computation awaits further study on the refractive index changes of bP with strains (compressive strain and tensile strain), we simply calculated the angular distribution of bP-LED at two different peak wavelengths, using the refractive indices of bP without strain from the literature. It was shown that the angular distributions at two different wavelengths were close enough to assume that there was no discrepancy between the power collections at these two emission wavelengths using the objective lens with a fixed collection angle. **d**, I-V curves of strain-tunable bP/MoS₂ LED measured at compressive strain and 1.06% of tensile strain.
Fig. S4. a, EL spectra for bP-LED operating at constant current density of 20 A/cm² at different temperatures under compressive strain (0.2 %) and tensile strain (1.0 %). b,c, Peak wavelength (b) and peak intensity (c) of the EL from bP-LED under different strains at different temperature. Note that, for heat dissipation and uniform temperature control during the device operation, dry nitrogen gas was consistently purged, and a mechanically flexible heat sink was installed, which was connected to the cold finger of the cryostat.
Fig. S5. a, Normalized EL spectra of bP-LED with compressive strain, 0.3 % tensile strain, and 1.0 % tensile strain for detecting CO₂, CH₄, and H₂O, respectively. b,c, The sensor response from the device under compressive strain in presence of CH₄ gas (b) and 0.3 % of tensile strain in presence of CO₂ gas (c). Our approach showed minimal detection at a concentration of 2.5 % under compressive strain, while at 0.3 % of tensile strain, it no longer showed the ability to detect CO₂ gas. d,e, The stability of the gas-sensing setup for the bP-LED measured under compressive strain (d) and 0.3 % of tensile strain (e). Both measurements were performed at the current density of 20 A/cm² with \( f_{mod} = 1 \text{ kHz} \). Over 8 hours of measurement, the device exhibited a maximum drift of 0.90 % and 1.22% for compressive strain and 0.3 % tensile strain, respectively.
Fig. S6. **a**, Schematic of a strain-tunable bP photoconductor. **b**, Schematic of device architecture, showing the photocurrent generation at a bias voltage. **c**, Optical micrograph of the device. **d**, Strain-dependent spectral photoresponse. **e**, Polarization-dependent responsivity at 4.0 μm and 2.0 μm for the device under compressive and 1.0 % of tensile strain, respectively. **f**, $I-V$ curves of...
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strain-tunable bP photoconductor measured in the dark and under illumination by a 1000 K black body. \( g \), Rise and fall times (10-90 \%) under 0.4 \% compressive and 1.0 \% tensile strain, using 1650 nm laser at \( \sim 10 \) mW/cm\(^2\). All measurements were conducted at a bias voltage of 100 mV from a device with 22 nm bP thickness.

**Fig. S7.** \( a \), Spectral noise density under 0.4 \% compressive and 1.0 \% tensile strain. Dashed line indicates the 1/f curve at low frequency. \( b \), Normalized photoresponse of strain-tunable bP photoconductor measured as a function of modulation frequency. The device is measured at \( V_d = 100 \) mV and excited by a 1650 nm laser, showing a 3-dB frequency of 10 kHz. \( c \), Specific detectivity (\( D^* \)) as a function of wavelength at room temperature, for the device with 0.4 \% compressive and 1.0 \% tensile strain as well as various commercially available photodetectors.
Fig. S8. **a**, Schematic diagram of the IRPL measurement setup and **b**, Schematic diagram of the IREL measurement setup used in this work. For both measurements, the emission from bP was collected by a reflective objective and sent to the external port of the FTIR, with $f_{\text{mod}} = 5$ kHz,
$\tau_{\text{Lock-in}} = 300 \, \mu\text{s}$, and $O.V. = 0.0633 \, \text{cm/s}$. Both the total interferogram from the HgCdTe (MCT) detector and the modulated interferogram from the current amplifier were utilized to separate the PL/EL signal from the thermal background.

### Table S1. Strain-induced bandgap shift of semiconductors in the SWIR/ MWIR range.

<table>
<thead>
<tr>
<th>Material</th>
<th>Bandgap shift rate (meV/%)</th>
<th>Bandgap ($\epsilon = 0 %$) (eV)</th>
<th>Applied strain</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>bP</td>
<td>162</td>
<td>0.35</td>
<td>Uniaxial (ZZ)</td>
<td>$-0.66 \sim 1.21$</td>
</tr>
<tr>
<td>InAs</td>
<td>36</td>
<td>0.35</td>
<td>Biaxial</td>
<td>-3.2</td>
</tr>
<tr>
<td>InN</td>
<td>10</td>
<td>0.7</td>
<td>Biaxial</td>
<td>-9.9</td>
</tr>
<tr>
<td>Ge</td>
<td>62</td>
<td>0.67</td>
<td>Biaxial</td>
<td>$-0.13 \sim 1.78$</td>
</tr>
</tbody>
</table>

### Table S2. Parameters used to calculate theoretical QY from ABC model.

<table>
<thead>
<tr>
<th>Material</th>
<th>$n_i$ (cm$^{-3}$)</th>
<th>$B$ (cm$^3$/s)</th>
<th>$C$ (cm$^6$/s)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>InAs</td>
<td>$1.0 \times 10^{16}$</td>
<td>$1.1 \times 10^{-10}$</td>
<td>$1.1 \times 10^{-26}$</td>
<td>[71],[72]</td>
</tr>
<tr>
<td>PbSe</td>
<td>$3.0 \times 10^{16}$</td>
<td>$8.0 \times 10^{-11}$</td>
<td>$1.1 \times 10^{-28}$</td>
<td>[73],[74]</td>
</tr>
<tr>
<td>GaSb</td>
<td>$9.6 \times 10^{11}$</td>
<td>$3.8 \times 10^{-10}$</td>
<td>$9.3 \times 10^{-28}$</td>
<td>[71],[75]</td>
</tr>
<tr>
<td>bP (25 nm)</td>
<td>$2.5 \times 10^{15}$</td>
<td>$2.7 \times 10^{-21}$</td>
<td>$4.1 \times 10^{43}$</td>
<td>[76]</td>
</tr>
</tbody>
</table>

### Experimental and theoretical details

#### Sample preparation

BP crystals (Smart Elements) were mechanically exfoliated onto a polydimethylsiloxane (PDMS) substrate ($1 \times 1 \, \text{cm}^2$) with PVC tape (SPV224, Nitto). Prior to the transfer process, the crystal orientation of bP was identified by polarization-resolved Raman spectroscopy, following the
method described in previous work. The transfer process used here is similar to the dry-transfer process described previously. It was performed in a modified optical microscope setup (Labophot, Nikon) with the sample stage replaced by a hotplate. A PETG substrate (2.54 mm thick, 3x3 cm²) was placed on a hotplate at 95 °C. The exfoliated bP on PDMS stamp was positioned upside down and aligned with the center of the PETG substrate. The stamp was slowly brought into contact with the thermally expanded PETG and bP was transferred at 95 °C. The bP-transferred PETG substrate was immediately subjected to rapid thermal quenching, bringing it down to room temperature. Due to the CTE mismatch and the rapid thermal quenching process, bP is subjected to biaxial compressive strain. After the transfer, the prepared bP sample with biaxial compressive strain was loaded into the two-point bending apparatus (Extended Data Fig. 1a) inside the optical cryostat (ST-100, Janis). All processes were performed inside a N₂-purged glovebox (830-ABC, Plas-Labs) or in environments with minimum moisture and light exposure, to avoid any ambient atmosphere-induced bP oxidation.

**Device fabrication**

For LED fabrication, electronic-grade polyimide (0.5 mm thick, 1x1 cm²) was used as a substrate instead of PETG due to its compatibility with electron-beam lithography processes. The exfoliation and transfer process of bP and MoS₂ followed the same procedure as mentioned in the sample preparation section. BP (thickness ~15-22 nm) was first transferred onto the polyimide substrate at 180 °C, followed by rapid quenching to room temperature. Subsequently, MoS₂ (thickness ~10-15 nm, SPI Supplies) exfoliated on a PDMS stamp, was transferred on top of the bP at room temperature to form an electron contact to the bP. Source and drain electrodes were patterned by conventional electron-beam lithography using poly(methyl methacrylate) (PMMA) C4 resist (baked at 130 °C) and thermal evaporation of 40 nm Ni.

For photoconductor fabrication, bright field-mode photolithography was used, followed by subtractive wet chemical etching, where the opaque portion of the photomask is the desired electrode patterns. First, 100 nm Au was evaporated on the bP-transferred PETG, which was prepared by the methods mentioned earlier. S1818 (Shipley Microposit) was coated on bP-transferred PETG and the sample was baked at 80 °C for 3 min, which is below the glass transition temperature of PETG (90-95 °C). After the g-line exposure using a bright field photomask, followed by the development process (MF-26A, Microchem), the exposed Au region was completely etched using a gold etchant (potassium iodide, Transene). Finally, the residual photoresist layer was removed by flood exposure followed by the development process.

**Optical characterization**

All optical measurements were performed in a customized cryostat (ST-100, Janis) with a CaF₂ window, which was evacuated to a base pressure <10⁻⁵ Torr. A two-point bending apparatus was installed with the electric actuator inside the cryostat, so that the amount of uniaxial tensile strain can be simultaneously controlled during the measurement. For PL and EL measurements, a 15x reflective objective was installed at the auxiliary entrance port of the FT-IR (iS50, Thermo Fisher), collecting the sample signal and sending it to the FT-IR spectrometer equipped with a CaF₂ beam splitter and a liquid N₂-cooled HgCdTe (MCT) detector. A laser diode (Thorlabs, λ=638 nm) and
a laser diode controller (LDC500, Thorlabs) were used as the excitation source for the PL measurements. A mirror was installed at the obscured center of the reflective objective to reflect the focused excitation beam onto the sample. The polarization of the excitation laser was aligned to be parallel to the AC orientation of bP by rotating the polarization plane using a linear polarizer followed by a half-wave plate. For EL measurement, a voltage controlled current source (CS580, Stanford Research Systems) was used to apply a forward current bias. The instrument response function of the setup accounted for different wavelengths and polarizations, following the same procedure as described in our previous work 47. For the spectrum calculation process, double modulation was used to separate the PL/EL signal from the thermal background in the modulated interferogram, which was obtained through a lock-in amplifier (SR865, Stanford Research Systems) and low-noise current preamplifier (SR560, Stanford Research Systems). Details of the PL and EL measurement setup are further described in Fig. S8.

Photodetector characterization was performed at the auxiliary exit port of the FT-IR, where the bP photoconductor was excited by modulated 1000 K blackbody illumination. The device was biased at 100 mV. The generated photocurrent was amplified by the low-noise current preamplifier (SR570, Stanford Research Systems) and sent to the external detector interface of the FT-IR system, in order to resolve the full spectral responsivity. A BaF₂ linear polarizer was placed at the unpolarized excitation path for the polarization resolved photoresponse measurements. For temporal photoresponse measurements, a laser diode (Thorlabs, λ=1650 nm) was modulated by a square wave generated using a function generator (81150A, Agilent). The FT-IR system was calibrated following the procedure described in our previous work 47. An internal deuterated-triglycine sulfate (DTGS) detector was used to measure the relative spectral intensity of the excitation. A NIST-calibrated Ge photodiode (Thorlabs) and InSb photodiode (Teledyne Judson Technologies) were used as reference to determine the absolute responsivity of our bP photoconductors, as a function of wavelength. Raman measurement was performed in a commercial setup (inVia, Renishaw) with a 532 nm laser excitation, which was linearly polarized along 45° with respect to the AC and ZZ orientation of bP, in order to optimize the signal intensity from all three characteristic Raman modes (A₁g, B₂g, and A₂g) at the same time. For both PL and Raman measurements, the lowest excitation power that gave a perceptible signal-to-noise ratio (SNR) was used, to prevent any localized heat-induced strain effects in bP. The effects of laser-induced heating on the strain conditions of bP is characterized in Fig. S2b.

**NDIR gas sensing characterization**

In the NDIR gas sensing setup, target gases and diluent gas (N₂) were injected into an enclosed gas cell, which was illuminated by the bP-LED at one end. At the opposite end, a commercial InSb photodiode was used to measure the light intensity passing through the gas cell (Fig. 4a). EL spectra (Fig. 4b,c) were measured by the internal MCT detector in the FT-IR system, under the constant flow of a target gas at various concentrations. NDIR gas sensor responses (Fig. 4d,e and Extended Data Fig. 5b,c) were characterized by a commercial liquid N₂-cooled InSb photodiode to a sequence of target gas pulses and purging cycles of N₂ gas. A pair of CaF₂ plano-convex lenses or 15x reflective objectives were used to improve the dynamic range of the measurements. A motorized filter wheel (FW102C, Thorlabs) was used with the bandpass filters for H₂O (Center
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wavelength (CWL) = 2700 nm, Iridian), CH₄ (CWL = 3330 nm, Thorlabs), and CO₂ (CWL = 4260 nm, Thorlabs) detection. The bP-LED was modulated at 1 kHz and the generated photocurrent for the InSb photodiode was amplified using a low-noise current preamplifier (Stanford Research Systems) and measured by the lock-in amplifier (Stanford Research Systems). CH₄ gas cylinder (2.5 %), CO₂ gas cylinder (> 99.9 %), and moisture-containing N₂ gas cylinder were connected to individual mass flow controllers (Alicat) to mix and deliver the gas pulse with precise concentrations. Humidity inside the gas cell was monitored by a commercial digital humidity sensor (SHT2x, Sensirion). At room temperature (292-295 K), the current density was kept at 20 A/cm² for all measurements using 20 nm bP-LED. It is noted that the baseline current (Iₑ₂) was different when the system was configured to sense the different gases. This is attributed to the changing emission intensity from the bP-LED subjected to applied strain conditions, different transmission values of the filters used for each gas detection, and the varying spectral response of the InSb photodiode.

BP for strain application

Exfoliated bP flakes with cracks or wrinkles did not show any strain-induced bandgap modification with our methods described in this work. Significant efforts were thus made during the sample preparation and fabrication to avoid cracks/wrinkles within bP flakes. We mainly focused on the demonstration of bandgap tuning and its device applications for bP with thicknesses of 15-22 nm. For this thickness range, carrier transport is less susceptible to environment than thinner bP, while strain-induced bandgap tuning has a higher yield than its thicker counterpart. We found that the strain-induced bandgap modification using our method started to become less effective for bP thicker than 22 nm, possibly due to slippage between the bP and the substrate. On the other hand, bP thinner than 15 nm had a lower yield of bandgap tuning by strain, which could be attributed to the difficulty in processing thinner bP without cracks, and accelerated oxidation in thinner bP from layer-by-layer thinning⁵¹. Since the thickness characterization of bP was challenging with direct atomic force microscopy (AFM) on a soft polymer substrate, we used the method described in the previous work²⁰ to identify the bP with a suitable thickness.

Compressive strain application

Negative bending (i.e. in opposite direction to that used for tensile strain) was first used with the goal of applying compressive strain. However, this induced decoupling of bP from the substrate and buckling of bP possibly due to the Poisson effect. Therefore, to apply compressive strain, thermal expansion mismatch between bP and substrate was used instead. PETG is the material that was selected as a substrate as it was found to have favorable properties compared to other polymers (e.g. Polypropylene (PP), Polyethylene (PE), Ethylene-vinyl acetate (EVA), Polycarbonate (PC), Polyvinylidene fluoride (PVDF), PDMS, Nylon, Polyvinyl chloride (PVC), Polystyrene (PS), and Teflon). A transfer temperature of 95 °C was used, which is slightly higher than the glass transition temperature of PETG. The CTE of PETG was experimentally measured to be 80.5 ± 2.5 ppm/°C and 520 ± 32 ppm/°C, over the temperature range of 20-90 °C and 90-95 °C, respectively, indicating that the thermal expansion rate rapidly increases at the glass transition temperature⁵². It was found that the higher transfer temperature (T = 100 °C) resulted in wrinkles and delamination of bP due to the low adhesion and excessive compressive strain from the substrate⁵³ and did not
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contribute to larger modulation range by strain. Therefore, we did not use transfer temperatures in excess of 95 °C. BP has anisotropic CTEs of 33 (AC) and 22 (ZZ) ppm/°C\(^5^4\). The compressive strain applied in bP due to the CTE mismatch can thus be calculated as follows:

\[
\varepsilon(T_{tr}) = \int_{20^\circ C}^{T_{tr}} \alpha_{sub}(T) dT - \int_{20^\circ C}^{T_{tr}} \alpha_{bP}(T) dT
\]

where \( T_{tr} \) is the transfer temperature of bP onto the substrate, \( \alpha_{sub} \) is the CTE of the substrate, and \( \alpha_{bP} \) is the CTE of bP. The compressive strain resulting from this quenching process was 0.58 % in the AC direction and 0.66 % in the ZZ direction. The strain in AC (x) direction can be obtained using the Poisson’s ratio of bP.

Substrate for device fabrication

The chemical instability of bP has been a main roadblock in demonstrating strain-tunable optoelectronic devices based on bP. Here, we developed a method and procedure that are compatible with conventional lithography, while maintaining the material composition and device performance of bP. Although the polyimide has a lower CTE (experimentally measured to be 34.8 ± 1.5 ppm/°C at 20-200 °C) and is softer than PETG, it was used for bP/MoS\(_2\) LEDs for following reasons. Polyimide is chemically stable, resistant to high temperature (>100 °C), and compatible with conventional lithography processes and organic solvent processing. These enable electrode patterning with a desired shape and higher spatial resolution, which reduces the series resistance of the LEDs. In addition, the electronic-grade polyimide we use has a higher thermal conductivity than PETG, which is advantageous for repeated operations over long periods of time without performance degradation due to thermal failure and charging issues.

Preserving strain and stability during fabrication

The built-in strain between a 2D transition metal dichalcogenide (TMDC) monolayer and the substrate can be released by solvent evaporation-mediated decoupling process\(^5^5\). However, we find that the bP-MoS\(_2\) LED in our work still preserved partial compressive strain after the fabrication. This can be attributed to the source/drain electrodes and MoS\(_2\) being on top of the bP, which serve as a clamp to prevent the complete release of the biaxial compressive strain between bP and the polyimide substrate. During the lift-off process, acetone evaporation was avoided and toluene was used instead of isopropyl alcohol (IPA), which prevents the release the built-in strain in 2D materials due to evaporation. For the fabrication of bP photoconductor, the photoresist developer (MF-26A) and the gold etchant (potassium iodide) did not affect the biaxial compressive strain in bP, which was mostly maintained after the fabrication was completed. Moreover, the gold film evaporated on bP could have functioned as a clamping agent, adding/holding the biaxial compressive strain in bP. It is reported in our earlier work that metal evaporation on 2D materials results in the biaxial compressive strain due to the thermal expansion mismatch between the metal and material\(^5^6,5^7\). During photoconductor fabrication, except the 5s of g-line exposure, visible light exposure of bP was minimized to prevent photooxidation. In agreement with the previous work\(^5^8\), we observed that the gold etchant (potassium iodide) and DI water alone did not induce bP oxidation and the device performance was not degraded during the fabrication. It is understood
that water, oxygen, and visible light are simultaneously required for oxidation of bP.

Measurement accuracy

Rather than using extinction spectra to estimate the bandgap, we instead used IRPL spectroscopy to characterize the bandgap modification in bP under strain. For EL and PL measurement, it is important to note that the measurement setup was calibrated for each value of strain, to capture the absolute intensity of light emission from the non-planar surface. This was required to exclude the possibility of focal plane drift upon bending of the substrate. For the PL measurements, the excitation laser spot size (~ 1600 μm²) was maintained to be slightly smaller than the size of the bP flake. At each measurement, the polarization of excitation with respect to the bP crystal orientation was verified by comparing the results between rotating the polarizer in the excitation path and rotating the sample with respect to a fixed laser polarization. BP absorption at the PL excitation wavelength (638 nm) was observed to be weakly dependent on the polarization angle, while it is expected to have the highest anisotropy near the absorption edge43. For photoconductor characterization, a fixed voltage bias of $V_{ds} = 100$ mV (smaller than the bP bandgap) was used for all measurements to maintain the responsivity of the photoconductor in a linear regime.

LED efficiency calibration

To quantify the light emission efficiency of our bP-LEDs, we used 4.05 μm quantum cascade laser (QF4050T1, Thorlabs) and an infrared reflectance standard (Labsphere). The laser output power was measured using a high sensitivity thermal power sensor (Ophir) at the focal plane of the objective. The laser signal intensity reflected by the Lambertian reflectance standard at the focal plane was measured by the FT-IR under the same measurement conditions. Using the ratio of the output power measured from the power sensor to the signal intensity measured by the MCT detector in the FT-IR, we can convert the emission intensity from bP-LED measured by the FT-IR into output power. The instrument response function (IRF) of the MCT detector is taken into consideration when accounting for the difference between the laser and bP-LED emission wavelengths. In addition, since the reflective objective has a fixed collection angle, the angular collection factor was calculated to account for the difference between the angular distribution of emission of the bP-LEDs and of the Lambertian emitter. The output power of our bP-LED is then calculated by:

$$\text{Power}_{\text{bPLED}} = \text{Intensity}_{\text{bPLED (FTIR)}} \times \frac{\text{Power}_{\text{laser (power meter)}}}{\text{Intensity}_{\text{laser (FTIR)}}} \times \frac{\text{IRF} (\lambda_{\text{bPLED}})}{\text{IRF} (\lambda=4.05 \, \mu m)} \times \frac{\text{Angular collection}_{\text{bPLED}}}{\text{Angular collection}_{\text{laser}}}$$

where IRF ($\lambda_{\text{bPLED}}$) and IRF ($\lambda=4.05 \, \mu m$) are the instrument response function of the MCT detector at the bP-LED emission wavelength and 4.05 μm, respectively, and Angular collection$_{\text{bPLED}}$ and Angular collection$_{\text{laser}}$ are the collected signal with the objective lens when the on-axis (0°) emission intensity is assumed to be 1. Note that to estimate the instantaneous carrier concentration in the bP-LED at different current densities in Fig. 3f, we assume that the carriers are uniformly distributed in the bP volume.

Strain-tunable photodetection
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As expected from the highly polarization-dependent absorption of bP\(^59\), we observed the highest photoresponse when light was polarized in the AC direction and the lowest photoresponse when it was polarized in the ZZ direction (Fig. S6e). The \(I-V\) characteristics of the photoconductors under compressive and tensile strain conditions displayed no obvious difference (Fig. S6f). Under compressive strain, the rise and fall times of the photoconductors were measured to be 18.6 \(\mu\)s and 16.3 \(\mu\)s, respectively (Fig. S6g). Under tensile strain, they showed similar values of 18.7 \(\mu\)s and 16.6 \(\mu\)s, respectively. The noise current density did not show any significant variation between compressive strain and tensile strain conditions, and the low frequency noise dominated by the contribution from 1/f noise (Fig. S7a).

To estimate the performance of our tunable photoconductor, the specific detectivity \((D^*)\) was calculated as

\[
D^* = \frac{\sqrt{A\Delta f}}{NEP}
\]  

(5)

where \(A\) is the device area, \(\Delta f\) is the bandwidth, and \(NEP\) is the noise equivalent power. The bandwidth of the photoconductor is measured to be 10 kHz under both compressive and tensile strain (Fig. S7b). A detailed discussion of the process we used to estimate \(NEP\) is provided in the latter part of Methods, where we utilized the experimentally extracted noise current to avoid an overestimation of \(D^*\). Given a constant device area and integration time, the optimum bP thickness that maximizes the \(D^*\) of a bP photoconductor is reported to be ~25-35 nm, which originates from the balance between increasing absorption from greater thickness and reducing noise in fewer layers\(^48\). By applying strain to a photoconductor based on bP with a thickness close to this range, we can extend its spectral photoresponse while preserving optimal device performance. The detectivity could be further improved by enhancing the light collection efficiency of the device and/or implementing a gate bias to compensate for background doping\(^47,48\).

**Noise equivalent power (NEP) calculation**

NEP is the optical power that gives a SNR of unity for a given measurement bandwidth of a photodetector. It is determined by calculating the photocurrent \((I_{ph} = \text{Responsivity} (R_\lambda) \times NEP)\) when \(\text{SNR} = 1 = \frac{I_{ph}^2}{<i_n^2>}.\) Since the total noise current is mainly determined by the sum of the contributions from shot noise and Johnson noise, we can formulate it as follows: 

\[
<i_n^2> = 2e(I_{ph} + I_{dark})\Delta f + \frac{4k_B T}{R}\Delta f,
\]

where \(e\) is the electron charge, \(\Delta f\) is the bandwidth, \(k_B\) is the Boltzmann constant, \(T\) is the temperature, and \(R\) is the dark resistance which is determined from the \(I-V\) characteristics of the photoconductor (Fig. S6f). Solving the equation \((I_{ph}^2 - 2e(I_{ph} + I_{dark})\Delta f - \frac{4k_B T}{R}\Delta f = 0)\) gives the value of \(I_{ph}\), where all the other parameters in the equation are obtained from the experimental data. Therefore, NEP is calculated as \(6.54476 \times 10^{-11}/R_\lambda^{\text{compressive}}\) for compressive strain and \(6.69445 \times 10^{-11}/R_\lambda^{\text{tensile}}\) for tensile strain.
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Chapter 5. Conclusion

Conclusion

2D semiconductors offer unprecedented tuning capability because their properties can be easily modulated using various knobs such as chemical/electrostatic doping and strain. In this dissertation, different strategies to overcome the inherent limitations of 2D semiconductors have been presented, which makes them advantageous over conventional bulk semiconductors for developing next-generation optoelectronic applications.

In Chapter 2, it is described that through proper material processing, 2D TMDC monolayers with high optoelectronic quality can be obtained in both mechanically exfoliated and synthesized samples. The encapsulation of monolayers with fluoropolymer followed by subsequent chemical counterdoping leads to highly stable and near-unity PL QY in MoS$_2$ and WS$_2$. A combination of optimized growth conditions and the simple substrate-decoupling method enables the high PL QY WSe$_2$ which can be synthesized in a centimeter scale.

In Chapter 3, entirely radiative TMDC monolayers at all exciton densities have been demonstrated. Because most optoelectronic devices operate at high photocarrier densities, degraded PL QY at high exciton densities in monolayer semiconductors, which is attributed to VHS has impeded their utility in practical applications. By applying small mechanical strain, we circumvent this VHS resonance and achieve near-unity PL QY in TMDC monolayers at all exciton densities, which paves the way for developing LEDs that will retain high efficiency at all brightness.

In Chapter 4, we utilize the strain-tunable bandgap of bP to demonstrate actively variable spectrum optoelectronic devices that are operating in infrared wavelengths at room temperature. Enabled by the extraordinary sensitivity of its bandgap to strain, bP-based LEDs and photodetectors show active spectrum tunability while retaining high performance. Our approach therefore presents a facile and general route to bypass the key challenges in conventional infrared optoelectronics,
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representing a new class of devices.