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Abstract 
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The successful outcome of cancer therapy and treatment depends on the ability to ensure 

no microscopic residual disease is left behind during the treatment. It is therefore critical to be able 
to visualize and identify any residual disease being left behind in the tumor bed during resection 
surgeries, preferably in real-time and in an intraoperative setting. For practical purposes, leaving 
behind any more than 200 cancerous cells in the tumor bed increases the chance of cancer 
recurrence -across all cancer types-, highlighting the importance of microscopic residual disease. 
Recent advancements in fluorescently-tagged targeted molecular probes and imaging agents have 
enabled a significantly enhanced selectivity in detecting cancer cells, allowing single cell detection 
using conventional fluorescent imaging techniques. However, these techniques have remained 
largely impractical in intraoperative settings due to the fact that they rely heavily on large and 
cumbersome instruments, including rigid optical filters (for color and wavelength selectivity) and 
focusing lenses to be able to resolve the image from their operating distance. The bulky and rigid 
optical lenses and filters, required to resolve the weak fluorescence signal from background, are 
challenging to miniaturize, and restrict the imager to a relatively far working distance from the 
tumor cells, reducing both the sensitivity and maneuverability within complex tumor cavities. 
These limitations also impose a minimum size and form factor restriction on these optical imagers, 
precluding a majority of them from being deemed practical in surgical settings, and particularly 
hard to maneuver in today’s minimally invasive procedures. 

Ideal intraoperative molecular imaging platforms will not only require an ultra-small form 
factor sensor with high sensitivity (<1000 cells), but also the ability to perform deep tissue imaging 
to enable extracting valuable information from not just the tumor bed, but also the lymph nodes 
that are often sitting a few millimeters below the resection sites. This imager should be able to 
resolve images without any optics (focusing lenses, wavelength filters) and be compatible with a 
molecular probe that has the ability to be excited with a deep-penetrating wavelength such as in 
the near infrared (NIR) range. 

In this thesis, we shift the cumbersome optical requirements of fluorescence imaging into 
the time domain, using an optics-free micro-fabricated, time-resolved contact imaging array. Made 
possible through the synergistic integration of a custom high-speed integrated circuit imaging array 
and ultra-efficient upconverting nanoparticles (UCNPs), which are 2-3 orders of magnitude 
brighter than conventional lanthanide-doped UCNPs and have long (>100!s) phosphorescence 
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lifetimes, this work provides an integrated and standalone imaging platform using a 200!m-thin 
imager, which functions as a scalable molecular imaging skin, able to be integrated on any surgical 
instrument, for real-time visualization of tumor cells in surgical settings. This sensor has been 
designed to be synergistically compatible with UCNPs, and their excitation wavelengths of either 
980 nm or 1550 nm, for a 2-photon or 3-photon absorption mechanism respectively. 

This image sensor, measuring 4.8 mm by 2.3 mm, consists of an 80-by-36 pixel-array and 
includes custom-fabricated integrated micro-collimators to enhance resolution and sharpness when 
performing direct contact imaging, and by proxy obviating focusing lenses. To eliminate 
wavelength filters, a time-domain image resolution technique is implemented in which pulses of 
excitation light (980 nm or 1550 nm) with acquisition windows, taking advantage of the UCNP’s 
long emission lifetime. To mitigate the challenge of the effect of the background generated by the 
pulsed excitation light, we have implemented a novel dual-photodiode pixel architecture where a 
secondary diode is used to measure the local background level and later used to remove it from 
the main signal. We have optimized area consumption by the two in-pixel photodiode and 
maintained a fill factor of 47% and implemented a pixel-level cancellation scheme using a one-
time and initial non-linear curve fitting to fine-tune the ratios of the two photodiodes.  

Using power levels compatible with in vivo use, we achieve cellular level detection and 
have validated the performance of this sensor using a 980 nm excitation with an intratumorally 
injected prostate tumor specimen in mouse and have been able to achieve a signal to background 
(SBR) level of 8 with an excitation power of 45 W/cm2 using pulsed 980 nm light. The imager is 
also able to reduce the background generated by the excitation light to single digit mV level, 
nearing its noise floor level of 2.2 mV rms. 
 The imager developed in this thesis demonstrates the capability of optics-free CMOS 
imagers in being integrated in surgical settings and becoming miniaturized alternatives for large 
and cumbersome conventional fluorescent imagers. 
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1 Introduction 
 
  
1.1 Motivation 
 

Treatment of cancer with surgery and radiation relies heavily on the ability to both visualize 
and quantify tumor cell distribution to direct where the treatment should be focused; however, this 
information is not presently available for microscopic tumor foci leaving physicians to empirically 
treat wide areas of tissue, causing significant toxicity, or risk leaving untreated tumor cells behind, 
worsening cancer outcomes. While gross (>1cm) tumor is detectable by eye and touch, 
microscopic residual disease (MRD) consisting of clusters 100s and 1000s of tumor cells 
morphologically similar to their normal tissue counterparts, cannot be readily visualized.  The 
ability to precisely identify, localize and quantify the spread of the tumor cells during surgery is 
paramount to the successful outcome of the operation and, if necessary, post-operative radiation.  
Failure to properly resect and remove residual tumor around the periphery of tumor cavities 
dramatically increases the risk of cancer recurrence, for example in breast cancer doubling the risk 
of recurrence from 15% to 30% over a span of 10 years [1]. Figure 1 demonstrates the stark 
increase in cancer recurrence rates for several types of cancers in cases where microscopic residual 
disease was left behind during surgery. A similar challenge occurs in prostate cancer where up to 
50% of high-risk prostate cancer patients are found to have MRD post-operatively and must 
undergo 8 weeks of radiation and hormone therapy. Cancer recurrence is a serious challenge across 

all cancer types[2]–[4], necessitating substantial additional treatment[5], [6]. In addition to cost, 

 
 

Figure 1.  Effects of MRD on cancer recurrence rates. 
 



  2 
this increases risk of toxicity which can substantially reduce the quality of life[7], [8]. New 
technologies, such as targeted molecular imaging agents [9]–[11], miniaturized imaging 
platforms[12]–[15], and enhanced optical equipment, have been significant contributors to 
reducing the incidence of MRD. Nonetheless, MRD still remains a common occurrence[16], [17]. 

Once MRD has been assessed to have been left behind, it either necessitates a re-excision 
of the MRD or an acceptance of a higher risk of recurrence and death from cancer. Alternative 
strategies center around empirically removing an excessive amount of healthy tissue.  
 Despite the lack of a practical intraoperative imager, surgeons have tried to find other ways 
to identify microscopic residual disease or assess whether or not disease is left behind during 
surgery, but nearly all of the current methods require a significant amount of post-surgery lab 
analysis and the results often are too late to be practical. Current strategies for MRD detection rely 
on examining excised tissue labeled with highly specific cancer markers under a microscope, post-
operatively. However, tissue processing, staining and microscopic evaluation of the excised tissue 
surface (which, by proxy, connotes the presence or absence of residual tumor on the corresponding 
area within the patient) restricts MRD evaluation to the post-operative pathology lab, taking days 
to weeks to return a result.  This latency hinders the treatment process and compromises the success 
of the initial resection surgery in more than 25% of the cases, requiring additional surgical 
operations along with other forms of treatments such as irradiation, or chemotherapy. An efficient 
and practical intraoperative imaging platform is therefore an evident need for the successfulness 
of cancer treatment surgeries. 

Recent medical advances in cancer therapy have also highlighted the importance of the 
ability to visualize MRD in lymph nodes that are often sitting several millimeters below the surface 
of the tumor bed. Being farther deep in, these lymph nodes are not able to be reached with current 
and commonly used excitation wavelengths for fluorescence imaging, which are mostly ultraviolet 
(UV) or visible, and as a result, being able to reach that deep into the tissue would require using 
molecular probes that can be excited with a longer wavelength of excitation light -which 
conventionally used fluorophores are unable to do. An ideal imager should therefore have the 
ability to perform deep tissue imaging using an excitation wavelength that can penetrate deep 
enough into the tissue to allow deep tissue and lymph node imaging as well. 
 
1.2 Challenges 
 

The miniaturization of large microscopes and fluorescent imagers require eliminating the 
necessary optics they rely on to resolve the image, i.e., color and wavelength filters and focusing 
lenses. Current intraoperative imaging apparatuses are too rigid, bulky and impractical due to their 
requirement for complex optics and filters. An ideal and practical intraoperative imager needs to 
be sensitive enough to be able to detect microscopic disease in real-time during resection surgery 
and provide a visualization of tumor foci in the tumor cavity for the clinicians, and additionally, 
have a small form factor and be compatible with clinical and surgical instruments often used during 
operations. In addition to that, it should have the ability to excite sites deep in the tissue to enable 
deep tissue and lymph node imaging for a more comprehensive therapy, which is possible using 
longer wavelengths such as NIR -while still maintaining an emission in the visible range  to remain 
compatible with CMOS photodiodes. 

Attempts at intraoperative image guidance continue to fail for MRD detection due to the 
bulk and rigidity of the required optics and filters. To help with identifying the extent and 
boundaries of the tumor and determining whether or not further resection of the tumor cavity and 
draining lymph nodes is necessary, current technologies leverage fluorescently tagged biomarkers 
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engineered to specifically attach to cancer cells, coupled with intraoperative imagers to visualize 
where the disease is present. Such an image resolution method requires optical filters which adds 
to the bulkiness of the overall imager and probe. Optical filters are required to reject excitation 
light which is often 4-6 orders of magnitude stronger than the weak fluorescent emission light, 
only shifted by 50 nm. Additionally, the issue of tissue and background autofluorescence remains 
a persistent problem and cannot be eliminated with optical filters. In addition to that, focusing 
optics are required to maintain spatial resolution and precisely guide the excitation and emission 
light through the optical system. These filters and lenses confer a size and rigidity impractical for 
a complete examination of the tight confines of modern minimally invasive tumor cavities or 
lymph node basins[18]. Furthermore, size-constrained to operate outside the tumor bed, far from 
the tissue, optical sensitivity is dramatically reduced. 
 Eliminating filters can be achieved by switching to a time-domain image acquisition where 
alternating pulses of excitation and acquisition windows are carried out while ensuring that the 
excitation light is no longer present during signal acquisition, therefore obviating the need for 
wavelength filters. However, conventional fluorophores have a very short phosphorescence 
lifetime (<10 ns) and are therefore not compatible with speeds CMOS imaging arrays operate at. 
Additionally, of the limited number of available fluorophores that can be excited in the NIR range 
and perform upconversion to emit in the visible range, none are efficient enough to be able to 
provide a strong enough signal to be detectable by CMOS sensors while complying with maximum 
permitted exposures and safety laser power limits. 
 
1.3 Methods and Results Overview 
 
 This work presents a new strategy to move the cumbersome imaging requirements imposed 
by wavelength selective imaging to a time domain regime, inherently compatible with CMOS 
technology and large-scale pixel arrays.  Enabled by uniquely efficient upconverting nanoparticles 
(UCNPs) [19]–[21] that have the ability to be excited in the NIR range, 980 nm and 1550nm, and 
emit in the visible range (with a mix of 550 nm and 660 nm light) by upconverting the input light 
using a 2-photon and 3-photon process respectively.  In addition to being able to upconvert the 
excitation light, these nanoparticles have a very long emission lifetime (of several 100s of 
microseconds) and have been custom-engineered to be brighter than their conventional 
counterparts at lower powers -powers that meet the safety and maximum exposure limits of in vivo 
and clinical settings. A complete diagram of the upconversion process of the UCNPs is shown in 
Figure 2(a). 

This thesis has culminated in the development of a standalone and fully-integrated sensor 
that has mitigated the limitations of large fluorescence microscopes and could be considered a 
reliable alternative for its cumbersome counterparts -a concept illustration of which is shown in 
Figure 2(b). We have eliminated wavelengths filters by using a time-domain image acquisition 
scheme and turning the excitation off during the window where emission is captured -a process 
illustrated in Figure 2(c). We have also integrated focusing optics directly on the chip by 
patterning micro-collimators fabricated using integrated metal layers and enhancing the angle 
selectivity of the sensor at no additional increase in form-factor.  

The fully-integrated and optics-free presented here is an imaging platform freed from the 
need for optical filters and lenses, capable of being placed directly on the tissue surface. Spatial 
resolution has been enhanced using a combination of proximity and angle-selective gratings[22]–
[24], integrated directly on chip.  The resultant IC-only imager can be thinned to a negligible 
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thickness nearing only 250,, enabling a flexible scalable, molecular imaging skin, capable of 
being integrated on any surgical surface, such as medical or tissue biopsy probes. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
Figure 2.  Concept overview of the proposed imaging platform: (a) illumination scheme of 
lanthanide-based upconverting nanoparticles.  (b) proposed time-resolved optics-free 
intraoperative imaging platform for optically guided surgeries.  (c) diagram of time-resolved 
image acquisition sequence. 
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2 Fluorescence Imaging 
 

In this section, the theory and practical considerations of fluorescence imaging will be 
presented, and the two main methods of acquisition will be discussed.  

While there are many flavors of fluorescence imaging currently being carried out, they are 
all based on the fact that biomarkers and fluorescent molecular tags, along with proper antibodies, 
can provide highly selective, very accurate and reliable binding to cancer cells and provide a 
distinct enough contrast between healthy and cancerous regions. Once attached to cancer cells, 
these molecular markers can be excited with a suitable excitation light source and the emission, 
once collected, captured and resolved, can provide us with the visualization of any microscopic 
cancer cell residuals. 
 When it comes to fluorescence imaging, there are two main approaches: frequency domain, 
and time domain image resolution. Each one differs in the way the excitation and emission light 
are respectively applied and extracted from the sea of signals generated around the sample.  
 
2.1 Frequency domain resolution 
 
2.1.1 Concept 
 
 Frequency domain resolution takes advantage of the fact that the emission coming from 
any fluorescent marker has in fact a different wavelength than the excitation light the particle reacts 
to and absorbs. Upon excitation with a fixed wavelength, a slightly longer Stokes-shifted 
wavelength (often only 30 to 50 nm longer) emission light is emitted by the targeted cells and 
captured by the imaging sensor, revealing any existing cancer cell. 

 
This shift in wavelength, while subtle and often only due to intrinsic losses in atomic 

transitions and photon generation, allows optical filters to separate and extract the emission signal 
from the excitation light. The excitation light is often many orders of magnitude (4 to 6 orders) 

 
Figure 3.  Excitation (absorption) and emission (fluorescence) spectra of FITC (courtesy of 
StressMarq Biosciences Inc.)  
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stronger than the emission, and this high selectivity requirement on optical filters is one of the 
greatest challenges of frequency domain fluorescence imaging.  

Figure 3 shows an example of an organic fluorophore (Fluorescein or FITC) excitation 
and emission spectrum, illustrating how closely spaced the two spectra are, highlighting the 
extreme selectivity requirements imposed on optical filters. 
 
2.1.2 Challenges 
 

 
Frequency domain image resolution is heavily dependent on the accuracy and efficiency 

of the optical filter being used. The higher the rejection of the excitation light is, the better the 
signal-to-background ratio of the resulting image will be. Moreover, these optical filters will need 
to have an extremely narrow and sharp transition band to be able to separate two very closely 
spaced wavelengths, and will also have to be angle-insensitive to be able to let through the entire 
emission light emanating from the molecular markers, regardless of their angle of incidence -a 
feature that often cannot be guaranteed in commonly used filters. In addition to that, these filters 
will need to achieve at least 4 to 6 orders of magnitude of rejection to be able to extract the very 

 
Figure 4. Diagram of a conventional frequency-domain fluorescence microscope imager 
(courtesy of Alluxa Inc.).  
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weak emission signal from the much stronger excitation light. The combination of all these 
stringent requirements and specifications for the optical filters makes frequency domain imagers 
bulky, cumbersome and unable to be miniaturized into smaller platforms with millimeter-scale 
form-factors, and thus, are not practical solutions for intraoperative imagers that are needed for 
use in today’s minimally invasive surgical procedures and complex tumor cavities. 
 Figure 4 illustrates the optical elements and equipment needed to resolve the image using 
this imaging method and it can be seen that without any of these optics, resolving the image would 
not be feasible and these cumbersome elements precludes miniaturization beyond a centimeter 
scale range. 
 
2.2 Time-domain resolution 
 
 Every phenomenon at the atomic level requires some finite amount of time to be fully 
carried out. Atomic transitions and photon generation and release are no exception. Such 
transitions require a given amount of time in which the electrons absorb the incoming excitation 
photon and release it back, generating the emission light in the process. As a consequence, if the 
excitation light is suddenly turned off, the emission light will still persist for a short amount of 
time afterwards, which enables time-domain image resolution to become possible. 
 
2.2.1  Concept 
 
 Unlike frequency domain resolution, time domain image resolution does not rely on 
wavelength or frequency features of the excitation and the emission light. Instead, it is based on a 
time domain separation of the two lights, completely insensitive to frequency contents and 
therefore alleviating the need for any frequency-selective optical filter. In simpler terms, in order 
for the excitation light not to interfere with the capturing of the emission signal, the excitation light 
is turned off during the image resolution process, no longer necessitating an optical filter to reject 
and block the interfering excitation light. Once the excitation light is turned off and the emission 
light starts to decay, the remaining emission signal is then collected and captured by the sensor.  
 
2.2.2 Challenges 
 
 The main challenge with a time-domain image resolution technique is the fact that most of 
the conventional fluorophores and molecular markers available have a very short emission lifetime 
(only a few nanoseconds), which imposes an extremely heavy limit on the speed of the image 
sensors being used in conjunction with those particles[25]. With a lifetime of only a few 
nanoseconds, the sensor and required circuitry would need to operate at a significantly higher 
speed than conventional silicon sensors are capable of. In addition, care should be taken that the 
excitation light does not interfere with the normal course of operation of the silicon imager and 
compromise the signal-to-background ratio. Since CMOS sensors are virtually only comprised of 
silicon structures, they will be affected by any excitation light that has high enough energy to create 
carriers (electron/hole pairs) in the active region or substrate and introduce unwanted interference 
on the pixels. These carriers will have a recombination lifetime of their own when created, and 
one of the main challenges of time-domain acquisition is to mitigate the effect of this background 
generated by the excitation light. 
 In addition, the lifetime of tissue autofluorescence is often virtually indistinguishable from 
the desired emission[26], significantly limiting the achievable signal-to-background ratio (SBR) 
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for lifetime imaging. Unlike excitation interference, tissue and cellular autofluorescence –which 
is more pronounced with shorter wavelengths such as UV– cannot be completely blocked or 
removed by filtering. Longer emitting biomarkers with lifetimes longer than a few microseconds 
and that are excited at longer wavelengths, in the NIR-I (700 -1000 nm) or NIR-II (1000 - 2000 
nm) range, have the ability to address both of these issues[27]. 
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3 Upconverting Nanoparticles 
 

Upconverting nanoparticles, unlike conventional fluorescent markers, are capable of 
sustaining an emission in the visible range, while being excited in the near-infrared (NIR) 
range[19]–[21], [28]. We have investigated three particles in this work, each with a different 
composition, in order to characterize their relative intensity and emission lifetime. These three 
nanoparticles have NaYbErF4 as their core, but each has a different composition ratio of Yb/Er; 
20/80, 60/40 and 80/20. Yb is the main photon- absorbent at 980 nm, while Er is more efficient at 
absorbing 1550 nm light, where 980 nm and 1550 nm are the two excitation wavelengths for a 2- 
and 3-photon process respectively. All three UCNPs have 8 nm sized core, with 4 nm sized shells 
of NaYF4 with 20% Gd, diluted to a concentration of 0.68 µM in Hexane. A negative control and 
reference is also measured for each experiment using a Hexane-only solution.  
 Specifically engineered and with the correct linker molecule and antibody, they can bind 
to tumor cells allowing greatly enhanced selectivity compared to non-specific biomarkers. 
Furthermore, these UCNPs do not suffer from photobleaching – major drawback of conventional 
fluorophores. As a result, these nanoparticles retain their optical characteristics over time and do 
not degrade with repeated or long imaging periods. In addition to being immune from 
photobleaching, thanks to their long and low energy excitation wavelengths (980 nm and 1550 
nm), these particles can create a regime where no autofluorescence or tissue background is present, 
and a higher signal-to-background ratio (SBR) can be achieved. 

To quantify and compare the three different compositions of UCNPs, we have measured 
their power efficiency, emission lifetime and intensity using our custom-made CMOS imager, at 
both absorption wavelengths (980 and 1550 nm). A vial containing 400 µL of the 0.68 µM UCNP 
solution is placed directly above the imager array, and the solution is then illuminated (excited) 
with the corresponding time-gated collimated laser beam. Figure 5 depicts the experiment setup 
for these measurements. 

 
 

Figure 5.  Experiment setup for UCNP characterization. 
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 The three main factors contributing to the compound efficiency of the UCNPs for clinical 
application are power conversion efficiency, emission lifetime and the duration of excitation 
required[29].  
 
 
3.1 Emission decay 
 

 

 
(a) 

 
(b) 

 
Figure 6.  Measured emission intensity decay of UCNPs (dark current subtracted and !!"# = 5 
ms):  
(a) at 8 W/cm2 of 980 nm excitation.  (b) at 60 W/cm2 of 1550 nm excitation. 
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To obtain the emission decay lifetime, we can reproduce a representation of the decay 

profile using a moving integrating window, easily realizable with the custom-made imager. As 
derived in [29], the measured photocurrent will be as follows: 

1$(() = 1$!"
(&"#) + 1(              (1) 

where 4 and 1( are respectively the emission decay lifetime and dark current level in the pixels. 
Figure 6(a) and Figure 6(b) show the measured emission decays for the three UCNPs and the 
negative control, at 980 nm and 1550 nm excitation respectively. The dark current level is 
subtracted from the waveform for visual purposes. The data points have been obtained using a 

 
(a) 

 
(b) 

 
Figure 7.  Measured integrated emission intensity of UCNPs (!!"# = 5 ms): (a) at 8 W/cm2 
of 980 nm excitation.  (b) at 60 W/cm2 of 1550 nm excitation. 
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moving but fixed-length integration window of 1 ms. The emission profiles have been measured 
under a time-gated excitation light generated by a fiber-coupled laser, with the corresponding 
wavelength. The instantaneous power for the 980 nm and 1550 nm laser used was 8 W/cm2 and 
60 W/cm2 respectively. 
 The emission decay profiles obtained at 1550nm excitation visibly show that compared to 
the 980nm-excited 2-photon process, the 3-photon process results in an approximately 22 times 
less brighter emission signal. Keeping in mind that silicon’s bandgap energy corresponds to a 
wavelength of 1103 nm[30], despite the apparently poorer upconversion of a 3-photon process, the 
overall efficiency of the imaging system can be higher, owing to the fact that a 1550 nm excitation 
source will introduce negligible interference on the Si-based CMOS circuit compared to its 980 
nm counterpart. Using higher excitation powers at 1550 nm can help compensate for the smaller 
upconversion rate, while making sure that the system is still fully compliant with maximum 
exposure limits and safety standards. 

Another quite useful way of comparing the intensity of the three UCNPs is to look at the 
integrated emission intensity, that is the total measured signal level at different integration window 
lengths. Figure 7(a) and Figure 7(b) illustrate these results. Derived in [29], the obtained results 
can be expressed as 

1)(() = 1)! 51 − "
(&"#)7 + &*(     (2) 

where 1)!, 4 and &* are respectively a constant, the emission decay lifetime and the dark current 
intensity. The second term of this equation (&*() represents the dark current which can also be 
observed in all the plots in Figure 7. As shown in Figure 7, the Hexane negative control has the 
lowest pixel values, and given the absence of any UCNPs, their measured integrated signal is a 
sloped line with no exponentially decaying component. 

 
3.2 Upconversion efficiency 

 
 To characterize the upconversion efficiency of the UCNPs, we have measured the 
upconverted emission at different power intensities. The measured emission intensities are plotted 
in Figure 8. The measurements have been conducted at both excitation wavelengths and compared 
with respect to the Hexane negative control. 
 The upconverted emission is measured to be quite linear with the input excitation power, 
for both the 2- and 3-photon process. At the relatively lower powers where the measurements are 
conducted at, the output flux of emission photon is measured to be, to first order, linearly 
proportional to the input flux. Higher power levels may lead to secondary order non-linearities 
which are not applicable and relevant to our case. 
 Comparing the data for the two processes in Figure 8, it can be seen that the 980 nm light 
produces a small amount of interference, reflected in the Hexane negative control plot in Figure 
8(a). This interference is generated through the scattering of the excitation laser beam onto the Si-
based imager, resulting in an undesired increase in the background level. However, such an 
interfering effect is almost negligible and not visible in the measurements, as seen in Figure 8(b).  
 
3.3 Excitation duration 
 
 Another contributing element to the signal intensity is the duration of excitation, !!"#, 
which represents how long the nanoparticles are illuminated with the excitation light source before 
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the start of the time-gated imaging sequence. The UCNPs were excited for various durations of 
time (!!"#) and the measured emission intensities are brought in Figure 9(a) and (b) for 980 nm 
and 1550 nm excitation respectively. It can be seen from the plots in Figure 9 that there is a 
noticeable increase in the emission in all three UCNPs, until !!"# reaches a point after which no 
significant increase is observed. For our work, we have used a 5 ms illumination time for our 
experiments (!!"#= 5 ms). It should be noted that being externally driven with a synchronized 
pulse stream, the excitation laser power is susceptible to any transient non-idealities in the pulse 
waveform, i.e., ringing effect, as seen in Figure 9(a). 

 
(a) 

 
(b) 

 
Figure 8.  Measured emission intensity of UCNPs at different power levels  
(!+,- = 1	,-, !!"# = 5	,-): (a) 2-photon process with 980 nm excitation.  (b) 3-photon 
process with 1550 nm excitation. 
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(a) 

 
(b) 

 
Figure 9.  Measured emission intensity of UCNPs at different power levels:  
(a) 2-photon process with 980 nm excitation.  (b) 3-photon process with 1550 nm excitation. 
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4 Imaging ASIC With Dual-
Photodiode Pixel Architecture 

 
Using a long excitation wavelength (e.g., NIR) has the advantage of virtually eliminating 

all tissue and background autofluorescence, and as a result, NIR imaging has always been a very 
appealing field in fluorescence microscopy. However, the impact and interference an NIR 
excitation light generates on a CMOS-based imaging sensor needs to be considered as well. 
Although no background illumination light or autofluorescence remains, when pulsed, NIR 
excitation light still results in large amounts of interference in CMOS-based photodiodes. This 
occurs because the NIR illumination light, absent a filter, will penetrate into the silicon bulk, 
beneath the photodiodes, generating substrate carriers with diffusion times on the order of 
hundreds of microseconds[31]. This introduces a background current in the photodiode that needs 
to be measured and subtracted from the desired signal. We here present a time-gated lens-less and 
filter-less chip-scale solution that mitigates the interference and background challenge by 
incorporating a dual photodiode pixel architecture and localized background level and interference 
adjustment method. 

In this section, challenges of imaging using NIR wavelength excitations (without optics) 
will be discussed, and our developed novel dual-photodiode architecture will be described, and the 
experimental measurement and verification of its performance will be presented afterwards. 
 
4.1 Challenges of NIR imaging 

Time-gated illumination schemes obviate, in principle, the need for optical emission filters 
since the excitation light is turned off during image acquisition. However, the main challenge 
arises when light with a wavelength that travels deeper into silicon (i.e., NIR light such as 980 nm) 
penetrates into the bulk silicon generating a significant number of electron-hole pairs which enter 
the photodiode and function as interfering carriers. As seen in Figure 10(a), these carriers are 
generated throughout the substrate, but the low doping of the bulk enables a slow recombination, 
allowing them time to travel towards the depletion regions at the surface where they recombine, 
thus creating a background interference on the photodiodes. Given the angular and spatial 
uniformity of the carriers’ paths inside the substrate, Figure 10(a) also illustrates how these 
interfering carriers will even reach photodiodes covered by metal layers -albeit to a different 
extent. As a result of the low number of dopants present in the substrate, this undesirable 
background will have several hundreds of microseconds of recombination lifetime, posing a great 
challenge for time-gated acquisition. 
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Figure 10.  Effect of pulsed NIR excitation on covered and uncovered photodiodes: (a) positive 
(uncovered) and negative (covered) photodiode and the locations and paths of the two different 
kinds of charges generated within the pixel. (b) time domain characteristics of UCNP emission 
decay and background generated by the pulsed excitation light on pixels (5-ms pulsed 980nm 
laser at 180 W/cm2). (c) measured background level on the PPD as a function of the pulsed (time-
gated) 980nm excitation light (pulse duration = 5 ms). 
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While NIR light will stimulate a photodiode whether covered or not, shorter wavelengths 

such as UV or the visible emission of UCNPs that do not penetrate deep into the silicon, are more 
easily blocked by metal layers, and mainly create optically induced charges only in uncovered 
diodes, as seen in Figure 10(a). Thus, we can use this distinction to measure the local background 
generated and subsequently remove it from the uncovered photodiode. The measured intensities 
and decay times of both UCNP emission (with a total particle size of 26 nm, comprising a 16 nm 
NaEr0.8Yb0.2F4 core and a 5 nm NaY0.8Gd0.2F4 shell[21] and concentration of 0.68 µM) and 
interfering background on a pixel are shown in Fig. 8(b). The UCNP emission has an effective 
decay lifetime of 950 µs, very similar to the 900 µs average recombination lifetime of interfering 
carriers, and their similarities in intensity and decay make it challenging to distinguish the signal 
from the background. Importantly, the intensity of the background does not scale down linearly 
with the excitation power, as shown in Figure 10(c) demonstrating that even reducing illumination 
power dramatically (such as with a thin-film interference filter) does not eliminate the background 
notably. The converse is also true, that by increasing the optical power, we do not substantially 
increase our background, but do increase our signal proportionally.  

This NIR-induced background will interfere the desired signal and even virtually mask 
the desired emission if the background is strong enough. As a result, we have developed a novel 
pixel architecture to mitigate this challenge and help recover the underlying emission data from 
the compromised photodiode signal. 
 
4.2 Dual-photodiode pixel design 

To mitigate the issue of background induced by the pulsed NIR excitation light in the 
CMOS photodiodes, in our developed imaging system, we have included a novel background 
correction method that leverages a secondary and fully covered photodiode labeled “negative 
photodiode” (NPD), shown in Figure 10(a), to extract a local and per-pixel measurement of the 
background and adjust the primary and uncovered “positive photodiode” (PPD) background 
accordingly and reduce the residual background to near noise level. 

The addition of a second photodiode will result in overall signal loss due to a reduced fill 
factor. In the case of equal pixel area allocation for the two photodiodes, the system would see its 
dynamic range lowered by 6dB. As a result, the size of the secondary diode should only be as large 
as needed, and instead additional ratio adjustment is preferred to translate background levels 
between the two photodiodes. Figure 11(a) illustrates the implementation of the two photodiodes, 
demonstrating their dissimilarity in both size and shape. The PPD is implemented using 4 identical 
19 µm-by-19 µm photodiodes in parallel, covered by integrated angle selective gratings[23] to 
block oblique light from reaching the pixel to enhance spatial resolution as described in [23]. The 
NPD is formed from a cross-shaped active region spanning the space between the 4 PPDs, overall 
providing a centroid formation for a more uniform background measurement. 

As seen in Figure 11(a), the two diodes are not identically sized, and therefore ratio 
adjustment is needed, where ratio is defined as  

8(9.) =
)$
)%
											            (3) 

  with 9/ and 9. being the background levels measured on the PPD and NPD respectively. The 
characteristics of 8(9.) were measured by extracting the ratio at various background levels for 
each individual pixel, and the aggregate of all ratios extracted for the entire array is shown in Fig. 
9(b). It can be seen from Figure 11(b) that there is a non-linear dependency in the ratio and needs 
therefore to be accounted for when using the NPD to adjust the background of the PPD. To this 
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Figure 11.  Non-linear dependency of positive-to-negative photodiode ratio: (a) 3D diagram of 
PPD (covered by angle-selective gratings) and NPD (covered with M1-M5 metal layers) in the 
pixel.  (b) aggregate scatter plot of the ratios for all the pixel at various samples of NPD background 
levels.  (b) fitted curve of the photodiode ratio as a function of measured NPD background for one 
sample pixel. 
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Figure 12.  Overview of NPD correction and extraction of true background.  (a) background 
generated on NPD at different wavelengths (namely 660 nm, which is of interest) as a percentage 
of the background on PPD.  (b) histogram of original NPD values and true NPD background levels 
extracted using pixel-level non-linear curve fitting (the data for these two histograms were 
captured from an image of a 0.68 µM UCNP dispersion chamber, placed directly on the chip, and 
illuminated with 5 ms pulses of 980 nm excitation light at 45 W/cm2). 
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end, the data for each individual pixel PD-pair is used to perform a one-time ratio curve fitting to 
extract the profile of this ratio. A curve fitting example for a sample pixel is shown in Figure 
11(c). This profile extraction is a one-time operation and does not need to be repeated with every 
operation cycle, and therefore does not create a significant overhead to the image acquisition 
process. 

Despite expecting the covering of the secondary photodiode to act as an optical shield for 
emission signals, additional investigation revealed that the 5 metal layers did not exhibit a perfect 
rejection of the emission light. Those metal layers used to cover the NPD from the emission light, 
almost completely shield the NPD from short wavelengths such as UV, and thus the NPD level 
measured will only include the background generated by the excitation light, easily removed with 
ratio adjustment. However, the performance of the blocking metal layers starts to degrade with 
longer wavelengths, and at 660 nm -the UCNP peak emission wavelength- 6.5% of the emission 
signal captured by the PPD is also present in the measured signal on the NPD, as seen in Fig. 10(a). 
Failing to mitigate this “leakage” will result in not only an emission signal loss after adjusting the 
PPD background, but due to the non-linear dependency of the ratios of the two photodiodes, the 
background adjustment will also be corrupted. 

To account for the emission component measured on the NPD, we parametrize the 
measured signal on both photodiodes using the following equations: 

 

: PPD = E0 + B0
	NPD = E1 + B1

										                   (4) 

where @/ and @. are the emission components of the measured values on the PPD and NPD 
respectively, and 9/ and 9. are the excitation background generated on the PPD and NPD. 
Knowing the proportional (linear) relationship between @/ and @. (from Fig. 10(a)) and the ratio 
8(9.), as defined in (3), we can further simplify (4) into  

 

2&	4 )%	5
'()(*+(

×	7(2,)A⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯C D PPD = E0 + B1 × 		f(B1)		GHIHJ
	/(	89-+:	

		NPD = kE0 + B1																			
         (5) 

 
where k is the proportional coefficient extracted from Figure 12(a). While k is wavelength 

dependent (see Figure 12(a) for dependency), we may consider a constant value thanks to the fact 
that majority of the emission power of the UCNPs is concentrated around 660 nm. As a result, 
using the measured values of PPD and NPD, we can then solve (5) for 9.	and extract the true and 
corrected level of background. Removing B0 from the PPD signal then becomes trivial using (4) 
and 8(9.). Figure 12(b) shows the distribution of a sample set of NPD measurements and the 
corrected and extracted background levels and highlights the importance of this correction. 
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Figure 13.  Effect of angle dependency, and k variation on NPD and PPD correction reliability.  
(a) histogram of sample set of extracted and adjusted NPD background values at baseline k, 20% 
higher k and 20% lower k value.  (b) histogram of the deviation of adjusted NPD background with 
20% higher and lower k value from their baseline values.  (c) absolute value of effective deviation 
of PPD levels from their baseline values with a 20% higher and lower k value. 
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 Precision of this technique relies on the accuracy of the proportional coefficient k that is 
used. While the values shown in Figure 12(a) are measured at normally incident light, it is evident 
that the emission light coming from an arbitrary specimen on the imager will not be confined to a 
normal incidence. To quantify the limits of this correction, the PPD background levels were 
extracted using a 20% larger and smaller k, to account for its angle-dependency with a reasonable 
range of change in its value. Figure 13(a) shows a histogram of the extracted background values 
in the 3 cases of a 20% higher, baseline (normal incidence) and 20% lower k value. The individual 

 
Figure 14.  Schematic of the pixel circuit and control signal waveforms. 
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deviations of the NPD backgrounds extracted from the baseline (normal incidence) case is shown 
in Figure 13(b), demonstrating a mean NPD background deviation of -1.33 mV for a 20% higher 
k and 1.89 mV for a 20% lower one. The PPD deviations from their baseline values is shown in 
Figure 13(c), demonstrating that the overall correction precision of this method is near 3.5 mV. 

 The circuit schematic of the pixel front end is presented in Figure 14. There are several 
challenges to achieve a robust and linear pixel design that need to be carefully addressed, such as 
a sufficiently large dynamic range, a linear optical response, signal-dependent leakage of the 
switches, flicker noise and fill factor loss. The pixel architecture is a capacitive transimpedance 
amplifier (CTIA) which provides an acceptable dynamic range and a linear response, provided its 
loop gain is sufficiently high.  

The integration capacitor Cint placed in feedback is a custom metal-oxide-metal (MOM) 
capacitor with a capacitance of 11 fF. This highly linear capacitor and a high gain front-end 
amplifier ensures a linear response to optical stimulation over the entire dynamic range. The two 
photodiode paths also include switches (M7-M8) to connect the photodiodes to the analog supply 
whenever not in use, to ensure leakage across the switches M5 and M6 remains signal-
independent. To maintain the leakage across the integrating capacitor’s reset switch (M9-M10) 
signal-independent as well, a replica biasing circuitry is connected when the switch is opened 
(when L;<= is low), to keep a constant voltage applied to the switch[23]. This allows the leakage 
of the switches to appear as a constant offset at the output, which can be easily measured and 
cancelled out during acquisition. 
  Each photodiode’s signal is measured individually in a time-domain duplexed manner, and 
the data is acquired using two rounds of correlated double sampling (CDS) schemes. Figure 14 
shows the timing of the control waveforms, where during the non-inverted acquisition for either 

 
Figure 15.  Pixel noise measurement and simulation results. 
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of the photodiode, the laser light is initially pulsed (for 5 ms) and upon turning off, the acquisition 
begins with L;<= going high (for about 100 µs) and resetting the charge on the integration 
capacitor. The first CDS scheme, implemented to mitigate the effects of flicker noise, is carried 
out by capturing two samples, “RESET” as the baseline and “SIGNAL” as the secondary CDS 
sample, each of which is first stored on a register capacitor and transferred to the output through 
dedicated column buffers. The integration time is determined by the spacing of the “RESET” and 
“SIGNAL” acquisition timepoint, as shown in Figure 14. 

The second CDS scheme is included to remove systematic offsets in the “RESET” and 
“SIGNAL” buffering paths and is implemented by acquiring a second sample for each photodiode, 
with swapped “RESET” and “SIGNAL” register capacitors, resulting in an inverted sample 
(shown in Figure 14). This offset will appear in the two samples as a common-mode component 
which can be removed, and the underlying signal be retrieved via simple subtraction. Thanks to its 
fast readout time of 1.2 ms and repeatability, a single acquisition can be repeated as many times 
as needed and when averaged, increases the SNR by a factor proportional to √N, where N is the 
number of repetitions.  

The noise performance of the pixel was simulated at various integration times, with all 
sources of noise sources accounted for, including but not limited to shot noise, thermal noise, and 
flicker noise, which are the major contributors of noise to the system. The shot noise in particular 
is a signal dependent noise which increases whenever emission is present and therefore a larger 
photocurrent is generated, and is therefore the dominant source of noise at longer integration times 
(above 10 ms). For simplicity and without loss of generality, all noise measurements and 
simulations have been performed in the absence of emission and excitation signal. The noise of 
the pixel was measured, and Figure 15 shows the results of the simulated and measured noise 
values. For a typical integration window duration of 1 ms, the measured noise voltage was 2.2 mV 
rms, and is dominated primarily by the thermal noise of the front-end amplifier. 
 
 
4.3 Time-domain averaging and impact on measurement noise 

 
Figure 16.  Impact of time-domain averaging on measurement noise and signal reliability. 
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Measurement noise is critical in obtaining the accurate level of illumination on the 

photosensor, and the current level of a few mVs of measurement noise is higher than desired and 
significantly degrades SNR of the pixels. A low SNR results in unreliable pixel values and the 
variations of the measurements can easily mask the underlying optical signal which can often be 
lower than the noise power. One way to mitigate this issue is to perform repeated measurements 
and average the results in time, thus reducing the thermal noise level on the data. 
 While time-domain averaging may seem trivial, we need to ensure that measurements are 
repeatable and identical in every other aspect. One key criterion that needs to be maintained 
consistent throughout the repeated measurements is the signal intensity itself, however, due to 
photobleaching of most fluorophores and conventional biomarkers this condition is often not 
satisfied, as the signal intensity degrades and is reduced over time and over repeated excitations. 
Using a conventional fluorophore therefore does not allow time-domain averaging. Unlike 
fluorophores, upconverting nanoparticles however, do not suffer from photobleaching and are able 
to sustain the same amount of emission even after multiple and consecutive excitation cycles, and 
therefore, their usage will allow us to perform time-domain averaging and help reduce the 
measurement noise level. 

Shown in Figure 16 is the impact of time-domain averaging on the measurement noise. As 
seen in Figure 16, the raw signal of this sample pixel (shown in blue) has a significant amount of 
variation, up to +/- 10mV, which can severely limit the reliability of the readout data. However, 
after >100 averages, this variation is reduced to below 0.4mV rms, which is lower than the 
variations of the background correction scheme and as a result we no longer become limited by 
the measurement noise. 
 It should also be noted that even though averaging many samples helps reduce impact of 
the noise sources, such as shot noise (the most dominant noise source in this system) and thermal 
noise, this reduction is only limited to uncorrelated sources such as thermal or shot noise (both 
being white noise sources). The flicker noise is greatly attenuated by the correlated-double-
sampling (CDS) scheme implemented in the pixel, and with integration times in the range of a few 
milliseconds, the power of the flicker noise residing beyond a few KHz is significantly reduced. 
However, even though the flicker noise power below a few KHz will remain and no amount of 
averaging will help eliminate it, this said power is negligible given the very small integrated power 
that is contained at those frequencies. 
 
4.4 Fully integrated imaging platform 

As an intraoperative imaging platform, shown in Figure 17, our developed imaging system 
has at its core a 36-by-80-pixel array, where each pixel includes a photodiode pair (NPD and PPD) 
and column buffers for time-domain duplexed readout. The sensor also includes a digital control 
block for readout and acquisition control as well as a row decoder paired with column-wise 
multiplexers to enable parallel readout of 80 columns using only 8 channels. The acquisition and 
readout timings are controlled by an FPGA, using digital control signals, and readout data is sent 
to the FPGA with 8 external 12-bit analog-to-digital converters (ADCs), serially communicating 
with it. The readout process is carried out by the pair of data lines labeled “SIGNAL”, representing 
the main CDS sample, and “RESET”, representing the baseline sample for the CDS scheme. 

The imaging sensor also includes a current calibration scheme, implemented to correct 
integration capacitor variation throughout the array, which translates to a pixel gain error, and can 
be limiting factor for resolving images with low emission light levels. This calibration is an initial 
one-time step and is performed by directly connecting a single and constant current source to each 
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pixel successively, extracting the current-to-voltage gain of each pixel relative to each other and 
using those stored values to adjust the gain during sample acquisition accordingly. Figure 17 
shows how the singular calibration current source is multiplexed and connected to each pixel. 

Using direct contact imaging, the specimen will be placed directly on the chip, as shown 

in Figure 17 while the pulsed excitation light is provided by the external light source. The decaying 
emission light will subsequently be captured and acquired by the sensor using a time-resolved 
acquisition scheme. 

The chip microphotograph of the imager array, fabricated in a 0.18 um process, is shown 
in Figure 18(a). The sensor measures 2.3 mm by 4.8 mm and includes internal digital control 
blocks to monitor and carry out the acquisition and readout of the array via an external FPGA. 
Figure 18(b) shows a microphotograph of the pixels. As seen in Figure 18(b), the negative PD is 
covered by 5 metal layers and the 4 identical PPD are connected in parallel and covered by angle-
selective-gratings, surrounded by control and readout circuitry of the pixel. The 55 µm by 55 µm 
pixel has been designed to allow efficient use of photodiode areas and shapes to minimize fill 
factor loss, while accommodating the photodiode pair in it. 
 

 
Figure 17.  System level overview of the imaging platform, including the specimen, external 
controlling FPGA, and image sensor and its internal architecture. 
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Figure 18.  Chip microphotograph:  (a) pixel array and digital and control blocks.  (b) pixel 

microphotograph close-up. 
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4.5 Integration capacitor calibration 
Aside from noise, dark current and optical signal variation, another element that 

was investigated in this work was the variation of the integration capacitors. The 
integration capacitors being custom-made MOM caps, their variations and mismatch 
cannot be reliably simulated in CAD using available tools and data and as a result a 
calibration algorithm was designed and implemented to correct for mismatches that will 
occur during fabrication. 

The mismatch between integration capacitors of different pixels is directly related 
to the minimum detectable signal and can be a limiting factor in determining the lowest 
possible signal that can be measured with enough reliability. In a perfectly matched array, 
the gain of the front-end amplifier will be the same for all pixels and as a result, any 
difference observed in the levels of the pixels at the output is a reflection of an optical 
signal difference being measured by the corresponding photodiodes. However, in the 
presence of mismatched integration capacitors, and therefore mismatched TIA gains, a 
difference in the measured pixel levels does not necessarily carry optical information since 
part of this level difference is a direct result of the different conversion gain of the pixel 
themselves.  

To calibrate the mismatch between conversion gains of the pixels, one needs to 
extract the relative gains of the pixels, or effectively, measure the relative mismatch 
between the integration capacitors of the pixels. 

One simple method to perform this measurement is to measure the conversion gain 
of every pixel using one of the current-type sources already available in the pixel, namely 
the photodiode itself. However, care must be taken to ensure that the signal is exactly 
uniform across all pixels, which would require a perfectly uniform external optical source 
illumination the sensor – which is not realistic of even feasible given the precision needed. 
Another source that could serve as the input is the dark current of the photodiode 
themselves, and while this method would no longer necessitate an external light source, it 
still presents a very non-uniform profile throughout the array and is inherently heavily 
stochastically random across the pixels – not useful for calibration. Figure 19 shows the 
measured pixel levels at 1ms of integration time, where the spread of the levels is mainly 
due to the randomness of the dark current being the sole input in this experiment. Using 

 
Figure 19.  Measured pixel levels with only dark current as input (at integration time of 

1ms). 
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the data in Figure 19, we can extract the relative values of the integration capacitors, which 
are shown in Figure 20 where every pixel was calibrated using its own photosensor’s dark 
current. As observed in Figure 20, the variation of the measured capacitor is significant 
however the majority of this spread is a result of the randomness of the dark current itself 
which dominates the MOM cap variation in this experiment. 

A more accurate way of performing this calibration is to use a single and unique 
current source as input to all pixels. To this end, an additional input path was added to 
every pixel and routed to a single and unique current source set by an external reference. 
During calibration, this current source will be connected to every pixel, one at a time, and 
the conversion gain of the pixel will be measured accordingly. Since the input to all pixels 
will now be identical, the resulting variation and spread of the conversion gain is only 
corresponding to the capacitor variation, and can therefore be used to correct gain errors 
during regular data acquisition. A diagram of the implemented scheme is shown in Figure 
21 illustrating the use of a single current source to stimulate every single pixel in the array. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 20.  Distribution of measured relative weights of integration capacitors using only 

dark current as input source. 

 

 
Figure 21.  Calibration scheme for integration capacitor using a single and unique 

current source, to correct gain errors and capacitor stochastic randomness. 
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 Using an external current source of 0.55uA and after several current attenuation, the 
attenuated current is connected to each pixel and the pixel levels were measured at various 
integration times and the resulting measurement are shown in Figure 22. To measure the relative 
conversion gains, the gains were calculated using two integration datapoints (0.1 ms and 0.6 ms) 
and the resulting histogram of the gains are extracted and shown in Figure 23. 

The gain histogram in Figure 23 shows that the distribution of the capacitor values is quite 
narrow and does not currently impose a limitation on the overall system performance. 
 
 
 
 
 
 
 
 
 
 

 
Figure 22.  Pixel levels using calibration current source measured at various integration times. 
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4.6 Impact of die thickness 

As described before, the main limiting factor in optics-free time-resolved imaging 
is the introduction of optically-induced carriers in the substrate that creates an interference 
on the photosensor, when they inevitably reach the active region in order to recombine and 
dissipate, and as a consequence, mask or corrupt the desired optical signal captured by the 
photodiodes. The thickness of the substrate plays a critical role in the creation and 
dissipation of these charges. Since the NIR light is more penetrative into Silicon than 
visible or UV light, the larger the volume of the silicon in the beam’s path is, the more 
charges and electro-hole pairs will be created throughout it. Added to this is the fact that 
these optically-induced charges have a very long lifetime (>1ms) – thanks to the low 
doping in the substrate – and the combination of these two properties provides these 
charges with the perfect condition and sufficient time to reach the active region and 
recombine at the photosensor sites. However, the thinner the substrate is, the smaller the 
total amount of charges created will be and in addition, the shorter their lifetime will 
become since the path they need to travel to the surface and recombine is now much shorter. 

 
Figure 23.  Extracted histogram of conversion gain of the pixels during calibration. 
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 While the magnitude of these charges can depend on many other factors such as 
angle of incidence, wavelength and metal structures obstructing the beam, the lifetime of 
these interference generated on the photosensors however is directly dependent on the 
thickness of the substrate, and the smaller the thickness of die is the shorter this lifetime 
will be. To verify this, 4 identical dies were thinned down to 4 different thicknesses and 
the lifetime of the relative interference generated on each of them under similar conditions 
was measured and the results are shown in Figure 24. The thickest die (200 micron) still 
showed a significant amount of interference on the pixel even after 1ms whereas the 25-
micron thin die was free of any interference at 500 us, showing the direct correlation 
between die thickness and lifetime of the substrate carriers. 

 
  

 
Figure 24.  Impact of die and substrate thickness on the lifetime of the optically-

induced charges. 
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5 Optics-free specimen NIR imaging 
 

This chapter  describes the results of imaging various specimens to determine and 
quantify the applicability of upconverting nanoparticles in mice injections (i.e., bio-distribution, 
toxicity, endocytosis, nanoparticle draining from specimen to name a few), the performance of the 
developed imager array, as well as the background adjustment method described in earlier sections. 
We have carried out several experiments to achieve a proper characterization of the imager 
performance, including intratumoral injections of upconverting nanoparticles into HER2+ breast 
tumors into 6 mice and monitoring biodistribution and toxicity, imaging United-States Air Force 
resolution (USAF) target plates (negative) in combination with upconverting nanoparticles, 
extracting spatial resolution and minimum target clearance (distance between two distinct features) 
needed for the imager to be able to resolve using the USAF line pairs, conducting intratumoral 
injection into grown prostate tumor in mouse, imaging of this excised tumor specimen as well as 
imaging of a single-cell layer of this injected tumor sample. 

 
5.1 Bio-distribution 

To observe bio-distribution, toxicity, and sentinel lymph node identification, we grew 
breast HER2+ breast tumors in 6 mice and once mature and ready, we conducted intratumoral 
injections of the nanoparticles into the mammary fat pads of the mice. The tumors were grown on 
both sides of the mice, however, to maintain a negative control and reference throughout the 
experiment, only one side was injected and the other side was used as a negative control. The mice 
were later individually sacrificed at 6 different time-points and the injected mammary glands were 
imaged with IVIS spectrum imager (PerkinElmer) with an excitation power of 0.1W/cm2 (at a 
wavelength of 980 nm)[21], [29]. Figure 25 shows the measured intensity of the emission of the 
upconverting nanoparticles injected into the mammary fat pad of one of the mice over a period of 
6 hours, where we have measured the emission every 2 hours. The intensity of emission measured 
at 660 nm wavelength (main emission peak of upconverting nanoparticles) was 12.5, 7.6 and 5.8 
kcps (counts per second) at the timepoints of 2, 4 and 6 hours respectively. The extracted signal-
to-background ratio (SBR) resulting from those measured emission intensities were respectively 
44, 29 and 25, showing a decrease of approximately 44% over a span of 6 hours. Despite the 
intensity decrease observed in Figure 25, a significant amount of upconverting nanoparticles still 
remain in the gland even hours after injection, which is enough time to allow surgeons to conduct 
a complete guided resection surgery of a breast tumor. These results highlight the compatibility 
and applicability of upconverting nanoparticles in acting as the molecular marker and optical tag 
in achieving guided surgery. 



  34 

 
 
 As a negative and reference control, and to ensure that our IVIS images are in fact capturing 
the emission of the UCNPs and that no autofluorescence or other source of potential interference 
is being misconstrued for upconverting nanoparticle emission, we have measured the spectrum of 
the emission from the injected and non-injected mammary fat pad, shown in Figure 26(a), and the 
resulting spectrums are illustrated in Figure 26(b). Knowing that the UCNPs mainly emit in the 
550 nm and 660 nm range, based on the spectrum obtained, we can assert that the signal being 
observed is in fact from the UCNP and surrounding tissue and cells do not generate any source of 
additional background or autofluorescence on the IVIS imager. 

 
 
Figure 25.  UCNP-injected mammary fat pad emission over 6 hours. (images in counts/sec 
and obtained using the IVIS imager) 
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(a) 

 

(b) 

Figure 26.  UCNP-injected mammary fat pad emission spectrum (images obtained using the 
IVIS imager):  (a) left side (injected) and right side (non-injected) IVIS images (obtained 
under 0.1 W/cm2 continuous 980 nm light).    (b) left and right side emission spectrum 
(obtained under 0.1 W/cm2 continuous 980 nm light). 

 

 
:  
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5.2 USAF resolution target plate imaging 
To validate the ability of our sensor to perform time-resolved imaging using upconverting 

nanoparticles, we tested its performance in a specimen experiment. Figure 27(a) shows the 

 
Figure 27.  Overview of the setup used for imaging:  (a) before mounting the specimen on the 
imager.  (b) after mounting the specimen on the imager. 
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imaging platform (without the specimen mounted). Due to our ability to perform direct contact 
imaging, the platform does not include any filters or lenses, and as a result, the imager chip can be 
used bare, as shown in Figure 27(a). 

The specimen used for the experiment is a negative USAF resolution target test plate, 
coated with a chrome background. We have selected a singular feature on the plate -the digit “1” 
in the “group 1” section of the plate- and placed the plate directly on the sensor. This specimen is 
illuminated by a quartz chamber containing upconverting nanoparticles dispersion, which is 
illuminated by an external excitation light source. 500 µL of a 0.68 µM upconverting nanoparticles 
dispersion (in hexane) is transferred into the quartz chamber, which has a 1 mm light path 
(thickness), placed directly on the USAF target plate, as shown in Figure 27(b). Once the specimen 
is mounted, the laser is collimated and pulsed, and the time-gated acquisition of the specimen 
emission is carried out. The laser pulse duration and integration time were respectively 5 ms and 
1 ms, resulting in an overall frame rate of 34 Hz. The laser power used for this experiment was 
200 W/cm2. This experiment has been designed to emulate a tumor specimen that has been injected 
with targeted upconverting nanoparticles, where the imaging platform will serve as a surgical tool 
for clinicians to direct and guide them to locate and visualize tumor bed layers and microscopic 
residual cancer cells being left behind during resection surgeries. 

The ground truth image of the specimen (digit “1”) is shown in Figure 28(a). The 
background correction method relies on the values extracted from the positive PD and the negative 
PD, both of which are shown in Figure 28(b) and Figure 28(c) respectively. The PPD measured 
an average of 225 mV of signal where emission was present, while the average NPD’s measured 
signal in that same region was 62 mV, both of which include an emission component as well as 
the background from the NIR excitation. Using the background adjustment method proposed, we 
can extract the underlying emission component of the image and resolve the image shown in 
Figure 28(d). The average emission signal in the final extracted image is 50 mV, for an integration 

 
Figure 28.  Specimen experiment results:  (a) image of the feature on the USAF resolution target 
plate being acquired.  (b) measured time-resolved image of the positive photodiode (Tint = 1 ms).  
(c) measured time-resolved image of the negative photodiode (Tint = 1 ms).  (d) extracted and 
background-corrected image of the specimen.  
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time of 1 ms. The background in Figure 28(d) (surrounding the specimen) is less than 10 mV and 
has a mean of 6.5 mV, demonstrating that the proposed method is able to reduce the interfering 
NIR excitation to single-digit mV level and near the noise floor of 2.2 mV, thus allowing filter-

 
Figure 29.  Specimen experiment results:  (a) image of the feature on the USAF resolution target 
plate being acquired.  (b) measured time-resolved image of the positive photodiode (Tint = 1 ms).  
(c) measured time-resolved image of the negative photodiode (Tint = 1 ms).  (d) extracted and 
background-corrected image of the specimen.  
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less and lens-less time-resolved imaging to be possible. The angle-sensitivity of the background 
adjustment method remains the main limiting factor to achieve higher sensitivity, surpassing 
integration capacitor and photodiode responsivity mismatch between the pixels, each only 
resulting in at most 1.5 mV of measurement error.  

The next experiment with the USAF resolution target plate was carried out to determine 
the spatial resolution of the micro-imager, for which we used the negative resolution target plate 
to extract the smallest spatial feature this imaging system would be able to properly resolve. The 
setup used for this experiment is shown in Figure 29(a), where the USAF resolution target plate 
is placed directly on the imager, and a quartz optical chamber (with 1 mm optical path) containing 
0.68 µM of UCNPs dispersion is placed atop the plate as a source of emission for the purposes of 
this experiment. A collimated 980 nm laser, emitting 5-ms long pulses of 18 W/cm2 illuminates 
the entire system, including the micro-chip and the specimen. The laser is controlled by an external 
controller module tasked with maintaining proper timing and synchronization between excitation 
pulses and other relevant control signals. The distance between the emission source (the UCNP 
chamber) and the micro-imager is 2.2 mm, 700 µm of which are necessary for protecting the 

 
Figure 30.  Acquired images and signal intensity cross section of 3 line-pair clearances (distance 
between line pairs) on the USAF resolution target plate (illuminated with 5-ms long pulses of 18 
W/cm2 980 nm light):  (a) line-pair clearance of 112 µm.  (b) line-pair clearance of 89 µm.  (c) 
line-pair clearance of 71 µm. 
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surrounding wirebonds of the imager from mechanical stress, as shown in Figure 29(b). This 
separation margin can be virtually eliminated if a more compact electrical contact interface is used 
for the sensor -e.g., ball-grid array (BGA) contact-pads. 

We have imaged 3 line-pairs on the USAF resolution target plate with clearances of 112 
µm, 89 µm and 71 µm respectively, during which localized background adjustment was performed 
upon acquiring the image. To determine whether a line-pair has been successfully resolved, we 
defined “half-width” as the range of pixels in which the amplitude of the emission is more than 
half the highest intensity, all measured relative to the background level. This metric has been used 
to determine the spatial resolution of the sensor in this experiment. 

The final resulting images are shown in Figure 30. Figure 30(c) illustrates the case for the 
line-pair with the smallest clearance (71 µm), with a background of 10 a.u., and a value of 35 a.u. 
for highest intensity. The half-width range is therefore limited to pixels higher than 22.5 a.u., 
resulting in only a single pixel below the half-width limit (= pixel in position 28).  

A singular pixel distinction between two neighboring spatial features –line-pairs in this 
case– is the practical limit for spatial resolution, and as a result, the smallest spatial target our 
proposed imager platform is able to resolve is 71 µm. This minimum achievable resolution is 
largely limited by the accuracy of the background adjustment scheme, and the blocking 
performance of the integrated in-pixel micro-collimators[23].  

While our experimental results with USAF target plate demonstrated enough resolution to 
be considered a reliable imaging tool for intraoperative imaging, its performance can be further 
improved if clinical and surgical settings allowed increasing the form factor of the imager. The 

 
Figure 31.  SNR of pixel (in emission region) as a function of excitation light power. 
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sharpness and resolution of the imager can be further enhanced by further increasing the aspect 
ratio of the angle-selective micro-gratings. If sufficiently thin, they would provide only negligible 
increase in form factor, but significantly increase the spatial resolution of the imager -at the 
expense of a reduction in signal strength. 

 As an intraoperative imager, our platform must also ensure full compliance with clinical 
optical and maximum exposure limits. According to the American National Standards Institute 
(ANSI) the limit for a 5 ms long pulsed laser of 980 nm, the maximum allowed power density is 
200 W/cm2[32]. Figure 31 shows the SNR change with excitation power density, and as seen in 
the graph, despite the ANSI limit of 200 W/cm2, the imager is still able to achieve a maximum 
SNR of 15dB. 

 
5.3 Imaging intratumorally injected UCNPs 

 
Figure 32.  Excised prostate tumor imaging results with IVIS spectrum imager:  (a) image of 
excised tumor specimen acquired using the 660 nm emission filter (with 20 nm pass band) on the 
IVIS spectrum imager (excitation provided by custom-modified and external continuous 980 nm 
laser source).  (b) measured emission of specimen under continuous 980 nm excitation light (22 
W/cm2). 
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In order to demonstrate the performance of our sensor in imaging tumor samples, we 

injected a prostate tumor with an aqueous solution of polymer-encapsulated upconverting 
nanoparticles (with a concentration of 250 nM) and subsequently excised that tumor for imaging 
(see [33] for more details on the sample used). These upconverting nanoparticles were synthesized 
using a 16 nm NaEr0.8Yb0.2F4 core and a 5 nm NaY0.8Gd0.2F4 shell [21] and the injection volume 
was 25 µL. The excised tumor was imaged first using a custom-modified IVIS imager equipped 
with an NIR-I illumination source –980 nm wavelength stabilized single mode fiber coupled laser 
diode– and additional and necessary rejection filters, in order to verify the colocalization of the 
specimen and extract the spectrum of the UCNPs emission within the sample. The laser beam size 
being limited to only a few millimeters in diameter, only areas of interest are illuminated (excited) 
in this experiment. All emission spectra were extracted under a continuous 45 W/cm2 980 nm 
illumination.  

 

 
 

Figure 32(a) shows the excised tumor imaged on the IVIS imager and the measured 
emission of the specimen is plotted in Figure 32(b). The emission spectrum of a tumor without 
UCNPs (under 980 nm excitation) is also shown in Figure 32(b) as baseline. The emission 
measured displays the two clear major visible bands of emission of the UCNPs at 545 nm and 655 
nm. The intensity of the measured emission at 545 nm was 8.5% lower than the level at 655 nm, 
while the measured SBR in Figure 32(a) was 33.5. 

Upon extracting the emission spectrum, the specimen was then prepared to be imaged on 
the custom-fabricated micro-imager, as shown in Figure 33. The specimen is directly placed on 
the imager chip, with no external optical components (i.e., filters and lenses). 

The micro-chip is also supported by two connected electronic circuit boards and controlled 
by an external computer to ensure timing and synchronization is maintained throughout the 
acquisition process. The controlling computer system is also tasked with communicating with the 
micro-imager and retrieve and read out acquired images and perform localized background 
adjustment after acquisition. Additionally, the excitation laser timing is digitally controlled by this 
control unit to generate pulses of 45 W/cm2 NIR light each lasting 5 ms, synchronized with the 
rest of the acquisition process.  

 
Figure 33.  Experiment lab setup for ex vivo imaging of intratumorally-injected prostate tumor 
with alloyed upconverting nanoparticles (illuminated with 5-ms long pulses of 45 W/cm2 980 nm 
light). 
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The tumor specimen was imaged with the optics-free custom-fabricated micro-imager 

using the time-resolved imaging method described in earlier sections. Shown in Figure 34(a) is a 
high-resolution microscope image of the tumor specimen, acquired as a ground truth. To ensure a 
fair quantitative comparison of the ground truth image and the micro-imager result, the microscope 
image has been scaled to match the pixel size of the custom-fabricated imager, and the resulting 
image is shown in Figure 34(b). 

 

 
 
The image captured using the main photosensors in each pixel is shown in Figure 34(c) 

displaying a significantly high level of background, virtually masking the underlying emission 
signal from the specimen, highlighting one of the most critical limitations of prior works such as 
[42, 44]. To correct this background level, an additional acquisition is performed to capture the 
data from the secondary (fully covered) photosensors and extract the locally measured background 
(Figure 34(d)). These measured local background levels are then used to adjust the background 
on the main photosensor image and recover the underlying emission of the specimen. Figure 34(e) 

 
Figure 34.  Ex vivo experiment images:  (a) high-resolution microscope image of excised 
intratumorally injected prostate tumor (Tint = 1s).  (b) microscope image of excised prostate tumor 
with matched pixel pitch (to micro-chip sensor).  (c) main photosensor image of micro-chip sensor.  
(d) secondary photosensor image of micro-chip sensor.  (e) image of main photosensor after 
applying the background adjustment and correction scheme. 
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shows the main photosensor image after background correction, revealing the emission signal, 
with maximum measured signal of 35 a.u. and an SBR of approximately 8. This new dual-
photosensor architecture was able to correct more than 80 a.u. of background measured in Figure 
34(c) –where the effective SBR was 35/80 or 0.4, enhancing the SBR by 20x, with no additional 
optics or increase in form factor. Figure 34(e) reveals the correlation of the micro-chip image with 
the microscope ground truth data shown in Figure 34(b), demonstrating the capability of the 
silicon-based sensor in becoming a significantly smaller and surgically practical alternative for 
high resolution cumbersome microscopes. 

 

 

 
Figure 35.  Single-cell thin layer imaging experiment:  (a) composite microscope image of a 14 
µm thin section of intratumorally injected prostate tumor specimen, with the green color 
representing tissue texture obtained using autofluorescence under a 450 nm excitation light, and 
red representing the UCNP emission captured using a continuous 45 W/cm2 980 nm excitation 
(Tint = 1s).  (b) background-adjusted image of the 14 µm thin section captured on the micro-chip 
under pulsed 980 nm excitation (45 W/cm2). 
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As part of our last experiment, the tumor sample was later sectioned into 14 µm thin 

(single-cell layer) sections placed on glass slides and the resolution and performance of the 
imaging sensor was evaluated on a sample section of the tumor specimen, using the same 
experimental setup described in Figure 33. 

First, a single 14 µm thin section of this tumor specimen was extracted and placed on a 
glass slide and visualized on the microscope. The UCNP emission was obtained under a continuous 
980 nm excitation (45 W/cm2) and the tissue texture was captured using tissue autofluorescence 
under a 450 nm excitation light. A composite overlay of the high-resolution images obtained on 
the microscope is shown in Figure 35(a), illustrating two distinct sites with a higher concentration 
of UCNPs. The slide is then directly placed on the micro-chip, similar to the experiment depicted 
in Figure 33. The image captured by the micro-chip is shown in Figure 35(b) and is obtained 
using a pulsed 45 W/cm2 980 nm excitation light. The two areas of UCNP are highlighted in Figure 
35(a) and Figure 35(b), correspond to the regions identified on the microscope image. Each of the 
emission site in zones A and B is approximately 150 µm in diameter, and contains about 200 cells 
and the imaging sensor was able to resolve both sites with a signal-to-background ratio of 4.3 (or 
21/4.9). The reduced SBR is explained by the reduced signal intensity in the 14 µm section of the 
specimen compared to the 2 mm thick unsectioned sample. 
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6 Conclusion 
 

Intraoperative detection of microscopic residual disease has remained a persistent 
challenge for cancer resection surgeries, despite the fact that it significantly increases the rate of 
cancer recurrence if left behind. Miniaturization of large fluorescence microscopes and 
intraoperative imagers has remained the main obstacle in achieving fully guided surgery with a 
sensor that would be compatible with today’s minimally invasive surgical procedures and complex 
tumor resection cavities. Limited by the large and rigid optical elements and equipment they 
require in order to resolve the image, fluorescence intraoperative imagers have failed to achieve 
millimeter scale miniaturization and still retain a relatively large form factor making them 
incompatible for universal and intraoperative resection imaging. 

In this work we presented a new platform for intraoperative imaging, dispensing with 
conventional bulky optical devices in favor of completely optics-free silicon-based contact imager 
arrays. This is made possible by a synergistic combination of UCNPs with unique optical 
properties -long decay lifetimes, upconversion capability and no photobleaching- and custom 
integrated CMOS circuit design with a time-resolved array and a novel in-pixel background 
subtraction scheme. Using a time-resolved image acquisition scheme, we are able to capture the 
image without any optical filters, and as a result, scale down the imager size and thickness to less 
than 100 µm, if needed. We have leveraged the long emission lifetime of UCNPs and their 
immunity from photobleaching and long excitation wavelength to virtually eliminate tissue 
autofluorescence, greatly enhancing the signal-to-background ratio during the process. This ultra-
thin imaging “skin” has also an embedded novel background subtraction scheme to mitigate the 
effects of the electrical background generated by the pulsed NIR (980 nm) excitation light, which 
creates interference on the CMOS photodiodes in the pixels. This subtraction scheme has been 
made possible by implementing a secondary photodiode to measure this local background and later 
adjust the main photosensor signal. 

Table 1 includes a comparison of time-resolved biomedical sensors. While other works, as 
seen in Table 1, have also been able to achieve filter- and lens-less acquisition using beam orienting 
and long (>1.5 µm) NIR excitation wavelength [33] or correlated samplings of single-photon 
avalanche diodes [35], the performance of these platforms will significantly degrade when directly 
exposed to or excited with NIR-I light such as 980 nm, due to the penetration depth of NIR-I and 
the generation of long-lasting (millisecond range) background that will compromise signal 
integrity. As a result, they are incompatible with NIR-I imaging. Our novel dual-photosensor 
design architecture, however, ensures a relaxed limit on the orientation of the excitation source, 
and additionally, the background cancellation is no longer wavelength-specific and can be easily 
modified to be compatible with any given NIR wavelengths (O < 2 µm), enabling optics-free 
imaging of targeted microscopic residual disease sites with upconverting nanoparticles in clinical 
settings. 

The proposed imaging platform demonstrated being able to resolve targets with a clearance 
of 71 µm which represents a resolution of smaller than 10 cells, achieving enough spatial resolution 
for cancer staging purposes which only require margin assessment with 200 cells for microscopic 
residual disease detection[36]. 

The sensor was also able to resolve regions of UCNPs on a 2 mm thick tumor specimen 
directly placed on the micro-chip with no optics or focusing lenses -directly illuminated with an 
NIR-I (980 nm) laser- and achieved a signal-to-background ratio of 8, and was able to reduce the 
background by more than 20x, highlighting the critical role of the novel background adjustment 
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scheme. This performance was also maintained when imaging a single 14 µm section of the 
described specimen, and the background correction scheme resulted in an SBR of 4.3, with the 
reduction in SBR due to the smaller amounts of UCNPs per area and therefore a lower signal 
intensity. 

This imager array achieved real-time frame rates (105 fps) and an output (measured) noise 
level of 0.36% full scale rms -where full scale is the count limit of the pixel, i.e., 600 a.u. The 
majority of this noise is contributed by the pixel circuitry but can be further attenuated by temporal 
averaging (averaging consecutive and repeated images), made possible thanks to the fact that 
UCNPs do not suffer from photobleaching. A fill factor of 47% was also achieved, with losses 
mainly attributed to in-pixel readout circuitry as well as the additional secondary photosensor. 

 
Table 1.  Comparison table of time-resolved biomedical sensors. 

 IEEE TED’12 [37] Theranostics’18 [33] JSSC’12 [38] JSSC’19 [35] This work 
Pixel array 256 ×	256 36 × 80 32 × 32  192 × 128 36 × 80 
Frame rate 15 fps 137 fps 20 fps 18.6 kfps 105 fps 
Array size 

(mm × mm) 
- 4.9 ×	2.5 4 x 4 3.2 × 2.4 2.3 × 4.8  

Fill factor 4.6% 64% 37% 13% 47% 
Exc. 

wavelength 
440 nm 1550 nm (NIR-II) ~610 nm 685 nm any # < 2 µm 

Optics used Filter and lens None Filter and lens None None 
Noise  

(rms full scale) 
- 0.4% 4.6% - 0.36% 

 
In summary, we demonstrated a chip-scale optics-free (filter- and lens-less) intraoperative 

imaging platform that utilizes the optical properties of lanthanide-based upconverting 
nanoparticles as molecular probes and leverages their uniquely long emission decay times and long 
excitation wavelength (980 nm) to perform time-resolved imaging in an environment where no 
tissue autofluorescence or photobleaching is present, opening the door to highly sensitive 
intraoperative imaging with a minimal form factor chip-scale imager.  
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7 Further Improvements 
 

Further improvements of this platform may include the use of external planar micro-
gratings to enhance image sharpness and optimization of the secondary photodiode size and shape 
to maximize emission signal captured on the main photodiode while still providing a reliable 
measurement of the local background.  

The use of newer fabrication technologies such as SOI that allows isolation between 
substrate and bulk with the active region can also greatly benefit this design. Using SOI fabrication 
technologies can help relieve the system from the interference of the optically-induced charges in 
the bulk as they no longer can travel to the active region and no longer create interference on the 
photodiodes.  

Using a fabrication technology with a higher level of doping for the substrate is also another 
alternative method in reducing the magnitude and lifetime of the substrate carriers during 
excitation. 

 
  



  49 

8 Appendix: Use of Deep learning in 
3D Reconstruction of Biological 
Specimens 
 
In this section, we will discuss the implementation of a convolutional neural network 

(CNN) for spatial reconstruction of three-dimensional specimens using a single or two instances 
of the imager described in this work. This work has been conducted in cooperation with Rozhan 
Rabbani (UC Berkeley) and Asmay Gharia (UC Berkeley). 

 
8.1 Deep learning and biomedical imaging 
 

Visualizing the 3D location of fluorescently labeled tumor cells in vivo is critical for 
intraoperative navigation to identify tumors beneath the tissue surface and harbored in deeper sites 
such as lymph nodes. Conventionally, this process is done post-operation, in a laboratory setting 
by using targeted fluorescent probes and markers to identify any disease from the tumor bed 
sample. This process is extremely time consuming, and requires several days to return results, 
potentially putting the outcome of the treatment at risk. Recent engineering advances have resulted 
in several novel imaging platforms that allow this process intraoperatively and concurrent with the 
surgery [39]–[41]. However, these instruments are significantly cumbersome and not practical 
with today’s minimally invasive surgical procedures, especially in complex and hard-to-access 
tumor cavities. While these large instruments rely on sizeable optics and lenses for their high 
resolution and reliability, they can’t be miniaturized and made practical for surgical settings as a 
result of those inevitably rigid optical equipment. In addition, such large instruments naturally do 
not allow for assessment of treatment response, where cell migration into tissues is important to 
be monitored in real-time and outside surgical settings– another critical application. Therefore, a 
much less complex imaging platform with a smaller form factor is preferred. Recent advances in 
microscopy such as light-field microscopy [42]–[46] have enabled imaging of smaller features and 
imaging within the tissue. However, these methods require specialized optical equipment 
incompatible with a minimally invasive procedure. 
 

 
Miniaturization of these platforms into electronic micro-imagers such as [23] enables 

placement of imagers in hard-to-access regions, unlocking the ability not only to visualize 
microscopic disease intraoperatively in cavities up to several millimeters deep, but also to monitor 
cell dynamics and assess treatment in real-time and in vivo, with a network of wirelessly powered 
implants. Figure 36(a) and Figure 36(b) illustrate how micro-imagers can provide a 
comprehensive visualization of the tumor of interest, with no disruption to the flow of operation 
or treatment for intraoperative and implantable applications such as in [29], [47], respectively. For 
intraoperative imaging, by rotating a surgical fiducial shown in Figure 36(a) multiple image 
acquisitions from different angles of view can be obtained. Similarly, a network of implantable 
imagers can capture images from different angles of the target as shown in Figure 36(b). 
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While these ultra-small imagers are easy to integrate into surgical environments, unlike 

their larger counterparts, they lack a high enough resolution. Reducing the form-factor of the 
imager imposes a stringent limit on the size of the optical filters and focusing lenses being used, 
limiting their performance and the image resolution. Smaller imagers needed for in vivo use have 
often a higher background level (due to the lower rejection performance of smaller optical filters) 
and a lower focusing capability (due to the limited numerical aperture of their lenses). Safety limits 
also restrict the total photon budget allowed within the system, further constraining the capabilities 
of fluorescence microscopy in vivo. To obtain reliable 3D information using imaging instruments 
with these small form-factors, enhanced custom-made optical filters and lenses are required to 
replicate the same performance as their larger counterparts. These, however, are often difficult to 
manufacture, and image quality remains suboptimal relative to bench-top microscopes. Therefore, 
computational techniques that can enhance images from small form factor devices are in need. 

  
Conventional image processing techniques involve variations of deconvolution, surface 

projection algorithms and noise enhancement methods, and the core of all these methods relies on 
a linear transformation of the image, that does not depend on anything other than the raw image 
data and the point spread function (PSF) of the imaging device and is procedurally blind to any 
prior knowledge of the specimen being observed. 

The PSF, also known as the transfer function of the imaging system in spatial domain, 
describes the response of an imaging system to a point source of illumination [48]. In any linear 
image formation process such as fluorescence microscopy, the final image is a linear superposition 
of a series of point sources convolved with the PSF. Therefore, the original object can be retrieved 
by deconvolving the image with PSF of the imager.  

One of the drawbacks of the deconvolution method is the calibration required for deriving 
parameters of the deconvolution function for images taken from each depth which limits image 
processing speed. This method poses difficulties for recovering images consisting of overlaid cell 

 
Figure 36.  Concept of multiple visualization of the tumor using micro-imagers: (a) multiple 
images taken by rotating the micro-imager intraoperatively. (b) network of implantable micro-
imagers to capture multiple fields of view. (c) combination of neural networks and micro-imagers 
enabling 3D visualization and resolution enhancement. 

~  
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foci from different depths since every parameter requires optimization for a certain imaging depth. 
Moreover, the PSF, as a low pass transfer function, removes high frequency components of the 
original image, hence results in loss of sharpness, hindering generation of a fully recovered image 
after deconvolution. Even for cases where the image is mainly attenuated by the PSF response and 
still retains most of the high frequency components, applying inverse PSF amplifies high 
frequency noise degrading recovery of the original image. Much like deconvolution, every other 
linear image processing technique will suffer from similar issues. 

To circumvent these limitations, a more agile approach is needed, namely a non-linear 
post-acquisition processing module that could incorporate the physiological and spatial 
information of similar tissue specimens within itself. The module can leverage this additional 
knowledge to restore the sharpness and resolution to the micro-imager’s suboptimal images, and 
provide insight into the 3D position of cells. Of all available architectures, deep learning modules 
can be by far the most adept at capturing physiological knowledge of cellular images. 

Deep learning combines multiple layers of non-linear transformations, superposed with a 
complex yet structured network of coefficients to create powerful processing modules that can 
perform highly complex tasks, such as image enhancement, image classification and feature 
extraction. Deep learning allows breaking the tradeoffs of fluorescence microscopy and using the 
computational models to augment hardware complexity and improve upon optical limits, by using 
a large collection of training data to build the network [49]. Using adaptive network architectures 
such as residual neural networks (ResNets[50]) and convolutional neural networks (CNNs[51]), 
we have included here several applications for cancer imaging utilizing deep learning to enhance 
the resolution and capability of custom-made micro-imagers [33], [52]–[55]. Figure 36(c) 
demonstrates how the symbiotic combination of neural networks and micro-imagers can not only 
restore the sharpness and resolution of the image, but also create a 3D visualization of the specimen 
at no additional hardware cost and create a highly reliable intraoperative imaging platform for 
margin assessment. 

A key challenge to using a neural network in 3D cellular imaging of tissue is compiling a 
training dataset, since training deep neural networks requires access to a large set of training data 
from diseased tissue for each specific application. The impracticality of obtaining a large dataset, 
taken at varying depths, from tissue motivates synthesis of a diverse dataset of tumor cell images 
based on the morphology of real-life tissue samples, to leverage prior knowledge of the tumor 
cells. The synthesis method needs to be parameterizable to allow generation of an arbitrary large 
dataset by random selections of parameters that lead to images which are accurate representations 
of actual cells. 

To address this, we first discuss a method to generate a large training set mimicking real-
life specimens (a single layer of cells on slide), thus allowing the deep neural networks to be 
trained, as demonstrated in [56]. To replicate the 3D structure of the tumor, stacks of multiple 
layers of cells with 250 µm spacing within 1 mm from the sensor are generated. Since the lensless 
custom imager in [22], [24] is designed for contact imaging of tumor margins, 1 mm was set as 
the limit to demonstrate proof of concept. Next, we demonstrate 3 modules, tasked with identifying 
the depth of cell clusters -measured as the distance of the sample from the imager-, deblurring and 
enhancing the sharpness of the image, and finally, detecting cell presence within each layer of the 
specimen in 3D stacks. The last module incorporates a novel method of imaging using not one but 
two sensors viewing tissue from different angles to allow for three-dimensional imaging of the 
sample and providing insights into the spatial distribution of the cells in the sample. 
 
8.2 Dataset synthesis 
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To generate images identical to real-life cell foci, a coherent gradient noise generation 

method referred to as Perlin noise is used [57]. Perlin noise is a technique generally used to create 
natural appearing procedural textures, such as marble, wood, cloud textures for motion picture 
visual effects [58]. 

To locate the tumor cell foci, a binary matrix is generated to represent a tumor mask with 
high values (>0.5) indicative of tumor and low values (<0.5) for non-cancerous background. 
Exploiting the natural structure of Perlin noise, a smooth cellular location map is achieved, 
populated with signal and background intensity values. Once the location of the cell foci is 
determined with the tumor mask, a tumor image is rendered by producing in-pixel signal and 
background intensity values based on mean and variance of real tumor images. A close correlation 
with real images is ascertained by making sure the statistical parameters stem from a representative 
range of parameters resulting from real data SNR calculations demonstrated in [56].  

Size of the tumor image is chosen to be 51x51, a form factor that parallels the lensless chip-
scale CMOS imager for in vivo intraoperative imaging of cancer[23]. 
 
8.3 Modules implemented 

8.3.1 Depth estimator module 
 

Nonlinear networks for depth estimation are often used in non-medical contexts, for traffic, 
navigation and security purposes [59]–[62], and have proven to be quite capable of identifying 
spatial features and depths if properly trained prior to testing. To this end, we have built a 
convolutional neural network combined with a fully connected (FC) network to estimate the depth 
of images that emulate the custom-made imager’s resolution and PSF at various depths, randomly 
generated from 50 µm to 1.95 mm, with 100 µm increments. 

 
The training dataset for this network has been compiled by initially generating raw and un-

blurred images of a single layer of cells, after which the PSF of the microchip imager at different 

 
Figure 37.  Performance of the depth estimator module: (a) predicted values for every depth in the 
test dataset. (b) test accuracy and loss for depths ranging from 50 µm to 1.95 mm with 100 µm 
step sizes. 
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depths was applied onto them. The depths were randomly sampled from the range (0, 2 mm), with 
100 µm step-size, thus allowing for 20 distinct depths. 

After training, the module was tested on 1000 randomly sampled images at various depths 
ranging from 50 µm to 1.95 mm, and the prediction performance is shown in Figure 37. Figure 
37(a) shows the occurrence of all the predictions in the test dataset, and Figure 37(b) illustrates 
the detailed statistical performance of it. The module was able to identify the depth of the test 
images with a maximum error of 100 µm, enough to enable resection of tumors, even below the 
tissue surface. 

If the depth resolution is assumed to be 100 µm, then the accuracy rate of this module 
would be about 87%, with the accuracy growing closer to 100% as the specimen is closer and 
closer to the imager. 

 
8.3.2 Deblurring module 
 

Obtaining high resolution images while maintaining a small size for the imager requires 
information beyond the mere raw data of the image, and an advanced knowledge of image 
contents. Knowing and having prior information about the underlying image data allows a more 
efficient recovery of the un-blurred image and insightful clinical information. A 
convolution/deconvolution neural network can absorb this information and embed it into the 
network using an appropriate training dataset.  

 

 
Here we created a 6-layer CNN trained to enhance and deblur corrupted images obtained 

with the custom-made imager. The training dataset used for this module was a compilation of 
single layers of emulated cell images to which the PSF of the custom-made imager was 
subsequently applied at different and randomly generated depths, ranging from 0 to 1 mm. 
 We trained a 6-layer (3 convolution/3 deconvolution) network on a training dataset and 
tested the performance of the module on 1000 test samples and Figure 38 illustrates the 

 
Figure 38.  Performance of the deblurring module: (a) network input and output images for a test 
sample in comparison with the corresponding ground truth image. (b) distribution of average pixel 
error for 1000 test samples with a mean error of 4.2%. 
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performance of the module. This module can extract the un-blurred image from a blurred input 
and restore sharpness and original resolution to the image, by relying on embedded prior image 
information and content-aware non-linear transformations. A sample test performance is shown in 
Figure 38(a). 

The statistical accuracy of this module is illustrated in Figure 38(b) which shows the 
average normalized deviation of pixels from their correct value is about 0.04, which translates to 
4% estimation error. 
 
8.3.3 Cell detector module 
 

Building on the module for depth estimation described in (8.3.1), this module extends to 
localization of cells from different layers of the tissue and identification of their corresponding 
depth. The underlying advantage of multi-layer depth estimation exploiting machine learning 
models is distinguishing dim clusters of cells closer to the surface of the imager from bright cellular 
response far away from the device, a task hard to achieve without further processing. Multi-layer 
cell detection from a single 2D image with a precision better than 500 µm provides surgeons with 
high enough resolution to investigate the tumor bed.  

Extracting multi-level depth information from the planar images of our lensless microscope 
on-chip eliminates the need for bulky optical lenses [63]–[65]. We have developed separate 
modules for detecting nonoverlapping and overlapping multilayer clusters of cancer cells. To 
generate the training dataset for nonoverlapping stacks of cells, pairs of emulated cell images from 
2 different depth values are chosen randomly with a minimum difference of 500 µm from 0 to 1 
mm. Initial cell images from each layer are convolved with the PSF of the custom-made imager 
and added together spatially to form a multilayer image. The overlapping regions are subtracted 
from the stacked image to ensure separation of the cells from each layer.  
 

 
To extract the location of cell foci in the two layers of cells, a 6-layer (3 convolution/3 

deconvolution) network is trained on the dataset and the performance is evaluated on 1000 test 
samples. Figure 39(a) shows the overlaid image from the stacks, the corresponding depth map and 
finally the depth map predicted by the model. Figure 39(b) depicts the error distribution of the 
depth map predicted by this network with an average normalized deviation of pixels from their 

 
Figure 39.  Performance of the cell detector module for non-overlapping stacks of cells: (a) Raw 
images at each depth before applying the PSF, network input and output images for a test sample 
and the corresponding ground truth image. (b) Distribution of average pixel error for test samples 
with a mean of 6.2% for 1000 test samples. 

 

 
 



  55 
correct value to be about 6% with a standard deviation of 10%. Having established a model that 
successfully identifies two-layer depth map of tumor cells within a normal tissue background, we 
aim to show that we can generalize 3D localization to a more comprehensive case discussed in the 
next section. 

In addition to detection of cells in multilayer segregated clusters, 3D information from a 
more complicated structure with overlapping stacks of cells is explored in this work. However, the 
accuracy of recovering 3D information using a single micro-imager is going to be very limited 
when extracting spatial information from farther layers. The decreasing optical signal and 
increased scattering and absorption and more importantly the PSF non-ideality will result in a very 
low signal-to-background ratio in the farther layers.  

As a result, and to mitigate the high error rate of the model, we have proposed adding a 
second sensor to the imaging system, which is made possible by the ultra-small form factor of the 
sensor itself, allowing it to become fully implantable (if required) and therefore surgically 
practical. In our emulated experiments, the two sensors are placed 1 mm apart, on both sides of 
the emulated three-dimensional tissue. 

Both the single and dual-sensor modules consist of a 6-layer CNN (3 convolution and 3 
deconvolution layers) and their outputs are 4 binary input-sized layers depicting cell presence in 
each one, where [>0.5] indicates cell presence and [<0.5] indicates absence of cells. Due to the 
binary nature of the outputs, we can evaluate the accuracy of the outputs in terms of pixels 
incorrectly “labeled” (“existence” or “absence” of cells)- a metric we will later use to compare 
their performances. 

For a reliable 3D imaging of tissue, it is necessary that the module maintains its sensitivity 
and specificity performance across the entire depth of the specimen, and as such, the limited 
performance of this module will preclude it from being used to acquire reliable 3D information 
and perform deep tissue imaging on samples that are more than a few hundred microns thick. In 
this work, sensitivity is defined by the ratio of pixels accurately predicting presence of cells over 
the total number of cancer cells in the ground truth images. Specificity, on the other hand, evaluates 
performance of the model in predicting absence of cells in the pixels indicated by the ground truth 
images to be empty of cells. 

Amongst various applications of cellular level depth estimation, one of the more critical 
applications of microscopic imagers in oncology is to monitor and observe the movements and 
dynamics of the cells which represent the real-time response of tissues to therapy. The speed, 
direction, and features of the clusters of cells experiencing those dynamics are of significant 
clinical value, yet due to the complexity, cumbersomeness and optical limitations of intraoperative 
imagers, clinicians often have no choice but to do away with them. We here demonstrate in our 
final module a 3D-reconstruction model architecture that is capable of capturing these dynamics. 
The model is used to evaluate the sensitivity to cell dynamics and movement across layers and 
verified quantitatively with test samples. 
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CNN with single sensor: The first multi-layer cell detection module is based on a single sensor, 
observing a stack of 4 layers of cells that are randomly space between 0 and 1 mm away from the 
sensor itself, where each layer is at least 200 µm away from the adjacent layer- to allow full 
coverage of the [0,1 mm] three-dimensional space with only 4 layers. Individual layers are 
uncorrelated, and have randomly generated intensities and background levels, allowing for a 
realistic emulation of tissue. Upon applying the corresponding PSF to each layer, the 4 images are 
summed and combined into one final image that constitutes the sensor’s output and will serve as 
raw input to the module.  
 

 
After training, the module evaluated over 1000 distinct test inputs, and the corresponding 

input and outputs for one sample image are shown in Figure 40. The distribution of the 
performance is also shown in Figure 40. Our performance metric reveals that the first layer, that 
is the closest to the sensor, has a lower error rate of 28%, and the performance degrades with 
farther layers, with the rate of inaccuracy remaining well above 37%.  

The distribution of the performance illustrated in Figure 40(b) is shaped by random overlap 
of cells in the four layers. A deeper analysis of the individual data confirmed that the cases with 
lower counts of incorrect pixels observed in the far layers are caused by the subsequent cell layers 
overlapping significantly with the closest one, resulting in special cases and lower than usual error 
rates. 

 
Figure 40.  Test results of the CNN model with a single sensor: (a) Overlaid input image from 4 
raw images corresponding to each layer, network output images and ground truth depth maps for 
each layer. (b) Distribution of average pixel error for test samples for each layer (starting from the 
closest one to the sensor) with averaged error rates of 28.3%, 40.3%, 41.8% and 37.3% for layers 
1 to 4 respectively. 
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CNN with two sensors: The effect of adding the second imager, which is possible with the current 
form factors of these imagers, to the opposite side of the target under test is explored with the 
generalized 4-layer case to quantify the improvement of the accuracy. 
 Similar to its single-sensor counterpart, and using the exact same network, we evaluated 
the module over 1000 distinct test inputs and the corresponding inputs and outputs for one sample 

 
Figure 41.  Evaluation of the CNN with two sensors: (a) overlaid input images from 4 raw images 
corresponding to each layer before applying the PSF, network output images and ground truth 
depth maps. (b) distribution of average pixel error for each layer with averaged error rates of 
12.2%, 18.1%, 18.4% and 12% for layers 1 to 4, respectively.  (c) spatial (3D) reconstruction 
(using network outputs) of the sample test input, where black, yellow and red respectively 
represent blank (empty of cells) spaces, regions containing cells, and sensor locations. 
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image set is shown in Figure 41(a). The impact of adding a second sensor can be observed by 
comparing the outputs shown in Figure 40(a) and Figure 41(a), quantified in Figure 41(b). Figure 
41(b) illustrates the performance distribution of the 2-sensor module, and as expected, the first and 
last layers have very similar performances, as do the two middle ones, and this network can achieve 
a 12% error rate (in the two closest layers), which is less than half of the error rate of its single-
sensor counterpart. Adding a second sensor reduces the error in the two middle layers – farthest 
from the sensor – reducing it from 40% to 18%. 

Upon extracting and identifying the regions in each layer that include cancer cells, we are 
then able to reconstruct a spatial representation of the stacked sample in space and provide a 3D 
visualization of the specimen being imaged. Illustrated in Figure 41(c), using the outputs shown 
in Figure 41(a), we have reconstructed the stacked sample, identifying the zones where cancer 
cells were detected in each layer. For a complete representation of the proposed imaging platform, 
the two sensors are also shown in Figure 41(c), separated by the 1 mm thick stack of cell layers 
in between.  

ResNet+CNN with two sensors: Here we present a module that can not only identify cell clusters 
across all depths but is also very sensitive to small changes in the specimen, i.e., resulting from 
cluster movements. Using a more enhanced neural network, this module is able to identify cluster 
movements between layers and help visualize the dynamics within the specimen. In the previous 
section we introduced a two-sensor architecture to significantly improve the accuracy of the 
module. Here we preceded a 2-layer CNN network with a pre-trained 18-layer ResNet 
architecture[66], and after training, evaluated the performance of the compounded network on the 
test dataset. The architecture of the network and its input images and output depth maps are shown 
in Figure 42.  

 

The test dataset includes 100 distinct and randomly generated group images, in which a 
cluster of cells within the three-dimensional space moves across the different layers, going from 
sensor A towards sensor B, thus replicating a physiological dynamic of a real-life migrating cluster 
of cells (such as immune cells migrating into a tumor, or a metastatic deposit migrating or dividing 
within tissue). Figure 43(a) shows the diagram of the described scenario and how the cluster (and 
only the cluster) moves across the layers. 

 

Figure 42.  Architecture of the deep neural network model consisting of 18-layer ResNet and CNN 
with the corresponding input images from 2 sensors and the output depth maps for 4 layers. A 
replica of the image from sensor A is added to the 2 input images to comply with the 3-channel 
input of ResNet. 
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The performance distribution of this module is shown in Figure 44 and it can be seen that 

the two closest layers have a very low error rate (~11%) while the two middle ones have slightly 
higher rates (~16%). However, both show noticeable improvements compared to the CNN-only 
network case. 

The performance and outputs of the compounded module is shown in Figure 43(b). Figure 
43b) includes 4 sections, each one of which includes the raw (unblurred) images at different depths, 
the network outputs, the ground truth image and the two sensor images captured that serve as input 
to the module. The cluster of cells marked in Figure 43(b) moves across the 4 layers (from left to 

 

Figure 43.  (a) test setup for modeling dynamics of a moving cell cluster.  (b) outputs of the 
compounded module with the moving cell foci at each layer including the deblurred images at 
each depth, the two sensor images captured that serve as input to the module, the network outputs 
and the ground truth cell maps at each depth. 
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right), altering the 2 sensor images every time a layer change occurs. The module tracks the cluster 
with an average sensitivity of 72.6% and specificity of 91.7% for all of the 4 layers as shown in 
Figure 45(a). The Receiver Operating Characteristic (ROC) for average performance of the model 
across all layers is shown in Figure 45(b). 

 

 
 

 
 

 

Figure 44.  Performance of the ResNet+CNN model in identifying cell locations for each layer 
with average error rates of 11.5%, 16.3%, 15% and 11.2% for layers 1-4. 

 

 

 

Figure 45.  Performance of the compounded module with the moving cell foci: (a) sensitivity and 
specificity of the ResNet+CNN with 2-sensor network in detecting dynamics of the moving cell 
cluster for each layer. (b) receiver Operating Characteristic (ROC) of the model averaged for all 
layers. 
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8.4 Comparison of networks 
The modules presented in this work demonstrate the capabilities of neural networks in 

providing real-time enhanced image resolution and valuable 3D clinical information from 
currently available imaging systems and platforms. This project incorporates 3 modules featuring 
identification of the depth of a single image, deblurring and enhancement, and localizing cancer 
cell foci within each layer in both overlapping and non-overlapping stacks of cells. A novel method 
to synthesize a large representative dataset of real-life chip-scale images of the tumor (developed 
by Asmay Gharia - UC Berkeley) is utilized for training deep neural networks. We quantifiably 
demonstrated how placing two sensors on both sides of a tissue stack would improve the error rate 
of our depth estimation algorithm compared to the case with only sensor. The performance of the 
three modules described in this work have been summarized in Table 2, illustrating that the 
addition of a second sensor to a 6-layer CNN significantly reduces the error rate in the middle 
layers -by up to 55%. In addition to that, we also trained a 2-layer CNN preceded by an 18-layer 
pretrained ResNet and the introduction of the ResNet network further reduced the average error 
rate from 15.2% to 13.5%.  
 
 

Table 2.  Performance summary of 3 different trained depth estimation modules. 

Architecture 6-layer 
CNN 

6-layer 
CNN 

18-layer ResNet + 2-layer CNN 

Application Depth estimation (3D reconstruction) 

No. of sensors 1 2 2 

Layer 1 error rate (%) 28.3% 12.2% 11.5% 

Layer 2 error rate (%) 40.3% 18.1% 16.3% 

Layer 3 error rate (%) 41.8% 18.4% 15.0% 

Layer 4 error rate (%) 37.3% 12.0% 11.2% 

Avg. error rate 36.9% 15.2% 13.5% 

 
 

Table 3 summarizes the performance of the image enhancement and depth estimation 
techniques presented in this work in comparison with state-of-the-art supervised monocular depth 
estimation models for single images from NYU depth dataset[67]. Depth estimation for indoor 
environments eliminates the need for detecting stacks of overlapping objects ([68]–[70]) while it 
is instrumental in detecting cell clusters in tissue samples. The cellular level depth estimation work 
presented in [71] relies on multiple acquisitions from different depths of focus, challenging for 
intraoperative applications. This work achieved accuracies of 87% for single depth estimation for 
depths ranging from 0 to 2 mm, 95.8% for deblurring and resolution enhancement of images taken 
up to 1 mm away from the imager, 93.8% and 86.5% for cell localization and depth estimation of 
non-overlapping and overlapping stacks of multiple layers of cells within 1 mm of the device, 
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respectively. To verify the performance of the model in dynamic applications, the network was 
also tested for identification of moving cell foci within multi-layer stacks of cells. The module was 
able to identify presence of the cluster with a sensitivity and specificity of 72.6% and 91.7%, 
respectively, achieving minimal “bleed through” between adjacent layers. Having demonstrated 
the synergetic performance of the system containing our customized image sensor[23] with the 
computation power of neural networks, for future work, a more comprehensive study is needed to 
optimize architecture of the neural network using structurers such as encoder-decoder based 
CNNs[72] or self-attention feedback networks[73]. 

 
 

Table 3.  Comparison of this work with current depth estimation models. 

 This work [35] 
 

[36] 
 

[37] 
 

[38] 
 

Application 
Single-layer 

depth 
estimation 

 
Deblurring 

Multi-layer depth estimation 

Depth 
estimation 

Depth 
estimation 

Depth 
estimation 

Cell invasion 
depth 

estimation Non-
overlapping Overlapping 

Architecture CNN CNN CNN RES + CNN RES + 
CNN 

Multi-
scale deep 
network 

Encoder-
decoder 

Gradient 
convergence 

Single 
acquisition 

Yes Yes Yes Yes Yes Yes Yes No 

Dataset Synthesized 
2D images 

Synthesized 
2D images 

Synthesized 
2D images 

Synthesized 
2D images NYU depth 

 
NYU depth 

 
NYU depth 

3D cancer 
cell invasion 

assays 

Average 
accuracy (%) 

87 95.8 93.8 86.5 91.7 82.3 95.7 89.6 

 
 

There are several limitations to our work. While we ensured our datasets replicated as close 
as possible to a real-life sample set, a synthesized dataset was used. However, our goal is to 
demonstrate proof of concept with this technique, and this approach can be repeated for any 
available cell imaging data set by retraining the neural networks on that dataset. Nonetheless, 
despite the synthetic dataset, the final model (ResNet+CNN) is still able to achieve a high level of 
performance when applied to real-life images, as seen in Figure 46. While gathering a large size 
of real-life images of cancer cells is beyond the scope of this work, we have applied the module 
on a limited number of cancer cell slides. These specimens have first been imaged on high 
resolution fluorescence microscope (shown in the first column in Figure 46), after which each one 
has been assigned a randomly selected depth and was applied the corresponding PSF. After 
applying the PSF, all 4 layers were combined (added) to generate the sensor image. A similar 
procedure is also carried out for the second sensor. The sensor images obtained are shown in the 
second column of Figure 46. The network output -illustrating regions where cells were detected 
in each layer- is shown in the third column, and an overlay composite image of the outputs with 
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the microscope images is also showing in the rightmost column in Figure 46, showing an almost 
perfect level of localized cell detection.  

 
 

An additional limitation of this work involves a partial modeling of optical path non-
idealities. While the PSF accounts for the optical divergence of the light path, it does not take 
account for the scattering and absorption of the tissue medium. A further enhanced version of the 
module can be trained on a dataset that incorporates the effect and impact of scattering, absorption, 
motion deformation, non-uniformity of the laser beam and additive noise in the tissue as described 
in [74]. While an improvement, those effects can however largely be mitigated by using a longer 
wavelength process with the corresponding fluorophores, such as an ICG or IR-800 dye, as 
reported in [75]–[77]. 

The superior representation capability of neural networks also allows for a far more 
complex network of sensors to be used than only two, and thus pushing the limits of detection and 
resolution even further than what has been presented in this work. Having readily available ultra-
small sensors to be intraoperatively used, we can ultimately harness the power of machine learning 
in extracting valuable 3D information from a collection of easily obtained raw images. 

 

Figure 46.  Evaluation of the CNN with two sensors on real-life cancer cell slides: (from leftmost 
to rightmost column) input images from 4 raw microscope images corresponding to each layer 
before applying the PSF, sensor images, network output images showing regions where cells were 
detected, and overlay composite image of network output and microscope images for each 
corresponding layer. 
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