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Abstract
Optical Antenna-Enhanced Light-Emitting Diodes and Inverse Electromagnetic Design
by
Sean Hooten
Doctor of Philosophy in Engineering — Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Eli Yablonovitch, Chair

After its invention in 1960, the laser caused a paradigm shift in long-haul telecommunications, delivering
unparalleled communications bandwidth at high power. However, next-generation integrated on-chip
optical data communications require different specifications, favoring efficient nanoscale transmitters op-
erating at low-power and high direct-electrical modulation speed. This dissertation argues that a novel
device called the optical antenna-enhanced light-emitting diode (antenna-LED) can meet these require-
ments, as an alternative to conventional semiconductor lasers.

A detailed comparison between LEDs and lasers for on-chip optical links is provided in the first part
of the dissertation. We demonstrate novel methods to quantify the stimulated emission carrier lifetime
(7«) and spontaneous emission carrier lifetime (7p) in lasers and LEDs respectively, ultimately finding
T = 6ps for a laser at saturation and 7, = 1ns for a heavily-doped LED. While exploring the limits
of 7y, we reject the standard BNP model of the LED recombination rate. We go on to show that opti-
cal antennas can enhance the rate of spontaneous emission from LEDs by several orders of magnitude.
The resulting antenna-LED can reach the needed carrier lifetime due to (enhanced) spontaneous emis-
sion of 6ps, rivaling the corresponding lifetime in lasers. This allows us to quantify the direct-electrical
modulation rate of antenna-LEDs versus lasers. In doing so, we reject the standard small-signal modula-
tion approximation in favor of the large-signal digital modulation that would be required in low-power
on-chip interconnects. We find that antenna-LEDs and lasers are both limited by their respective carrier
lifetimes in this modulation format — indicating that antenna-LEDs can be as fast as lasers. Finally, we
show that antenna-LEDs are capable of achieving practical internal quantum efficiency, provided that
surface treatment processes for III-V semiconductors are improved. Putting it all together, our analysis
demonstrates that an antenna-LED with 6ps carrier lifetime, 10%*cm/s surface recombination velocity,
and 50% overall efficiency can reach a direct-electrical modulation speed exceeding S0Gbit/s while emit-
ting SO0 photons/bit. We argue that this is sufficient signal for next-generation receivers.

Tangentially, we demonstrate novel ways that the antenna-LED radiation efficiency and waveguide cou-
pling efficiency can be maximized. For example, by utilizing dielectric nanostructures in the antenna gap,
aknown tradeoft between antenna enhancement and antenna efficiency can be overcome. Furthermore,



we present the design and simulation of an optical antenna-LED with 94% coupling efficiency to a single-
mode waveguide, potentially enabling efficient integrated optical interconnects.

In the final part of the dissertation, we discuss inverse electromagnetic design — computational tools and
methods that can be used to efficiently optimize electromagnetic devices consisting of arbitrary num-
bers of geometric parameters. We provide two inverse design tutorials: (1) inverse design via the ad-
joint method for electromagnetic devices that satisty Maxwell’s equations, and (2) a novel semi-analytical
transfer-matrix method for the design of 1D interference filters. We then apply these techniques to con-
ventionally difficult electromagnetic design problems. Using (1) we design 65nm-CMOS-compatible per-
fectly vertical grating couplers with an industry competitive simulated insertion loss of -0.52dB. Using
(2) we demonstrate distributed Bragg reflectors (DBRs) with >99% reflectivity over an extremely broad
spectrum. We conclude with a brief look at emerging inverse design methods that are aided by neural
networks.
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Chapter 1

Introduction

Whether by fire, telegraph, radio, or optical fiber, there are few technologies that are as historically perva-
sive and disruptive as teleccommunications by electromagnetic waves. For example, after the invention of
the laser in the 1960s, optical fiber became the dominant telecommunications medium to foster the scale
and ubiquity of the Internet — a technology that is now integral in our day-to-day lives and to the func-
tion of civilization as a whole. Incidentally, the proliferation of web-connected devices require powerful
computing systems on the opposing end to satiate the endless hunger for more data and information.
This hunger has changed the incentives for the innovation of new communication technologies. Namely,
telecommunications of the past sought to increase the distance and speed of communications (for which
optical fiber technologies were revolutionary). By contrast, data communications of the present seek to
decrease the viable distance for optical communications, with the hope of improving data bandwidth and
energy efficiency. This hasled to the replacement of electrical wires with optics and photonics within data
centers, facilitating ultra-fast and efhicient data communications for high-performance computing tasks.
As the continued down-scaling of optical communications ensues, the big question is how much shorter
of a scale is optics viable, continually replacing electronics along the way? More specifically, can optical
communications be brought on-chip, facilitating intercommunications between silicon logic?

In the last three decades, the computational design of electromagnetic devices has been enabled by
improved simulation techniques and high-performance computers. This has facilitated the physical in-
vestigation of micro- and nano-scale electromagnetic devices by direct solutions to Maxwell’s Equations —
oftentimes providing remarkable agreement with experiment. Recently, investigators have sought to engi-
neer devices that perform at the absolute limits by leveraging computational design. Unfortunately, com-
plex designs can require thousands to millions of simulations to exhaustively explore a design space, and
exhaustive searches on this scale remain computationally precluded (even with the impressive speed of
modern machines). Notwithstanding, recent revelations in computer science and mathematics (such as
machine learning) have enabled optimization techniques with unprecedented computational efhiciency.
Can these techniques be applied to electromagnetic design?



CHAPTER 1. INTRODUCTION 2

1.1 Thesis outline

This dissertation seeks to answer the rhetorical questions posed above in two parts. In Chapter 2, we
will argue that on-chip optical communications are feasible, but will require several integrated photonic
devices. In particular, the central topic of this thesis is a comparison between lasers and light-emitting
diodes (LEDs) — the two most viable sources for on-chip optical communications. This will require a
detailed discussion of the fundamental physics of LEDs and lasers, discussed in Chapter 3. We will find
that regular LEDs are not as fast lasers because of the intrinsically slow speed of spontaneous emission
compared to stimulated emission. However, Chapter 4 shows that the speed of LEDs can be boosted by
several orders of magnitude using optical antennas. Therefore, we argue that optical-antenna enhanced
spontaneous emission can be as fast as stimulated emission. We will conclude Chapter 4 with a discussion
of direct electrical modulation and efficiency in optical sources. Chapter 5 presents two supplementary
topics relating to the ultimate efficiency of optical-antenna enhanced light-emitting diodes: waveguide
coupling and metal-dielectric antennas. In Chapter 6 we switch topics and discuss inverse electromag-
netic design via the adjoint method - a technique that can be used to dramatically reduce simulation
requirements in the design of complex electromagnetic structures. We go on to apply the adjoint method
to CMOS-compatible grating couplers. Finally, in Chapter 7 we briefly discuss novel topics in inverse
design, including a new semi-analytical transfer-matrix method for the design of thin-film interference
filters such as distributed Bragg reflectors. We conclude Chapter 7 with a brief look at emerging inverse
design methods that leverage machine learning.

To maintain brevity in the main body of this thesis, several mathematically-heavy topics have been
relegated to the appendices. More detailed discussion of many topics, especially from Chapters 2-5 can
be found there.



Chapter 2

On-Chip Optical Data Communications:
Incentives, Requirements, and Our Proposal

Global internet traffic has risen exponentially in the last decade, with 280Tb/s of information commu-
nicated on average in 2016 [92], or about 1 zettabyte/year (10*! bytes/year). Data centers and high-
performance computing (HPC) systems make up the backbone of internet traffic and backend compu-
tation, with as much as 10® bits communicated locally per bit communicated externally [8]. Indeed the
global data center IP traffic has increased from 1 zettabye/year in 2010 to 11 zettabytes/year in 2018, with
anticipated continued exponential growth for at least the next decade [6, 81]. Consequently, data centers
consumed about 200 TWh (200 x 10°kWH) of electricity in 2018, or about 1% of total electricity pro-
duced globally [59, 81]. Frightening projections from 2015 indicated that the total data center electricity
consumption could rise to as much as 8,000TWh (>20% of anticipated global electricity production)
by 2030 [6]. However, continuous improvements to data center energy efficiency as well as the adoption
of “hyperscale” infrastructure for massively distributed tasks such as social media and cloud computa-
tion have appeared to curb such projections and maintain only a small rise in total energy consumption
despite massive growth in usage, according to a recent report [81].

Optical interconnects have historically and continue to enable highly efficient data communications
and computation. Within the last few decades, optical fibers have replaced long-range electrical wires
on the scale of meters to kilometers connecting server racks in data centers. Optical data communica-
tion provides several major benefits over conventional wires including smaller attenuation, smaller dis-
persion, and higher data bandwidth [94]. For instance, Luxtera’s transceiver in 2017 could transmit as
much as 100 Gb/s over 2km without repeaters at about 4W [53], a metric unmatched by coaxial cables
or ethernet cables with ranges on the order of 100m and 100x smaller bandwidth and similar power re-
quirements. More recently, silicon photonics — an integrated microscale optical circuitry platform that
is compatible with conventional CMOS silicon-on-insulator (SOI) fabrication technology — is bringing
optical communication to the server- and chip-level scale in order to meet ever expanding data bandwidth
requirements while reducing power consumption [92,132]. For example, Beausoleil et al’s [11] proposed

I'This metric accounts for communications between data centers and external users, as well as intercommunications be-
tween data center compute nodes. Communications within the nodes themselves are unaccounted in this metric, and would
increase this figure by several orders of magnitude.
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Figure 2.1: Nearest-neighbor on-chip electrical wires.

architecture for data centers and high-performance computing (HPC) clusters would employ photonic
interfaces between individual compute nodes and memory with optical communication bandwidths ex-
ceeding 20Tb/s enabled by dense wavelength division multiplexing (DWDM) at energy requirements on
the order of 100£]/bit [11]. Seok et al [119] proposed a low-loss, integrated photonic switch with band-
width and port density that are unmatched by conventional electronic gigabit switches. Tangentially,
photonic platforms have recently been explored as analog accelerators for deep learning and other com-
putationally difficult tasks [142, 144, 122]. These disruptive innovations in optics and photonics leave
only one optical interconnect length scale unexplored: on the silicon chip itself with communication dis-
tances of the order of a few centimeters or less between clusters of transistors or other physical electronic
devices.

2.1 Losses of conventional electrical interconnects

Currently, the on-chip data communications are facilitated by micro-scale electrical wires. Every bit of
information communicated requires an electrical wire to be charged, which incurs energy per bit (en-
ergy/bit) losses. Consider the simple depiction of on-chip electrical wires in Fig. 2.1. A single wire may
have width, w, and height, h, with some pitch (defined lithographically) between adjacent wires. Missing
from this picture are many vertical layers of such wires for a typical chip (in order to facilitate intercon-
nections between potentially billions of transistors) as well as vias between vertical layers. For simplicity,
we may assume that the wires float between infinite ground planes above and below. To send a bit of
information across the wire, the wire must be charged. The total energy to send a single bit requires one
charge and one discharge of the wire capacitance resulting in a total energy requirement of,

E
— = CV? (2.1)
bit
capacitive losses
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where C'is the wire self- and mutual- capacitances, and V' is the supply voltage. According to the ITRS,
modern ICs operate with approximately 0.7V supply voltage. If we take the wires to have square cross-
sections with edge width of w = h = %pitch, and assume that the distance between the wire faces and
ground planes is also %pitch, then the wire mutual capacitance is given by,

L. %pitch

Cmutual,wire ~R4dXxe—=4xe¢ T
d pitch

=4elL (2.2)

Assuming that the cladding medium is SiOy with € = 3.9¢,, then we find an approximate mutual ca-
pacitance per unit length of C'/L ~ 1.4pF/cm. This capacitance per unit length is independent of the
wire pitch and cross-sectional dimension, indicating that it is fundamental and cannot be eliminated
by scaling [92]. Thus by Eq. 2.1 we find an energy/bit/length requirement exceeding 500%. This is
demonstrably an underestimate however, as we did not include self-capacitance, fringing capacitance,
nor mutual-capacitance between further neighboring wires 2. Moreover, we did not include losses asso-
ciated with on-chip repeaters to boost the transmitted signal. Indeed, it is estimated that over >50% of
transistor gates serve as repeaters [92], incurring an outstanding portion of overall on-chip losses. Thus
we see that for on-chip distances approaching lem, we already greatly exceed 100£]/bit just in charging

the wires, with an unavoidable scaling of energy/bit with communication distance’.

2.2 Benefits of optical interconnects

By contrast, optical interconnects are essentially lossless compared to their electrical counterparts, espe-
cially on the length scale of a chip. Indeed the best known absorption coefficient of silica is on the order of
~1dB/km at wavelengths in the L- and C-bands, essentially nullifying any potential distance based losses
on-chip (though this does not include potential losses in integrate photonics such as waveguide bends
or surface roughness, but these issues are minor). Furthermore, the data bandwidth that can be carried
by optical interconnects is extremely high, owing to a lack of RC time delay and large optical frequen-
cies of nearly 200THz. Indeed, the speed of optical interconnects is limited only by the transmitters and
receivers.

Ideally, the only losses expended in optical interconnects are in the transmission and reception of
photons, as well as the necessary electronics to convert between electrical and optical signals (including
amplifiers). If we ignore the latter considerations, a perfect shot-noise limited receiver requires about 40

2This simple calculation of the capacitive losses may appear somewhat deceiving, because electrical interconnects acting
as ideal transmission lines (instead of DC wires) should not suffer from such reactive losses nor require frequent repeaters
along the length of a chip. The details are nuanced, but at the dimensions and frequencies involved in on-chip interconnects,
RC-limited behavior of electrical interconnects cannot be avoided [95, 94]. One may attempt to tread the line by optimizing
the wire dimensions and transmission frequency, but then one must also deal with impedance matching, fabrication sensi-
tivities, cross-talk, and higher chip footprint requirements — problems that are not nearly as severe when adopting optical
interconnects.

3There has been some discussion of low-swing repeaters that can operate at lower supply voltage, and therefore lower the
overall energy/bit of the wires. However, even if voltage can be scaled down, the capacitance scaling with length in Eq. 2.2
remains.
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Figure 2.2: Proposed photonic link consists of an ultra-fast source (Antenna-LED), a single-mode waveg-
uide, and a high-speed receiver (Photodiode+Preamplifier).

photons/bit (discussed in Chapter 4). All non-idealities ignored, the energy/bit required to emit 40 pho-
tons with photon energy of 1eV is only 6a] /bit (6 x 10~ '8 ] /bit) - representing over S orders of magnitude
potential improvement over the ~100 fJ/bit currently required to communicate across chip electrically.
Notwithstanding, achieving this advantage implied by the use of on-chip optics remains a technologically
challenging endeavour. From a cost-motivated perspective, ideal optical sources and detectors would re-
quire the heterogeneous integration of optically-active materials (such as ITII-V group semiconductors or
2D monolayer materials) with silicon. While there have been recent strides in these technologies [34, 9,
50, 136], high-volume production remains distant. Furthermore, from a fundamental engineering per-
spective, there are many obstacles towards the demonstration of a high-speed, ultra-efhicient all-photonic
integrated circuit with sufficient advantage over conventional CMOS.

2.3 Current conception of the photonic link, and its
requirements

The nano-photonics group in the Center for Energy Efficient Electronics Science (E3S) at UC Berkeley
has proposed a full optical link, depicted in Fig. 2.2. The link consists of three critical elements: (1) a
nanoscale, efficient, fast, electrically-injected optical source; (2) a single-mode waveguide; and (3) a low-
capacitance, high-speed receiver.

Many nanoscale optical sources have been proposed recently [109, 42, 130, 23, 43, 73, 27, 37]. The
semiconductor laser is the conventional choice for an optical transmitter in a photonic link. However,
we will advocate for an ultra-fast light-emitting diode called the optical antenna-enhanced light-emitting
diode (antenna-LED). We will argue that antenna-LEDs can be as fast lasers while maintaining practical
quantum efficiency. The antenna-LED in Fig. 2.2 consists of a narrow III-V LED ridge (= 20nm), sur-
rounded by a metallic antenna. Electron-injection to the LED ridge is facilitated by the antenna, while
holes are injected through the waveguide (which is assumed to be electrically isolated from the antenna)
[4].

The optical source transmits light through a single-mode waveguide interconnect. Targeted inter-
connect lengths are of the order Imm or larger, i.e. significant distances across chip. Communications on
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shorter length scales would remain relegated to electrical wires since the capacitive losses are not as severe,
and denser information density is possible with multiple metallization layers. The single-mode waveguide
dimensions will be on the order width x height = 500nm x 200nm. This supports the fundamental
TE mode and allows for high-efficiency operation of both the source and receiver.

The receiver is depicted as a high-performance bipolar phototransistor with separate photodiode and
amplification regions, originally proposed by Lalau-Keraly [70]. Alternative proposals consist of low-
capacitance photodiodes connected to CMOS trans-impedance amplifier circuits [120, 5]. Nevertheless,
critically, the absorption and gain regions of the receiver must be separate for both high-speed and low
energy/bit detection. The targeted capacitance of the photodiode for a strong photo-signal is of the order
100aF or less, which can potentially be achieved with next-generation germanium devices. One recent
report claims ~600aF with a 1.7um photodiode and high responsivity [103, 104].

The optical source is the main subject of this thesis (discussed in Chapters 3-5). Our objective will be
to show that the optical antenna-LED is not only a capable optical source, but will fundamentally rival the
speed and efficiency of conventional semiconductor lasers. Ultimately we will find that the antenna-LED
is capable of >50 Gbit/s direct modulation. Furthermore, with improved and scalable surface passiva-
tion, practical quantum efficiency can be achieved. The last remaining bottleneck will be optical power,
where we argue that 500 photons/bit transmitted to the receiver is possible. This is below the current sig-
nal requirements of high-speed optical receivers, but next-generation receivers could potentially operate
at very low power. Consequently, next-generation sub-femtojoule energy/bit on-chip optical communi-
cations is possible.



Chapter 3

Fundamentals of Semiconductor Light
Emission: Lasers vs. LEDs

In the prior chapter we have advocated several reasons to implement on-chip optical interconnects, ar-
guing primarily that optical data communications can provide increased data bandwidth and energy ef-
ficiency even on the length scale of a single chip (<lcm). Nevertheless, several optical components will
need to be engineered before such a technology can be realized. Most critically, efficient and fast nanoscale
light emitters and photoreceivers must be designed and properly integrated on-chip. As will be shown,
these are not trivial concerns. In this thesis we are primarily interested in uncovering the best optical
source in the interconnect.

Practically speaking, III-V InP/GaAs-based semiconductors, such as ternary and quaternary com-
pounds like InGaAs and InGaAsP, are the most viable optical materials for on-chip optical communi-
cations because of their low defect density, well-known and repeatable lithographic fabrication, bright
direct bandgap light emission in the low-loss telecommunications bands, high mobility, compatibility
with electrical injection, and ease of epitaxial growth of lattice-matched heterostructures for good elec-
trical confinement and mechanical properties. The downside of using III-V semiconductors is that they
must be heterogeneously or monolithically integrated with silicon to facilitate communications between
silicon logic. This thesis will consider heterogeneous integration out-of-scope. We are primarily inter-
ested in performing a fundamental exploration of on-chip optical sources, and whether they can fulfill
the requirements of on-chip data communications. For this purpose alone, III-V semiconductors are the
best choice.

Moreover, in this thesis we will advocate for the use of nanoscale light-emitting diodes (LEDs) for
light emission instead of conventional semiconductor lasers. This analysis will depend heavily on the
physics of semiconductor light emission. In this chapter we will introduce the fundamentals of semi-
conductor spontaneous and stimulated emission, and then derive a quantity related to both LED and
laser speed (carrier lifetime) from experimental observations. We will find that LEDs are (unsurprisingly)
optimized for modulation speed when they are heavily-doped, but the conventional knowledge and de-
scription of these physics are insufficient. By contrast, we will show a novel way to calculate laser speed
from simple experimental observations. These findings will serve as a basis for comparison of the laser
with the optical antenna-enhanced light-emitting diode, which will be discussed in the next chapter.
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3.1 Basic concepts of semiconductor LEDs and lasers

In many ways, light-emitting diodes (LEDs) and lasers are very similar. A typical LED or laser might
consist of a P-I-N diode heterostructure, where electrons are injected on the N-doped side and holes are
injected on the P-doped side, with light emission occurring in the central intrinsic “active” region. For
optical communications the most common active material is indium gallium arsenide (Ing 53Gag 47As)
owing to its high mobility, low intrinsic defect density, and bandgap of E, = 0.75¢V for telecommuni-
cations in the C-band. InP is commonly chosen for the N- and P- doped heterostructure barrier regions
because its lattice match to InGaAs will not cause defects and because its large bandgap F, ~ 1.3eV pre-
vents parasitic absorption. The most substantial difference between LEDs and lasers is the microscopic
mechanism of light emission: spontaneous emission and stimulated emission, respectively.

A simple depiction of an (a) LED and a (b) laser is shown in Fig. 3.1. In this case, the semiconductor
active regions are electrically-injected via a current source (mimicking a p-i-n diode), though in principle
an external light source may be used to inject carriers. As can be seen here, the only fundamental structural
difference between the LED and laser is the presence of an optical cavity (in other words, the two mirrors)
for the laser. Some light remains trapped in the optical cavity and interacts with the active semiconducting
material, while some light escapes the mirrors. The active material in the laser provides amplification
(or gain) of the trapped light via a process called stimulated emission. The LED, on the other hand,
simply emits light without any optical feedback in a process called spontaneous emission. The zoom-in
insets depict the microscopic processes of spontaneous emission and stimulated emission in (a) and (b)
respectively. In the case of spontaneous emission, excited electrons in the upper energy state (conduction
band) spontaneously recombine with holes in the lower energy state (valence band), causing a photon
emission event. In the case of stimulated emission, incident light from the left induces a recombination
event of the electrons and holes, thereby emitting a photon in addition to the stimulating photon. In both
cases, the output photon energy is equal to the energy of the transition, i.e. the bandgap energy (fw =
E,). A mathematical description of the microscopic origin of spontaneous and stimulated emission may
be found in Appendix A.

The device characteristics of LEDs and Lasers, on the other hand, can be vastly different, as quali-
tatively depicted in Figure. 3.2. The L-I curve in (a) provides the optical power versus current for LEDs
and lasers. LEDs begin emitting light as soon as current is injected, while lasers only emit light when the
optical gain exceeds the intrinsic losses in the material and optical cavity. This is manifested in the so-
called threshold current, Iy, that must be overcome before efficient light emission begins. The speed of
LEDs and lasers may be represented by the small-signal modulation bandwidth curves in (b). The speed
of LEDs is roughly constant for any given current, but it is much smaller than what can be achieved by
lasers at high current . This is a consequence of the intrinsically slow speed of spontaneous emission ver-
sus stimulated emission. But what if spontaneous emission could be enhanced, so that efficient and fast
light emission could be achieved without a threshold DC bias? This question will be the central topic of
this chapter and the next two chapters, where we will be discussing the speed of lasers and LEDs in great
detail. We will begin with a high-level overview of laser and LED dynamics.

Note that these details, especially with regard to modulation bandwidth, are major simplifications. We will end up
rejecting the notion of small-signal modulation in the next chapter.
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Figure 3.1: Semiconductor light-emitting diodes (a) and lasers (b) are structurally similar devices. Funda-
mentally, the major difference lies in the microscopic process responsible for light emission, spontaneous
emission and stimulated emission for LEDs and lasers respectively (depicted in insets).
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Figure 3.2: Qualitative depictions of LED and laser L-I curves (a) and small-signal modulation bandwidth
(b). LEDs can emit efficiently without overcoming a threshold DC bias (1), in contrast with lasers.
However, LEDs are intrinsically slow compared to lasers at large bias. Note that we have ignored quantum

efficiency in (a).
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3.2 A brief introduction to semiconductor carrier dynamics

In this section we will derive the carrier lifetime of LEDs and lasers, which we will argue determines
the overall speed of lasers and LEDs for on-chip optical interconnects. Let the carrier concentrations
of electrons and holes in a semiconductor active region be denoted by IV and P respectively, both with
units of carriers/cm®. When a light-emitting diode or laser is forward-biased, electrons and holes are
injected into the active region at a generation rate given by G oc 1/qV where [ is the current and V'
is the semiconductor volume. Note that the generation rate is in units 1/(cm?® - s). By contrast, there
are several mechanisms that deplete carriers in processes collectively referred to as recombination (where
excited electrons and holes recombine, and are subsequently annihilated). The total recombination rate
(also in units of 1/(cm?® - 5)) is dominated by three co-existing processes: non-radiative recombination,
spontaneous emission, and stimulated emission.

Non-radiative recombination, R,,, produces heat in the semiconductor and has several contributing
mechanisms such as Shockley-R ead-Hall recombination, surface recombination, and Auger recombina-
tion. Radiative recombination, R, produces light by the mechanism of spontaneous emission, and is
the main light emission mechanism in LEDs. Finally, stimulated recombination, Ry, produces light by
the mechanism of stimulated emission, and is the main light emission mechanism in lasers. Each of these
recombination mechanisms have their own dependencies on the total carrier concentrations in the device
as well as photon concentration in the case of stimulated emission. These dependencies will be discussed
in the next few sections.

When both generation and recombination are occurring simultaneously, there is a net creation or
reduction of carriers. This is reflected in the minority carrier rate equation:

ACarrier Concentration

ATime

= Generation Rate — Recombination Rate (3.1)

ON
E — G - (Rnr + Rsp + Rst) (32)

where in this case ON refers to the change in the excess carrier concentration, which is usually taken to
be the minority carrier in the device (electrons), but in fact applies to both electrons and holes by charge
conservation.

Consider the case when the generation rate is zero (Generation Rate=0), e.g. the device has been
pumped to some carrier concentration [V, and then the current is turned off. Further, let’s assume that
the carrier concentration decays exponentially as N (t) = N, exp{—t/7} with 7 a characteristic carrier
lifetime of decay. Plugging these assumptions into Eq. 3.2, we may solve for 7:

1 1

; ~ N(Rnr, + Rsp + Rst) (33)

Which demonstrates that the rate of decay is related to quantities R/N where R is the total recombi-
nation rate. However, note that the assumption that carriers decay exponentially with time is generally
incorrect. Conventionally, the carrier lifetime is defined as,

1 OR

—=o% (3.4)
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a differential quantity that is contingent upon carrier concentration. Nevertheless, the LED speed and
laser speed will be strongly related to the recombination rates R, and Ry, respectively. In Section 3.3 we
will discuss the laser recombination rate and carrier lifetime, then in Section 3.4 we will discuss the LED
recombination rate and carrier lifetime. In the next chapter we will show how carrier lifetime relates to
the device modulation bandwidth, or speed.

3.3 Laser speed, from observations

In Appendix A, we quantum mechanically derive the fundamental stimulated and spontaneous lifetimes
for two-level systems in the presence of monochromatic light. While these lifetimes apply generally to
atomic systems and reveal the fundamental relationship between stimulated and spontaneous emission,
semiconductors require a slightly more nuanced treatment. This is because we must account for the
continuum of states above and below the conduction and valence bands for electrons, the occupation
probability of those states, and conservation of momentum and other selection rules for transitions. A
full derivation is out of the scope of this thesis, but a careful accounting of all these effects produces the
following net stimulated emission recombination rate:

R = Group Velocity - Gain - Photon Density = v,95 (3.5)

where v, g, and .S correspond to group velocity of the incident wave in the optical cavity, optical gain
(amplification), and photon density respectively. Eq. 3.5 has a simple interpretation: photons stimulate
electronic transitions, just as was indicated in Fig. 3.1(b) from the previous section. In general, the mag-
nitude of the recombination rate depends on both a measure of how excited the material is (optical gain)
as well as the density of photons available to stimulate transitions.

Using Eq. 3.4 we may estimate the carrier lifetime due to stimulated emission as,

1 _0R,  dg
=N fugaNS (3.6)

where 7, is the carrier decay lifetime, and 9g/ON is known as the differential gain. In the remaining sub-
sections, we will show how to obtain the stimulated lifetime by estimating these three quantities (group
velocity, differential gain, and photon density) from experimental observations.

Experimental laser gain

As carefully noted in Eq. 3.5, R corresponds to the ez stimulated emission, meaning thatitis competing
with the process of absorption. As famously discovered by Einstein, absorption and stimulated emission
have equivalent cross sections. Therefore, when a flux of photons is incident on a semiconductor, both
stimulated emission and absorption occur. However, on average there will be net stimulated emission or
absorption based on the degree of population inversion in the semiconductor. This fact is reflected in the
gain coeficient, g in units of 1/cm, in Eq. 3.5. This term contains information about the material matrix



CHAPTER 3. FUNDAMENTALS OF SEMICONDUCTOR LIGHT EMISSION: LASERS V.
LEDS 13

element, density of states, and occupation probability of those states. For a bulk semiconductor, it may
be written:

9= go(fc— [v) (3.7)

where g, is a gain coeflicient that depends only on the material matrix element and density of states, and
fe, fo are the Fermi-Dirac distributions for the electron occupation probabilities in the conduction and
valence bands respectively with quasi-Fermi levels /. and F},. Importantly, the gain is positive when f. >
fuv, known as population inversion. The condition when f, = f, is known as the Bernard-Duraftorg or
transparency condition, and famously occurs when AV = F, — F,, = E, where AV is the potential
seen by the active material and £ is the material energy bandgap.

It is important to note that the gain in Eq. 3.7 is actually a spectrum (parameterized by the photon
energy hw), and stimulated emission occurs at the overlap of the gain spectrum with an optical mode
in the laser cavity (i.e. the least lossy mode that meets constructive interference conditions). The optical
mode is represented as the photon density term (in units of photons/cm?®) and is usually assumed to
be monochromatic, defined over a small energy interval 2. For most single-mode lasers that we will be
concerned with, the photon energy in the device can be assumed to overlap with the peak spectral gain,
which is close to the bandgap energy of the active material. There are several empirical models of the peak

gain, such as the logarithmic model:
N
Gpeak = 9110 (—) (3.8)

Ne

where ¢, is alogarithmic peak gain coefficient, [V is the minority carrier concentration, and [V, is defined
as the minority carrier concentration where the transparency condition occurs (typically N, ~ N, the
conduction band density of states, though it depends on a number of device parameters like doping and
strain). Thus we see that when N = Ny, the gain is zero and the gain increases with increasing carrier
concentration N above transparency.

Using Eq 3.8, the differential gain is given by,

99 _ 9

ON N

where we evaluate the differential gain at the threshold gain condition, g, with corresponding threshold

carrier concentration (Ny,). The gain threshold occurs when the gain equals the optical losses in the

laser cavity. These losses include desirable loss through the mirrors as well as parasitic “intrinsic” loss

such as free-carrier absorption. A typical threshold experimental threshold gain is g4 = 500cm ™" for a

semiconductor laser. This value can be ascertained by a simple estimate using the mirror loss in a typical
Fabry-Perot laser cavity with cleaved facets, discussed below.

The differential gain depends on the lasing material and quantum confinement. Namely, quantum

well lasers tend to have larger differential gain than bulk lasers because of a sharper density of states® and

(3.9)

%In fact, the net stimulated emission recombination rate from Eq. 3.5 should also be viewed as defined over a small energy
interval, whereas the spontaneous emission recombination rate is explicitly integrated over a large distribution of energies.
This is discussed further in Appendix B.

3This is true theoretically speaking, but in practice the absorption edge of bulk GaAs-based materials is very sharp.
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Figure 3.3: Strained semiconductors have symmetric conduction and valence bands, allowing for an over-
all lower carrier concentration at transparency.

strain, which can lower the transparency carrier concentration by a factor 2. The latter effect can be
visualized in Fig. 3.3, where we depict the E-k diagrams of an (a) bulk and (b) strained quantum well
material. Note that for illustration purposes, the materials have the same bandgap energy, but in practice
a quantum well will have an effectively larger bandgap energy because of particle-in-a-box-like quantum
confinement effects. As shown in Fig. 3.3(a), the bulk semiconductor has a large asymmetry between the
conduction band and valence band because of a larger effective mass for heavy holes (since the heavy-hole
band dominates the band edge in bulk InGaAs). Thus, at the transparency condition, F, — F, = E,,
the quasi-Fermi level for electrons is highly degenerate in order to preserve charge conservation. This is
contrast to the strained quantum well in Fig. 3.3(b), which has symmetric conduction and valence bands.
Strain occurs when crystals with different lattice constants are bonded or grown adjacently. Under strain,
the hole effective mass in the valence band can be reduced, resembling the effective mass in the conduction
band [143]. Thus, the quasi-Fermi level in the conduction band is pulled down very close to the band
edge, indicating a smaller minority carrier concentration needed for transparency.

In order for the semiconductor to lase, it must be biased above transparency at the threshold condi-
tion. The carrier density at threshold depends not only on the threshold gain but also parasitic recom-
bination mechanisms such as Shockley-R ead-Hall and Auger recombination. For brevity and generality,
we will make two assumptions: (1) we will take g; = gy, = 500cm ™, and (2) we will take the threshold
carrier concentration to be Ny, ~ 10'®cm™®. These are reasonable values based on typical laser parame-
ters. Thus, we have,

dg N 500cm !

an ~——— =5x 107" cm? 3.10
8]\7 threshold 1018CII1_3 cm ( )

we will use this experimental differential gain value in our estimate of the laser speed.
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Figure 3.4: Illustration of a high-performance single-mode InGaAs multi-quantum well edge-emitting
laser with one uncoated facet. We assume the other facet is perfectly reflective.

Laser photon density, from observations

Returning to the carrier lifetime due to stimulated emission from Eq. 3.6, we have two remaining un-
knowns: the group velocity, v4, and the photon density, S. The group velocity refers to the propagation
velocity of the laser mode, and is typically defined as v, = ¢/n, where n, is the group refractive index
that depends on the waveguide materials and dimensions. We will adopt a typical value for a single-mode
edge-emitting semiconductor laser, n, = 3.

The photon density in a laser requires a more technical approximation. In the remainder of this
subsection we will provide three methods to estimate the photon density under the assumptions that the
laser is a single-mode InGaAs multi-QW edge-emitting laser with an uncoated facet. An illustration of
thislaser is provided in Fig. 3.4. The laser consists of a 60um waveguide with a 1um X 0.5pm (modal) area.
We assume that the confinement factor is I' = 0.2 corresponding to to a total thickness of the InGaAs
quantum wells of 0.1pm. The heterostructure barrier regions might consist of InP or some other ternary
or quaternary alloy to induce strain. We assume a reasonable (but large) output power for a single-mode
laser of this geometry of 150mW [83, 139]. Without loss of generality we will take only one facet to be
cleaved and the other is perfectly reflective. If both facets are cleaved, one may obtain an equivalent case
for these calculations by simply doubling the length and the total output optical power (150mW through
each facet).

Mirror reflectivity connects external to internal photon density

The photon density may be estimated using the reflectivity of the laser and the output laser power. Con-
sider the illustration of the internal versus external light intensity at the laser facet in Fig. 3.5, which cor-
responds to the emitting end of the laser from Fig, 3.4. Here we assume a cleaved facet, thus providing a
reflectivity of,

2

341
=03 (3.11)

3.4+1

R%‘
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Figure 3.5: The internal laser photon density may be obtained from the facet reflectivity and the output
laser intensity. See Appendix D for a detailed explanation of this calculation.

where the laser refractive index is taken to be n = 3.4 emitting into air n = 1. The incident internal laser
light can either be reflected or transmitted through the facet. The transmitted light is what we observe as
laser light, corresponding to 150mW of optical power. Reflected light adds to the total internal intensity,
which can be converted to photon density. In Appendix D, we show that the the average internal photon
density may be related to the output optical power by:

i Effective Refractive Index Optical Power
Photon Density = - (3.12)
2 Photon Energy - Group Velocity - Area
n, P
§=_t_"¥ 313
2 hwvgA (3.13)
3 150mW
=2. (3.14)
2 0.8¢V-10%m/s - (lum x 0.5pm)
h
S = 3.5 x 10162200 (3.15)

cm?

where the n,, /2 factor accounts for the incident and reflected laser intensity on the laser facet at the thresh-
old gain condition, averaged over the laser cavity length. We assumed a photon energy iw = 0.8eV in
this case, since the lasing wavelength tends to occur above the bandgap energy £, = 0.75¢V

Matching input current with stimulated emission recombination rate

We may derive the photon density a different way by looking back at Eq. 3.2, where we described the
minority carrier rate equation. Under the steady state condition, e.g. ON/0t — 0, there is no net in-
crease or decrease of the carrier density in the active material. In other words, generation exactly matches
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recombination:

Generation Rate = Recombination Rate (3.16)

Thq_v = Rnr + RSP + Rst (317)

where [ is the current, V' is the active region volume, and 7); is the “injection efficiency” which describes
how much current injected into the device participates in generation and recombination processes. For
our purposes we may take 7; = 1, assuming that the heterostructure is well-engineered. The recom-
bination rates Ry, Ry, and Ry describe non-radiative recombination, radiative recombination due to
spontaneous emission, and stimulated emission respectively. For lasers, R,,; and R, are considered par-
asitic and must be overcome for lasing to occur. They can be collected into a threshold current term Iy,
so that Eq. 3.17 may be written,

I— -[th
qV

= R, (3.18)

The stimulated emission recombination rate may then be replaced by Eq. 3.5, R = v49.S. Rewriting
Eq. 3.18 in favor of the photon density, 5,
=1y 1

S
qV  veg

(3.19)

Previously we took the gain to be ¢ = 500cm ™!, and from Fig. 3.4 we have the laser (active) volume
V' = (lpm x 0.1pm x 60um). The only remaining unknown is the current. Following the logic that
each electron-hole pair recombining above threshold corresponds to one output photon, then we must
have that the current above threshold corresponds to iw (1 — I)/q = Pope where P,y is the optical laser

Opt
power and /w is the photon energy. With iw ~ 0.8eV and P, =150mW, then I — [y, ~ 187.5mA.

opt
Plugging into Eq. 3.19,
- 187.5mA 1 65.20)
~ ¢+ (Ipm x 0.1pm X 60um) 10%m/s - 500cm '
.ph
S =39 x 101“’:th“$ (3.21)

which agrees with our previous estimate in Eq. 3.15.

Using the empirical gain saturation coefficient

Since the recombination rate for stimulated emission is proportional to S, one might expect the fastest
lasers to have the largest possible S. This is partially true, but really one wants the largest gain-photon den-
sity product. The gain and photon density tend to be intimately related because higher gain implies larger
loss which, in turn, implies lower photon density. There is no obvious way to optimize this trade-off, but
the fastest lasers experimentally tend to have threshold gain similar to what we have assumed in this work.
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Figure 3.6: As the photon density in a laser increases, the gain-photon density product saturates. This
provides us with an effective saturation photon density.

The most straightforward way to increase the gain-photon density product is just to pump the laser very
hard. Unfortunately, there are limits to this approach, both fundamental and non-fundamental. Non-
fundamentally, the laser may heat up or the injection efficiency may suffer 4 Ostensibly, these issues may
be relieved by using a high thermal conductivity substrate or by improved heterostructure engineering,
so we will assume that they will one day be resolved. Fundamentally, lasers suffer from gain saturation
at high photon density. The most important mechanism for gain saturation is somewhat elusive, and is
most likely a combination of many effects, such as spectral hole burning and quantum capture time [148,
60]. Nevertheless, an empirical model for gain saturation is given by,

Ry = 0,95 — v, ff&sis (3.22)

where the left hand side of the arrow is the regular expression for the stimulated emission recombination
rate, while the right hand side describes the behavior at large S. We see that the gain term becomes a
function of the photon density, parameterized by a “gain compression coefficient” € which is given in
units of volume. The nominal gain, gnomina describes the threshold gain at low pumping. In Fig. 3.6 we
plot the right hand side of Eq. 3.22 versus S. (excluding v4 and gnomina because they are just constants).

We observe that at large photon density, the gain-photon density product saturates, this can be viewed
another way by taking the limit of Eq. 3.22:

lim Ruym — v, g“f’?‘““ (3.23)

S—o00

“Laser self-heating is still considered one of the primary limiters of laser speed. In fact, a recent paper from NTT demon-
strated the fastest small-signal modulation bandwidth to date by bonding the laser to a silicon carbide substrate, which has a
high thermal conductivity [145]
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By comparison with the original stimulated emission recombination rate, we may interpret the gain com-
y p g y P g
pression coeflicient as a saturation photon density with S;,, = 1/¢. A typical experimental value of the
gain compression coefficientis ¢ = 3.16 x 10~'"cm?® [83]. The saturation photon density (for S0% gain
saturation) is then equal to

016 photons

Sac =3.2x 1 S

— (3.24)

once again agreeing well with our previous estimates 5,

Stimulated emission carrier lifetime

In the previous subsection we estimated the group velocity, differential gain, and photon density of a
saturated strained quantum well InGaAs laser. We are now prepared to predict the carrier lifetime due to
stimulated emission. The equation for the stimulated emission carrier lifetime is reproduced here:

Tist = vgg—jis (3.25)
We take, v, = 10'%m/s, 9g/ON =5 x 107 *6cm?, and S = 3.5 x 10'61/cm®. Plugging in:
. (1010i> - (5% 107%em?) - (3.5 x 10'%cm™?) (3.26)
Tet cm
To which we find,
T = Gps (3.27)

a very fast lifetime. We will discuss how 7 relates to modulation speed in the next chapter.

To summarize, in this section we derived the carrier lifetime due to stimulated emission directly from
observations. Each observation provided an independent confirmation of our final carrier lifetime of
T« = Ops for a conventional edge-emitting InGaAs quantum well laser. In the next section we will
discuss the carrier lifetime due to spontaneous emission in LEDs.

3.4 LED speed, from observations

In this section we discuss the LED carrier lifetime, starting with the well-known empirical recombination
rate due to spontaneous emission:

Ry, ~ B(NP —nJ) (3.28)

where B, is known as the radiative recombination coefficient in units of cm?/s, N is the electron con-
centration, P is the hole concentration, and n; is the intrinsic carrier concentration. B, depends on the

>Note that more or less gain saturation than 50% may be tolerable, so the number chosen here is flexible.
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matrix element of the material, whereas N and P take into account the electron and hole occupations
as well as material doping. Note that a consequence of Eq. 3.28 is that spontaneous emission occurs in
semiconductors even at small forward bias (causing a small separation in the quasi-Fermi levels, /. and
F,, and slight excess carrier concentrations), in contrast to the population inversion condition required
for lasing. This will become important in our analysis of LEDs compared to lasers later on.

Suppose we were to p-dope our LED with an acceptor concentration N4 such that P, = Ny >
n;. Then Eq. 3.28 suggests that the spontaneous emission recombination rate becomes Ry, ~ B, N F,
(under the assumption that N < P,). In other words, the spontaneous emission recombination rate
increases with doping. If we were to believe this model, the spontaneous emission carrier lifetime would
be given by,

OR

1 s
Empirical BNP model: {p = aNp = B,P, (3.29)

which suggests that the spontaneous emission carrier lifetime can be improved arbitrarily with doping
concentration. While this behavior is true at nondegenerate doping concentrations Ny < N, where
N, is the effective density of states in the valence band, we will show that Eq. 3.29 fails at heavy doping
concentrations. We will ultimately find that at high doping density the spontaneous emission carrier
lifetime in semiconductors saturates to the fundamental two-level system spontaneous emission lifetime.

Intricate model of carrier lifetime due to spontaneous emission

Following Chuang [21], Appendix B provides a method to carefully calculate the spontaneous emission
from III-V semiconductors under arbitrary doping and biasing conditions. Using this model, we solve
for the radiative lifetime (i.e. the spontaneous emission carrier lifetime) of bulk InGaAs as a function of
p-doping concentration in Fig. 3.7. At each doping concentration, the minority carrier concentration
of electrons is taken to be constant N = 10%em™3, corresponding to a reasonable biasing condition e,
As indicated in Fig 3.7(a)-(c) there are three characteristic regimes of the spontaneous emission carrier

lifetime depending on the magnitude of doping, which we discuss below.

RegionI: Ny < N

This region corresponds to Fig. 3.7(a) where the doping concentration, Ny, is smaller than the device
minority carrier concentration (in this case N = 10'cm ™ due to the device bias). As a consequence of
charge conservation, P ~ N. Thus, using Eq. 3.28, Ry, ~ B,N 2, Consequently,
1 9(B,N?)

—=——2-=2BN 3.30

Top ON ( )
In other words, we find that the spontaneous emission carrier lifetime is independent of doping concen-
tration in this regime, manifesting as a nearly slopeless line in Fig. 3.7(a).

®Note that under large minority carrier concentration both the BN P model and the model that is discussed in this
section will break down (discussed in Appendix C). We will not consider this additional case as it would likely require a more
complicated model of the semiconductor bandstructure, and is undesirable for quantum efficiency considerations.
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Figure 3.7: The carrier lifetime due to spontaneous emission in semiconductors saturates to a constant
value at heavy doping. There are three characteristic regimes of interest: (a) the doping concentration
is smaller than the minority carrier concentration, (b) the doping concentration is larger than the mi-
nority carrier concentration but nondegenerate, (c) the doping concentration is highly degenerate. (a)
and (b) follow the conventional BNP model of spontaneous emission, while (c) requires a more careful
consideration of the physics at play.

Region II: N4 > N and Ny < N,

This region corresponds to Fig. 3.7(b) where the doping concentration is nondegenerate (i.e. smaller
than the effective valence band density of states [V,), but also exceeds the minority carrier concentration
N = 10'%cm~3. These conditions correspond to the empirical B, /N P model in Eq. 3.29, where we can
now replace P ~ P, = N since the doping density greatly exceeds the excess carriers. Consequently,

1 9(B,NP,)
—=———"=BP 31
Tsp 8N e (3 3 )

to which we find that the carrier lifetime due to spontaneous emission is inversely proportional to the
doping concentration with a -1 decade/decade slope in the log-log plot of Fig. 3.7(b).
Region III: Ny > N and N4 > N,

This region corresponds to Fig 3.7(c) where the doping concentration is degenerate (i.e. much larger than
the effective valence band density of states V). A major contribution in this thesis is the insight that the
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B,N P model from Eq. 3.28 fails in this regime of heavy doping concentration. Indeed, it is shown in
Appendix C thatat high P-doping concentration, the spontaneous emission recombination rate saturates
to the following,

N
Novel heavy-doping model: Ry, = — (3.32)
TO
where N is the minority carrier concentration, and 7, is the well-known spontaneous emission lifetime
of a two-level system, provided here:
1 T91|2wWin
1 _ lgzafwn (3.33)
To 3he,c?
where 7 is the material refractive index, w corresponds to the frequency of emission near bandgap, and
|qz91] is called the dipole matrix element. |91 | represents a dipole moment in units of length, and is spe-
cific to a given material. Eq. 3.33 is derived in Appendix C. Amazingly, Eq 3.32 implies that the sponta-
neous emission carrier lifetime in semiconductors is limited by the fundamental two-level system lifetime
of spontaneous emission:
I O(N/,) 1

I ST A 3.34
Tp ON To ( )

This limiting behavior can be seen by the saturation of the carrier lifetime due to spontaneous emission
with heavy doping concentration N4 > 10”cm™ in Fig. 3.7(c) to a value of approximately Ins. This
behavior occurs because the extreme doping concentration depletes all electrons on the valence band
edge. Indeed the electron occupation probability is approximately 9% at the valence band edge for a
doping concentration of N4 > 10"cm™?. Paired with the nondegenerate electron concentration in the
conduction band, the semiconductor appears like a two-level system for photons emitting at bandgap.

Eq 3.34 eftectively serves as a speed limit for the LED. One may ask whether it is possible to reach
this limit in a practical LED. While possible to degenerately dope a III-V semiconductor to this level, it
is usually not done in practice for several reasons, the most fundamental being parasitic Auger recom-
bination which limits the device efficiency. We will discuss this more in the context of LED quantum
efficiency in the next chapter. moreover, this behavior will be crucial for our discussion of a new device,
the antenna-enhanced light-emitting diode in the next chapter.

Fig. 3.7(c) indicates that the spontaneous emission carrier lifetime in InGaAs LEDs saturates to 1ns.
In the subsections below, we will show how this value of Ins may be ascertained from experimental ob-
servations.

Dipole transition matrix element, from observations
To estimate the doping-limited carrier lifetime due to spontaneous emission in semiconductors,

1 1 |qzor|*win
— == 3.35
To To 3he,c? (3.35)
we note that the only unknown is the dipole matrix element |gz2; |. We will now show three ways to find
the matrix element in InGaAs.
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Figure 3.8: Absorption coefficient of InGaAs (a) and calculated dipole matrix element |25, | assuming
a parabolic joint density of states (b). Note that in (a) we plot both the InGaAs absorption data from

Adachi [1], along with absorption coeflicient curves generated under the assumption of a parabolic joint
density of states.

Using the experimental absorption coefficient
The absorption coefficient for a bulk semiconductor is given by [21],

Tw|qzor |2

o — rhw—E 36
& 3e,cn Pr( g) (3.36)

where p,.(hw — E;) is known as the parabolic joint density of states for electrons and holes:

1 /2m*\*?

The only parameters needed to define the joint density of states are the bandgap £, = 0.74eV and
the reduced effective mass m. The reduced effective mass can be estimated from the electron effective

mass in the conduction band, m = 0.041m,, and the (heavy-hole) effective mass in the valence band
mj = 0.5m,, such that:

1 1 1
— =4 — (3.38)
m, m, my,
m:|1nGaAs = 0038m0 (339)

Using Eq. 3.36, we may obtain the dipole matrix element by inverting the equation in favor of |z :

3e,cn
|z91| = \/ao Ve it (hw — Ey) (3.40)
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where we note that the only unknown is the experimental absorption coefficient. In Fig. 3.8 we plot
the absorption coefficient for InGaAs (from Adachi [1]). In addition, we plot curves generated from
Eq. 3.36 assuming a parabolic joint density of states and various candidate values of the dipole moment
matrix element, |21 = {1.1nm, 1.3nm, 1.5nm}. Clearly, the parabolic joint density of states model
is insufficiently expressive to capture all of the features in the experimental data. Most pertinently, the
absorption coefhicient along the band-edge is very sharp. Sometimes this feature is modeled with a non-
parabolicity parameter, but in this case we will simply use the dipole matrix element that best captures the
absorption coefhicient at slightly larger photon energy where the joint density of states is approximately
parabolic. This can be seen in Fig. 3.8(b) where we plot Eq. 3.40 after substituting the experimental data
for a,. In the photon energy range of fiw ~ 1eV to hw =~ 1.25eV, the calculated dipole matrix element
is approximately constant with a value of:

|91 = 1.2nm (3.41)
Though we note that the argument for a larger dipole moment could easily be made based on the large
absorption near the band-edge.
Using k - p perturbation theory and the experimental effective mass

The dipole matrix element may also be estimated using second-order perturbation theory. It can be shown
that |z9; ] is related to the momentum matrix element |po; | by [21],

\p21|
MW

where m, is the electron mass. When light is incident upon a semiconductor crystal, free particles are
accelerated by the electric field, This induces a perturbation energy given by,

Vol 2R |pa [2/mg

E' = = 3.43
By — E, hw (343)
where V = — Zi—f % = Z—lip is the perturbation potential. The right hand side of Eq. 3.43 is commonly
interpreted as an effective mass, m.4, by comparison with the particle’s kinetic energy:
h2 k2 h2 k2 2 m2
_ Pkl l/m, (3.44)
2meff hw
where we may solve for m.,
m?2hw
Meg = 2 (3.45)
D21
We may now solve Eq. 3.45 for |po1 | and combine it with Eq. 3.42 to find |xo; |:
h

2Meg
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In this case we will take the effective mass to be the reduced effective mass of InGaAs from Eq. 3.39,
my = 0.038m,. Plugging this into Eq. 3.46 and taking the photon energy to be hw ~ 0.77eV (slightly
above bandgap), we have,

|xo1| = 1.1nm (3.47)

Agreeing reasonably with our previous estimate of 1.2nm in Eq. 3.41.

Using the experimental F,, parameter

The momentum matrix element is commonly given in terms of an £, energy parameter by the relation
[21],

m,

Ipa1|® = 5 E, (3.48)
where m, is the electron mass. Using |@21| = [p21|/mew from Eq. 3.42 we once again may convert this
to the dipole matrix element, to which we find,

By
Toi| = 3.49
|z21] Sma? (3.49)

Note that this is almost exactly equivalent to Eq. 3.46 except we have substituted the effective mass with
an experimental ), parameter. Substituting F,, = 25.7eV for InGaAs [21] we find,

|z21| = 1.3nm (3.50)

which agrees remarkably well with our previous estimates.

Carrier lifetime due to spontaneous emission

Returning to Eq.3.35, we may now evaluate the carrier lifetime due to spontaneous emission under
heavily-doped conditions. Using |z21| = 1.3nm, n = 3.4, and hw = 0.77eV we find,

1 |01 [Pwin

— el = S
Tp 3e mhe? (3:51)
Ty = Ins (3.52)

which represents the fastest radiative lifetime of a bulk InGaAs LED. Note that this value corresponds to
the saturation lifetime at heavy doping seen in the full model of LED carrier lifetime in Fig. 3.7.

3.5 Outlook and needed spontaneous emission rate
enhancement

Up to this point we have demonstrated the following:
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1. We have derived the recombination rate and carrier lifetime due to stimulated emission in a single-
mode InGaAs quantum well edge-emitting laser using experimental observations.

2. For a laser operating at saturation, we arrived at a carrier lifetime due to stimulated emission of

Ty = Ops.

3. We have shown a novel way to calculate the recombination rate and carrier lifetime due to spon-
taneous emission in bulk InGaAs LEDs. In doing so, we rejected the conventional BNP model of
spontaneous emission in heavily doped LEDs, ultimately finding that the spontaneous emission
recombination rate saturates to N/ 7, where 7, is the fundamental spontaneous emission lifetime
of a two-level system.

4. For LEDs doped beyond N4 = 10¥em ™3, the spontaneous emission carrier lifetime converges to
Ty = Lns.

Immediately we find that the lasers have a much faster carrier lifetime than LEDs. Even worse, LEDs
must be heavily doped to maximize the spontaneous emission recombination rate, which will inevitably
result in inefficiency due to Auger recombination. Lasers, on the other hand, can be very efhicient when
operating at high bias. Thus, at face value, lasers would be considered the best option for on-chip optical
communications (and telecommunications at large).

But what if the carrier lifetime of spontaneous emission could be enhanced dramatically, to the ex-
tent that LED speed could compete with laser speed? In the next chapter we will demonstrate the optical
antenna-enhanced light-emitting diode (antenna-LED), a device capable of enhancing spontaneous emis-

sion by the factor 11 ?f}‘ = 166 that would be needed for LED:s to be as fast as lasers. Additionally, we will
answer some remaining fundamental questions about the implementation of optical sources in an on-
chip optical link. For example, how does the carrier lifetime relate to the actual modulation speed of the
device (laser or antenna-LED)? And, what are the remaining challenges for engineering a full transmitter-

to-receiver optical link?
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Chapter 4

The Optical Antenna-LED: Spontaneous
Emission as Fast as Stimulated Emission

In the last chapter we demonstrated that semiconductor lasers are much faster than any conventional
light-emitting diode, with carrier recombination lifetimes due to stimulated emission and spontaneous
emission of 7, = 6ps and 7, = 1ns respectively. In this chapter we will describe the optical antenna-
enhanced light-emitting diode (antenna-LED), a device capable of boosting the intrinsic spontaneous
emission rate of LEDs, to the extent that it could rival the stimulated emission rate in lasers. First, we will
briefly describe the theory of spontaneous emission enhancement. Then, we will discuss the antenna-
LED speed compared to the laser discussed in the previous chapter. Finally, we will provide a detailed
discussion of the optical antenna-LED device metrics in the context of implementing on-chip optical
communications, including an optical link analysis and remaining challenges.

4.1 Spontaneous emission enhancement

In Appendix A we provided a derivation of the fundamental spontaneous emission rate for a two-level
system in a homogeneous medium (e.g. a semiconductor crystal). In doing so, we found that sponta-
neous emission is a consequence of a dipole perturbation potential to the quantum state, which can be
expressed as the product of the zero-point electric field and the dipole moment matrix element of the
excited electronic state. However, spontaneous emission can also be viewed from a much simpler semi-
classical perspective. In particular, a simple optical antenna circuit model can adequately describe the
intrinsic spontaneous emission rate of an excited atom. Consequently, spontaneous emission enhance-
ment (i.e. increasing the rate of spontaneous emission) can be viewed entirely as an antenna property.
This will be demonstrated below. Spontaneous emission enhancement from the purview of quantum
mechanics and the Purcell factor will be discussed in the next chapter.
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Spontaneous emission as an antenna property

Consider a simple oscillating dipole with length ! and angular oscillation frequency w. This might repre-
sent an excited atom, or an electron-hole pair in a semiconductor. The oscillating dipole may be treated
as a very small antenna. The power radiated by a classical Hertzian dipole antenna (electrically small an-
tenna of this nature) can be modeled as a lumped-element AC circuit model [30, 67, 20, 140, 118] with
radiated power on resonance given by,

1
Prad - §|[|2Rrad (41)

Where | /] is the peak antenna current amplitude and R,,q is known as the antenna radiation resistance.
R,.q is fundamental and can be derived using the magnetic vector potential induced by the antenna cur-
rent and integrated over the resulting far-field radiation [118]. For dipole antennas, R,,q4 is given by,

Ros = 22, (L) (42)
rad_gﬂ-o \ n .

where Z, = 1/e,c &~ 377 is the impedance of free space, [ is the antenna length, ) is the free-space
emission wavelength, and n is the refractive index of the cladding medium.

The current of the point dipole is given by | /| = qw [30], and can be regarded as a quantum mechan-
ical current associated with the oscillating electron-hole pair. Furthermore, we may correlate the antenna
length with the dipole moment matrix element!, with [ = 2|z91]. Plugging in these values, we find that
the total power radiated of the Hertzian dipole (denoted by F,) is,

1 2 2 2
P, = §|qw|2§7TZO< ’i”') n (4.3)

Through some additional manipulation with 27r¢c/w = X and Z, = 1/¢,¢, we find that Eq. 4.3 may be
rewritten as,

|qzo1 > win
= e (64
Or, written a different way,
g Putn hw
Fo= MW T (43)

where 7, is the well-known fundamental spontaneous emission lifetime of a two-level system (provided
in Eq. 3.33 from the previous chapter). Thus, spontaneous emission can be thought of as the radiation
of a semi-classical dipole antenna.

I'The factor 2 comes from correlating a linear antenna with the Bohr orbit of an atom. This may be a contentious choice,
but produces the correct value of the spontaneous emission lifetime.
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2

Figure 4.1: Optical dipole antenna circuit model. On resonance, the overall power radiated by the dipole
point source in the central gap increases dramatically by the factor ({/d)?. This manifests as an enhance-
ment of the rate of spontaneous emission in LEDs.

Spontancous emission enhancement as an antenna property

If spontaneous emission can be considered an antenna property, then naturally we may use the breadth
of antenna theory to improve it. Indeed, by coupling a point dipole to an antenna, we may enhance
(increase) the rate of spontaneous emission.

Eggleston et al [30] provided a circuit model of the optical dipole antenna for spontaneous emission
enhancement. A similar circuit model is reproduced in Fig. 4.1. The antenna consists of two rounded
cylindrical silver wires with radii of 7, separated by a vacuum gap of width d. The total length of the an-
tenna (including the antenna gap) is [. In this case we assume that a point dipole source, such as an atom
or dye molecule, resides in the antenna gap and serves as a current source. There are a number of antenna
circuit parameters in Fig 4.1 including resistance, inductance, and capacitance. The resistance terms are
the radiation resistance R4, the Ohmic loss (wire) resistance Rj,, and spreading resistance I, respec-
tively. The inductance terms are the Faraday (wire) inductance Ly and the kinetic inductance Ly. The
capacitance terms are the gap capacitance Cg,p, and the fringe (wire) capacitance Chipnge. A detailed discus-
sion of all of these circuit parameters is out-of-scope for this thesis, but some additional discussion may be
found in Appendix F and a detailed description may be found in [30]. Notwithstanding, on resonance
the antenna reactive impedance (inductance and capacitance) is minimized and can be approximately
ignored in the dipole antenna geometry of Fig 4.1 2.

The long metallic wires increase the total resistance seen by the point dipole source. The total power
radiated on resonance is then given by,

1
Prad - §|I|2Rrad (46)

2In some cases, the reactive elements can strongly affect the antenna enhancement, this is discussed in Appendix F
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Where || is the antenna current and R4 is once again the radiation resistance for a dipole antenna:

Bz 2ez (L) (4.7)
rad—37ro \ n .

where [ now refers to the full antenna length, and not the point length of the point dipole source 3,

The antenna current is provided by the oscillating point dipole source in the antenna gap. The oscil-
lating dipole induces a current in the antenna arms according to the Shockley-Ramo effect [113], given

by:

2’$21|
d

where the original quantum mechanical current for the Hertzian dipole (qw) is scaled by a factor 2|z | /d
to account for the dipole point charges moving in the capacitive antenna gap of width d, where |51 | is the
dipole amplitude from the momentum matrix element 4 Therefore, the power radiated by the antenna
with variable length is given by:

1] = qu (4.8)

1| 2z 2 1\’
rad — & > Zo N 4.
i= 'qw il 2z, () (49)
After some additional manipulation using 2mc/w = Aand Z, = 1/¢,c¢, Eq. 4.9 becomes:
gz |2wn (1) 1\?
Puy=—7"—"—"77—1|-) =PF, [ - 4.10
d 3me, 3 d d (4.10)

where P, was the power radiated by the Hertzian dipole from Eq. 4.4. To find the enhancement factor
of the antenna radiation, we simply take the ratio (P.4/P,):

2

]Drad o l (4 11)
P, d '

thus revealing that spontaneous emission enhancement results from a simple ratio of the antenna geomet-

rical parameters. In principle, the enhancement factor, Eq. 4.11 can be incredibly large. This is because
the vacuum gap width d may be as small as 20 nanometers in size while the antenna length [ may be as

long as A/2 for single-mode operation 5. However, as we will see in the Section 4.2, the calculation of
the enhancement factor for a light-emitting diode is more nuanced than suggested here; for instance, we
must consider electron-hole pairs scattered spatially across the LED volume. Nevertheless, this derivation
serves as a proof that spontaneous emission enhancement is a purely classical effect. This justifies the use
of Maxwell’s Equations solvers to calculate overall antenna-LED enhancement, which we will provide in
Section 4.2.

3Note that this radiation resistance formula technically only applies to Hertzian dipoles. When antennas are long, ap-
proaching half-wavelength I = A/2, one must take into account the spatial distribution of the antenna current along the wire
[118]. For simplicity we will ignore this effect in this derivation, as it only amounts to a reduction factor. The full antenna
circuit model provided by Eggleston et al [30] accommodates this effect.

#The factor 2 in the numerator accounts for the two charges (electron and hole) oscillating in the antenna gap.

>d is constrained to 20nm for efficiency considerations, which is discussed in depth in the next chapter.
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Simple derivation of spontaneous emission enhancement

The enhancement factor in Eq. 4.11 may also be obtained by an intuitive argument, namely that the total
voltage between the two antenna ends (separated by [) will drop completely across the antenna vacuum
gap (with width d) because there is negligible voltage drop in the conductive metal. The spontaneous
emission factor may then be estimated by the ratio of the electric field intensity in the antenna gap to that
in free space ¢. Observe,

F =~ |E|§ap %]V/d\zz ! 2 (4.12)
Elvenns [V/17 \d '

where | E|g,, is electric field in the antenna gap, | E|ynenna is the electric field across the antenna length,
and |V| is the antenna voltage. This provides the same result as above in Eq. 4.11.

4.2 Optical antenna-enhanced light-emitting diodes

In the previous section we established a theoretical basis for spontaneous emission enhancement. In par-
ticular, we found that spontaneous emission enhancement occurs when an excited electronic state (such
as an atom or point dipole) is placed in a resonant electromagnetic structure such as an optical antenna.
Naturally, we might consider coupling a semiconductor light-emitting diode to an optical antenna for im-
proved LED radiation. We will refer to this device as an optical antenna-enhanced light-emitting diode,
or antenna-LED for short. In this section we will introduce two viable optical antenna-LEDs that could
be used in an on-chip optical interconnect, then go on to rigorously calculate the anticipated speed for
one of them.

Electrically-injected antenna-LED candidates

Consider two candidate antenna-LED:s in Fig4.2. Both antenna-LEDs consist of a p-doped InGaAs
active region with a silver optical antenna on an InP-based substrate. Fig. 4.2(a) shows a conventional
dipole antenna consisting of two wires with a gap d, where the optical emitter is placed. For compati-
bility with top-down fabrication, the wires and LED region are depicted two-dimensionally. The dipole
antenna has similar enhancement scaling behavior to that discussed in the previous section. In particular,
the enhancement increases proportionally to 1/d? where d is the gap dimension. However, from a device
fabrication point of view, the dipole antenna has a few drawbacks. For example, it is notimmediately clear
how one might construct p-n junction or heterostructure for good electrical contacts and confinement.
Moreover, to obtain strong electromagnetic characteristics the width of the wires must be narrowly pat-
terned and aligned to the active region. Lastly, the radiation of the dipole antenna is not directed, making
it a difficult candidate for waveguide coupling for on-chip optical interconnects.

¢As shown in Appendix A the spontaneous emission rate is proportional to the electric field squared. Antennas con-
centrate the zero-point electric field in the antenna gap, thereby increasing the spontaneous emission rate. This fact is also
captured in the Purcell factor, which is discussed in the next chapter.
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Figure 4.2: Candidate optical antenna-LED structures that are compatible with lithographic fabrication.
The enhancement of the dipole antenna (a) was discussed in Section 4.1. The physics of the cavity-backed
slot antenna (b) is similar [37, 36, 4]. The enhancement of each antenna is oc 1/d.
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Figure 4.3: The cavity-backed slot antenna-LED is compatible with electrical-injection, and emits radia-
tion into the substrate. Cross-sectional view provided in (a), and simulated radiation pattern (b). Figure
reproduced from [4].

By contrast, the cavity-backed slot antenna-LED in Fig. 4.2(b) consists of a self-aligned LED ridge
enclosed in a metallic cavity with one open face (towards the InP substrate). This is illustrated by the
transparent view through the metal. The cavity-backed slot antenna also has an approximate enhance-
ment scaling behavior of 1/d? where d is the width of the narrowest ridge dimension. The advantages of
cavity-backed slot antenna are illustrated more clearly in the cross-sectional views in Fig 4.3.

As shown in Fig. 4.3(a), the cavity-backed slot antenna is self-aligned to an InP/InGaAs/InP ridge.
The antenna is electrically connected to the top of the ridge, where itis used as a contact to inject electrons
into the n-InGaAs contact layer. The holes are injected into the p-InP layer, which is insulated from the
antenna using a 40nm thick spin on glass (SOG). Finally, the InGaAs active region (in this case consisting
of multiple quantum wells, but may also be treated as a bulk region) is electrically insulated from the
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antenna using a Inm thick Al O3 surrounding the ridge sidewalls.

Furthermore, the height and length of the antenna-LED serve as independent degrees of freedom
to tune the antenna resonance bandwidth to best match the LED material spectrum, while maximizing
the radiated power for the fundamental antenna mode. This will become important for our full speed
analysis below. Lastly, as depicted in Fig. 4.3(b) the radiation of the cavity-backed slot antenna is primarily
directed into the substrate. In the next chapter we will show how the radiation may then be redirected
into an on-chip waveguide.

These advantages make the cavity-backed slot antenna-LED an excellent candidate as a nanoscale
light source for on-chip optical interconnects. Therefore, we will use it in our full-scale analysis of the
antenna-LED speed below.

Detailed calculation of the radiative lifetime of the cavity-backed slot
antenna-LED

In Section 4.1 we revealed the underlying physics of spontaneous emission enhancement by optical an-
tennas. However, in that analysis we assumed that the antenna current source was a point dipole emitting
at a single frequency. While this analysis provided a general prescription for how one might achieve fast
antenna-enhanced LEDs, there are several nuances that were ignored. In particular, a bulk or quantum
well semiconductor crystal will have spatially-distributed electron-hole pairs, represented by incoherent
dipole point sources distributed throughout the semiconductor. Moreover, the intrinsic spectrum of an
LED is not single-frequency, and the overlap of this spectrum with the electromagnetic antenna spec-
trum must be considered. Lastly, we must consider the polarization of the antenna in relation to the
inherent polarization of electron-hole pairs in the semiconductor, as this will govern the physics of the
dipole interaction potential matrix element.

In order to perform a detailed analysis of the total anticipated rate enhancement we must return
to the fundamental physics of semiconductor light emission. For brevity, this analysis is relegated to
Appendix G. After a detailed consideration of all relevant non-idealities, we arrive at the following carrier
lifetime due to enhanced spontaneous emission for a heavily p-doped optical antenna-LED:

1 Favera (S
Do (4.13)
T Tep
Fiverage = Fpeak - Polarization Average - Spatial Average - Spectral Average (4.14)
1 To1|?wn
1 lezafwn (4.15)

Tp 3me hc3

where 7, is the intrinsic spontaneous emission carrier lifetime of the heavily-doped LED (without an
antenna present) and 7 is the carrier lifetime of the antenna-LED in the presence of an average enhance-
ment factor of Fiyerage: Flaverage cONsists of three averaging factors: polarization, spatial, and spectral aver-
ages defined relative to the peak enhancement, Ficak. Fpea is defined as the enhancement seen by a point
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Figure 4.4: Cavity-backed slot antenna-LED used for simulation and calculation of the average enhance-
ment factor.

dipole source placed at the optimal location in the LED and aligned with the antenna mode polarization
and peak resonance frequency. Below we will perform a detailed calculation of Fyerag. for a cavity-backed
slot antenna.

Reference antenna-LED structure

The simulated cavity-backed slot antenna-LED for the detailed analysis is given in Fig 4.4. Thisis a simpli-
fied version of Fig. 4.3(a), assuming that the refractive index in the LED ridge is the same as InP (n ~ 3.4).
Not shown is a Inm alumina film (potentially deposited by atomic layer deposition) covering the InP
ridge. This provides electrical isolation between the sidewalls of the ridge with the antenna electrode.
It turns out that even a small amount of low-index material such as alumina can greatly change the an-
tenna enhancement properties, so it was included in simulation. The total dimensions of the ridge are
20nm x100nm x160nm, which provides a single-mode antenna resonance in the C-band communica-
tions wavelength A ~ 1580nm. The narrowest dimension is fixed to 20nm because of antenna efficiency
considerations, which will be discussed in more detail in the next chapter. The height and length of the
ridge serve as two parameters that can control the resonance frequency and bandwidth of the antenna.
Reasonable parameters were chosen here that might be compatible with a fabrication process, but difter-
ent choices could potentially yield better average enhancement factor.

Spatial average of enhancement factor

We will now solve for the Spatial Average factor from Eq. 4.14. As discussed in Appendix A, the spon-
taneous emission rate is a function of |E|%, where F in this case refers to a zero-point electric field. In
an optical antenna-LED, the optical mode (and therefore the zero-point electric field) is spatially dis-
tributed. We may approximate this electric field by exciting the antenna mode in simulation using an
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Figure 4.5: Normalized electric field intensity (| E|?) within the cavity backed slot antenna along the
length cross-section (a) and width cross-section (b).

incident plane wave’. Cross-sections of the electric field intensity (| E/|* within the cavity-backed slot an-
tenna from Fig. 4.4) are shown in Fig 4.5. The electric field intensity is normalized to peak, which occurs
very near the antenna cavity opening. Interestingly, the electric field profile is approximately constant in
the narrow width direction, but varies greatly in the length and height directions.

To obtain the maximum spatial average of the enhancement factor, we must target an InGaAs active
region height that best overlaps with the antenna mode. This is depicted in Fig. 4.6 where we fix the width
and length of the InGaAs (as these parameters would be difficult to control in fabrication), but we vary
the InGaAs height which can be chosen during epitaxial growth. The average enhancement as a function
of the InGaAs height can then be calculated using,

1
Spatial Average = // |E(z,y, 2)|*dvdydz (4.16)

Volume

where | E/|* (assumed to be normalized to peak) varies with the 3D Cartesian directions z, y, and z (see
Fig. 4.4 for the coordinate system marker). Volume represents the InGaAs volume, which is a func-
tion of the height parameter in Fig 4.6(a). The spatial average as a function of InGaAs height is given
in Fig. 4.6(b). As the InGaAs height increases, the average enhancement tends to decrease because of
poorer overlap with the peak of the antenna mode. However, we would like to maximize the height with-
out sacrificing too much enhancement in order to increase the total output power of the LED (which is

"Note that the best way to calculate the spatial average of the enhancement factor would be to simulate individual dipole
point sources scattered throughout the LED volume. This is because shining a plane wave on the structure will only excite
radiative (“bright”) modes in the antenna, whereas a dipole source can also excite non-radiative (“dark”) modes. However, do-
ing so is incredibly computationally expensive. Nevertheless, experimenting with both techniques for this antenna geometry
provided adequate agreement. If a narrower antenna ridge were used, the general approach would likely be required.
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Figure 4.6: Spatial average of the enhancement factor depends on the volumetric overlap between the
active semiconductor and the peak of the optical antenna mode. The electric field intensity along the
length cross-section is repeated here in (a), but showing the height of the InGaAs active region relative
to the cavity opening. The spatial average calculation in (b) shows that higher spatial averages can be
obtained with shorter active region height, but at the cost of emitter volume.

proportional to the active volume). Therefore, we will choose an InGaAs height of S0nm, which gives:

Spatial Average = 65% (4.17)

Peak enhancement factor

Now that we know the location of the peak electric field in the antenna mode, we may simulate the peak
enhancement factor, Fl, of a point dipole source. Fig. 4.7(a) once again shows the cross-section of the
antenna mode, with the peak dipole source location explicitly noted. In particular, the peak dipole must
be polarized in the narrow direction of the antenna, perpendicular to the long direction of the ridge that
is shown. The resulting enhancement spectrum from this peak dipole source is shown in Fig. 4.7(b). The
peak enhancement is then the scalar peak of the enhancement spectrum, with a value of

FE

e = 1280

(4.18)

which occurs at a wavelength of A ~ 1580nm.

Spectral average

Using the antenna enhancement spectrum in Fig. 4.7(b), we may now approximate the spectral average
by finding the overlap with the intrinsic material spectrum of the InGaAs active region. The intrin-
sic InGaAs spontaneous emission spectrum of bulk InGaAs with an assumed doping concentration of
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Figure 4.7: Peak enhancement occurs for a dipole source located 13nm above the opening of the cavity-
backed slot antenna, polarized along the narrow antenna dimension. The peak dipole source location is
shown in (a), with corresponding enhancement spectrum in (b).

Ny = 2 x 10®cm™? under two different biasing (pumping) conditions is shown in Fig. 4.8. These
were simulated using the method provided in Appendix B. The two pumping conditions correspond to
equilibrium minority carrier concentrations of N = 10'"cm ™ (red) and N = 10'"¥%cm ™3 (blue) respec-
tively. The former case corresponds to low-level injection (nondegenerate conduction band occupation)
while the latter case is high-level injection (degenerate conduction band occupation). Consequently, the
large minority carrier concentration at N = 10"®cm ™ causes bandfilling effects that are evident in the
width of the spontaneous emission spectrum. By contrast, the N = 10'"cm ™ case peaks very close to
the bandgap wavelength of \; = 1670nm. Furthermore, the harder the device is pumped, the larger the
peak spontaneous emission power per wavelength, as should be expected.

For our purposes, we will assume the semiconductor is pumped nondegenerately with N ~ 10'" cm™
or less. Under this condition, the peak optical power of spontaneous emission will increase with NV, but
the normalized spectral shape will be more-or-less fixed to that shown in Fig. 4.8. This will allow us to as-
sume a fixed spectral average for our calculations, but it should be acknowledged that the spectral average
will change (and in fact be variable) under high-level injection®.

In Fig. 4.9 we plot the overlap of the spontaneous emission spectrum (corresponding to the N =
10"em ™3 and P = 2 x 10"%cm ™3 case in Fig. 4.8) with the normalized antenna enhancement spectrum
(from Fig. 4.7). We may obtain the spectral average by taking the weighted average of the enhancement

3

81n fact, under small-signal modulation conditions, the derivative of the spectral overlap with respect to the carrier con-
centration can produce an enhancement of the modulation bandwidth that the author of this thesis coined “differential en-
hancement” [48]. This effect has also been noted in prior work [126].
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Figure 4.8: Spontaneous emission spectra of heavily-doped bulk InGaAs under two pumping condi-
tions: nondegenerate minority carrier concentration, N = 107em ™3, and degenerate minority carrier
concentration, N = 10®¥cm™3.

factor with the spontaneous emission spectrum, defined as,

1 [ F(w)L(w)dw
E

T E)d (4.19)

Spectral Average =

where L(w) is the intrinsic material spectrum of InGaAs, F'(w) is the antenna enhancement spectrum,
and Fp. = 1280 is the peak of the antenna enhancement spectrum ?. Using Eq. 4.19 we calculate:

Spectral Average = 49% (4.20)

Polarization average

Our final consideration in the total average enhancement factor seen by the LED concerns the antenna-
LED polarization. As discussed in Appendix G and Refs. [21, 22], the matrix element for stimulated
and spontaneous transitions of bulk active materials is typically assumed to be averaged over all three
polarizations equally (resulting in a factor 1/3). However, quantum wells and quantum wires require a
modified treatment, accounting for polarization selection rules within the confined geometry [21, 22].
This results in an effective polarization dependence in the relative transition strengths between electrons
in the conduction band with holes in the light-hole, heavy-hole, and split-off valence bands.

?Note that the antenna enhancement spectrum from Fig. 4.7 has been slightly shifted to maximize the overlap integral
with the spontaneous emission spectrum.
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Figure 4.9: Spectral overlap of the antenna enhancement spectrum with the nondegenerate bulk InGaAs
spontaneous emission spectrum from Fig. 4.8.

More specifically, the perturbation matrix element (due to the dipole transition potential induced
by the incident wave) is given by | Hj; |* = |qZ21 - é|* where qa3; is the (vector) dipole moment of the
electron-hole pair and € is the polarization of the incident light. When the dipole moment and light
polarization are aligned, the matrix element value peaks at | H}, |* = |qu21|* where |qxo1| represents the
conventional dipole moment amplitude. In a bulk crystal, the dipole moment directions are randomized,
only aligning with the incident electric field 1/3 of the time on average. This factor 1/3 appears in the
spontaneous emission lifetime of a two-level system from Eq. 3.33 in the previous chapter.

However, in a quantum well, the quantization of the k-vector changes the average dipole moment
direction depending on the transition type and orientation of the electric field with respect to the con-
finement direction. For conduction band-to-heavy hole transitions, the dipole moment of electron-hole
pairs are constrained to align perpendicular to the confinement direction (in the plane of the quantum
well). By contrast, for conduction band-to-light hole transitions, the dipole moment lies (mostly) along
the confinement direction on average. We may define a transition matrix element:

|H§1|12 = Ki|H51|2 (4-21)

where k; is a relative transition strength defined for each polarization i € [Z, 9, 2], and | Hy; |* = |qz1 |?
is the regular matrix element. These relative transition strengths are summarized in Table 4.1 for bulk and
quantum well devices (reproduced from [22, 21]). Here, we assume that the quantum well confinement
direction is along Z.

Using this information, we may now solve for the polarization average of the antenna enhancement
for bulk and quantum well active region LEDs. The polarization average is a weighted average of the
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e 12 1|2
Transition Strength K, where | Hy, |7 = K;|H), |

Polarization Bulk (C-HH or C-LH) | Quantum Well (C-HH) | Quantum Well (C-LH)
z 1/3 1/2 1/6
Y 1/3 1/2 1/6
z 1/3 0 2/3

Table 4.1: Relative transition matrix element strengths for bulk and quantum well semiconductor crys-
tals, reproduced from [22, 21]. C-HH and C-LH represent conduction band-to-heavy hole transitions
and conduction band-to-light hole transitions, respectively.

enhancement factor and the transition matrix element element along each polarization, defined as:

1 Zzexyz F|Hy, |7
Fpeak Ziei,g],ﬁ |H§1 |12
where Fj refers to the antenna enhancement with corresponding polarization 7 (evaluated at the spectral
and spatial peak of that polarization) in one of the three Cartesian directions, and | Hy; |7 refers to the
relative transition matrix element in that same direction. Note that the denominator of Eq. 4.22 always
evaluates to | HY; |?, the full matrix element, since the columns of Table 4.1 always sum to one.

In principle, one could design an antenna to have enhancement in each of the Cartesian directions.
However, the most desirable configuration is like that of the dipole antenna or the cavity backed slot
antenna, where one polarization is dominant. As indicated in Fig 4.7(b), the peak enhancement along
the §j polarization is very large with Fl,;c = 1280. Not shown are the enhancement factors along the
other polarizations. These are provided in Appendix G, and are very small comparatively. Noting that
the antenna mode is preferentially polarized in the ¢ direction, we may then take F}, = Fjq and F, =
F, = 0. This allows us to write Eq. 4.22 as simply,

Polarization Average = (4.22)

| H |,

which is just the relative transition strength K in the §j polarization from Table 4.1. Thus we find that
for bulk transitions the Polarization Average is 1/3. By contrast, for quantum well C-HH transitions the
Polarization Average is 1/2, while the C-LH transition is only 1/6. Interestingly, if we were to orient the
quantum well confinement direction in the same direction as the antenna mode polarization, we could
gain another polarization average boost of 2/3 for C-LH transitions — but this is a difficult configuration
to achieve practically, and it would require strain. In our case, we are going to assume that the InGaAs ac-
tive region is simply bulk because we will need the extra volume for optical power (as will be discussed later
on)'. Nevertheless, it is worth remembering that an enhancement boost can be obtained by switching
to quantum wells [36, 4]. Thus, to conclude, we will use:

Polarization Average ~

Polarization Average = 33% (4.24)

10Note that the antenna geometry confines the ridge width to 20nm, so bulk is not an entirely errant assumption here.
However, if one were to use a narrower LED ridge, these polarization selection rules should not be ignored.
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Final average enhancement of the cavity-backed slot antenna and anticipated carrier lifetime

To summarize our progress thus far, we demonstrated the need to calculate an average enhancement fac-
tor Flyerage for antenna-LEDs with respect to the carrier lifetime of regular LEDs, which depends on the
antenna mode polarization, spatial distribution, and spectral profile. For a bulk InGaAs active region
LED ridge with volume=20nm x160nm x 50nm doped to P = 2 x 10"¥cm ™3 under low-level injection
conditions, we found spatial, spectral, and polarization averages of 65%, 49%, and 33% respectively, and a
peak enhancement of Fi,.;x = 1280. Thus, returning to Eq. 4.14 we find an average enhancement factor

of,

Faverage == 1280 : 65% : 49% : 33% (425)
Faverage =135 (426)

which is roughly a factor of 10 smaller than the peak enhancement factor, but still a massive rate enhance-
ment value.

Under the assumption that the LED is heavily doped, the carrier lifetime of an unenhanced LED
becomes the fundamental spontaneous emission lifetime of a two-level system. Thus, using the aver-
age enhancement value above we find a carrier lifetime by enhanced spontaneous emission of T:}; R

To/ Fiverage = 1ns/135, which is:
T & 7ps (4.27)

which is comparable to the stimulation emission lifetime of lasers given in the previous chapter of 7, =
6ps. Furthermore, in this analysis we made a number of conservative assumptions for the practical design
of a cavity-backed slot antenna-LED. The average enhancement factor could be increased by a number of
methods, for instance by using a shorter InGaAs active region consisting of quantum well heterostruc-
tures (for larger spatial and polarization averages). Or, the simplest method to increase the average en-
hancement would be slightly decreasing the LED ridge width d to increase the peak enhancement (at a
potential cost of efficiency, which will be discussed in the next chapter). Therefore, the radiative recom-
bination lifetime given in Eq. 4.27 should be considered a conservative estimate of what is possible, and
we can conclude that spontaneous emission can be at least as fast as stimulated emission, if not faster.

4.3 Modulation dynamics of antenna-LEDs and lasers

In the previous section we demonstrated that optical antenna-enhanced spontaneous emission can be
as fast as stimulated emission. But, does that actually mean LEDs can be as fast as lasers? More pre-
cisely, how does the carrier lifetime due to spontaneous emission and stimulated emission actually relate
to device speed? In this section we will argue that carrier lifetime is the most important parameter that
determines device speed for low-power on-chip optical interconnects applications. In particular, we will
argue that large-signal direct modulation should be employed, which has different dynamics than conven-
tional small-signal modulation. We will conclude with a brief discussion of novel laser cavities employing
photon-photon resonance [145].
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Optical modulation methods

There are two main ways to perform modulation of an optical signal: external and direct. As the name
implies, direct modulation corresponds to modulating the injected current within the transmitter itself.
External modulation assumes that the optical source is operating in the continuous-wave (CW) mode,
and the optical signal is modulated by some external device.

The two major types of integrated external modulators provide either amplitude modulation or phase
modulation through the electro-absorption and electro-optic effects respectively. In this thesis, we argue
that external modulators should be avoided in on-chip optical interconnects in order to guarantee the
smallest energy/bit operation. Our arguments against external modulation are as follows:

1. The electro-optic effect is weak. At least one analysis suggests that to achieve the necessary change
in refractive index for modulation, the device must be long (>100um) and therefore potentially
lossy and slow [92]. These detriments rule out electro-optic devices.

2. Electro-absorption effects can be fast, but incur extra losses along the photonic link because of
absorption.

To expand upon the second point, we will note that what actually matters at the receiver end of a photonic
link is the difference between the received optical power in the off and on state, AP = P,, — P.g. Electro-
absorption devices modulate the transmission (AT = T,,, — T,¢) of a CW optical signal with constant
power P. Therefore, AP = PAT in such a transmitter. To get adequate peak-to-peak signal at the
receiver, one must either increase the transmission contrast AT or increase the optical power. In the
very best case, AT = 1, we will have P,, = P and P,g = 0, which gives the largest power difference
AP = P.Butthisimplies the bestlink efficiency that could be achieved is only 50% on average because all
generated optical power is wasted in the off state or when the transmitter is idling. Note that more realistic
configurations where AT" < 1 would imply even worse efficiency, because to maintain a constant AP
for adequate signal, we must also increase the CW optical power by the factor P = AP/AT, meaning
that even more optical power is wasted. In most cases (for practical device lengths and speed), the contrast
will not be perfect and therefore external modulation guarantees < 50% quantum efficiency™.

Direct electrical modulation

To maximize the efficiency of the photonic link, we will compare laser and LED direct electrical modu-
lation. The limitation of direct modulation is, of course, that the speed of the device is limited by how
quickly it can be directly modulated. The small-signal model is the conventional way of characterizing
the modulation speed of lasers and LEDs. However, in this thesis we will argue that the small-signal as-
sumption is insufficient to describe the dynamics of direct modulation for on-chip optical interconnects.
First, we will briefly describe the small-signal modulation speed of lasers and LEDs. Then, we will argue
why it does not apply to on-chip optical communications. Finally, we will show the limiting modulation
behavior of lasers and antenna-LEDs under large-signal modulation conditions. We will find that both
devices are limited by a characteristic turn-oft time, which is related to the device carrier lifetime.

U'Not to mention, changing the state of the external modulator requires energy.
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Small-signal modulation

A derivation of the small-signal modulation rate of antenna-LEDs is provided in Appendix E.1 and a
derivation of the small-signal modulation rate of lasers may be found in Ref. [22]. A quantity called
f3d can be thought of as a limit on the small-signal modulation bandwidth. In particular, it denotes the
frequency when the laser or antenna-LED is unable to respond to the oscillations in current. The 3dB
frequencies of antenna-LEDs and lasers are given in Eq. 4.28 and Eq. 4.29 below,

V3[1 1 0.2
f3dB, antenna-LED — — | — + — ~ " (428)

*
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f3dB, laser — (429)
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where 7, is the (enhanced) spontaneous emission carrier lifetime, 7, is the carrier lifetime due to (para-
sitic) non-radiative recombination, 7y is the stimulated emission carrier lifetime, and 7, is called the pho-
ton lifetime of the laser cavity. In the second equality of Eq. 4.28 we simplify the pre-factor and ignore
Tar because a fast non-radiative lifetime implies inefficiency 12 In the second equality of Eq. 4.29 we sim-
plify the pre-factor, revealing that the laser f345 is given by the geometric mean of 7, and 7,,. The photon
lifetime refers to the rate of photon loss from the optical cavity by either parasitic (intrinsic absorption
or scattering) or desired (mirror transmission) mechanisms. It may be written:

T—lp = vy = ['vygu (4.30)
where vy is the group velocity, « is the loss (1/cm) coefficient, I' is the confinement factor and gy, is the
threshold gain. Evidently one observes that — under the small-signal modulation assumption - lasers
can be much faster than the rate implied the carrier lifetime due to stimulated emission, 7, simply by
reducing the photon lifetime, 7;,. This can easily be achieved in a non-parasitic manor by decreasing the
reflectivity of the laser facet 1°.

This can be illustrated by plugging-in the known values for our antenna-LED example and the cleaved-
facet laser from the previous chapter. For simplicity we will assume that both the antenna-LED and
laser have the same carrier lifetime due to spontaneous emission or stimulated emission respectively,

*

Tp = T = 6ps. Then, assuming g4 = 500 1/em, v, = 10%m/s, and I' = 0.2 we retrieve a pho-

ton lifetime of 7,, = 1ps. Plugging in 7';;, Ty, and 7, to Eq. 4.28 and Eq. 4.29 above we find that:

J3dBantennaLED = 47GHz (4.31)
f3dB,laser = 100GHz (432)

12Nevertheless, it is worth keeping in mind that the LED small-signal f34p can be increased simply by increasing loss
3The photon lifetime and stimulated emission lifetimes are not completely decoupled. For constant input current, as the
p pletely p p
photon lifetime is decreased, the stimulated emission lifetime will increase accordingly since the photon density in the cavity is
reduced. Therefore, to get a speed boost one must compensate by pumping the laser harder. This will inevitably lead to heat
management issues or saturation effects, but in this thesis we regard these problems as non-fundamental engineering issues.
Conservatively or charitably speaking, the small-signal modulated laser is not limited by the stimulated emission lifetime.
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In other words, the laser can be twice as fast as the LED even though the carrier lifetimes are exactly the
same. Note that the f3qp for the laser found here is very optimistic. Nevertheless, an f345 of 60GHz was
achieved recently by the intentional reduction of the photon lifetime and improved thermal management
[145].

We conclude that LEDs cannot be as fast as lasers in the small-signal modulation case. Unsurprisingly,
for this and other reasons', lasers should be used for long-haul telecom and datacom. However, on the
chip-scale, we will argue that LEDs potentially have an edge.

Large-signal modulation

On the chip-level datacom scale, the incentives change. Indeed, in the ultimate limit of scaling data com-
munications to groups of individual logic devices, we will require a dense distribution of nanoscale light
sources. Ignoring problems that arise when engineering lasers at this scale (which we will consider non-
fundamental), as we reduce the active volume of the transmitters we also reduce the optical peak-to-peak
power that we are capable of producing for adequate signal at the receiver. In other words, to maintain
the minimum A P needed at the receiver, then the ratio of the modulated optical power to the CW power
of a laser increases,

AP ini AP inimum .
H;nmum X ‘;thive T Wlth ‘/active \L (433)

In other words, the small-signal assumption AP < P becomes invalid as the device active volume de-
creases. Furthermore, as the number of transmitters on the chip multiply it becomes undesirable from an
energy efficiency standpoint to maintain a large DC bias above threshold. Indeed, to maintain a device at
anominal CW operating power to increase the small-signal speed (of a laser), we are constantly incurring
wasted CW optical power while idling, not to mention I 2 R Ohmic losses occurring outside of the laser.

Therefore for the two reasons of (1) small-signal assumption no longer being valid for smaller foot-
print optical transmitters and (2) needing to avoid wasted photons while idling, we argue that nanoscale
transmitters must be operated in a large-signal modulation format. But, how does the speed of lasers and
LEDs change under large-signal modulation? Tucker [133] argued that under large-signal modulation,
laser speed can be determined by the sum of two approximately independent times,

1
flarge—signal X m (434)

where ., and ¢ refer to “turn-on” and “turn-oft” times respectively. In his analysis the turn-on time
is essentially given by the laser relaxation resonance frequency (which is the small-signal limited rate),
but the turn-oft time is limited by the carrier lifetime due to stimulated emission (as measured at peak

L4\Where we are not even considering optical power for signal-to-noise considerations, quantum efficiency, advanced mod-
ulation formats, coherent communications, etc.
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signal)®. In other words,

ton > \/TpTs (4.35)
to > T (4.36)

As we showed previously, 7, < 7, and therefore the laser is limited by ¢, which is, in turn, limited by
the carrier lifetime due to stimulated emission!

To illustrate this point further, we simulate the large-signal pulse response of an antenna-LED and
laser side-by-side. This is provided in Fig. 4.10, where we show the input current pulse and optical re-
sponses of a laser with gain saturation, a laser without gain saturation, an antenna-LED, and the over-
lapped optical responses in Fig. 4.10(a)-(e) respectively. An explanation of the rate equation model used
to simulate these pulse responses can be found in Appendix E and Appendix B.

The laser optical responses in (a) and (b) correspond to the cleaved-facet edge-emitting quantum well
InGaAs laser from Fig. 3.4 in the previous chapter. This laser has a photon lifetime of 7, = 1ps. Both
cases assume a stimulated emission recombination rate with gain saturation, but the laser in (b) has a
very large saturation photon density (Ssq: = 3.5 X 10""cm ™ while the laser in (c) has the saturation
photon density provided in the previous chapter (Sse = 3.5 X 10'°cm™3). Thus, the laser without
gain saturation (very small saturation), can be seen to ring immediately after the current pulse, while the
laser with gain saturation is heavily damped. The ringing for the laser with large gain saturation can be
seen if the laser is pumped to a smaller peak optical power, since the damping effect is less pronounced.
The laser without gain saturation in (b) is pumped to a photon density such that its stimulated emission
time is 7, = Ops in the on-state. The laser without gain saturation in (c) is pumped with the same
current'®. Note that both lasers are taken to have a very small threshold current, but in the off-state they
are pumped slightly below threshold. The antenna-LED in (d) is taken to have an enhanced spontaneous
emission carrier lifetime of 7, = 6ps, and we have ignored any additional non-radiative recombination.
This corresponds to approximately 166 x average enhancement over the nominal spontaneous emission
lifetime of heavily doped InGaAs, which is a reasonable value as suggested by our analysis in the previous
section for the cavity-backed slot antenna. In contrast with the two laser responses, the antenna-LED
does not ring in response to the current pulse.

Of interest in Figs. 4.10(b)-(d) are the on-time t,,, and the off-time ¢ transients. The on-time is de-
fined here as the time from the onset of current to when the laser or antenna-LED has reached 90% of
its on-state power. The on-time for the laser responses (b) and (c) lag behind the incident current pulse
by approximately 21ps. This is not fundamental, the on-time can be reduced significantly by biasing the
laser above threshold in the off-state. We considered a below threshold off-current because DC biasing

>This is a slight simplification. Tucker’s [133] analysis showed that the turn-on time is related to both the laser relaxation
frequency and the ratio of the on vs. off laser power, and the turn-off time is related to the relaxation frequency plus a term
that we have interpreted so far as the carrier lifetime due to stimulated emission in the laser. The laser on/off power term can
be minimized if the laser is biased near threshold in the off state, so we have ignored it.

1eHowever, the laser with gain saturation cannot quite reach the stimulated emission lifetime of 6ps. This is because gain
saturation effectively reduces the differential gain coefficient at large internal photon density. The laser would need to be
pumped to unrealistic current levels to reach the same stimulated emission lifetime. Thus, we elected to use the same input
current, which corresponds to roughly the same CW optical power.
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Figure 4.10: Large-signal pulse response of lasers with and without gain saturation and an antenna-LED.
All three devices are limited by a characteristic off-time, which is determined by the respective carrier
lifetime of each device. Note that the on-time found here is non-fundamental because it depends on DC
bias and the current pulse amplitude.
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nanoscale lasers above threshold could be a large source of inefficiency in on-chip transmitters. Neverthe-
less, in principle the on-time is only limited by the relaxation frequency of the laser which is determined
approximately by the photon lifetime 7,,. The antenna-LED has a slightly shorter on-time of 13.8ps. Note
that this on-time is also not fundamental, it can be shortened by using a current pulse with higher peak
current, which will be demonstrated in the next section. Thus, the on-times for both the antenna-LED
and lasers should be considered non-limiting for speed considerations. Note that we have not included
additional confounding effects such as thermalization time (energy relaxation) for carriers injected from
the contacts, “capture time” in quantum wells [60], nor hole-burning [148]. These mechanisms would
likely constitute the ultimate on-time limit for these devices, with characteristic times of 7 = 1ps order
of magnitude.

The more fundamental transient for all three optical responses is the oft-time, .. The off-time is
defined as the time required for the optical response to decay to 10% of its on-state value after the current
pulse has been switched off. The off-times of the two laser responses differ dramatically with ¢,¢ = 7.6ps
and to¢ = 15.6ps for the cases without and with gain saturation respectively. For both cases ¢ is greater
than the carrier lifetime due to stimulated emission ~ 6ps which was originally predicted by Tucker
[133]. This can be understood intuitively in terms of the laser physics at play. When the laser current
is turned off, light quickly leaves the laser facet because of the small photon lifetime. However, as light
leaves the optical cavity the stimulated emission rate slows down significantly because the recombination
rate R = v,9S is reduced. Then, as the laser continues to decay the carrier density decreases from its
threshold value, reducing both the optical gain and the stimulated emission recombination rate further.
Thus, the decay transient s largely limited by the characteristic lifetime of stimulated emission at the peak
of the pulse, 7 (plus an additional factor given by the laser resonance frequency, according to Tucker
[133], which we are ignoring). By contrast, the antenna-LED decay is purely exponential and given by
the carrier lifetime due to enhanced spontaneous emission, 7';;). In fact, it can be easily found that t ¢ ~
In(10) - 75, ~ 2.3 - 6ps = 13.8ps where In(10) accounts for the 90% exponential decay time. Note
that it is only coincidence that the on-time is equal to the off-time in this case. If we were to use a higher-
current pulse, the on-time would be faster but the off-time would always be limited by the carrier lifetime
of spontaneous emission. This latter fact will be shown in the next section.

All three cases are compared in Fig. 4.10(e) where the optical response transients are overlapped. In
particular, we see that the antenna-LED off-transient lies somewhere between the two laser cases. Lasers
limited by gain saturation (e.g. a strongly-pumped nanolaser) have slightly slower oft-time than antenna-
LEDs, while the laser not limited by gain saturation can be somewhat faster but is still limited by the
carrier lifetime of stimulated emission'”. We leave it as an experimental question whether the off-transient
of real nanolasers follows the gain saturation case or not. Nevertheless, we can conclude that since both
lasers and antenna-LEDs are limited by their respective carrier lifetimes of light-emission, antenna-LEDs
can be as fast as lasers.

7Note that we have not considered gain switching in this analysis, which can potentially be used to improve laser large-
signal modulation.
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A brief comment on photon-photon resonance

A number of recent works have emphasized photon-photon resonance (PPR) for directly-modulated
lasers [84, 145]. Photon-photon resonance is a small-signal phenomenon that is similar to injection lock-
ing, but requires no external laser. In particular, the small-signal modulation bandwidth can be enhanced
by approximately the free-spectral range of a passive external Fabry-Perot cavity that provides optical feed-
back to the active laser cavity. In this work, we will assume that photon-photon resonance will not be
useful for on-chip optical communications, because we have assumed that nanoscale optical sources will
require large-signal modulation. Furthermore, photon-photon resonance is very sensitive to the phase
and amplitude of optical feedback 18Tt remains to be seen whether PPR can be reliably engineered, es-
pecially on a chip-wide scale.

4.4 Optical interconnects with antenna-LEDs: system analysis
and remaining challenges

Up to this point we have provided a detailed argument of the ultimate speed of light-emitting diodes in
comparison to lasers. We showed that heavily-doped antenna-enhanced light-emitting diodes can have
a spontaneous emission carrier lifetime that is as fast as the stimulated emission carrier lifetime in con-
ventional index-guided lasers. Consequently, under large-signal direct electrical modulation — which we
argued should be employed for nanoscale on-chip optical transmitters — antenna-LEDs can be as fast as
lasers. However, speed is not the only important metric. In this section we will discuss two additional
metrics, efficiency and optical power, then conclude with the final requirements and remaining challenges
for the use of an antenna-LED as an on-chip optical transmitter.

Antenna-LED efficiency

There are three efficiencies that contribute to the total quantum efficiency of an optical antenna-LED
in a photonic link: internal quantum efficiency, antenna efficiency, and waveguide coupling efficiency®.
Antenna efficiency and waveguide coupling efficiency are purely electromagnetic properties, and can be
calculated in Maxwell simulation. The antenna efficiency is the ratio of optical power radiated into
the far field versus total power generated by the LED, Pgiyed/ Pt More specifically, it takes into
account Ohmic loss effects that occur mostly within the metal comprising the antenna. By contrast,
the waveguide coupling efficiency is the waveguide mode-match ratio, Ppode-macch/ Pradiated> Which takes
into account mode-matching but not Ohmic loss. Thus, the product of the antenna efficiency and
the waveguide coupling efficiency provides the ratio of power that is mode-matched to a waveguide di-
vided by the total power generated by the antenna-LED source. These two efficiencies will be discussed
in much greater detail in the next chapter. For now, we provide reasonable values of these efficiencies
that will be used in our overall system analysis of the antenna-LED: Antenna Efficiency ~ 70% and
Waveguide Coupling Efficiency ~ 90%.

18This was tested by simulation, but not included in this thesis for brevity.
9We are ignoring “injection efficiency” in this analysis, assuming that an adequate heterostructure can be engineered.
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On the other hand, the internal quantum efficiency takes into account the recombination lifetimes
within the semiconductor source. For LEDs operating at low-level injection, this is defined as,

1
Internal Quantum Efficiency = % (4.37)
= T

sp
where TS’; is the carrier lifetime due to enhanced spontaneous emission and 7,,, is the carrier lifetime due
to non-radiative recombination. An enlightening re-framing of Eq. 4.37 is to write the carrier lifetime
due to spontaneous emission in terms of the average enhancement factor: 1/ T;; = Flerage / Ty Where 7,
is the spontaneous emission carrier lifetime in an intrinsic bulk semiconductor. Then Eq. 4.37 becomes,
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Internal Quantum Efficiency = (4.38)

indicating that the internal quantum efficiency increases to unity with large antenna enhancement factor.
This is one of the most exciting effects of spontaneous emission enhancement, because enhancement
makes the LED brighter by increasing both its emission rate and quantum efficiency simultaneously.

However, in order to achieve large enhancement, generally very small LED dimensions are required.
For example, for the cavity-backed slot antenna-LED discussed in Fig. 4.4, the smallest LED dimension
was just 20nm. This can greatly increase non-radiative recombination effects within the LED. Typi-
cally non-radiative recombination is modeled with two empirical coefficients in the ABC recombination
model:

R + CP? (4.39)
Tor
where A (in units of 1/s) models Shockley-R ead-Hall (SRH) recombination and surface recombination,
while C' (in units of cm®/s) is the Auger coefficient (where we have implicitly assumed that the LED
is P-doped with a hole majority carrier concentration of P ~ N,). Typically, the empirical Auger co-
efficient for InGaAs is in the range C' = 107%cm®/s — 107*%cm®/s. Assuming a worst case, C' =
10~*cm®/s, and assuming a large P-doping concentration of P = 2 x 10®”cm™ to maximize the
spontaneous emission lifetime, then we find that the non-radiative lifetime due to Auger recombination
is given by 1/C P? =~ 25ps. Previously we found that the carrier lifetime of enhanced spontaneous
emission in antenna-LEDs can be as fast as 6ps, and therefore Auger recombination does not signifi-
cantly limit the internal quantum efficiency (unless we were to use extremely large doping concentrations
P >2 % 10%cm?).
The most critical contribution to non-radiative recombination in antenna-LEDs is surface recom-

bination. Surface recombination is typically modeled using a surface recombination velocity term such
that [22]:

A = Surface to Volume Ratio x Surface Recombination Velocity (4.40)
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where the surface to volume ratio depends on the geometry of the LED ridge, and the surface recombi-
nation velocity is an empirical coefficient indicating the severity of surface recombination effects. In the
cavity-backed slot antenna-LED from Fig. 4.4, the dimensions of the LED ridge are given by width x
length X height = (20nm) % (160nm) x (100nm). Noting that width < {height, length}, the surface

to volume ratio is given by:

Surface Area 2 length - height + 2 - height - width N 2 1 O6i (4.41)
Volume width - length - height ~ width cm '

where we simplified the expression in the third equality by ignoring the much longer length and height
dimensions that will have negligible contribution to the surface-to-volume ratio. Thus, Eq. 4.40 becomes:

A Wiith - Surface Recombination Velocity = ESRV (4.42)
where d is the LED width, and SRV is the surface recombination velocity. In general, surface recombi-
nation velocity is highly contingent upon processing, and fabricating extremely narrow LED ridges can
be quite harsh to the material. Without using any special techniques to treat the LED surface, typical
surface recombination velocity values are in the 10°cm/s range or worse. Therefore, the non-radiative
carrier lifetime due to surface recombination can be as fast as Tgp < 1/ (106}m -10°<2) = 10ps which
is approaching or exceeding the carrier lifetime of enhanced spontaneous emission. This is a severe effect
that will need to be addressed for antenna-LED:s to be viable in optical interconnects.

Fortunately, there has been recent progress in the surface passivation of nanoscale LEDs [36]. A de-
tailed discussion of these processes is out-of-scope for this thesis. However, surface recombination ve-
locity SRV < 10%cm/s was achieved by Fortuna [36]. More recently, unpublished work by Andrade et
al has claimed SRV < 100cm/s in InGaAsP/InP ridges. Applying these surface treatment processes to
antenna-LED ridges with the dimensions of interest (d ~ 20nm) would represent a significant achieve-
ment, lending credence to the feasibility of these devices.

We may now summarize and conclude our discussion of internal quantum efficiency in the antenna-
LED. After taking into account Auger recombination and surface recombination (Eq. 4.42) we may write
Eq. 4.38 as:

Faverage
7-S
Internal Quantum Efficiency = 7 5 P (4.43)
average
——= 4+ =SRV + C'P?
+ SRV +

Tsp

We note that in the previous chapter we found that the carrier lifetime of spontaneous emission in intrin-
sic bulk semiconductors saturates to 7y, — 7, in heavily-doped LEDs. But, in general 7, is a function
of doping concentration, taking the empirical value 1/ B, P at small doping. Therefore, we may solve for
the internal quantum efficiency (Eq. 4.43) as a function of doping concentration. The result of this rig-
orous calculation (using the active region model developed in Appendix B), is provided in Fig. 4.11. For
this calculation we assumed d = 20nm, C' = 1072cm® /s, and Fyyerage = 166 (which corresponds to
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Figure 4.11: Internal quantum efficient of the antenna-LED as a function of dopant density and sur-
face recombination velocity. High-speed and efficient emission can be obtained with heavy-doping and
improved III-V surface treatment.

the average enhancement needed for a carrier lifetime due to spontaneous emission of 6ps). In addition,
several curves are shown representing various possible values of the surface recombination velocity, SRV.
In particular, Fortuna’s surface treatment [36] is represented by SRV = 10*cm/s and Andrade’s surface

treatment is represented by SRV = 10%cm/s. We find that internal quantum efficiency exceeding 50%

can be achieved with SRV = 10%cm/s assuming reasonable doping concentrations P > 10em ™3,

Antenna-LED continuous-wave optical power

Using the total antenna-LED quantum efficiency, we may now estimate the optical power transmitted
in a photonic link. For now, let us consider the steady-state CW optical power with a constant current
source:

hw
Pipiicat = Efficiency - 7[ (4.44)

where [ is the CW current and,

Efficiency = Waveguide Coupling Eff. - Antenna Eff. - Internal Quantum Eff. (4.45)
Efficiency ~ 90% - 70% - 80% = 50% (4.46)
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where we inserted each of the relevant efficiency terms to find a total efficiency (sometimes called “wall-
plug” efficiency or “external quantum efficiency”) of 50%. We will justify the values of the waveguide cou-
pling efficiency and antenna efficiency in the next chapter. Furthermore, we assumed an optimistic inter-
nal quantum efficiency of 80% assuming that ITII-V surface treatment will eventually mature for nanoscale
ridges of this dimension.

What is a reasonable amount of current for an antenna-LED? In steady-state, we may write the cur-
rent in terms of the recombination rate due to spontaneous emission, N/ 7';;, and the internal quantum
efficiency, 7iqE:

N ! (4.47)
7 = ThQE v .

where IV is the steady-state minority carrier concentration, 75, = 6ps is the enhanced spontaneous emis-
sion carrier lifetime assuming an average enhancement of 166 and heavy doping, and V' is the antenna-
LED active region volume. A reasonable upper bound to the minority carrier concentration of the
antenna-LED is N &~ 5 x 10"¥cm ™3 where high-level injection effects are not severe. Thus, rearranging
Eq. 4.47 for current, we have:

qV N _ q-(160nm - 50nm - 20nm) 5 x 108cm=3

I = = 27uA 4.48
QE Toh 80% 6ps t (4.48)
and then plugging this current into Eq. 4.44 above,
hw w
Pypiica = Efficiency - —1 = 50% - O.8X - 2TpA (4.49)
q
Prica = 11uW (4.50)

where we took fuww = 0.8eV. This is a relatively small amount of power compared to what could be
possible with micro-lasers with much larger active volume. Unfortunately, this represents an approxi-
mate maximum on the optical power from antenna-LEDs. The most naively obvious way to increase the
antenna-LED power would be to increase the active region volume, but as we found earlier on in the chap-
ter this will result in a trade-oft with the average enhancement factor thereby reducing the antenna-LED
speed, internal quantum efficiency, as well as optical power.

Furthermore, pumping the device with more current is not likely a solution. The current that we
found in Eq 4.48 is a large value for a device of this volume, pumping it any harder would lead to parasitic
effects such as enhanced Auger recombination, velocity overshoot (which lowers the injection efficiency),
increased Ohmic loss, and band-filling. Note that antenna-LED self-heating effects could potentially be
severe at our assumed current value based on a consideration of the current density injected in the device.
However, a simple heat-equation analysis suggests that self-heating is negligible because of the presence
of the metallic antenna which acts as a large thermal reservoir for heat conduction 20,

20T his analysis is not provided here for brevity, but it indicates approximately 1 kelvin temperature rise for 10iA of current
in the steady-state.
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Figure 4.12: Full transient model of antenna-LED transmitter. The antenna-LED (a) is excited by a sharp
and narrow Gaussian current pulse in (b), with a total charge 0o£ 1000 electrons. The current causes gen-
eration of minority carriers in the LED which recombine radiatively with an internal quantum efficiency
of 80% (c). Light from the antenna-LED radiates with 70% efficiency and is mode-matched to a waveg-
uide with 90% efficiency. The final optical pulse that is sent to the receiver is shown in (d). The optical
pulse consists of about S00 photons with < 20ps full-width.

Another option to increase the optical power would be to multiplex multiple antenna-LEDs in par-
allel. This is generally a difficult task, because parallel inputs must be differentiated in either wavelength
or spatial mode profile. An example of the former was analyzed by the current author in Ref. [48], where
wavelength division multiplexing was implemented by using optical antenna-LEDs with differentiated
antenna resonance frequencies. A moderate increase of 2 x optical power could be achieved using three
antenna-LEDs in parallel.

Antenna-LED large-signal modulation bandwidth and photons per bit

While the peak optical power in steady-state may be limited, perhaps of more interest to the construction
of optical links would be how many photons could be transmitted per optical bit in the time domain.
Correspondingly, we simulated a full transient transmitter model in Fig. 4.12 using the detailed model of
the antenna-LED physics provided in Appendix B and Appendix E. We assume Ny = 2 x 10%cm™3
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doping, Flirge = 166, surface recombination velocity SRV = 10*cm/s, and total efficiency defined
above in Eq. 4.46. The optical transmitter structure (Fig. 4.12(a)) consists of a cavity-backed slot antenna-
LED mode-matched to a waveguide. In Fig. 4.12(b) we pump the antenna-LED with an extremely short
Gaussian current pulse with a peak current of 100uA and FWHM of about 2ps, which corresponds to
1000 total electrons. The current pulse causes generation of minority carriers within the antenna-LED
according to the internal quantum efficiency in Fig. 4.12(c). For the assumed enhancement, SRV, device
dimension (¢ = 20nm), and Auger constant (C' = 10?®cm®/s), the internal quantum efficiency for
this conversion is about 80%. Note that we have pumped this device with a very high peak current pulse,
but because of the high recombination rate and carrier dynamics the antenna-LED only reaches a peak
carrier concentration of about 5 X 10'¥1/cm®. The antenna-LED has intrinsic absorption in the form of
Ohmic loss, so it only radiates with Nanenna = 70% efficiency. Then, the radiation is coupled into an op-
tical waveguide with 90% efhiciency. After all of these effects are taken into account, Fig 4.12(d) provides
the optical power transient that is sent towards the receiver. The peak optical power is 11uW, correspond-
ing to our steady-state calculation provided above with peak carrier concentration 5 X 10'®1/cm?. There
is then a long tail (turn-off) transient, correspondingly approximately to the enhanced spontaneous emis-
sion carrier lifetime 73, = Gps. Note that the turn-on transient was very short owing to the sharpness of
the input current pulse.

The full optical power transient from the antenna-LED is less than 20ps in width. Therefore, we
claim that the antenna-LED is capable of bandwidth exceeding f > 1/20ps = 50Gb/s. However,
the total photons delivered in that pulse is about 500 photons/pulse (or photons/bit if desired). This is
consistent with the total quantum efficiency of the system — in other words 50% of 1000 input electrons is
500 photons. Note that if we were to operate the transmitter at a slower modulation speed (longer pulses),
the number of photons per bit could be increased. To summarize, we claim a modulation bandwidth and

photons/bit of:

Antenna-LED Large-Signal Modulation Bandwidth > 50Gb/s (4.51)
Antenna-LED Photons/bit = 500 (4.52)

Is 500 photons/bit sufficient for adequate signal-to-noise ratio at the photonic receiver? Perhaps the
ultimate limit to receiver scaling would be a shot noise limited detector. The shot noise limit for pho-
todetectors can be estimated as follows. The electrical current generated by a photodetector with unity
quantum efficiency is / sgnl = Pq /hw, where P is the received optical power. The shot noise current

corresponding to this optical power is then given by Ioise = 1/2¢LignaAf = \/2¢*PAf /hw, where

A f is the modulation bandwidth. Thus, the shot noise limited signal-to-noise ratio is given by,

Isi nal PQ/hW P
SNR shot noise limited — = = 4.
| " ! ¢ ]noise \/ 2q2PAf/FLW QHWAf ( 53)
Furthermore, the required photons per bit can be estimated as,
photons Pr P
N — R 4.54
bit | hw  2RWAf (4:54)
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where 7 = 1/2Af is the bit period. But this is just the argument of the radical in Eq. 4.53. Thus, we
may rewrite in favor in favor of photons/bit as,

photons
bit

~ SNR2 |sh0t noise limited (4 55 )

shot noise limited

To achieve a bit error rate < 107 for errorless operation, an SNR of at least 6 is recommended [70].
Therefore, the shot-noise limited photons per bit is photons/bit ~ 36. This represents a massive im-
provement over current technology (which requires around 10,000 photons/bit), but indicates the fea-
sibility of a very low-power optical transmitter like the antenna-LED.

More practical recent analyses anticipating low-capacitance on-chip photodiodes and next-
generation CMOS receiver circuitry suggest huge improvements to the required photons/bit. Lalau-
Keraly [70] performed a detailed analysis of a number of receiver circuit front-ends that could operate at
high speed. A low-capacitance photodiode paired with a CMOS trans-impedance amplifier could poten-
tially operate at a transistor-noise-limited <1000 photons/bit assuming optimistic but realistic technol-
ogy improvements. Alternatively, a novel bipolar phototransistor with decoupled gain and absorption
regions could offer unparalleled sensitivity and speed. Thus, while the antenna-LED power is low, there
is hope that it will be viable with reasonable improvements to next-generation receivers.

4.5 Conclusion

In this chapter we demonstrated the physics of antenna-enhanced spontaneous emission using circuit
theory. We went on to perform a detailed analysis of the anticipated average enhancement seen by a
semiconductor LED coupled to a cavity-backed slot antenna. Ultimately, we found that the enhanced
spontaneous emission carrier lifetime in antenna-LEDs could be as fast as the stimulated emission carrier
lifetime in lasers, given approximately by 7 = Gps for each case respectively. We argued that nanoscale op-
tical sources in next-generation on-chip optical interconnects must be directly electrically modulated in a
large-signal modulation format. Under this condition, both lasers and antenna-LEDs are limited by their
respective carrier lifetimes. Therefore, antenna-LEDs can be as fast lasers. From an optical link purview,
we went on to examine the total antenna-LED quantum efficiency and photons per transmitted bit. We
showed that antenna-LEDs could reach excellent total efficiency of S0% if surface recombination velocity
can be improved to SRV = 10%cm/s or better. Moreover, we showed that the antenna-LED is capable of
>50GDb/s large-signal modulation with 500 photons/bit. The low-optical power of the antenna-LED is
fundamental, owing to the nanoscale LED active volume. Thus, high-speed receivers will require major
sensitivity improvements in order to make antenna-LEDs feasible.
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Chapter 5

Efficient Antenna-LED Waveguide Coupling
and Metal-Dielectric Antennas

In the previous two chapters we gave a fundamental description of lasers and LEDs, showed the poten-
tial benefits of an optical antenna-LED for speed and quantum efficiency, and went on to analyze the
anticipated benefits and remaining challenges of using an antenna-LED in a photonic link. In this chap-
ter we will discuss two supplemental topics: (1) antenna-LED single-mode waveguide coupling, and (2)
metal-dielectric antenna-LED:s for efficient spontaneous emission.

The former topic (1) is important for our discussion of the transmitter efficiency from the previous
chapter where we assumed a simple value of 90% coupling efficiency to a single-mode waveguide. In Sec-
tion 5.1 we will justify this value, and show how large single-mode waveguide coupling efficiency may be
achieved with the cavity-backed slot antenna. This work is largely imported verbatim from the published
manuscript [4], citation reproduced here:

N. M. Andrade, S. Hooten, S. A. Fortuna, K. Han, E. Yablonovitch, and M. C. Wu, “Inverse design
optimization for efficient coupling of an electrically injected optical antenna-LED to a single-mode
waveguide,” Opt. Express, vol. 27, no. 14, pp. 19802-19814, Jul. 2019.

To address the latter topic (2), Section 5.2 discusses how metal-dielectric antennas with sharp dielec-
tric tips can overcome an Ohmic loss barrier to efficient spontaneous emission enhancement. It goes on
to discuss the Purcell effect for antennas. This work is largely imported verbatim from the unpublished
but accepted work with citation:

S. Hooten, N. M. Andrade, M. C. Wu, and E. Yablonovitch, “Efficient spontaneous emission by
metal-dielectric antennas; antenna Purcell factor explained,” Optics Express (Accepted but Un-

published), 2021.

Please note that the appendices referred to in Section 5.1 and Section 5.2 are provided at the bottom of
these respective sections and not in the main appendices of this thesis, except when specifically indicated
otherwise.
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5.1 Inverse design optimization for efficient coupling of an
electrically injected optical antenna-LED to a single-mode
waveguide

Abstract

Efficient high speed nanoscale optical sources are required for low power next generation data communi-
cation. Here we propose an integrated antenna-LED on a single-mode optical waveguide. By leveraging
inverse design optimization, we achieved a waveguide coupling efficiency of 94% and an antenna effi-
ciency of 64%, while maintaining a high average enhancement of 144 — potentially enabling >100GHz
direct modulation.

Introduction

The development of high-density integrated optical interconnects is increasingly important to reduce
on-chip energy consumption to less than 10f]/bit [93]. Integrated optical interconnects require fast and
efficient nanoscale light sources that are electrically injected and capable of being efficiently coupled to
a photonic waveguide. While lasers are extensively used for efficient high speed optical communication,
shrinking them down to the nanoscale poses significant problems due to metal loss [25]. LEDs are capa-
ble of scaling down to the nanoscale and can operate efficiently without a threshold, but they are limited
in speed by their spontaneous emission rate to about 1IGHz. However, by coupling the LED to an op-
tical cavity, we can enhance the spontaneous emission rate [30, 43, 110, 31, 37], which would allow for
¢100GHz direct modulation. Only a few reports have demonstrated electrical injection [37, 51, 62], with
the electrically injected cavity-backed slot antenna (Fig. 5.1) demonstrating “200x peak enhancement
[37].

A cross-section of the cavity-backed slot antenna-LED is shown in Fig. 5.1'. As shown in Fig. 5.1(b),
the radiation of the cavity-backed slot antenna is primarily directed towards the substrate, making it
a non-trivial problem to couple to a photonic waveguide. Many methods have been used to couple
nanoscale devices to waveguides, including coupling an optically pumped dipole antenna to a multimode
waveguide using the waveguide height to cancel the electric field propagating toward the substrate [29],
an electrically injected metal cavity LED and laser on a single-mode waveguide using the mode shape in
the metal cavity [27, 63], and using anti-symmetric second-order resonance for a double nanogap plas-
monic antenna [58]. Overall, efficient devices that are compatible with electrical injection and have high
enhancement are still needed.

Electromagnetic inverse design® has been used to improve characteristics of a multitude of photonic
devices [90, 121, 38, 14, 111, 71, 87, 76, 32]. For example, inverse design has been used to find high ef-
ficiency vertical grating couplers [90], to design a small footprint polarization beamsplitter [121], to op-

'Note that this differs from the cavity-backed slot antenna from the previous chapter in Fig 4.4 because we have assumed
an InGaAs quantum well active region and the antenna has slightly different dimensions and enhancement properties that
will be discussed below.

ZThis topic will be discussed in much greater detail in Chapter 6 of this thesis



CHAPTER 5. EFFICIENT ANTENNA-LED WAVEGUIDE COUPLING AND
METAL-DIELECTRIC ANTENNAS 58

(a) (b)

Antenna-LED

Ag

ALOs~ Y~ n-InGaAs
n-InGaAsP m InGaAs ’)
p-InGaAsP “ ]‘ QW (x3) SOG

p-InP

Desired
Emission

250nm |
| | X

Figure 5.1: (a) Vertical cross section schematic and (b) power flow of optical antenna-LED on a bulk InP
substrate. The XZ cross section depicts the LED length and height.

timize a broadband two-mode de-multiplexer [38], to increase the near-field enhancement of an optical
antenna while minimizing temperature rise [14], and to optimize fabrication-constrained silicon pho-
tonic devices [111].

In this report, we designed and simulated various waveguide coupled antenna-LEDs. We then used
inverse design optimization on our best hand-designed structure to generate two structures optimized at
a single frequency and multiple frequencies, respectively. In our multi frequency design, we achieved a
waveguide coupling efficiency of 94%, an antenna efficiency of 64%, and an average enhancement of 144.
The proposed design is potentially compatible with electrical injection and top down fabrication.

Design background
Cavity-backed slot antenna on a bulk InP substrate

The cavity-backed slot antenna is a promising candidate as an optical source due to its high sponta-
neous emission enhancement and compatibility for top down fabrication and electrical injection [37]. As
shown in Fig.5.1(a), the cavity-backed slot antenna is self-aligned to an InP/InGaAs/InP ridge (length:
~130nm, width: 20nm, height: 140nm), where the height and length were chosen to tune the resonance
frequency to best match the LED material spectrum, while maximizing the radiated power for the fun-
damental antenna mode. The antenna is electrically connected to the top of the ridge, where it is used as
a contact to inject electrons into the n-InGaAs contact layer. The holes are injected into the p-InP layer,
which is insulated from the antenna using a 40nm thick spin on glass (SOG). Finally, the InGaAs quan-
tum well active region is electrically insulated from the antenna using a Inm thick AlyOj3 surrounding the
ridge sidewalls. When an electron and hole recombine in the active region it acts as a dipole excitation of
the antenna mode. In our 3D finite-difference time-domain (FDTD) simulations, we excited the antenna
by placing an electric dipole source in the active region.
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Figures of merit

The presence of the optical antenna causes the dipole to radiate more power than if it was in bulk InGaAs,
the ratio of these powers provides the enhancement spectrum [30]. For a fair analysis we considered
all the dipoles in the active region, accounting for polarization, position, and overlap with the material
spectrum. This gives the average enhancement (F,), which is directly related to both the output power
and the modulation rate’.

In addition to the average enhancement, we considered the average antenna efficiency (7antenna) and
waveguide coupling efficiency to the fundamental mode (7wc). The antenna efficiency is the fraction of
total optical power which is not lost to metal (i.e. the power that reaches the far field). The waveguide
coupling efficiency is the fraction of the far field power in the fundamental mode of the waveguide (i.c.
it only accounts for the scattering loss). For explicit definitions and averaging factors used see Appendix:
Figures of merit. In the remainder of the text the figures of merit discussed are these average quantities,
unless otherwise noted.

Waveguide coupling design

In our previous work we proposed designs to couple light from the cavity-backed slot antenna to a single-
mode waveguide [3, 2]. In this subsection we will describe some of the intuition behind these designs, and
how they helped achieve efficient waveguide coupling. As shown in Fig. 5.2(a), we optimized the waveg-
uide height and width in order to cancel the fields propagating towards the substrate (similar to [29]) and
achieved a waveguide coupling efficiency of 24% in each direction with a waveguide height of 180nm and
awidth of 550nm. In Fig. 5.2(b), we truncated the waveguide and wrapped metal around the end of the
facet to effectively act as a mirror. In addition to making the coupling unidirectional, the mirror created
an image dipole 180° out of phase with the antenna-LED, which further suppressed fields propagating
toward the substrate. By minimizing the separation between the antenna-LED and the back mirror, we
achieved a waveguide coupling efficiency of 74% — note this was more than double the result from Fig.
5.2(a). Finally, in Fig. 5.2(c) we improved the coupling to the fundamental mode by tapering the waveg-
uide near the antenna-LED and wrapping metal around the sidewall of the tapered section. Figure 5.3(a)
shows the perspective view and Fig. 5.3(b) shows the enhancement, antenna efficiency, and waveguide
coupling efficiency spectra. With this structure we were able to achieve an average enhancement of 162,
a waveguide coupling efficiency of 90%, and an antenna efficiency of 49%.

Although our hand-optimized results are comparable to the best results in the literature, we were re-
stricted to exploring only simple geometries of the waveguide coupler due to the immense computational
resource requirements of simulating fine-meshed three-dimensional optical structures. In order to more
completely explore the parameter space associated with this waveguide coupler, we applied computational
inverse design techniques.

verage enhancement was detailed in the previous chapter of this thesis, and also in endix G.
3 Average enh t was detailed in the p hapter of this th d also in Appendix G
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Figure 5.2: Cross section, power flow, and waveguide coupling efficiency to the fundamental mode (1wc)
for (a) antenna-LED on single-mode InP waveguide and SiO, ridge, (b) antenna-LED on single-mode
InP waveguide with metal wrapped around waveguide facet, and (c) antenna-LED on single-mode InP
tapered waveguide with metal wrapped around waveguide facet and sidewalls (see Fig. 5.3(a) for per-
spective view, Fig. 5.4(b) for top view cross section). See Appendix: Field profiles for the Fy and E| field
profiles of the mode in the InP waveguide.
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Figure 5.3: (a) Perspective view of tapered waveguide coupler with a waveguide height of 180nm and
width of 550nm on a 500nm tall SiO; ridge, and (b) enhancement, antenna efficiency, and waveguide
coupling efficiency spectra.

Inverse design

Gradient-descent based optimization using the adjoint method can be used to optimize almost any user-
defined electromagnetic figure of merit over an arbitrarily large parameter space with minimal compu-
tational resource requirements [71, 87]. In the literature this optimization method and similar topology
optimization methods are commonly referred to by the more general term inverse design, which we will
adopt in order to help easily distinguish the various results in this report. For brevity we will not delve
into the details of the method, but we recommend the reader review the works in [71, 87, 111, 32, 76]
for more information See Appendix: Inverse design for specifics regarding our implementation of inverse
design *.

Inverse design was applied to the 2D cross section of the tapered coupler (Fig. 5.4(b)) to optimize

4This method is also detailed in Chapter 6 of this thesis.
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Figure 5.4: (a) Cross section schematic (XZ) of tapered waveguide coupler showing dashed cutline, and
(b) top view XY cross section of waveguide along dashed cutline. (c) XY cross section of coupler after
optimization, showing perturbations to Ag-InP boundary. Note (b) and (c) also show the projection of
the LED base.
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enhancement, antenna efficiency, and waveguide coupling efficiency by perturbing the interface between
InP and Ag (Fig. 5.4(c)) — the spectra before optimization are shown in Fig. 5.3(b). Our initial inverse de-
sign cost function was the power transmitted through the waveguide at a single frequency (spectral prod-
uct at the resonant frequency of enhancement, antenna efficiency, and waveguide coupling efficiency).
This led to a slight improvement in the power transmitted at resonance compared to the tapered coupler
— shown in Fig. 5.5(a) and Fig. 5.3(b), respectively. However, when calculating the average values, we
noticed there was a large trade-oft between average enhancement and antenna efficiency. When compared
to the tapered coupler, even though the peak enhancement increased from 1034 to 1312, the average en-
hancement only increased from 162 to 164. However, the antenna efficiency dropped from 49% to 40%.
Waveguide coupling increased slightly from 90% to 94%. When we combine these numbers, we see that
the average power of the single frequency optimization was lower than the tapered coupler. This is not
surprising since the cost function did not represent an average value.

In order to increase the average power transmitted, we changed the inverse design cost function to
be the weighted sum of the optical power at three frequencies. We weighted the power transmitted at
resonance ten times less than the power transmitted at 55THz (+40nm) from resonance to encourage
abroader enhancement spectrum. As shown in Fig. 5.5(b), we were able to create a broader enhancement
spectrum with a greater antenna efficiency — ultimately achieving Fl, = 144 and ygeenna = 64%.

Discussion

Our design methodology is contingent on the LED material spectrum, shown in the Appendix, Fig.
5.7. Given a narrower material spectrum, the single frequency design could be more desirable since the
average enhancement would be much larger than the multi frequency design or tapered coupler. Even
with our current material spectrum, the single frequency design will theoretically have the fastest direct
modulation rate — however at a great expense to antenna efficiency. In contrast, the multi frequency
design will have a slower direct modulation rate, but it maintains high enhancement while achieving the
highest efficiency making it capable of delivering the most optical power to the waveguide. In fact, when
we compare the product of Fjy,, antennas a0d e from the multi frequency design with the cavity-backed
slot antenna on a bulk InP substrate, we find that we could emit slightly more power in the fundamental
mode of an InP waveguide than would be radiated in all directions for the bulk InP substrate case.

Close observation of the multi frequency design enhancement spectrum in Fig. 5.5(b) reveals two
distinct peaks. This can be explained by thinking of the antenna-LED and coupler section (see inset Fig.
5.6(a)) as coupled resonators. When they have the same resonance frequency, it will lead to a frequency
split that can be observed in the enhancement spectra. This was confirmed by sweeping the LED length in
the multi frequency design, which resulted in an avoided crossing between the antenna-LED resonance
and the coupler section resonance, as shown in Fig. 5.6. The dashed black line was generated by sweeping
the length of the antenna-LED on a bulk InP substrate (Fig. 5.1(a)). The dashed green line was created
by placing a dipole in the coupler section (see inset) and sweeping the length of an off-resonance antenna-
LED. During the length sweep we found that the antenna efficiency always peaked at the coupler section
resonance rather than at the antenna-LED resonance.

A similar observation was made in the single frequency design in Fig. 5.5(a), the antenna efficiency
peak was associated with the coupler resonance. However, in contrast to the multi frequency design,
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Figure 5.5: Enhancement, antenna efficiency, waveguide coupling efficiency spectra and top view XY
cross sections for (a) single frequency optimization and (b) multi frequency optimization. For reference,
the LED material spectrum [L(w)] between its 50% power points is shown by the gray shaded region.
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Figure 5.6: (a) Avoided crossing between the optical antenna resonance and the inverse design coupler
resonance. For reference, dashed black and green lines show independent resonances of the antenna-LED
on a bulk InP substrate and the coupler section as a function of LED length, respectively. Enhancement
spectra for LED lengths of (b) 110nm and (c) 122nm.

the antenna-LED and coupler section resonances are detuned — evident by the offset between the peak
enhancement and antenna efficiency wavelengths in Fig. 5.5(a).

To summarize, the spectra of the waveguide coupling designs can be explained by considering the
antenna-LED and the coupler section as coupled resonators. When the resonances are tuned (multi fre-
quency design), we have an impedance match and frequency splitting. Due to the impedance match,
the optical power is able to quickly leave the lossy antenna-LED (lower Q factor) resulting in less metal
loss (higher antenna efficiency). In contrast, when the resonances are detuned (single frequency design),
we have an impedance mismatch which results in the optical power reflecting back to the lossy antenna
region. This results in more metal loss (lower antenna efficiency) and higher enhancement. A similar
conclusion was reached in [26], where detuned resonators were exploited to achieve higher peak enhance-
ment. Note that regardless of how the coupler section resonance was tuned, both these designs yielded
higher waveguide coupling efficiency than the tapered coupler.

Conclusion

We have demonstrated that the cavity-backed slot antenna-LED can be efficiently coupled to a single-
mode waveguide, which was validated using relevant figures of merit in an optical interconnect. Then,
using inverse design we further optimized the cavity-backed slot antenna coupling, ultimately achieving
a waveguide coupling efficiency of 94%, antenna efficiency of 64%, while maintaining a high average en-
hancement of 144. We found that inverse design was able to achieve these results by tuning the optical
resonance of the coupler section relative to the antenna-LED based on our cost function.

Due to its high efficiency, nanoscale size, compatibility with top-down fabrication, and speed the
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Figure 5.7: Dashed black and solid red lines show the experimental non-enhanced material spectrum
[L(w)] and the simulated enhancement spectrum [F'(w)] of the cavity-backed slot antenna on a bulk
InP substrate, respectively.

cavity-backed slot antenna-LED is a very promising transmitter for an on-chip optical interconnect.

Appendix
Figures of merit

In Fig. 5.7, we show the FDTD simulation of the enhancement spectrum of a dipole source with the
optimal polarization and position in the cavity-backed slot antenna on a bulk InP substrate from Fig.
5.1(a). Additionally, the experimental material spectrum from a large area LED with the same epitaxial
layers as Fig. 5.1(a) is provided by the dashed black line in Fig. 5.7. The product of the material spectrum
and the enhancement spectrum gives the output power spectrum from the dipole source.

In order to calculate the average increase in output power (i.e. the average enhancement) we need to
account for all the dipoles in the active region. Therefore, we consider the dipole frequency response, po-
larization dependence, and position dependence. We defined the average enhancement as the following:

Fog = % x 0.79 x J F(w)Lw)dw (1)

J L(w)dw
where 1 is the polarization average, 0.79 is the spatial average, F'(w) is the overall enhancement spectrum
seen by a dipole with the optimal polarization and position, and L(w) is the experimental material spec-
trum without an antenna present. Note that the final term in Eq. (1) is the spectral average. In principle
the material spectrum L(w) is dependent on the carrier concentration; however, in this report we fixed
L(w), and therefore the carrier concentration in order to simplify the analysis. The spatial average and
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polarization average were found by sweeping dipole position and polarization in the quantum well active
region in the cavity-backed slot antenna.

In addition to the average enhancement, we considered the antenna efficiency (7uneenna) and waveguide
coupling efficiency to the fundamental mode (7wc). The antenna efficiency only accounts for the metal
loss, and the waveguide coupling efficiency only accounts for the scattering loss. The explicit definitions
for the antenna efficiency and waveguide coupling efficiency spectra are shown below:

Pmml((,d) - Pmetal loss (w)

(2)
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Ptotal (Cd)
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w) = 3
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where P,o.,(w) is the total optical power leaving the dipole source, Preuijoss (W) is the power lost to metal,
and Pryndamental mode (W) is the power in the fundamental mode of the waveguide which was found by
taking an overlap integral between the eigenmode solution and the simulated waveguide field profile.
Note that the product of these efficiencies gives the fraction of the total optical power coupled to the
fundamental waveguide mode. Additionally, we calculated the average antenna efficiency and waveguide
coupling efficiency. Below are the explicit definitions for 1ncenna and Nwe:

fnantenna(w)F(w>L(W)dw

[ F(w)L(w)dw
Nwe = fUWC(w)nantenna<w)F(w>L(W)dw
" fnantenna(w>F(w)L(W)dw

where 0.96 is the spatial average for the antenna efficiency. Note that the polarization dependence was
negligible for both average efficiencies, since a dipole oriented along the width of the LED sees much

nantenna = 0‘96 X (5)

(6)

greater enhancement than a dipole oriented along the length. Additionally, the spatial dependence was
negligible for the waveguide coupling efficiency.

These average values could now be used to calculate relevant device metrics since they represent the
average response of a carrier in the device. Two important metrics are the power in the fundamental mode
of the waveguide and the 3dB frequency, given in Eqs. (7) and (8), respectively.

P, fundamental mode — F. avgnantennanwchw B 0 N ZV (7)
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where B is the radiative recombination coefficient, IV is the carrier concentration, V' is the active region

fads =

volume, and fiqp is the 3dB modulation frequency assuming the radiative recombination rate is domi-
nant. If we assume F,, = 164, By = 107 0cm3s™! [151], and N = 2 x 10cm ™3 we could reach a
3dB frequency of 104GHz.
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Inverse design

In this work we used the Berkeley Photonic Inverse Design package, originally described in [71]. The
inverse design optimization problem that was solved can be written as the following:

max Z ¢ T, (x,r) : Radius of Curvature > 100nm 9)

where 6 denotes the optimization parameter space — which in this case is the interface between InP and
Ag in the metal-optic waveguide coupler region, w is an index that defines the frequency bandwidth of the
optimization, 7" is the Poynting vector evaluated at positions " in the waveguide for electric and magnetic
fields abbreviated by vector z, and ¢ is a user-defined weight chosen for each frequency index. Finally, we
included an optimization constraint on the radius of curvature to ensure fabricability. A brief discussion
of the limitations of our inverse design implementation follow.

The objective function that was used in inverse design does not give individual control over our figures
of merit, Fyyg, Mancennas and Nwe. Consequently, we included the weights, ¢, in the objective function to
provide this control. An additional limitation comes in reference to Fig. 5.4(c) where the length of the
metal along the coupler section sidewalls is not perturbed. Since it is undesirable to have metal along the
sidewalls of the coupler section (XY plane) with a different length than the metal on top of the waveguide
(XZ plane), the metal on top of the waveguide effectively constrained the designable region. Therefore,
we used several metal lengths as initial conditions for inverse design optimization.

Lastly, one of the most important considerations for our choice of the waveguide coupler structure in
Fig. 5.4 was its compatibility with top-down fabrication. In other words, since the entire ridge must share
the same etch mask, it must also share the same 2D cross-sectional shape in the XY plane. Therefore, a
geometrical constraint is required in the inverse design optimization to maintain the conformal nature
of the ridge which is composed of several materials. Such a constraint was unavailable in our basic imple-
mentation of inverse design. We imposed this constraint ad hoc by updating the SOG-Ag and SiO»-Ag
interfaces every three iterations to match the changing InP-Ag interface, but no significant convergence
issues were encountered.

Field profiles

In Figs. 5.8(a)-5.8(c) we plotted the E and E, field profiles of the mode in the InP waveguide at 1550nm
for the structures given in Figs. 5.2(a)-5.2(c), respectively. In each structure the electric field profiles have
been self-normalized by the maximum electric field magnitude.
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Figure 5.8: E and E field profiles for (a) antenna-LED on single-mode InP waveguide and SiO, ridge,
(b) antenna-LED on single-mode InP waveguide with metal wrapped around waveguide facet, and (c)

antenna-LED on single-mode InP tapered waveguide with metal wrapped around waveguide facet and
sidewalls.
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5.2 Efficient spontaneous emission by metal-dielectric antennas;
antenna Purcell factor explained

Abstract

The rate of spontaneous emission from an optical emitter can be greatly enhanced using a metallic optical
antenna at the penalty of efficiency. In this paper we propose a metal-dielectric antenna that eliminates
the tradeoff between spontaneous emission enhancement and radiative efficiency by using nanoscopic
dielectric structures at the antenna tips. This tradeoff occurs due to Ohmic loss and is further exacer-
bated by electron surface collisions. We find that our metal-dielectric antenna can enhance spontaneous
emission by a factor 5 X 10° with efficiency = 70%, greatly exceeding the radiative efficiency of a purely
metallic antenna with similar enhancement. Moreover, the metal-dielectric antenna design strategy is
naturally amenable to short-distance optical communications applications. We go on to discuss the Pur-
cell Effect within the context of antenna enhancement. Metallic optical antennas are best analyzed with
conventional antenna circuit models, but if the Purcell Enhancement were to be employed, we provide

the effective mode volume, Vig = (3/47%)2d? (A /1), that would be needed.

Section 1: Introduction

Enhancing the rate of decay and spontaneous light emission from nanoscale optical sources using anten-
nas has been the subject of considerable classical and contemporary research [35,17, 98,7, 99,131, 41, 16],
with potential applications in spectroscopy [102, 101, 56, 146], single-photon sources [110, 74, 33, 43],
and efficient on-chip optical data communications [30, 126, 37, 29, 27, 4, 58]. Metallic optical anten-
nas are well-suited for spontaneous emission enhancement because electromagnetic fields are naturally
confined to sharp metallic tips, thereby boosting the radiative transition rate of excited molecules near
the tips by the increased electric dipole interaction potential [21, 22]. However, one finds that large en-
hancement factor comes at the expense of inefficiency in metallic optical antennas [30]. In Section 2, we
discuss this tradeoft of enhancement versus efficiency, which occurs because of Ohmic loss and is further
exacerbated by nonlocal surface collision effects [30, 108, 28, 68]. To alleviate loss, metal-dielectric anten-
nas have been proposed [107, 26, 61, 147,127,152, 128]. These antennas typically use lossless dielectrics
to reduce Ohmic loss by pulling the highest field regions away from the lossy metal, which may come at
the penalty of reduced antenna enhancement. In Section 3, we propose a novel metal-dielectric antenna
that leverages dielectrics for extreme near-field light focusing — inspired by the purely dielectric cavities
in [19, 49], but also benefitting from the presence of metal. The proposed antenna improves radiative
efficiency and maintains the ultra-high spontaneous emission enhancement usually attained by purely
metallic antennas. Section 4 demonstrates that the metal-dielectric antenna design principle is applicable
to electrically-injected antenna-enhanced light-emitting diodes (antenna-LEDs), which can be used for
on-chip optical communications. In Section 5, we derive a new antenna effective mode volume formula,
which permits continued use of the Purcell effect for describing antenna enhancement. We compare the
effective mode volume formula to a full electromagnetic numerical analysis in Section 6.
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Section 2: Tradeoff of enhancement versus efficiency in metallic optical
antennas

Optical antenna-enhanced spontaneous emission can be regarded as the increase in steady-state radiated
power from an oscillating dipole when coupled to an optical antenna:

Prad

(5.1)

Enhancement =
(o)

where F, is the nominal radiated power from the light source without the antenna present and F,,q is
the radiated power with the antenna °. For consistency, the reference source power P, is chosen to be a
point dipole emitting into free space. Note that in Eq. 5.1, P,,4 includes only the radiated power, not the
power that goes into Ohmic heating. To account for these additional metal losses, the antenna efficiency
is defined as:
. Prad

Efficiency Pt P (5.2)
where P is synonymous with Ohmic loss. Neither antenna directivity nor waveguide mode-matching
efficiency will be considered here.

Consider the metallic dipole antenna in Fig. 5.9(a). The optical antenna consists of two cylindri-
cal silver wires with 25nm radii. At the center feedgap the antenna includes sharp cone-shaped metallic
tips that are adjacent to an optical point dipole source, which could represent a dye molecule or other
atomically sized emitter. Importantly, the tips are separated by a vacuum gap of width d. In the limiting
case where d=1nm the radius of curvature at the tips is Inm, but the radius of curvature increases as d
increases. Practically speaking, a Inm tip is technologically difficult to achieve, with at least one recent re-
port claiming experimentally fabricated metallic tips of this dimension [146] to the authors’ knowledge.
Nevertheless, in this report we will examine several antennas with very sharp nanoscale tips in order to
investigate their limiting behavior.

Eggleston et al [30] demonstrated a circuit model for a metallic dipole antenna similar to that shown
in Fig 5.9(a). A simplified illustration of the antenna circuit model is presented in Fig. 5.9(b) ¢. The point
dipole source is modeled as a current source (Jsource ) in series with radiation resistance in the antenna arms
(Rradiation> Which accounts for radiated light) and a parasitic spreading resistance ([pread> which accounts
for most Ohmic loss). The enhancement predicted by the antenna circuit model is plotted in Fig. 5.9(c),
which agrees with full 3D Finite-Difference Time-Domain (FDTD) Maxwell simulations (black curve
and red points, respectively).

When d is small, very large antenna enhancement is accompanied by a severe drop in antenna effi-
ciency, as revealed in Fig. 5.9(d). Antenna efficiency decreases dramatically because of spreading resistance
[40, 124], which is inversely proportional with the vacuum gap width; Ryreaq = 2 - resistivity /d. Both

5Note that we are not considering average enhancement of an optical antenna-LED in this section, only the peak en-
hancement seen by an idealized dipole point source in the antenna gap.

¢The circuit model enhancement and efficiency are given in Appendix F, and the basic physics of the circuit model en-
hancement were provided in the previous chapter of this thesis.
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Figure 5.9: The efficiency of metallic antennas suffers due to spreading resistance and surface collisions.
(a) Metallic dipole antenna. An optical point source resides in a vacuum gap of length d between sharp
metallic tips (minimum radius of curvature = Inm, cone angle = 90°). (b) The simplified circuit model
of metallic optical antenna shows the antenna radiation resistance in series with a parasitic spreading
resistance. (c) The spontaneous emission enhancement of the metallic antenna versus the vacuum gap d
at a wavelength of A=1550nm calculated using both a circuit model (black line) [30] and full 3D FDTD
simulations (red squares). (d) The efficiency of the metallic antenna versus the vacuum gap d, calculated
by circuit model (black line) and FDTD (red squares). For small d, the efficiency falls off dramatically
due to spreading resistance. Also shown is the antenna efficiency that includes an estimate of the surface
collision effect in the sharp tips (dashed line), which further exacerbates the spreading resistance effect.
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the antenna circuit model and the full wave FDTD simulation correctly account for spreading resistance,
as shown in the solid black curve and red points respectively.

However, there are additional losses associated with electron surface collisions that are not captured
by Maxwell simulators, sometimes called the anomalous skin effect. This is a nonlocal effect that does not
appear in optical material data handbooks due to its contingency on the specific geometrical structure of
an optical material and motion of free electrons in the confined geometry. In fact, itis mentioned as one of
the main sources of error for metals in Palik’s Handbook [108]. Consequently, this effect is not included
in Maxwell simulators and some prior investigators have been overoptimistic with regard to efficiency.

Eggleston et al [30] modeled electron surface collisions in the dipole antenna, which we have repro-
duced here in the dashed line of Fig. 5.9(d). Surface collisions increase the effective spreading resistance in
the concentrated current region near the center antenna feedgap region by the factor (1+1./d), where
l is the bulk electron mean free path in silver, d is the vacuum gap width (which also defines the radius
of curvature at the antenna tips), and 3 is a numerical parameter that requires an intricate nonlocal elec-
trodynamic calculation. Note that the factor (o //d) can be regarded as a term that corrects the mean
free path of electrons from the nominal bulk mean free path /., to a mean free path that is contingent
upon the radius of curvature in the confined metallic tips [68, 28], [, ~ 3d. In Fig.5.9(d) we plotted an
estimate of this surface collision effect with [,,=50nm [68, 28] and 3=0.5. With our chosen parameter
[=0.5, the surface collision effect bounds the expected antenna efficiency to ~250% for a practical antenna
gap, d=10nm.

Section 3: Metal-dielectric antenna

In the previous section we demonstrated that purely metallic antennas suffer from poor efficiency at small
gap width d due to Ohmic losses. In this section we will show that by including dielectrics in the antenna
design we can greatly boost the antenna efficiency without significantly compromising the antenna en-
hancement at small d. This metal-dielectric antenna performs the best balance between all-metal and
all-dielectric antenna designs when combining the two metrics of enhancement and efficiency.

Work from Vanderbilt and MIT demonstrated that the effective mode volume (i.e. the spatial light
field concentration) of photonic crystal cavities is drastically improved by using sharp dielectric tips [19,
49]. This electromagnetic enhancement effect surpasses the anticipated enhancement associated with
simple dielectric boundary conditions. Furthermore, dielectrics are effectively lossless compared to metals
so this field concentration can be achieved with no series resistance limitation. We will demonstrate that
metallic antennas augmented with dielectric tips can improve antenna efficiency while maintaining large
enhancement.

Consider the metal-dielectric antenna in Fig. 5.10(a). This antenna is similar to the all-metal antenna
in Fig. 5.9(a) except that the sharp metal tips have been replaced by sharp dielectric tips (refractive index
n=3.4) covering hemispherical metal tips, indicated by the white dashed lines. The dielectric tips are sep-
arated by vacuum gap d, while the larger metal-to-metal distance at the metallic hemisphere tips is fixed to
20nm. In Fig. 5.10(b) and Fig. 5.10(c) we compare the enhancement (Eq. 5.1) and efficiency (Eq. 5.2) of
the metal-dielectric antenna versus the all-metal antenna from Fig. 5.9. The enhancement factor, Eq. 5.1,
was determined by direct FDTD computation, which is reliable for enhancement factor but not for ef-
ficiency. The efficiency was obtained by FDTD with a correction provided by the surface collision effect
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Figure 5.10: The metal-dielectric antenna uses sharp dielectric tips to maintain high efhiciency with little
compromise to the enhancement factor. (a) Metal-dielectric dipole antenna. This antenna is similar to
the all-metal antenna in Fig. 5.9(a) except the sharp metal tips have been replaced with sharp dielectric
tips of refractive index n=3.4 (minimum radius of curvature = Inm, cone angle = 90°). (b) FDTD calcu-
lation of the enhancement of the metal-dielectric antenna (black line) compared to the all-metal antenna
(silver line) as a function of d at a wavelength of A=1550nm. (c) Efficiency of the metal-dielectric an-
tenna compared to the all-metal antenna as function of d. The efficiency of the all-metal antenna was
calculated using the circuit model including the surface collision effect (Fig. 5.9(c)). The efficiency of the
metal-dielectric antenna was calculated in FDTD with a correction for surface collisions.
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Figure 5.11: All-dielectric bowtie antenna provides insufficient enhancement compared to the all-metal
and metal-dielectric variants. (a) All-dielectric bowtie antenna. The antenna consists of two opposing
cones with a center vacuum gap of width d (minimum radius of curvature = Inm, cone angle = 90°).
(b) Comparison of the antenna enhancement provided by the all-dielectric bowtie (blue line) with the
all-metal (silver line) and metal-dielectric (black line) antennas as a function of d. (c) Efficiency of the
all-dielectric bowtie with comparison to the all-metal and metal-dielectric antennas as a function of d.
The dielectric antenna is lossless.
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circuit model given by [30] using numerical coefficient 5=0.5 and 20nm metal-to-metal spacing. We
find that the metal-dielectric antenna maintains ultra-high efficiency with little compromise to the peak
enhancement at small dielectric tip spacing d. For d=1nm, the metal-dielectric antenna reaches a peak
radiation enhancement of 5 x 10°. Although 4 times less enhancement than the all-metal antenna with
the same dimensions, the corresponding metal-dielectric antenna efficiency is 70% versus 2% for the all-
metal antenna. Note that if the dielectric cones in Fig. 5.10(a) are removed (e.g. refractive index n=1),
the efficiency of the resulting antenna is approximately unchanged, but the enhancement is reduced dra-
matically. Indeed, compared to the metal-dielectric antenna with d=1nm, the enhancement is reduced
by over 100 x in simulation. Therefore, from an alternative perspective, the metal-dielectric antenna tips
boost enhancement without changing the antenna efficiency.

Given the clear efficiency improvement provided by nanoscale dielectrics, to what degree is some
metal required for optimal light concentration? To address this question, we investigated the enhance-
ment offered by an all-dielectric antenna in comparison to the all-metal and metal-dielectric antennas in
Fig. 5.9(a) and Fig. 5.10(a). Consider the all-dielectric bowtie antenna in Fig. 5.11(a). This antenna con-
sists of two opposing dielectric cones of refractive index n=3.4 (cone angle = 90°) with a small vacuum
gap of width d at the center. The length of the bowtie is chosen to be 680nm in order to tune the fun-
damental resonance wavelength to 1550nm. The antenna enhancement (Eq. 5.1) and efficiency (Eq. 5.2)
are shown in Fig. 5.11(b) and Fig. 5.11(c) respectively. As depicted here, the enhancement of the dielectric
antenna increases with decreasing vacuum gap d, similar to the all-metal and metal-dielectric antennas.
For d=1nm, the antenna enhancement peaks at 1.8 X 10, which is 25 times smaller than the metal-
dielectric antenna enhancement. The corresponding all-dielectric bowtie’s efficiency improves to 100%
versus 70% for the metal-dielectric antenna. From this analysis, we can conclude that although the all-
dielectric antenna can provide high efficiency, some metal in the antenna design drastically improves the
enhancement and is therefore beneficial. Conversely, the all-metal antenna provides high enhancement,
but at very poor efficiency.

Up to this point we have demonstrated that (1) purely metallic antennas suffer from an efficiency
versus enhancement tradeoff due to Ohmic losses, which are worse than typically predicted because of
the anomalous skin effect; (2) this tradeoft can be mitigated by including dielectrics in the antenna design,
thus enabling high efficiency and high antenna enhancement simultaneously; and (3) a purely dielectric
antenna design is efficient, but does not offer comparable enhancement to the metal-dielectric and all-
metal designs. Going forward, we will show how the metal-dielectric antenna design strategy can be
applied to semiconductor spontaneous emission enhancement.

Section 4: Metal-dielectric antenna-LED

The antennas discussed in the previous sections use a light source in vacuum, but communications ap-
plications require an electrically-injected light source such as a semiconductor. The optical antenna-
enhanced light emitting diode (antenna-LED) emits from a semiconductor [37, 4, 36]. Consider the
metal-dielectric antenna-LED depicted in Fig. 5.12(a). The structure is similar to the metal-dielectric an-
tenna given in Fig. 5.10(a) except now the two inner tips are connected by a semiconductor bridge of
width b at the center. The bridge is composed of a material with refractive index n=3.4, which is similar
to the refractive index of many III-V semiconductors. By contrast, we have also investigated the antenna-
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Figure 5.12: Continuous semiconductor bridge antenna provides efficient enhancement for electrically-
injected semiconductor devices. (a) Metal-dielectric antenna-LED with cylindrical symmetry. The struc-
ture is similar to that in Fig. 5.10(a) except the sharp dielectric tips have been connected by a bridge of
width b. Perspective view ((b), upper graphic) and top view ((b), lower graphic) of a metal-dielectric
antenna-LED that is compatible with top-down semiconductor fabrication. This antenna has the same
cross-section as the antenna in (a), but the cross-section is extruded 50nm in depth. (c) Peak spontaneous
emission enhancement as a function of bridge width b calculated in FDTD. (d) Efficiency of the antennas

as a function of bridge width b calculated in FDTD and corrected for the surface collision effect.
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LED in Fig. 5.12, denoted “lithographically patterned” in the sense that this structure could be fabricated
using two-dimensional top-down processing. Both antennas assume the optical point source is located
at the center of the bridge.

As shown in Fig. 5.12(c)-(d), there is a marked increase in antenna enhancement as the b dimension is
reduced below 10nm without compromise to the antenna efficiency; this is yet another version of dielec-
tric focusing, similar to that shown before in Fig. 5.10 and Fig. 5.11. Note that the enhancement reference
according to Eq. 5.1is a point dipole source radiating into vacuum. To obtain the enhancement of a refer-
ence dipole source in a homogeneous semiconductor, divide the value in Fig. 5.12(c) by n=3.4. Further-
more, the antenna enhancement and efficiency were calculated at a resonance wavelength of A=1550nm
for all values of b. For small b, real semiconductor optical emitters may undergo a blueshift from their
nominal bandgap energy. The antenna resonance can be tuned to accommodate this effect by decreasing
the total antenna length.

In addition to improved light concentration, a small semiconducting bridge can provide favorable
polarization selection rules. Electron-to-heavy hole (C-HH) radiative transitions are preferentially stim-
ulated by an electric field polarized along the long direction of a semiconducting quantum wire, per-
pendicular to the confinement direction [21, 22]. Thus, the polarization of band-edge light emission
from an unstrained semiconductor bridge is in favorable alignment with the metal-dielectric antenna-
LED mode polarization [36]. The combination of all these benefits indicates that antenna-enhanced,
efficient, electrically-injected antenna LED devices are feasible. Such a device could serve as a nanoscale
optical source for ultra-fast, low-power, on chip data communications.

Section 5: Antenna enhancement versus Purcell enhancement

In Sections 2-4 we showed metal-dielectric antennas that can provide high efficiency and high antenna
enhancement of both atoms and semiconductors. Up to this point we have only employed the antenna
enhancement metric defined in Eq. 5.1 without invoking the Purcell Effect [112], which has been em-
phasized by many prior investigators. While we advocate that the Purcell Effect is not needed to describe
antenna properties, we show how it may be employed in the context of antenna enhancement.

An antenna can concentrate zero-point electromagnetic energy into a sub-wavelength volume, thus
enhancing the spontaneous emission rate over the normal vacuum emission. This fact is reflected in the
Purcell enhancement factor, defined as,

1/Tenhanced o 3 )\3
/1,  4x2 % Vg

(5.3)

Purcell Factor =

where 7, is the radiation lifetime of a free-space dipole, Tenhanced s the lifetime of a dipole radiating into an
optical cavity or antenna mode (not necessarily into free space, which is critical when considering lossy
antennas), A is the wavelength, () is the quality factor, and V. is the effective mode volume. Customarily

Ve is defined by [64],
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where the integral in the numerator represents the total energy in the antenna mode (corrected for poten-
tial material dispersion [55, 72]), and the denominator is the peak energy density in the antenna mode.
Eq. 5.4 requires a full antenna electromagnetic analysis, but in that case the electromagnetic analysis can
provide all antenna properties and the Purcell enhancement factor is not needed (as demonstrated in the
previous sections and, for example, in [30, 67]). While the effective mode volume can be estimated for
dielectric cavities, it is unclear how to obtain a suitable estimate for antennas. In this section we will derive
the appropriate antenna effective mode volume, Vg, to insert into the Purcell factor by comparing the
enhancement predicted by antenna theory versus the Purcell effect.

To estimate antenna enhancement, an engineer would use the circuit representation of a dipole an-
tenna [30]; a simple version of the metallic dipole antenna was shown in Fig. 5.9(a)-(b). The antenna
enhancement factor (P,,4/P,) can be written as /,

I 2

A consequence of Eq. 5.5 is that the maximum antenna power is attained for the longest single-mode res-
onant antenna (namely, the half-wave antenna). Note that Eq. 5.5 applies generally to one-dimensional
metallic antennas with high conductivity. Antennas with arbitrary geometrical configurations, including
the metal-dielectric antenna discussed in Fig. 5.10, require a more detailed treatment.

In contrast with Eq. 5.5, the Purcell Factor, Eq. 5.3, is repeated here:

3 N
F=— .6
1 Q Ve (5.6)
By equating Eq. 5.5 & Eq. 5.6 in Eq.5.7, we may obtain the effective mode volume:
N 3 W
<C_i) B 4_7T2Qveff G7)
Rearranging to solve for V ¢ and combining terms, we find:
3 L (A
Ve = 4—7T2Qd A (7) (5.8)

where the only remaining unknown is the quality factor, (). If the antenna loss is limited primarily by
radiation and not resistance, the () may be obtained from the well-established Wheeler-Chu Limit [140,

20],
0> (2 (5.9)
— 472 \ '

7This formula was provided in the previous chapter from circuit theory, Eq.4.11.
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where [ is the size of the longest antenna dimension (in this case, the antenna length) and A is the wave-
length. Notably, the quality factor increases rapidly when the antennalength is very small, but in antennas
we want a low () representing efficient radiation. Combining Eq. 5.8 with the lower bound of Eq. 5.9 we
may obtain the effective mode volume of a Wheeler-Chu limited antenna:

2 5
Vg = (%) >\ (%) (5.10)

which has no unknowns. An interesting special case of Eq. 5.10 is the half-wave dipole antenna; plugging
inl — A\/2:

Halfwave Dipole Vg Limit = 0.185 - d>\ (5.11)

which represents a bound on the single-mode antenna effective mode volume. In principle, the vacuum
gap width d can be as small as Inm, and therefore the effective mode volume of antennas may be extremely
small. Note that based on our derivation, Eq. 5.10 and Eq. 5.11 apply to one-dimensional purely metallic
antennas, such as that depicted in Fig. 5.9(a). Antennas of arbitrary geometry may require a full numerical
electromagnetic analysis. In the next section we will check the half-wave dipole antenna effective mode
volume formula, Eq. 5.11, against full numerical calculations using the customary formula (Eq. 5.4).

Section 6: Electromagnetic numerical calculations of antenna effective mode
volume

The effective mode volume that is used for electromagnetic numerical calculation was given above in
Eq.5.4 and is reproduced here:

I Re {—agw)} |B|2dr
W

el £l

Vesr (5.12)

2
peak

A detailed discussion of the full-wave calculation using Eq. 5.12 may be found in dppendix: Effective
Mode Volume.

We considered three antennas for numerical calculation, depicted in Fig. 5.13. The all-metal, metal-
dielectric, and all-dielectric antennas refer to the antennas from Fig. 5.9(a), Fig. 5.10(a) and Fig. 5.11(a)
respectively with vacuum gap widths of d=1nm between respective metallic or dielectric tips and mini-
mum radius of curvature of Inm. The antenna effective mode volume (Fig. 5.13, x-axis), is normalized
by wavelength and inverted (A*/V.g) so that it may easily be plugged into the Purcell factor (Eq. 5.3).
Antenna efficiency (Fig. 5.13, y-axis) was obtained previously in Sections 2-4. The electromagnetically
calculated effective mode volume values of the all-dielectric, metal-dielectric, and all-metal antennas were
5.6 x 1079A%,7.8 x 107"A%,and 1.5 x 1077 \% at A=1550nm respectively. Note that if we were to con-
sider a larger or more practical tip parameter d in our calculation, the efficiency of the metallic antenna
and the effective mode volume of all three antennas would increase. For example, if we used d=2nm, the
effective mode volume for the three antennas would increase by approximately 4 x.
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Figure 5.13: The efficiency and effective mode volume of three antennas from Fig. 5.9(a), Fig. 5.10(a), and
Fig. 5.11(a) with vacuum gap widths of d=1nm and radius of curvature = Inm are plotted.
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The numerically calculated effective mode volume of the all-metal antenna (1.5 x 1077\3) agrees
within a factor 2 to the predicted value of the half-wave antenna effective mode volume from Eq. 5.11 us-
ing d=1nm: Veg = 0.185 - d*\ = 7.7 x 10~ ®\%. The small disagreement between the two values may be
attributed to inaccuracy in the numerical Vg calculation (discussed in Appendix: Effective Mode Volume)
or to our choice of the canonical lower bound of the Wheeler-Chu limited quality factor from Eq. 5.9
corresponding to ()=0.6 for a half-wave antenna, whereas a more realistic antenna quality factor is ()=1.
Furthermore, compare the effective mode volume of the all-dielectric antenna (5.6 x 107%\?) to MIT’s
photonic crystal cavity from [19] with Vg = 7.0 X 10753 at A=1550nm, which reportedly uses a similar
dielectric tip geometry chosen here except their structure was optimized for both high quality factor and
low effective mode volume. These results indicate that antennas are capable of both extreme concentra-
tion of electromagnetic energy and good radiation. Notably, the metal-dielectric antenna provides the
best balance of efficient radiation (70%) and effective mode volume (7.8 x 10~"\?), complimentary to
our results from prior sections.

Section 7: Conclusion

In this work we have introduced a metal-dielectric antenna that eliminates the tradeoff of enhancement
versus efficiency present in purely metallic optical antennas. We proposed a feasible structure for a metal-
dielectric antenna-enhanced light-emitting diode that could lead to improvements in the speed and efh-
ciency of nanoscale light sources for optical communications. By comparing antenna enhancement and
the Purcell effect, we have introduced a new formula for antenna effective volume that permits continued
use of the Purcell enhancement factor for metallic antennas.

Appendix: Effective mode volume

There are several methods in the literature to numerically calculate the effective mode volume of optical
antennas using forms similar to Eq. 5.12 [64, 116, 69, 54, 66]. For this paper we used a variation on the
method proposed originally in [64]. It should be remarked that calculating the effective mode volume
of antennas is more nuanced than doing so for high-Q dielectric resonators, and our calculation involves
heuristics that may be less accurate than strongly-mathematically motivated solutions in the literature
[116, 69]. Nevertheless, we will briefly outline the challenges of performing this calculation, and how
they were addressed in this work. All simulations of effective mode volume were performed in Lumerical
FDTD with 0.25nm resolution in the antenna feedgap, Inm resolution of the rest of the antenna, and
10nm resolution of the rest of the simulation domain which was (2um)? in total.
There are four points to address in calculation of the numerator of Eq. 5.12:

1. Antennas are leaky, or in other words, it is difficult to distinguish the mode that is bound to the
antenna and radiation in the far-field.

2. The energy of the simulation source (e.g. a plane wave) must also be distinguished from the an-
tenna mode energy.

3. The excited antenna may consist of both dark (nonradiative) and bright (radiative) modes.
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4. Metals are dispersive.

Point (1) was addressed originally in [64] and is out of the scope of this appendix. Essentially, one may
find a transition between the local antenna mode and the far-field radiation by self-consistently choosing
the radius of integration, r/, in Eq. 5.12. Since far-field antenna radiation intensity falls off as 1/ r2, there
is a well-defined transition.

Point (2) was addressed in two ways: (a) A total-field scattered-field source (TFSF) source was
used, which minimizes the total footprint of the incident plane wave source in simulation. (b) Time-
apodization in the Fourier transform of the FDTD data was employed. Time-apodization is essentially
a long-pass filter for time, which allows one to effectively filter out an incident broadband source pulse.
Thus, the simulation will only capture electric field data from the resonant antenna mode that continues
to oscillate after the source has died out. Because antennas have very low quality factor, this process is
not perfect and it is difficult to completely decouple the source from the antenna response. Neverthe-
less, testing with different apodization cutofts tended to provide convergence of the energy integral for
sufficiently long cutoff after the source pulse.

Point (3) is believed to be addressed by the same procedures as Point (2) above. Because an incident
plane wave (TFSF) source was used, dark modes should not have been excited in simulation. This was
confirmed by measuring the antenna scattering efficiency, which was much greater than the radiative ef-
ficiency of the antennas as excited by point dipole sources. Furthermore, dark modes most likely have
smaller () than the antenna radiative mode, and therefore time-apodization filtered them out. Since we
have removed dark modes from simulation, the effective mode volume values reported in Section 6 cor-
respond only to the antenna radiative mode, and therefore may be properly compared to the antenna
effective mode volume formula derived in Eq. 5.10 & Eq.5.11.

Point (4) is addressed by using the dispersion correction term, Re [0(ew)/0w], in Eq. 5.12 [55, 72].
Palik’s data for silver [108] was interpolated to obtain this term.

The peak energy density term in the denominator of Eq. 5.12 was calculated at the center of the an-
tenna feedgap, after time-apodization. This is the correct choice because we were interested in the en-
hanced radiation of dipole point sources from this location. This differs slightly from the “true” location
of peak energy density, which is very close to the metal boundary.

5.3 Conclusion

This chapter provided two published papers on optical antenna-enhanced spontaneous emission. In Sec-
tion 5.1 we designed a cavity-backed slot antenna-LED that was capable of 94% coupling efficiency to a
single-mode waveguide, potentially enabling efficient integrated optical interconnects. This was achieved
using inverse design optimization, which will be described in the next chapter. In Section 5.2 we showed
how enhancement can be boosted in optical antennas without compromising efficiency by using sharp
dielectric tips in the antenna gap. By overcoming this efficiency barrier to enhancement, metal-dielectric
antenna-LEDs could one day demonstrate extremely fast spontaneous emission carrier lifetime — perhaps
testing the ultimate limits of efficient direct modulation.



84

Chapter 6

Inverse Electromagnetic Design via the
Adjoint Method

In the previous chapters we have discussed the exciting prospects of on-chip optical interconnects us-
ing optical antenna-LEDs. From this chapter forward we switch topics and will discuss inverse electro-
magnetic design. There are several adept methods to solve for electromagnetic device characteristics and
properties, to varying degrees of accuracy or approximation. For example, for complex nano-photonic
devices, one may solve Maxwell’s Equations directly using simulation tools like finite-difference time-
domain (FDTD) or the finite-element method (FEM). Or, perhaps one is only interested in solving for
a particular optical response from a periodic structure using rigorous-coupled wave analysis (RCWA).
Maybe near-field electromagnetic characteristics are unnecessary, and one only desires to solve the Fres-
nel diffraction equation. These are each examples of methods that fall under the so-called “forward prob-
lem” in electromagnetics, where we computationally solve for a response or electromagnetic property
that results from a given electromagnetic structure. By contrast, inverse design refers to solving the “in-
verse problem”, which indicates that we solve for an electromagnetic structure given a desired response or
electromagnetic property '. The inverse problem is generally difficult to solve for complex tasks, but by
employing a special technique called the adjoint method we can greatly improve our design capabilities
and speed of computation. In the next three sections we will describe the motivation and theory behind
inverse design via the adjoint method. In Section 6.4 we will show how inverse design can be applied to
fabrication-friendly vertical grating couplers. This work is derived nearly verbatim from the published
work in [47], with citation reproduced here:

S. Hooten, T. V. Vaerenbergh, P. Sun, S. Mathai, Z. Huang, and R. G. Beausoleil, “Adjoint Opti-
mization of Efficient CMOS-Compatible Si-SiN Vertical Grating Couplers for DWDM Applica-
tions,” Journal of Lightwave Technology, vol. 38, no. 13, pp. 3422-3430, Jul. 2020.

Please note that the appendices referred to in Section 6.4 are provided within the section and not in the
main appendices of this thesis.

'In other words, inverse design is technically just synonymous with computational design of electromagnetic structures.
However, it recently has become a buzzword referring to special design techniques
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Figure 6.1: Parameter sweep, or exhaustive search, is the conventional method to design an electromag-
netic device. Here we show a simple example of sweeping the length of an antenna (a) to maximize the
radiated power at A = 1550nm. Each pointin (b) corresponds to an individual simulation using FDTD.

6.1 The inefficiency of exhaustive search

The most ubiquitous and conventional method to design electromagnetic structures is by parameter
sweep. In other words, an engineer may use their physical intuition to design a structure that performs a
desired function then tune a few parameters by sweeping them in simulation to optimize that structure’s
properties. A very simple example of this is shown in Fig 6.1. Here we sweep the length of a cylindrical
antenna, with a 50nm diameter and 50nm glass gap where a point source is placed, in order to maximize
the radiated power at a wavelength of 1550nm. Each point in Fig 6.1 corresponds to an individual sim-
ulation. As one might expect, we find that the radiated power is maximized when the antenna length is
approximately equal to half a wavelength L ~ )\ /2, corresponding to the fundamental antenna mode.
In this example, no special design techniques were necessary. However, one can conceive of much
more difficult problems with many design parameters (potentially hundreds or thousands), where the
underlying physics are much more difficult to ascertain. For example, suppose we were to co-optimize
the antenna length, diameter, gap dimension, and gap material in Fig 6.1 simultaneously. The best com-
bination of all these parameters is much harder to directly intuit. And furthermore, as the number of
parameters increases, the number of simulations that are required to perform an (exhaustive) parameter
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sweep increases exponentially by the following relation:

Exhaustive Search Parameter Sweep: S = m"

S = Number of simulations 1)
m = Number of sweeped values per parameter '

n = Number of design parameters

Indeed, if we were to sweep 10 values of the 4 parameters mentioned above for our simple antenna exam-
ple, this already amounts to 10,000 simulations. In some cases individual Maxwell simulations of complex
electromagnetic structures may take minutes or hours even on research-grade high-performance servers.
Thus, parameter sweeps are infeasible for complex tasks and a better method is needed. We will address
this problem using inverse electromagnetic design via the adjoint method.

6.2 Formal description of electromagnetic design and
optimization

The description of the adjoint method requires some mathematical rigor in the fields of optimization
and linear algebra. In this section we will provide a brief primer on the required knowledge and notation.
In the first step, we will show how Maxwell’s Equations may be rewritten as a matrix equation. Then,
we will describe formal optimization notation and a description of a generalized electromagnetic design
problem. Finally, we will describe an optimization technique called gradient descent.

Maxwell’s equations in matrix notation

For electromagnetic design problems, we will consider Ampere’s Law and Faraday’s Law in Eq. 6.2 and
Eq. 6.3 respectively:

oD
VXH—JQ—FW (62)
0B
E=Jn— = .
V x J oy (6.3)

where H is the magnetizing field, B is the magnetic field, E is the electric field, and D is the displacement
field. Je and Jy, are current source terms referring to electric current and “magnetic current” respec-
tively. Magnetic current is unknown to exist in nature, but can be occasionally useful in electromagnetic
simulation. Note that we need not consider Gauss’s Laws because in most cases they are automatically
satisfied by Ampere’s Law and Faraday’s Law.

The formulation of the adjoint method that we will be considering will require two simplifying as-
sumptions: (1) time-harmonic fields and (2) linear materials >. Assumption (1) allows us to write the field

*Itis possible to formulate the adjoint method without these assumptions [32, 52]. Nevertheless, many design problems
fall under this umbrella, and the simplicity of the adjoint method is most clearly seen this way.



CHAPTER 6. INVERSE ELECTROMAGNETIC DESIGN VIA THE ADJOINT METHOD 87

and source quantities as complex phasors with explicit exponential time dependence:
E = Ee /! H = He /vt
D =De 7 B =Be ™ (6.4)
Je = jee*j“’t Jm = jme*jm

where the - quantities are complex phasors defined at frequency w that include spatial amplitude and
phase information. Assumption (2) allows us to simplify the magnetic and displacement field terms:

B — i
o 6.5)
D=c¢cE

where /1 and € are the (complex, spatially-distributed) permeability and permittivity at frequency w. Note
that these may be tensor quantities, but for simplicity we will assume isotropic materials. Using Eq. 6.4
and Eq. 6.5 we may simplify Maxwell’s Equations from Eqs. 6.2-6.3 above:

Vxﬁ:je—jweﬁ

VXxE=J,+ jwuﬁ (6.7)
After some rearrangement we find:

jwaﬁ +VxH=1J, (6.8)

V x E — juuH = Jpn (6.9)

Observe that this may be rewritten as a matrix equation by factoring out E and H:

E J

| =1Z€ 6.10
H (610

jwe VX
H

VX —jwu

To which we may define the following quantities:

_ |Jwe VX _ E
A_[Vx —jw/J’ X_[N

., b= [;m] (6.11)

allowing us to rewrite Eq. 6.10 in a convenient linear algebra notation:
Ax=b (6.12)

where x is a vector representing the electric and magnetic fields, b represents the electric and magnetic
currentsources, and A is a Maxwell operator that defines the physics of Maxwell’s equations subject to the
simulation materials and geometry (represented by ¢ and p1). Eq. 6.12 allows us to easily describe what
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a Maxwell simulation’s function is. In particular, a solution to Maxwell’s Equations, or the “forward
problem” amounts to:

Forward Problem: Solve Ax = b for x given A and b (6.13)

in other words, we solve for the electric and magnetic fields that result from provided sources and mate-
13
rials®.

Electromagnetic design as an optimization problem

Now that we have defined a simple shorthand for Maxwell’s equations in Eq. 6.12, we may write out a
formal description of a design problem. In inverse electromagnetic design, we are typically interested
in solving for a merit function that is explicitly a function of the electric and magnetic fields. In other
words, we'd like to optimize some merit function f(x), where X is the electric and magnetic fields and
f is some (scalar) function of those fields, f : C"™ — R where m is the dimension of vector x. f could
represent any arbitrary figure of merit including electric field intensity, optical absorption, waveguide
coupling efficiency, and more. In our antenna length example from Fig. 6.1, the merit function was the
power radiated from the antenna, which can be expressed as the time-averaged Poynting vector integrated
along a surface enclosing the antenna. Moreover, a general design problem consists of . parameters, or
design elements, that we would like to tune (e.g. length, width, material value, etc.). Let,

P1

P2
p=| : (6.14)

Pn-1
Pn

be a vector of such parameters 4,

We are interested in either minimizing or maximizing our merit function f. Since maximizing f is
equivalent to minimizing the negative of f, we may withoutloss of generality express the inverse problem
as a minimization problem with:

Inverse Problem: min f(x), s.t. Ax =b (6.15)
P

where this equation reads as “minimize with respect to parameters p, the electromagnetic merit function
f(x) thatis subject to Maxwell’s Equations Ax = b”. In other words, p is an optimization variable that
we can vary, f(x) is the function we'd like to minimize, and x is required to satisfy Maxwell’s equations
(in order to be physically meaningful).

3The forward problem can also be thought of as taking the inverse of A, e.g. x = A~ b, but thisisn’t typically how linear
equations of this type are solved. In fact, Eq. 6.13 is just a representation of the forward problem and most electromagnetic
solvers (e.g. finite-difference time-domain, FDTD) do not explicitly solve this equation.

“Note, furthermore, that we will assume the spatially-distributed permittivity () and permeability (1) are smooth func-
tions of our parameter vector, p. This allows us to easily update the Maxwell operator, A.
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Eq. 6.15 formalizes our description of the electromagnetic design problem, and will allow us to for-
mulate the Adjoint Method in the next section. However, we will first need to describe an optimization
technique called gradient descent.

Optimization by gradient descent

In general, the Inverse Problem in Eq. 6.15 is very hard to solve. We showed previously that one technique
to solve Eq. 6.15 was an exhaustive parameter sweep, but that technique rapidly becomes intractable as
we increase the resolution of our search or the number of design variables. Fortunately, mathematical
optimization theory offers alternative techniques that are vastly more efficient. Perhaps the most ubig-
uitous technique is called gradient descent. As the name implies, this technique uses information about
a function’s gradient to guide the optimization to an optimum. The gradient is simply the multivariate
derivative of a function with respect to its dependent variables (e.g., vector p). In our case, the gradient
of f with respect to p is a vector of partial derivatives:

of

a f 8]7 1

= = : (6.16)
P of
Opn,

Intuitively, the gradient gives information about the slope of a function. When the gradient is very large,

it means that we can greatly improve the merit function by adjusting our parameter vector in the direc-

tion of the gradient. By contrast, when the gradient is very small or identically zero, we have found a

(local) optimum. This constitutes a convergence criterion for gradient descent. Thus, in order to solve

the Inverse Problem from Eq. 6.15 (in other words, the minimization of merit function f) we need to

follow the negative of the gradient, which points in the direction of steepest descent.

We intend to iteratively update the parameter vector p that represents our electromagnetic structure.
Accordingly, let vector py represent the electromagnetic structure before optimization, and let p; rep-
resent the 7-th optimization step where 7 = 1,2, 3, .... Using the negative gradient, we may update the
parameter vector iteratively in the following way:

of
op;

Gradient Descent Algorithm: p; 11 = p; — ¢ (6.17)

where ¢ is called the step-size, which is usually chosen by trial-and-error. After iterating many times with
Eq. 6.17, the function will settle to a local optimum where 0f/Op =~ 0. This constitutes the conver-
gence criterion — the condition for ending the optimization. With proper choice of design parameters p,

Eq. 6.17 can be very effective at producing good solutions to the inverse problem 5,

SIn practice we typically use some variation on regular gradient descent (Eq.6.17), such as the Broy-
den-Fletcher-Goldfarb—Shanno (BFGS) algorithm. Nevertheless, the idea is conceptually similar to what we have
shown here, and gradient calculations will be required.
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How may we obtain the gradient of our electromagnetic merit function, f, with respect to the design
parameters, p? Perhaps the simplest way to get g—g is by finite-difference derivative approximation. This
involves an approximation of each individual partial derivative from the definition of the gradient in
Eq. 6.16. For example, consider the partial derivative with respect to design element p;: g—li_. The finite-
difference partial derivative approximation of this value is given by:

ﬁ % f(p17 "'7pi + 5p’L7 "'7pn) - f<p17 "'7pi7 "'pn>
Op; op;

(6.18)

where dp; is a small perturbation to the i-th design element. However, observe that in order to the the full
gradient with n total partial derivatives, we need to perform n 4+ 1 simulations per iteration; 1 simulation
for the nominal value of f defined at p = [py, ..., p,), and n simulations for n perturbations to the
design elements. Therefore, to perform a full gradient descent optimization, this scheme will require the
following number of simuations:

Finite-difference gradient descent: S = ¢ x (n + 1)

S = Number of simulations (6.19)
¢ = Number of gradient descent iterations '

n = Number of design parameters

This is a massive improvement over the exhaustive search parameter sweep (reduced from an exponential
dependence to a simple polynomial dependence on the number of design parameters). However, for
potentially 1000’s of design parameters and 100’s of gradient descent iterations, even this scheme remains
intractable for electromagnetic optimization. Can we do better?

6.3 The adjoint method

In the previous section, we introduced a formal mathematical notation to describe an electromagnetic de-
sign problem, called the inverse problem. We went on to show that the inverse problem could be solved
using gradient descent optimization. However, up to now, the only way to obtain the gradient of a func-
tion with respect to its design parameters is by finite-difference. While this method greatly outperforms
exhaustive search methods like parameter sweeps, finding the gradient of a function by finite-difference
still requires a large number of simulations. In this section, we will demonstrate a technique called the
Adjoint Method, which allows one to find the gradient of an electromagnetic merit function using just
two simulations, regardless of the number of design elements. This derivation follows largely from [87].

The adjoint method is also a gradient descent method, so we will be interested in calculating the
gradient of f: %. However, in this case we will make use of the chain rule, because we assumed that our
merit function is explicitly a function of x. We will assume that the gradient with respect to X, g—i,
known °. Then, by the chain rule, the partial derivative of f with respect to element p; € [p1,...p,] is

is

In practice, this is 2 good assumption. For example, if one is interested in optimizing the electric field intensity, f(E) =
|E|> = E - E, then g—é = E, the complex conjugate of the electric field. This can easily be computed from the forward

solution which provided us with E.
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given by,

Z (af 0z, , Of 8@) _of ox  of Ox (6.20)

Opl Oz, Op; 6xj Ip; ox Jp; Ox Op;
where in the second equality we simplified the sum of chain rule derivatives by writing them as a dot
product between corresponding vectors. Notice that because X is complex-valued in general, we also
needed to take partial derivatives with respect to its complex conjugate, X. Because f is a real-valued
function, Eq. 6.20 can be rewritten more conveniently in terms of the unconjugated derivatives involving

of af ox of
o1 e (308 one (2] 22) )

where “Re” denotes the real part. In the second equality, we rewrote the dot product as a matrix product

by taking the matrix transpose of %£ 5 Which transforms it into a column vector.

The right-hand side of Eq. 6.21 consists of a known quantity (2L o whlch can be calculated analytically
from knowledge of the merit function), and an unknown quantlty (Whlch describes changes in the
electric and magnetic fields with changes in design element p;). One may think that we haven’t made any
progress, but we still have an additional equation to work with, namely Maxwell’s equations:

Ax=Db (6.22)
We may take the partial derivative of Eq. 6.22 with respect to design element p; on both sides:
0 db
Ax) = 6.2
B (Ax) o, (6.23)
A b
AX (O0AL D (6.24)

Op; * apz'x B Op;

where in Eq. 6.24 we expanded the partial derivative using the product rule. At this point we note that
the derivative gbi = 0 in most situations. This is because we are generally not interested in optimizing
simulation regions where there are sources present. For instance, in many silicon photonic devices we
would like to maintain the same waveguide mode at the input(s) even as the device structure changes.
We will maintain this assumption for brevity; it will not affect our conclusions if we were to include an

explicit dependence on g—;’i. Thus, Eq. 6.24 may be written:

ox B _8A (625)
Op; - 3pix '

we will keep this equation in mind.
The crux of the adjoint method lies in the next step. Let z be a vector with the same dimension as x.
Suppose z satisfies the following equation:

of

ATz =
‘7 ox

(6.26)



CHAPTER 6. INVERSE ELECTROMAGNETIC DESIGN VIA THE ADJOINT METHOD 92

where AT is the matrix transpose of the Maxwell operator” and 1s the gradient of f with respect to
X, a quantity we have already assumed is known. Thus we see that Eq. 6.26 is very similar to Maxwell’s
equations except we have a new “adjoint operator” A” and the original source term b has been replaced
by . We will denote solving Eq. 6.26 as the “Adjoint Problem”, analogous to the “Forward Problem”
from Eq.6.13:

af

Adjoint Problem: Solve ATz = g—f for z given AT and =L I

(6.27)

Intuitively, the adjoint problem can be thought of as injecting the desired solution (represented by g—){)
into the simulation domain. By reciprocity, the Maxwell operator is symmetric, and therefore the adjoint
problem can be solved using the same computational method as the forward problem ®.

In summary, we have so far applied the chain rule gradient of the merit function with respect to design

parameter p;, obtaining:
0 f of
=9 2
op N ( [&J apl> (©29)

Then, we took the gradient of Maxwell’s equations Ax = b with respect to design element p;, finding:

ox 0A

Finally, we proposed the adjoint problem in Eq. 6.27, which can be equivalently written:

zTA = B){ } (6.30)

where we simply took the transpose of both sides. We may now plug Eq. 6.30 into Eq. 6.28:
of ox
= 2R, TA 6.31
apz ¢ < 8pz) ( )
Then we can insert Eq. 6.29 into Eq. 6.31, obtaining our final equation:

af -OA

7In the literature, it is common to state that for complex-valued A, we should take the complex-conjugate transpose:
AT, also called the adjoint (hence the name of the method). However, as we will find, the regular transpose satisfies the
mathematics of the method, confirmed by simulation. Perhaps this disagreement lies in the definition of inner products in
quantum mechanics, where complex conjugates are taken implicitly. By contrast, in this derivation we are using the regular
inner products defined in linear algebra.

8This is not always true if we are using magnetic current sources in simulation. Furthermore, when solving Maxwell’s
equations, one usually provides a discretized grid. In practice this can break the symmetry between A and AT butin general
the geometry of the problem can be represented nearly equivalently, so this is a minor point.
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Amazingly, we find that only one quantity on the right hand side of Eq. 6.32 depends on changes in p;,
namely g—?.

What is the meaning of g—;‘_? Recall that A defines the materials and physics of Maxwell’s equations:

_|jwe VX
A = [Vx —jwu} (6.33)

Therefore, the derivative of A can be regarded as a “shape derivative” which determines how the permit-
tivity and permeability are updated with respect to our design parameters:

0A  |jwg O
_ . 6.34
op; [ 0 —]wg—; ( )

where the curl terms cancel out as they do not depend on the geometric parameters. In general, the
changes in the (spatially-distributed) materials throughout the design region as a function of the design
parameters p is well-known (since it is user-defined). Therefore, Eq. 6.34 is typically easy to calculate for
all design elements’ p; € [p1, ..., Pn).

These observations have an incredible consequence: Eq. 6.32 implies that the partial derivatives of
f with respect to every design parameter p1, ..., p,, can be obtained with just two Maxwell simulations
regardless of the number of design parameters (n)! In particular, we require one solution to the forward
problem (x from Eq. 6.13) and one solution to the adjoint problem (z from Eq. 6.27). Meanwhile, the
shape derivatives can be obtained very easily in comparison using Eq. 6.34. Therefore, we have drastically
reduced our simulation requirements to perform gradient descent:

Adjoint method gradient descent: S = ¢ x 2
S = Number of simulations (6.35)

¢ = Number of gradient descent iterations

In other words, the number of simulations now has no dependence on the number of geometric param-
eters. In practice, ¢ ~ 100, enabling full electromagnetic optimizations with 200 total simulations or
less. Consequently, it is now feasible to design incredibly complex electromagnetic structures using com-
putational optimization. In the next section we will show how the adjoint method can be applied to the
design of fabrication-compatible vertical grating couplers, devices that are difficult if not impossible to
design by conventional means.

°In large simulations with hundreds to thousands of parameters, this can still be quite a challenging calculation. Never-
theless, it is far better than alternative means, such as finite-difference.
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6.4 Adjoint optimization of efficient CMOS-compatible Si-SiN
vertical grating couplers for DWDM applications

Abstract

Data communication in silicon photonic interconnects requires efficient and broadband on/off-chip cou-
pling components. Recently, perfectly vertically-emitting grating couplers have been proposed to increase
spatial I/O density of the optical link and potentially improve manufacturing costs and ease of optical
beam characterization. In this work, adjoint optimization was leveraged in the design of low-loss single
(silicon) and dual layer (silicon + silicon nitride) perfectly-vertical grating couplers that are compatible
with a scalable silicon-on-insulator (SOI) platform for the 65nm CMOS technology node. In simulation,
the best design peaks at -0.52dB insertion loss with a 1dB-bandwidth of 24nm at the 1310nm datacom
wavelength.

Section I: Introduction

The development of high-efficiency silicon photonic links is being pursued to reduce power consump-
tion in data communication on a server- and chip-level scale [11, 92]. A critical challenge to make silicon
photonics commercially viable is cost-efficient packaging and on/off-chip coupling [39, 100, 123]. To ad-
dress part of this problem, Hewlett Packard Labs is developing a modular and wear-tolerant re-pluggable
optical connector that leverages the use of on-chip grating couplers for high alignment tolerance [82],
which is similar to other grating coupler aided strategies [79, 96, 85, 117]. A schematic of an example
connector design is provided in Fig. 6.2(a).

The performance of this type of optical connector relies upon the coupling efficiency of grating cou-
plers, which are micro-scale passive devices that can efficiently convert a waveguide mode to a largely
unidirectional output beam of a desired mode shape via the constructive interference of periodically
etched scatterers. Due to fundamental physical limitations, it is very difficult to scatter light perfectly
vertically (i.e., perpendicular to the chip) using conventional single-etch grating designs because of large
back-reflection to the input [90]. Consequently, light is typically scattered at a slight angle to vertical.
From a cost-benefit analysis perspective, compensating for this off-vertical scattering is undesirable be-
cause it requires more sag in the transceiver micro-lens, which increases the manufacturing challenge and
cost [82]. Furthermore, if sag can be reduced, more lenses and gratings can be packed together to increase
the spatial I/O density of the outgoing fiber array. A similar conclusion was reached in Ref. [138]. Lastly,
characterization and assembly of the optical connector link can potentially be eased by using vertical grat-
ing couplers because perpendicular output beams are easier to align and less spherical aberration will be
imparted by the micro-lens.

Recently, many flavors of grating coupler designs, both vertical and oft-axis, have been proposed to
provide low-loss oft-chip coupling by, for example, exploiting multiple etch depths [138, 13, 91], multi-
ple patterned layers of various materials [90, 135, 77, 78, 129, 125, 10], sub-wavelength features for anti-
reflection [13, 137, 18], back-side metal mirrors or Bragg reflectors [79,129,150], or more exotic schemes
such as angled-etch “blazed” designs [125]. However, many of these designs are impractical from the per-
spective of scalable silicon-on-insulator (SOI) fabrication techniques, and previously proposed designs
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Figure 6.2: (a) Example optical connector schematic consisting of a vertical grating coupler, a micro-
lens chip for focusing, and a detachable optical ferrule. Note that these elements are not to scale. (b) A
two-trench slice of a partially-etched grating coupler illustrating the vertical scattering and back-reflection
constructive interference phase conditions, which turn out to be equivalent for uniformly etched grat-
ings. ¢, is the phase collected by a wave that has propagated a single grating period A, which is dependent
on both the etch duty cycle and waveguide effective index (see Appendix: Expanded Analysis Using the
Grating Equation).

that provide perfectly-vertical coupling may sufter from lower yield due to fabrication sensitivity, such as
mask misalignment in the patterning of multiple layers or etches.

Overall, new design methodologies for perfectly-vertical grating couplers that are low-loss, broad-
band, have tolerable reflection, are compatible with the transceiver specifications in Datacom or High-
Performance Computing (HPC) applications, and either consist of only a single etch or fabrication ro-
bust design are still of interest. In this article, an advanced optimization technique known as the ad-
joint method is employed to design grating couplers that meet these requirements. Ultimately, this
work presents the design of the first CMOS-compatible dual-layer silicon nitride-on-silicon (Si-SiN)
grating coupler that achieves an industry-competitive simulated -0.52dB insertion loss and 24 nm 1dB-
bandwidth at 0° incidence.
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Section II: Grating coupler optimization
A: The vertical coupling problem

Fundamentally, uniform single etch grating couplers that scatter light vertically will also have strong back-
reflections [90, 91]. This is illustrated in Fig. 6.2(b) where a two-trench slice of a partially-etched grating
coupler is depicted. After input light scatters from the first trench, light that is not scattered will con-
tinue to propagate, collect a spatial phase ¢4, and then partially scatter at the next trench. If the vertical
scattering Bragg condition is satisfied,

br = 2mn (6.36)

for integer n, then scattered light at each trench will interfere constructively in the vertical direction.
However, if back-reflections are also taken into account at each of the scattering centers, then a similar
constructive interference condition is found that occurs when 2¢, = 2mm for integer m. Trivially, if the
vertical scattering condition is satisfied, then the back-reflection condition is also satisfied with m = 2n.
Thus, the only way to avoid this problem is to increase the complexity of the design by, for example,
adding more degrees of freedom in the form of multiple etch depths, patterned layers, or sub-wavelength
features; or modifying the pitch and duty cycle of each trench in a non-trivial manner to reduce back-
reflections using advanced computational methods [90, 13, 138, 91, 125, 80]. In this work, the latter
method will initially be employed to design low-loss single-etch gratings in Section II-C, then an addi-
tional patterned SiN layer will be leveraged to gain higher efficiency and bandwidth in Section II-D.

B: Inverse design via the adjoint method

Design problems in the engineering of electromagnetic devices frequently require the optimization of
the shapes and spatial distribution of material components to satisty some well-defined electromagnetic
figure of merit. In the case of the grating coupler in this work, the size and spacing of the grating trenches
should be optimized to maximize the scattered power that is mode-matched to a vertically-oriented opti-
cal fiber. More explicitly this optimization can be written in the form,

F* =maxn(E, H) (6.37)

where  is a vector of optimization parameters that describe the grating coupler geometry and n(E, H)
is the coupling efhiciency to a Gaussian optical fiber mode (beam diameter = 9.2um at A = 1310 nm;
see Appendix: Adjoint Optimization Details and Workflow), which is defined explicitly in terms of the
electric and magnetic fields £ and H but is only implicitly related to 2 via Maxwell’s equations '°.

Furthermore, there are often practical constraints that are imposed on the fabrication of electromag-
netic devices, e.g., feature sizes or radius of curvature. This can be included in Eq. 6.37 in the form of a
penalty function, i.e.,

Fy = max[n(E, H) — p(x)] (6.38)

p

10Note that we are using different notation to describe the parameters and field quantities in this section, compared to the
first few sections of Chapter 6. Namely, we have replaced p with 2, and we will use p to describe a penalty function on the
design parameters.
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where p penalizes undesirable geometric features and is explicitly a function of the design parameters .

The most common approach to solving Eq. 6.38 is to physically intuit relevant optimization param-
eters , and sweep them in simulations. The problem with this approach, especially applied to grating
couplers, is that the number of simulations required for parameter sweeps increases exponentially with
the number of parameters [71].

To alleviate this problem a gradient-based optimization algorithm that leverages the adjoint method
was used in this work. The adjoint method allows for efficient calculations of the gradient of an elec-
tromagnetic figure of merit (such as Eq. 6.38) with minimal simulation overhead. The method has its
limitations since electromagnetic design problems are generally non-convex and hard to solve by gradient-
descent, but it allows an engineer to optimize over large parameter spaces very efficiently when com-
bined with physical intuition and a hierarchical design approach [89]. For brevity the adjoint method
will not be rigourously described, but more information can be found in [87, 76, 97, 32, 44] where
the adjoint method and other similar topology optimization methods are discussed in detail. Further-
more, Appendix: Adjoint Optimization Details and Workflow gives additional details and specifications
about the optimization workflow '!. The optimization and FDFD simulation package used in this work
is EMopt [88]; insertion loss and reflection were calculated using Lumerical FDTD.

C: Multi-wavelength optimization of single-etch Si grating

This article is intended to provide a feasible design for a fabrication-friendly vertical grating coupler.
Hence, all design choices were motivated by realistic foundry specifications. In particular, the follow-
ing layer dimensions were chosen in this work: the height of the waveguide is 304 nm, the depth of the
grating trenches are 159 nm, and the thickness of the buried oxide (BOX) layer is 2 um — all of which are
representative of a 1310 nm-wavelength 300 mm wafer SOI platform available at pilot foundries, such
as CEA-LETI [77, 78, 141]. Furthermore, for compatibility with immersion deep-UV photolithogra-
phy patterning specifications [90, 141], a realistic critical feature size of 65nm was imposed on the silicon
grating.

The simplest implementation of the adjoint method for the design of grating couplers is to apply
Eq. 6.38 to a single-etch silicon grating coupler at the target wavelength of 1310 nm. For off-axis cou-
pling this figure of merit choice leads to state-of-the-art designs. For perfectly-vertical coupling, however,
this optimization tends to produce good peak performance results (-0.55dB insertion loss) but narrow
bandwidth (<3 nm 1dB-bandwidth) which is incompatible with dense wavelength division multiplexing
(DWDM) applications where a ~ 20 nm 1dB-bandwidth is desirable [75].

To incorporate the importance of bandwidth into the design, a multi-wavelength merit function was
implemented by modifying Eq. 6.38 to the following:

Fy =max |y exin(Bx, Hy) - p(x) (6.39)
A

where the optimization argument is now a weighted average of the coupling efficiency across multiple
discrete wavelengths with user-defined weights, ¢, and coupling efficiency, 7, (E), H)), that are wave-

A derivation of the adjoint method is provided in Sections 6.1-6.3 of this thesis
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Figure 6.3: Multi-wavelength optimization result for a single-etch vertical grating coupler with Si layer
thickness of 304nm, etch depth of 159nm, and minimum feature size of 65nm. (a)-(c) Structure, £ field
profile, and | Ez| mode-match field slice at A = 1310 nm. (d) Insertion loss and (e) reflection spectra.

length dependent. Note that in Refs. [125,115, 4], conceptually similar broadband inverse design figures
of merit have been proposed.

The merit function in Eq. 6.39 was applied to a single-etch silicon grating coupler (see Appendix:
Adjoint Optimization Details and Workflow for implementation details, including the parameterization
of the grating coupler geometry). The result of the optimization is shown in Fig. 6.3 where Fig. 6.3(a)-
(c) gives the grating structure, frequency-domain electric field, and mode-match profile at a wavelength
A = 1310 nm while Fig. 6.3(d)-(e) give the insertion loss and reflection spectra. The grating reaches a
peak insertion loss of -0.98dB (-1.03 dB at A = 1310 nm) with a 1dB-bandwidth of 19nm — a 6x improve-
ment over the single-wavelength optimized device discussed previously. The back-reflection of the grating

coupler limits the 1dB-bandwidth and is severe at the edge of the 1dB-bandwidth (exceeding -10dB), but
tolerable around peak.

D: Dual layer silicon nitride-on-silicon design

While the single layer Si grating coupler has many desirable characteristics, such as its fabrication-
compatible critical feature size and its requirement for only a single etch, every improvement in inser-
tion loss and bandwidth is important for the photonic link budget. Thus, a patterned dual layer silicon
nitride-on-silicon (Si-SiN) design that is available in pilot foundries was pursued. Other Si-SiN grating
couplers have been suggested in Refs. [78,114], but in this work light is injected through the Si waveguide
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Figure 6.4: Multi-wavelength optimizations of dual layer Si-SiN vertical grating couplers consisting of
two varying SiN layers on a Si layer with thickness of 304nm and etch depth of 159nm. (a)-(c) and (d)-(f)
give the structure, I, field profile, and | E';| mode-match field slice at A = 1310 nm of the respective
Si-SiN gratings. (a)-(c) 200nm SiN thickness and 300nm interlayer oxide spacing. (d)-(f) 600nm SiN
thickness and 200nm oxide interlayer spacing. Each grating coupler uses Si and SiN critical feature sizes
of 65nm and 100nm respectively. (g) Insertion loss spectra and (h) reflection spectra of the two designs.

and emitted perfectly-vertically from the device. Furthermore, the SiN acts primarily as an anti-reflection
layer and does not significantly interact with the near-field of the Si grating.

Anti-reflection layers can improve the upward directionality of grating couplers by reducing the
impedance mismatch between farfield radiated light and guided waveguide modes — similar but inverse
to tuning the thickness of the buried oxide to prevent radiation to the substrate [91]. For what can be
considered an additional functionality, anti-reflection layers can help cancel the back-reflection of a ver-
tical grating coupler. Even further improvements to back-reflection and mode overlap can be made by
patterning the anti-reflection layer to give more degrees of freedom to the grating coupler optimization
and to facilitate angle correction of the output beam from the Si grating, acting almost like a conventional
diffraction grating. Once again, the adjoint method was employed to design such a patterned layer.

Two Si-SiN layer geometries were pursued in this work. Inspired by the layer stack presented in Ref.
[141], one of the dual layer designs consists of a 304nm silicon grating coupler layer and a 600nm SiN anti-
reflection layer separated by 200nm of oxide. The alternate geometry consists of a 304nm silicon grating
coupler layer and a 200nm SiN layer separated by 300nm of oxide. The directionality improvement
offered by the anti-reflection layer is periodic in the SiN thickness with some dependence on the thickness
of the interlayer oxide. In this case the SiN and interlayer oxide thicknesses were chosen to be compatible
with fabrication restrictions and meanwhile maximize the grating coupler directionality.

The multi-wavelength optimization function given in Eq. 6.39 was applied to the dual layer design
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with a similar implementation to that of the single-etch Si design (see Appendix: Adjoint Optimization
Details and Workflow). To be compatible with fabrication constraints, the Si grating and SiN layer min-
imum feature size were constrained to 65nm and 100nm respectively (assuming a lower resolution mask
would be chosen for the SiN layer, and a high aspect ratio etch can be achieved for the 600nm design
[15]). The two results are shown in Fig. 6.4 with a similar format to that of the single layer Si design
from Fig. 6.3. The optimized Si-200nm SiN and Si-600nm SiN designs reached peak insertion losses
of —0.57dB and —0.52 dB, respectively, with 1dB-bandwidths of 25 nm and 24 nm. Thus, compared
to the single-etch Si design, the dual-layer Si-SiN designs offer approximately +0.5dB insertion loss and
+5nm 1dB-bandwidth enhancement.

Section III: Physical analysis of designs
A: Silicon grating

The adjoint method produced a nontrivial Si grating coupler design in order to scatter light vertically
while maximizing mode overlap and minimizing back-reflection. Some clues for how the optimization
achieved this functionality are evident in the the plot of pitch and duty cycle at each grating period before
and after minimum feature constraints were applied in the optimization, shown in Fig. 6.5. As can be
seen in Fig. 6.5(a), the grating pitch switches abruptly from 0.38 um to 0.47 um in the first few periods.
Using the expanded version of the grating equation from Eq. 6.36 indicates that a change in grating pitch
corresponds to a change in scattering angle (see derivation in Appendix: Expanded Analysis Using the
Grating Equation). This implies that different sections of the grating coupler scatter at two angles slightly
off-vertical resulting in the cancellation of lateral field components and net vertical scattering. This can
be qualitatively verified in the field profiles from Fig. 6.3(b), Fig. 6.4(b), and Fig. 6.4(e). Additionally,
two distinct minima are visible in the reflection spectra of Fig. 6.3(e) and Fig. 6.4(h), which implies that
the Bragg condition is met at two slightly detuned wavelengths, or equivalently scattering angles. Since
the grating coupler scatters off-vertical in two sections, the back-reflection condition is alleviated.

B: Silicon nitride layer

As mentioned previously, the SiN layer acts primarily as an anti-reflection layer, thereby enhancing the
directionality and bandwidth of the grating coupler while also cancelling back-reflections to the input.
Consequently by allowing design freedom in the patterning of the SiN layer, the optimizer is capable of
balancing the competing effects of mode overlap, back-reflections, and directionality. In particular, the
patterned SiN layer helps improve the coupling efhiciency of the grating coupler in two ways: (1) it pro-
vides additional degrees of freedom to the Si grating optimization to maintain low back-reflection while
improving mode overlap, and (2) it provides angle correction for off-vertical scattering occurring at the
ends of the Si grating. The latter effect is evident in the field profile of Fig. 6.4(b), especially on the right
side of the grating. The action of the SiN layer can be thought of as similar to a conventional diffraction
grating with a chirped pitch. Alternatively, it can be interpreted as an optical phase mask or binarized lens
which slows vertical light emanating from the center of the grating while focusing light that is diffracting
off-vertically at the edges. The middle portion of the SiN remained unpatterned after optimization in
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Figure 6.5: (a) Grating pitch and (b) duty cycle plotted versus the Si grating period number from the
$i-600nm SiN dual layer design (Fig. 6.4(d)). The corresponding plots for the single-layer Si grating and
$i-200nm SiN grating are qualitatively similar. In both plots, the pitch and duty cycle are plotted before
(blue) and after (red) the set of constrained optimizations were performed. The full set of data is available
in Appendix: Grating Coupler Data.

order to maintain directionality enhancement. At the expense of needing higher aspect ratio trenches in
the SiN layer, the Si-600nm SiN grating coupler was able to achieve slightly better insertion loss than the
200nm SiN design because of the additional phase control offered by thicker SiN patterns, which in turn
helped provide better mode overlap.

Section IV: Fabrication sensitivity

To more fully characterize the performance of the dual layer (Si-SiN) grating couplers in this work, the
sensitivity of the Si-600nm SiN device to typical errors in fabrication and processing was simulated.

Perhaps one of the most promising characteristics of the dual layer design is depicted in Fig. 6.6(a),
where the extreme tolerance of the design to the misalignment of the layers (i.e. mask misalignment)
is shown. The device maintains an insertion loss >-1.0dB at A = 1310nm for misalignment as large
as 1 um, which is well within the expected 30 = 15 nm optical alignment tolerance for immersion
lithography. This high tolerance can be attributed to the unique physics of the dual layer design, where the
patterned SiN acts primarily as an anti-reflection and focusing layer and hence can handle a misalignment
on the scale of the freely-propagating output wave of the grating.

Fig. 6.6(b) depicts the sensitivity of the design to changes in the SiN and interlayer oxide thicknesses.
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Figure 6.6: Fabrication sensitivity plots for the dual layer (Si-SiN) design with 600nm SiN thickness and
200nm interlayer oxide thickness as a function of (a) SiN layer misalignment, (b) SiN layer / interlayer
oxide thickness, and (c) Si etch depth. Insets depict the property of the design that is being changed.
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Figure 6.7: Insertion loss vs. 1dB-bandwidth for the various designs that were optimized in this work.
The results from additional single-wavelength optimizations and etch depth robust optimizations are
highlighted. The spread in the data can be attributed to optimizations performed at varied etch depth,
constrained minimum feature size, and SiN thickness.

The anti-reflection property is very apparent in this plot, clearly illustrating the expected A /2n periodicity
between maxima in the modulations of the insertion loss. Note that in the solid black curve the SiN
thickness was varied from its nominal value of 600nm while the interlayer oxide spacing was fixed to its
nominal value of 200nm. Similarly, the SiN thickness was fixed and the interlayer oxide thickness varied
from nominal in the dashed green curve.

Finally, in Fig. 6.6(c) the sensitivity of the design to variations in the etch depth of the Si grating is
shown. The design is much less robust to Si etch depth than other typical fabrication variations, tolerat-
ing at most 10 nm. This is not entirely surprising, because even small changes to the thickness of the
etched silicon can dramatically alter the effective index, fundamentally shifting the phase accumulated by
traveling waves along each period of the grating. Perfectly-vertical gratings are particularly susceptible to
these changes, due to intense back-reflections that can result. Though not included here, temperature
variations will have a similar effect of shifting the effective index of the grating. The effect appears to be
tolerable within the typical operating temperature range of the grating coupler based on an analysis using
the thermo-optic coeflicient of Si [65].

Optimizations of the same methodology reported in this paper but for different Si etch depths were
performed, but were not included for brevity. Generally it was found that the 159nm etch depth per-
formed the best for the particular SOI material stack in this work, but similar properties and insertion
loss could be achieved for other etch depths. “Etch depth robust” optimizations were also performed
where etch depth was explicitly included in the optimization figure of merit to extend the width of the
sensitivity plot in Fig. 6.6(c) at an expense to peak insertion loss. Data from these optimization results,
among others, are reported in Fig. 6.7.
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Section V: Discussion and conclusion

In this work it was demonstrated that adjoint optimization is a powerful tool for designing high-
performance vertical grating couplers. This is shown with clarity in Fig. 6.7, where results from all
of the optimizations performed using the methodologies presented in this article are aggregated. The
bandwidth benefit resulting from the use of a multi-wavelength optimization protocol over the single-
wavelength optimization is shown with clarity, where minimal concession was made to peak insertion loss
even for the single-etch Si grating. In principle, using the optimization methods presented in this work,
one can obtain the desired coupling efficiency vs. bandwidth trade-oft needed for a particular photonic
link. Moreover, the inclusion of a patterned SiN layer that provides anti-reflection and light focusing
gives a clear advantage over the single-etch design. Due to the unique physics of the dual layer grating
coupler, the design is very tolerant to fabrication errors and minimum feature constraints.

As an additional reference, the best results from this paper are compared to various other results from
theliterature in Table 6.1. In simulation, the single-etch Si grating matches, to the authors’ knowledge, the
other best result in the literature for vertical coupling [125], but with a more fabrication-compatible min-
imum feature size. Of the multi-layer and multi-etch perfectly-vertical designs, only two have reported
better results than the multi-layer design in this work [90, 125], but these designs require the patterning
of two (tightly aligned) silicon layers which is more challenging from a fabrication perspective.

Looking forward, the remaining back-reflection in this work’s designs may potentially be reduced
with the aid of more complex strategies such as the use of sub-wavelength structures [13, 18]. Adap-
tation of novel and global optimization methods will likely lead to further improvements [57, 86, 24].
Moreover, the design strategy from this work could be applicable to the the development of polarization-
splitting grating couplers [137,12, 149, 134], since orthogonal polarizations will be inherently decoupled
for a perfectly-vertical angle of incidence. Lastly, future modular optical connector designs (Fig. 6.2(a))
may allow one to optimize vertical grating couplers for different output mode shapes, thereby provid-
ing more flexibility in optimization and possibly better performing designs. Overall, the vertical grating
couplers presented in this work are stride towards developing high-efficiency silicon photonic links.
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Table 6.1: Grating coupler literature comparison.

105

SWG = Sub-Wavelength Grating

Ci p A # Layers or | Sim. I.L. | Meas. I.L. | Sim. Refl. | Sim. 1dB-BW | Critical Dimension
1te
(nm)| #Etches | (dB) (dB) (dB) (nm) (nm)
1
« 1 0° | 1310 - 1.0 - 21 19 65
1
2 65 (Si)
« | 0° | 1310 0.52 _ 27 24
(Si-SiN) 100 (SiN)
2 65 (i)
« | 0° | 1310 0.57 - 31 25
(Si-SiN) 100 (SiN)
1
[125]] 0° | 1310 1.0 _ _ 28 50
(Si)
1
2
[90] | 0° |1550 s -0.137 - 41 24 65
1-91
2
[125]] 0° |1550 s 0.25 - - 2 65
1-91
2 etch
[138]] 0° |1550 (‘;C) 060 | -5 <20 - 30
1
2 etch
[o1] | 8 |1550 (ZC) -0.70 - 49 22 100
1
1
[85]| 8° [1550 s _ 1.25 <17 ~25 ~100
1
2 etch
(8] | 10° | 1310 ~°° 070 | 19 - 30 100
(Si), SWG
2 etch
3] | - |1sso| “°° 11 13 <17 30 100
(Si), SWG
1
[80] |14.5°] 1550 - 0.8 0.9 <17 38 60
1
2
[114]| 21° | 1550 1.0 1.29 _ 80 ~200
(Si-SiN)
2
[78] | 29° | 1310 515) 137 | 2.0 22 73 120
1-91
* This work
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Appendix: Adjoint optimization details and workflow
Merit function definitions

In each of the adjoint method merit functions suggested in this work (Eq. (6.37)-(6.39)), a mode-match
coupling efficiency to a Gaussian optical fiber mode, n(E, H), was indicated. The explicit definition of

the coupling efhiciency is given by,
/ / dA-E x H,
A

where A is the area of integration at the location of the desired output mode (with vector direction given
by the normal), P, is the power in the desired mode, Pk, is the input source power to the simulation, E
is the simulated incident electric field, and H,, is the incident magnetic field of the desired mode which
in this case is a vertically-propagating Gaussian beam. This definition was originally derived in Ref. [87]
and equivalent definitions are used elsewhere [138].

2

n(E, H) (6.40)

B 1
B 4PmPs7"c

Moreover, the multi-wavelength coupling efficiency merit function that was used for all of the opti-
mizations showcased in the main text was given in Eq. 6.39. Asa consequence of using an FDFD method
to calculate the electric and magnetic fields at multiple wavelengths, each adjoint method calculation of
the gradient requires an increase in the number of simulations proportional to the number of discrete
wavelengths. Thus, when using many wavelengths the optimization time can become infeasible even on
a high-performance server. Consequently, optimizations were limited to 3 discrete wavelengths where
A = {1305nm, 1310nm, 1315nm} with corresponding weights cx = {¢13050m>C1310nm>C13150m }- Lhe
degree of wavelength spacing was not exhaustively experimented with, but it did not seem to greatly in-
fluence the end result. Changing the weights allows for some control over the shape of the insertion loss
spectrum, and was varied based on whether the optimization was unconstrained or constrained.

The penalty function p(x) in Eq. 6.39 is a smoothed rectangular function that penalizes any features
with size 0 $ = S where g is the minimum imposed feature size. The stringency of this penalty

function can be tuned by varying the slope and amplitude of this function. A similar function was used
in Refs. [90, 91].

Implementation and parameterization

For each of the designs presented in this work (namely the single-etch Si grating from Fig. 6.3 and
the two Si-SiN grating couplers from Fig. 6.4), unconstrained and constrained optimizations were per-
formed sequentially in the form of a hierarchical design protocol [89]. In the unconstrained optimization
(p(z) = 0), the trench width and pitch of the Si grating (and SiN layer) were each parameterized using a
Fourier series to allow for a smooth functional evolution of the device geometry,

M . .
T T
AG) = s ) by, T 6.41
(1) a0+mz_:1[a sin (m2N)+ Cos <m2N>] (6.41)
where 4 is the period number of the corresponding grating trench, NV is the total number of trenches and
periods, M is the number of Fourier series terms, and the a,, and b, coefficients represent the optimiza-
tion variables, z, from Eq. 6.39. This parameterization was originally proposed and used in the dual layer
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Figure 6.8: Optimization workflow, which shows the initial conditions and final results for each optimiza-
tion as well as the corresponding insertion losses along each step. (a) Initial unconstrained optimization
of a uniformly-etched Si grating coupler. (b) Constrained optimization of the single-etch Si grating. (c)
Initial condition for the Si-SiN grating optimization, which uses the previous unconstrained Si grating
optimization result and a uniformly etched SiN layer with large duty cycle (0.95). (d) Unconstrained
optimization of the Si-SiN design. (e) Constrained optimization of the Si-SiN design.

Si grating optimization from Ref. [90], but in this work M = 10 Fourier terms were used as opposed
to M = 5 in the cited work. Note that N = 30 and N = 40 in the Si grating and patterned SiN
layer respectively. The ¢, wavelength weight coefficients in Eq. 6.39 were ¢y = {0.4, 0.2, 0.4} during
unconstrained optimization.

After the unconstrained optimization completed, the design was reparameterized to allow the pitches
and trench widths to evolve independently of any functional form, but with added constraints on fea-
ture sizes (i.e. p(z) # 0 and takes the form of the smoothed rectangular function mentioned above).
This causes the sharp deviations from the smooth form of the pitch and duty cycle in Fig. 6.5. As the
constrained optimization was performed, the penalty function stringency was increased in 3 sequential
optimization steps to completely enforce the minimum feature constraints. The ¢y wavelength weight
coeficients in Eq. 6.39 were ¢; = {0.33, 0.33, 0.33} during constrained optimization.

Workflow

The optimization workflow for the generation of grating coupler designs in this work is given in Fig. 6.8.
Each arrow represents either an unconstrained or constrained optimization with corresponding initial
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Figure 6.9: The scattering angle (in degrees) at each grating trench found using Eq. 6.43 applied to the
pitch and duty cycle from Fig. 6.5.

conditions and final optimization results. The initial single-etch Si grating was uniformly-etched with
a pitch that satisfied the vertical scattering condition (Eq. 6.36 with a duty cycle of 0.5). High back-
reflection limited the insertion loss of this device. Note that many other initial conditions were tried in the
context of this work, but this duty cycle tended to produce the best (and most constraint-friendly) results.
After unconstrained optimization, the insertion loss dramatically improved, and this unconstrained de-
sign was used as an initial condition for the constrained single-etch Si grating optimization (which gave
the result in Fig. 6.3) as well as an unconstrained optimization of the Si-SiN grating couplers. Finally, a
constrained optimization was performed on the Si-SiN design which produced the designs in Fig. 6.4.

Appendix: Expanded analysis using the grating equation

In Eq. 6.36 the vertical coupling phase condition was provided. The more general equation, known as
the grating equation, is defined here:

opn — koA sinf = 2mm (6.42)

where ¢, is the phase collected across one period A of the grating, ko the wavenumber of the cladding
medium, 6 is the angle of the output beam relative to zenith, and m is an integer. To obtain more in-
formation about the physics of an apodized grating coupler, it can be useful to solve for the scattering
angle as a function of the grating period number. To do so, a duty cycle d; and pitch A; at each index i
is assumed. Furthermore, the effective refractive index of the unetched and etched portions of the grat-
ing is taken to be n; and ny, respectively. Using this, the grating equation can be rewritten in terms of
scattering angle per grating period as,

mA\

6.43
U no nol\; ( )

where A is the free-space wavelength and 7 is the refractive index of the cladding medium.
Using the pitch and duty cycle information from Fig. 6.5, the scattering angle per grating period
number of the Si-600nm SiN grating is plotted in Fig. 6.9.
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It can be observed in Fig. 6.9 that the grating coupler rarely scatters perfectly-vertically for any given
grating period in this approximation. Instead, the grating scatters light at a negative angle towards the
beginning and at a positive angle towards the end of the grating. These two beams interfere to produce
net vertical scattering.

Appendix: Grating coupler data

For reproducibility, the data for the two Si-SiN grating couplers showcased in this work is presented in
Table 6.2; all data is given in units of pm. The trenches and lines occur sequentially in order. Note that
the first SiN etched trench (T.) row for each design gives the offset of the first SiN line from the first Si
etched trench. The refractive index of Si, SiN, and SiO3 at A = 1310nm was taken to be 3.5003, 1.956,
and 1.447 respectively in this work. The mode-match was measured 2pum above the Si layer.

6.5 Conclusion

In this chapter we have introduced inverse design via the adjoint method, ultimately demonstrating thatit
can provide vastly improved computational electromagnetic design capabilities over conventional meth-
ods. Then, we showed how the adjoint method could be applied to the design of fabrication-friendly
perfectly vertical grating couplers. This resulted in the design of an 65nm-CMOS compatible vertical
grating coupler with an industry-competitive -0.52dB simulated insertion loss.
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Table 6.2: Optimized Si-SiN grating coupler data.

Si — 600nm SiN GC

Si—200nm SiN GC

0.1529 | 0.3157

SiT. | SiL. [|[SINT.|SINL. || SiT. | SiL. || SINT. | SIN L.
0.0655 10.3204 || 0.5310 | 0.1376 ||| 0.0664 | 0.3003 || -0.6805 | 0.2367
0.0663|0.3075 || 0.2188 | 5.3666 ||| 0.1478 | 0.2114 || 0.2744 | 0.1016
0.093610.3047| 0.1248 | 0.3320 ||| 0.3020 | 0.1444 || 0.1948 | 0.2505
0.1350 | 0.2395 || 0.1027 | 0.1877 ||| 0.3994 | 0.0769 || 0.1523 |5.5697
0.2690{ 0.1800 [| 0.1460 | 0.2578 ||| 0.3427 | 0.1544 || 0.1769 | 0.2401
0.2983 | 0.1751 || 0.1475 | 0.1667 ||| 0.3113 | 0.1783 || 0.2137 | 0.1708
0.2960 | 0.1745 || 0.1660 | 0.1979 ||| 0.3041 | 0.1655 || 0.2297 | 0.1435
0.3210 | 0.1490 || 0.1712 | 0.1823 ||| 0.2925 | 0.1816
0.3304 | 0.1517 {| 0.23770.1309 ||| 0.2930 | 0.1879
0.3243| 0.1579 || 0.2479 | 0.1667 ||| 0.2836 | 0.1680
0.28291 0.1875 0.2974 | 0.1955
0.3030 0.1812 0.3020| 0.1573
0.2437|0.2173 0.252310.2043
0.2413 | 0.2424 0.3330{0.2170
0.297310.2289 0.2180 [0.2492
0.222910.2802 0.1535 | 0.3193
0.1742 | 0.2655 0.1883 | 0.2755
0.2036| 0.2514 0.1315 [ 0.3296
0.2046|0.2870 0.1506 | 0.2787
0.1715 | 0.2939 0.1556 | 0.3141
0.1849 | 0.2684 0.1319 | 0.3193
0.1554 | 0.3056 0.1668 | 0.2758
0.1825 [ 0.2746 0.1041 | 0.3455
0.1046 | 0.3399 0.1336 | 0.3173

T. = Etched Trench [pm]; L. = Unetched Line [pm]
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Chapter 7

Novel Inverse Design Topics

In the previous chapter we discussed inverse design via the adjoint method in detail, then applied it to
fabrication-friendly grating couplers. In this chapter we will present a brief look at novel, emerging top-
ics in inverse design. In the literature, inverse design tends to refer to applications of the adjoint method,
but in this case we are using the term loosely to describe general electromagnetic design techniques. In
Section 7.1 we will present a novel semi-analytical transfer-matrix based optimization method for the de-
sign of thin-film interference filter devices (such as distributed Bragg reflectors). Section 7.2 demonstrates
that this method can be used to obtain mirrors with > 99% reflectivity over an extremely broad frequency
range. In Section 7.3 we will briefly an exciting new class of inverse design optimization techniques that
leverage machine learning, namely reinforcement learning (RL). These methods use neural networks as
an additional tool to help explore large design spaces in search of global optima.

7.1 Transfer-matrix inverse design method for 1D thin-film
interference filters

In this section we will present an inverse design method developed by the current author and Omair to
design thin-film devices [105, 46]. This method relies upon the semi-analytical transfer-matrix method
to efficiently simulate the Fresnel coefficients of a one-dimensional stack of layers with arbitrary refractive
index (including complex refractive index for lossy layers). In the next section we will apply this method
to the design of an extremely broadband distributed Bragg reflector.

Introduction to the transfer-matrix method

Before proceeding we will describe the semi-analytical transfer matrix method. This will be integral to our
derivation of the inverse design method. Let r and ¢ denote the Fresnel coefficients of a one-dimensional
layered device. Note that 7 and ¢ are defined for a specific frequency, polarization, and incident angle of
light implicitly. We will include these dependencies later on. The transfer-matrix method [22] posits that
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r and  satisfy the following:

My

r=— 7.1
Mo (7.1)
1
t=— 7.2
Mo (7.2)
where M1y and My correspond to the matrix elements of a 2 X 2 transfer-matrix, M:
My, My,
M = 7.3
[Mgl Moy (7.3)

The transfer-matrix, M, can be constructed by multiplying several building-block matrices, which will
be described below.

Suppose that the thin-film device we wish to simulate consists of m layers with (complex) refractive
indices, 11, ..., Ny, and thicknesses dy, ..., d,,. Let n; and d; define the refractive index and thickness of
the i-th layer. Furthermore, let 6 be the angle of incident light on the device (relative to normal). Then,
by Snell’s Law we can define the angle of light propagation within each layer of the one-dimensional stack
using:

a+lzsm,1(7“ ﬁn&) (7.4)

Ni+1

where 0; is the angle of light in the i-th layer, where i = 0, 1,2, ..., m. For convenience, we define the
following quantities:

271'7%

B = 3 cosb; (7.5)
gz%; (7.6)

where f3; can be thought of as an effective propagation wavevector in the i-th layer (X is the free-space
wavelength).

The transfer-matrix M can now be defined using these quantities. Note that the form of the M
building-block matrices is different depending on the incident polarization of light. Thus, we will con-
sider both s- (transverse-electric) and p- (transverse-magnetic) polarized incident light. M {7} is given by
the product of m + 1 alternating transmission and propagation matrices:

Mitsrh = H T;'{;f]{PiH (7.7)
i=0

where these matrices can be defined per layer of the device as:

1 . _T.
e {1+L1 1 Lz]

W T 11— 14 L (7.8)
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ni o4 Mitl g po Ml
2 nip1 Oty njy1 b + “ni
e—JBid; 0
Pi= { 0 emdi} (7.10)

Notice that all m matrices can be defined with simple knowledge of the refractive indices and thicknesses
of the layers. Most importantly, only P; in Eq.7.10 is dependent on the layer thicknesses, d;. Therefore,
using Eq. 7.7 we may solve for the Fresnel coefficients above, Eq.7.1 and Eq. 7.2.

Inverse design formulation

Consider a merit function, f, that is explicitly a function of the Fresnel coefhicients:
f(re,rP e, 4P) . C* >R (7.11)

where 7%, 7P, %, and t? are the (complex) Fresnel coefficients of a thin-film device in the transverse-electric
(TE) and transverse-magnetic (TM) polarizations. Note that the Fresnel coefficients are defined at a spe-
cific photon energy, fuw, and incident angle of light, 6. For brevity we will assume that fuw and 6 are fixed.
We will show how generalizing this method to a range of energies and angles can be done in the next
section.

We assume that the parameters of interest in our thin-film device are the m layer thicknesses, which
will be denoted by thickness vector, d with:

d=| : (7.12)

where dy, ..., d,, are the thicknesses of each layer. This derivation will not consider optimization of the
layer refractive indices.

We are interested in optimizing f with respect to the layer thicknesses. Therefore our optimization
problem is given by:

mdin f(re, P t%, ") s.t. Eq.7.1and Eq.7.2 (7.13)

where this design problem reads “minimize f with respect to the layer thicknesses d subject to the Fresnel
coefficients satisfying the transfer-matrix equations”.

Eq.7.13 is very similar to the form of the inverse problem defined in the previous chapter for general
electromagnetics problems, except we have exchanged Maxwell’s Equations with the transfer-matrix so-
lution. Thus, following in those footsteps, we will formulate a gradient descent algorithm to solve 7.13
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by taking the chain rule gradient of f. Consider the partial derivative of f with respect to layer thickness

dil
of . [of or of orr of ot of ot
od; ~ 2Re (87"3 6di) 2Re (arp 8di) 2Re <ats od; ) TR\ o aa; (7.14)

where the 2Re terms account for the complex conjugate partial derivatives. By assumption above, f is
defined in terms of the Fresnel coefhicients. Therefore, the partial derivative terms with respect to the
Fresnel coefficients (a8 7{; and similar) are known. Thus, it remains to calculate the ngj terms and similar.
The derivatives of reflection Fresnel coefficient in terms of the transfer-matrix elements can be found

using Eq. 7.1:

or 0 (My)\ Mnaé\gfl — My, 8(%11 (715)
od;  0d; \ My, ) M2, '
or 3M21 GMH
_ _ 1
od, o4, o4, (716)
where we applied the quotient rule and rearranged. Similarly for ¢ we may use Eq. 7.2:

a9 1\ —HGm 7.17)

od;  0d; \M,,) M3 ‘

ot ,0My

ad, ~ ' ad, (7.18)

where we applied the quotient rule and rearranged again. The Fresnel coefficients r and ¢ may be obtained

by solving for the transfer-matrix in the forward direction. Therefore, to solve for these derivatives, we

only need solve for the partial derivatives of the matrix elements, M;; and My;. These partial derivatives
oM

can be obtained by taking the derivative of the full transfer-matrix S

Returning to the definition of the transfer-matrix ':
M = [[ TiiiPins (719)
i=0

we found previously that only the P; matrices depended on the layer thicknesses in Eq. 7.10. Therefore,
let us isolate the ¢-th P matrix by defining the following matrices:

M = X,P,Y; (7.20)

where,

Xi = (TOI H PjTj,j—i—l) (721)

J<i

"Where we have dropped the polarization dependence, because it will not matter hereafter.
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Y, = (Ti,i—i-l H Pka:,k-i-l) (7.22)

k>1

Therefore, when we take the i-th partial derivative of M, we may conveniently write it as follows:

My Py -
Finally, we consider the partial derivative %1;; . Using Eq. 7.10 we find:
((;_1;1- _ % {egﬁidi ejgidi] (7.24)
_ {—j@-gmdi » eOJ' Mt} (7.25)
_ s [—O 1 ﬂ {e?di ejgidi] (7.26)
= i {_01 ﬂ P, (727)
Inserting this in the full-derivative of M in Eq.7.23 we have:
= B, {‘01 (1)] P.Y, (729)
However, notice that P;Y; corresponds to the right hand side of Eq. 7.20:
P,Y, = X;'M (7.29)
We may then replace this above to find our final derivative:
(?jzf — JBX; {_01 ﬂ X;'M (7.30)

where the final derivative of M is a simple rearranging of quantities that have already been calculated
during the forward simulation (namely, X; and M). This concludes the derivation of the transfer-matrix
inverse design method.

Summary and algorithm

To summarize, we introduced the transfer-matrix method to solve for the Fresnel coefficients of a one-
dimensional thin-film device. We then presented a general inverse design problem using this method in
Eq.7.13. To solve this problem, we proposed using gradient descent. We showed the chain rule partial
derivatives of the merit function in Eq. 7.14, which relied upon partial derivatives of the Fresnel coeffi-
cients in Eq.7.16 and Eq. 7.18. These, in turn, required a partial derivative of the transfer-matrix which
we found in Eq. 7.30. The algorithm for obtaining the full gradient of the merit function is then provided
as follows:
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1. Solve for the transfer-matrix of the system using Eq. 7.7. During this solution, save the X; matrices
defined in Eq. 7.21.

2. Use the resulting Fresnel coefficients to solve for the merit function (Eq. 7.13).

3. Use the X; matrices and M to solve for the partial derivative of M with respect to the design
parameters (Eq. 7.30).

4. Solve for the partial derivatives of 1 and ¢ with respect to the design parameters in Eq.7.16 and
Eq.7.18.

5. Solve for the full chain-rule derivative of the merit function in Eq. 7.14.

We will apply this algorithm in the next section.

7.2 Inverse design of an extremely broadband distributed
Bragg reflector for thermophotovoltaics applications

Thermophotovoltaics is a burgeoning field of research for energy production, harvesting, and storage.
As the name implies, a photovoltaic cell is used to generate electricity from a hot thermal source (i.e. a
blackbody). This could include the hot engine of an aircraft, a radioactive source, or a thermally-isolated
supply of heated graphite for energy storage. In our example, we will assume a perfect blackbody source
emitting the Planck spectrum at 7" = 1200°C, where the Planck spectrum is given by:

(hw)? 1

b(hw,T) = 31
(hw, T) Am2c2lP exp (12 — 1) (7.31)

The central problem facing thermophotovoltaic applications is that photovoltaic cells can only absorb
above-bandgap photons with w > Ej, where E; = 0.75¢V for a typical InGaAs photvoltaic cell.
However, at the relatively low temperature that we are considering (compared to the Sun, for example),
a large amount of thermal radiation is emitted at below bandgap energies (hw < E,). One method to
resolve this problem is to recycle below bandgap radiation by reflecting it back to the source. Recently, the
thermophotovoltaic efficiency record was attained using this by Zomair et al [106], ultimately achieving
a power conversion efficiency of 29.1%. In particular, an InP/InGaAs-based photovoltaic cell (E, =
0.75eV) was used with a gold-backed mirror, which has an average reflectivity of &= 95% in the below
bandgap energy range. However, if this reflectivity can be improved to 99% or better, thermophotovoltaic
efficiency exceeding 50% is theoretically possible [105].

The merit function defining our problem is the average reflectivity over all sub-bandgap photon en-
ergies (lw < E,) and incident angles from the full hemisphere above the device. This merit function
can be denoted quantitatively by:

B _ JJ R(w, 0)b(w)27 sin § cos fdfldw
YT [ b(w)27 sin 6 cos Oddw

(7.32)



CHAPTER 7. NOVEL INVERSE DESIGN TOPICS 117

(a) Before Optimization, Raverage =71%
TM Reflectivity

TE Reflectivity

| 0.75 0.75 100%
0 0.7 0.7
— ' 80%
<~ 0.6 o 0.6
- d d S
2 &>6 0.5 Eﬁ 0.5 60% E
3 5 5 E
e S 04 S 04 5
5 g 40% 2
L 203 203 o
. A~ ~
Si 209
L] ) 0.2 0.2 0%
[]Sio,
0.1 0.1 0%
0 102030405060708090 0 102030405060708090
Incident Angle (degrees) Incident Angle (degrees)
P i (b) After Optimization, Raverage =90%
| TE Reflectivity TM Reflectivity
- i 0.75 mmm— 0.75 ymmm— 100%
0.7 0.71 _—
80%
o 0.6 — 0.6 |
g - 0.5 2 0.51 | — 60% ;
5 :
i = 04 4 0.4 0% 3
3 3] — 0
503 2 03 o
R~ & ' 20%
0.2 0.21
B Si 0, ] M 0.1 0%
0 102030405060708090 0 102030405060708090
[ ]SiO 5 Incident Angle (degrees) Incident Angle (degrees)

Figure 7.1: Optimization of a distributed Bragg reflector with alternating silicon and silica layers. A sim-
ple DBR achieves only 70% average reflectivity. After optimization, the bandwidth of the DBR can be

expanded dramatically resulting in 90% reflectivity.
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where R(w, 0) is the reflectivity at a particular angle of incidence (#) and frequency (w), and b(w) is
the Planck spectrum from Eq.7.31. The 27 sin 0d6 factor accounts for the differential solid angle sub-
tended by the source at an angle 6 with respect to normal. The cos 6 factor comes from Lambert’s
Cosine Law, where we assume the typical case that the blackbody source is a diffuse radiator. Thus,
Eq.7.32 can be regarded as a weighted average of the reflectivity. One additional average that must be
taken into account is polarization, since on average the blackbody source is unpolarized and therefore the
reflectivity may be written in terms of equal combinations of the TE and TM (s and p) polarizations:
R(w,8) = 3(R*(w,0) + RP(w, d)). where the 1/2 factor takes into account the unpolarized light.

Distributed Bragg reflectors (DBRs) are known to provide high reflectivity with very little loss by
exploiting thin-film interference. DBRs consist of low-loss dielectric layers with alternating refractive
index. While near unity reflectivity can be achieved at a single wavelength with a few-layer DBR, a large
number of layers are required to increase the reflectivity bandwidth. Consider the case of 210 layer (5 pair)
DBR in Fig. 7.1(a), which consists of alternating pairs of silicon and silicon dioxide floating in air. The
right-hand side Fig. 7.1(a) shows the TE (s) and TM (p) reflectivity as functions of the incident angle and
frequency of light. In the central band of the DBR, the reflectivity is near unity. However, the reflectivity
quickly decreases outside of this band. Consequently, the average reflectivity according to Eq. 7.32 is just
70%,

The width of the reflectivity band (and thus the average reflectivity) can be increased by using more
DBR layers. However, just increasing the number of layers provides diminishing returns for increasing
the average reflectivity. Pragmatically speaking, we would like to limit the number of deposited layers in a
process for reasons of cost and fabrication imperfection (such as deposition nonuniformity). Therefore,
we may use the algorithm developed in this chapter to increase the reflectivity by optimizing the thick-
nesses of the DBR layers by gradient descent. Note that reflectivity can be rewritten as a function of the
Fresnel reflectivity coefficient:

R(w,0) =r(w,0)7(w,0) (7.33)

where 7 is the complex conjugate of 7. Therefore, using the formalism developed in Section 7.1, the
derivative of R(w, #) with respect to layer thickness d; is given by:

OR(w,0) R(w, 8) Or(w,0)
— 9Re (m;, 9)%@9)) (7.35)

Note that g—;j may be found using Eq. 7.16 from the previous section. Thus, by linearity of derivatives,
we may find the partial derivative of the average reflectivity from Eq. 7.32:

OR JJ 2Re (T(a& ) %) b(w)27 sin 0 cos OdOd.s
average E Z | 6
ad; [ b(w)27 sin 6 cos OdOdw (7.36)

In other words, we take the weighted average of the individual reflectivity derivatives. We apply the algo-
rithm developed in Section 7.1 along with the gradients generated using this method to the uniform DBR
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Figure 7.2: Result of an inverse design optimization of a distributed Bragg reflector on a gold substrate.
Using just 8 total layers of alternating silicon and silica, we can achieve ¢99% reflectivity over a broad

range.

from Fig. 7.1. Doing so, we achieve a final thickness profile and reflectivity in Fig. 7.1(b). This improves
the average reflectivity to 90%, with a drastic change to the reflectivity across the broad range of incident
photon angles and energies.

While Fig. 7.1(b) demonstrates a massive improvement over a simple DBR, 90% reflectivity is still not
adequate nor competitive with a simple gold substrate for thermophotovoltaics. Thus, we also considered
aDBR deposited on a gold substrate in order to achieve reflectivity in excess of 99%. In Ref [105], Omair
et al showed that over 99% reflectivity could be achieved using a DBR with 40 Bragg pairs (80 layers) of
alternating silicon and silicon dioxide. Furthermore, using inverse design optimization, we can achieve
over 99% reflectivity with far fewer pairs. The result of an optimization using a distributed Bragg reflector
on a gold substrate consisting of just 4 Bragg pairs (8 layers) is shown in Fig 7.2. Note the color scale on
the reflectivity plots ranges from 90% to 100% as opposed to the color scale in the previous figure. Thus,
we achieve an extremely reflective mirror with over 99% average reflectivity. Such a mirror could enable
next-generation ultra-efficient thermophotovoltaics with conversion efficiency exceeding 50%.

7.3 Machine learning enhanced inverse design

In this section we will briefly describe an emerging class of inverse design methods that leverage machine
learning techniques to potentially improve electromagnetic design capabilities. These methods seek to re-
place conventional gradient descent optimization (Eq. 6.17 from Chapter 6) with neural networks, which
can potentially improve the search over the design space of interest.
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Figure 7.3: Neural network aided inverse electromagnetic design is a natural extension of the adjoint
method. A conventional gradient-descent optimization loop interfaced with electromagnetic physics is
provided in (a). Gradient-descent is replaced by a generative neural network in (b), which learns to gen-
erate design parameters using information from the physics solver.
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This is illustrated qualitatively in Fig. 7.3. In Fig.7.3(a) we depict the typical gradient-descent opti-
mization loop for inverse design via the adjoint method. In the first step, a user selects candidate device
parameters. These are subsequently simulated in a physics solver (such as FDTD), a merit function is
calculated, and the gradient of that merit function is computed using the adjoint method. This gradient
is used to update the design parameters using a deterministic update equation such as gradient descent.

By contrast, we may replace the gradient descent part of the optimization loop with a generative neu-
ral network, as depicted in Fig. 7.3(b). A generative neural network takes in noise as input, and performs
a complex nonlinear function over that noise to output design parameters for the physics engine. By
providing feedback from the merit function of interest as well as its gradient, the generative neural net-
work will automatically learn to generate a distribution of device parameters that satisfy the desired merit
function after many iterations. Generative neural networks are out-of-scope for this thesis, but a detailed
discussion of this design method can be found in Ref. [57] where it originates for electromagnetic design.

Using the generative neural network method shown in Fig. 7.3(b), we hope to overcome a common
issue in typical gradient-based design methods; namely, they are only capable of finding local optima. Lo-
cal optima are regions in a design space where the gradient of the merit function is locally equal to zero.
While these optima can be good, the global optimum cannot be found generally by gradient descent. Us-
ing neural networks, we might hope that the machine is capable of learning additional information and
patterns in the design space that a human would otherwise be unable to discern, providing better opti-
mization. Nevertheless, there is still no guarantee of finding a global optimum even when using neural
networks, but results in the literature [57] and preliminary results by the current author are promising.

We applied a novel version of the generative neural network method? in Fig. 7.3(b) to the design of
distributed Bragg reflectors for broadband reflection. This is shown in Fig. 7.4 where we compare the
results of the neural network to the gradient descent method for DBR design detailed in the previous
section. In this case, we optimize the DBR for a variable number of layers on a gold substrate, illustrated in
the diagram on the left-hand side. Interestingly, the neural network is able to achieve more robust optima
than conventional gradient descent. In particular, regular gradient descent provides diminishing returns
for the 6- and 10- layer designs, indicating the solver was caught in a local optimum. By contrast, the
mirrors produced by the neural network method demonstrate increased reflectivity with each addition
of new layers — as one might expect should be possible given additional degrees of freedom. The best result
achieved was the 10-layer neural network with an average reflectivity exceeding 99.5% over the frequency
range of interest.

While these results are promising, a significant amount of trial-and-error is required to get neural
networks working adeptly (commonly referred to as “hyperparameter tuning”). Consequently, neural
networks that are capable of solving large-scale computational problems remain to be shown. Future
work in this field will likely need to demonstrate neural networks that can apply to general electromag-
netic design problems and optimize well with minimal user input.

2Work on this novel method is still in progress at the time of this thesis, and is not described in here for brevity.
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Chapter 8

Conclusion

The contributions of this thesis are summarized as follows:

1. We quantified the stimulated emission carrier lifetime in a saturated edge-emitting InGaAs laser
using a novel method, ultimately finding a lifetime of 6ps.

2. We demonstrated that the spontaneous emission carrier lifetime in heavily-doped light-emitting
diodes saturates to the fundamental spontaneous emission lifetime of a two-level system, which is
Ins for InGaAs. Consequently, we rejected the standard BNP model of the LED recombination
rate.

3. We showed that optical antenna-enhanced spontaneous emission can be as fast as stimulated emis-
sion.

4. We examined the large-signal direct-electrical modulation rate of antenna-LEDs and lasers, finding
that both devices are limited by their respective carrier lifetimes. Thus, we argued that antenna-
LEDs can be fast as lasers.

5. We demonstrated that optical antenna-LEDs can reach practical and competitive internal quan-
tum efficiency if III-V semiconductor surface treatment processes are improved.

6. A full simulation of the antenna-LED transmitter revealed that it is capable of direct-electrical
modulation exceeding 50Gbit/s with 500 photons/bit signal.

7. We demonstrated novel metal-dielectric antennas that can overcome an efficiency versus antenna
enhancement tradeoft using sharp dielectric tips.

8. We provided a tutorial of inverse design via the adjoint method.

9. Using inverse design, we showed that antenna-LEDs are capable of 94% single-mode waveguide
coupling efficiency.
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10. We demonstrated fabrication-friendly vertical grating couplers using inverse design, with industry-
competitive insertion loss approaching 0.5dB and dense wavelength division multiplexing compat-

ible bandwidth.

11. A novel semi-analytical transfer-matrix inverse design method for 1D interference filters was pre-
sented and applied to the design of ultra-broadband distributed Bragg reflectors with >99% average
reflectivity.

12. We explored novel inverse design methods that leverage machine learning.

Based on the arguments in this thesis, ultra-fast optical antenna-LEDs may be feasible in next-generation
on-chip optical interconnects. Furthermore, inverse electromagnetic design will continue to enable re-
markable design capabilities, pushing the limits of photonic device engineering.
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Appendix A

Microscopic Origin of Spontaneous and
Stimulated Emission

There are several methods to derive the rate of spontaneous and stimulated emission from atoms and
semiconductors. Perhaps the most fundamental comes from Fermi’s Golden Rule:

Doy = 20 [0 o(Ep) (A1)

where H' is a perturbation Hamiltonian that causes a transition, with probability per unit time I';_, s
of a transition from the the (joint) eigenstate i to a final (joint) eigenstate f. | (f|H'|i)|” is known as
the matrix element of this perturbation and p(Ey) is called the density of final states (typically in units
of states per unit energy, evaluated at F¢). In the case of light-matter interactions, the most common
perturbation is the electric dipole interaction potential H = ¢x - E, where ¢ is the elementary charge,
x is the dipole moment, and E is the electric field. By second quantization, the electric field may be
expressed as an operator on photon number states with,

. hw —ik-r ikr\ a
E:u/ﬁ(aﬂe + ae )e (A.2)

where at and a are the photon creation and destruction operators respectively, w is the frequency of light,
¢ is the material permittivity, k is the wavevector, € is the polarization direction, and V' is a normalization
volume. We can then express the joint eigenstates in terms of electron initial and final states, ¢ and f, as
well as photon number states, N, and IV, + 1, since the electron transition either creates or destroys a
photon. Hence,

[ = [ (. Ny + Lax - Eli, N) | (A3)
hw —ik-r iker\ Als 2
=57 (f, Ny + 1|gx - (aTe “r 4 ae™) el Np>| (A.4)

Since we are interested in light emission, we may drop the annihilation term which corresponds to absorp-
tion. Furthermore, we may employ the slowly-varying amplitude approximation by assumption that the



APPENDIX A. MICROSCOPIC ORIGIN OF SPONTANEOUS AND STIMULATED EMISSIOXNE

dipole moment is much shorter than the wavelength of light, allowing us to separate the joint eigenstates
and remove the exponential term:

. hw ol 2
| (F1H'|3)* — 2%V | (Flax - &[i)|* | (N, + 1]a[N,)] (A.S5)
hw Ay )2
=—(N,+1 . )
N+ 1) Sl - el (46)
where in the second step we used:
[N+ 1al [N = [, 4 1y/F 1IN, + )] = (N, + D] (N, + 1N, + 1) = (N, +1)
(A7)
This allows us to separate the matrix element into two terms,
hw hw
LT = 2, flae- o)+ | (Pl - el (9)

where the term on the left represents stimulated emission (due to the presence of N, photons), and the
term on the right represents spontaneous emission (in absence of photons, N, = 0). Furthermore, the
matrix element now depends only on the transition dipole matrix element of the material. This demon-
strates the fundamental relationship between stimulated and spontaneous emission.

Taking only the term for spontaneous emission, and expressing the optical density of states as:

w?n?
We find,
Fov= 209 g ey v s (A10)
=L T 2y o el m2hed '
win
= e e (a11)

Conventionally, we average over all possible polarizations of the electric field and the dipole moment
directions, allowing us to remove the dot product;

|q$i—>f|2w3n

Sheucd (A.12)

i f=
where x;_, ; is now a scalar operator and determined by the material. In the main body of this thesis, we
express this final transition rate in terms of a spontaneous emission lifetime, 1 /7, = I';_, ;- Furthermore,
we simplify the notation of the dipole matrix element with |qz;_, | — |g21|. Thus, we may write:

2,3
1 Jgzar|*w’n

To - 3he 3 (A13)

This concludes the proof.
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Appendix B

Detailed Model of Spontaneous and
Stimulated Emission with Arbitrary Doping
Concentration

Several times throughout this thesis we have provided simulations of LEDs, lasers, and antenna-LEDs. In
particular, we claimed that under heavy doping the LED spontaneous emission carrier lifetime saturates
to the fundamental lifetime of a two-level system. In this Appendix, we will briefly describe how these
simulations were constructed. In particular, the models follow from Chuang [21], but allow for arbitrary
doping concentration. The code may be found at [45].

Step 1: Self-consistently solve for quasi-Fermi levels

Knowing the desired doping concentration, we can solve for the electron and hole concentrations with
zero applied voltage. For example, if the hole dopant density N4 >> n; where n; is the intrinsic carrier
concentration at room temperature with zero doping, then it is well known that:

PO%NA (Bl)
2
n:
N, ~ —= B.2
R (8.2)

Then, we may express the full carrier concentrations N and P by:

N =N, + N (B.3)
P=P+P

where V' and P’ are the excess carrier concentrations under an applied voltage. By charge conservation,
these must be equal:

N =P (B.5)
=~ N-N,=P-P, (B.6)
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Keeping this in mind, we may use the definition of the carrier concentrations parameterized by the quasi-
Fermi level in the respective conduction and valence bands, where we have:

F.—F

N = NCFl/Q( - 9) (B.7)
_Fv

P = N,Fy ( - ) (B.8)

where N, and N, are the effective conduction band and valence band density of states respectively, I} /2
is the Fermi-Dirac integral of order 1/2, F, and F), are the conduction band and valence band quasi-
Fermi levels, £, is the bandgap, and k7" is the Boltzmann factor. Note that I /; only applies for bulk
semiconductors, but can be changed for quantum wells if necessary. Furthermore, it applies regardless of
whether the semiconductor is degenerately or non-degenerately doped. Thus, using Eq. B.2-B.8 and by
definition,

V=AF=F,—F, (B.9)

we may self-consistently (numerically) solve for the carrier concentrations of a semiconductor with arbi-
trary doping and applied voltage, because we have 4 equations and 4 unknowns (N, P, ., and F}).

Step 2: Solve for the gain and spontaneous emission spectra
The (net) gain spectrum is given by [21]:

Tq> M}?
nee,miw

g(hw) = pr(hw) (fe = fo) (B.10)

where M 62 is the transition momentum matrix element, 1, is the electron mass, fw is the photon energy,
fc and f, are the Fermi-Dirac functions (parameterized by the quasi-Fermi levels £, and F},), and p, is
the reduced density of states for a bulk crystal. These quantities are defined below:

o\ 372
prlh) = 5 ( ;") ho — B, (B11)
|
Je = p{(Bs = F) /AT + 1 (B.12)
I = 1 B.13
" exp{(E, - F,)/kT} + 1 (B.13)
By=E, + Z: (hw — E,) (B.14)
E = E, — m (hw — E,) (B.15)
h

hw = By — B, (B.16)
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Figure B.1: Spontaneous emission spectrum versus time simulation shows excellent agreement with ex-
periment. Experimental spectrum (a) was obtained by Fortuna [36] who used a time-correlated single-
photon counting (TCSPC) setup along with a spectral filter. Simulation (b) was performed by using the
analysis developed in this section to obtain the spontaneous emission spectrum (Eq. B.18) as a function
of minority carrier concentration. The carrier dynamics with time were obtained using the spontaneous
emission recombination rate (Eq. B.19) along with an assumed surface recombination lifetime of 4ns.

where m} and mj are the electron and hole effective masses, m; is the reduced effective mass, E, and
E, are the conduction and valence band energies, and 5 and E; are energy levels in the conduction
and valence bands parameterized by the photon energy huw after assuming conservation of momentum.
Then, the spontaneous emission spectrum can be obtained by a simple transformation:

n2w? 1
7'sp(hw) = (m) g(hw)l —exp{(hw — (F. — F,)) /kT}

which follows from Einstein’s AB analysis. Interestingly, the spontaneous emission spectrum can also be
rewritten in the form:

(B.17)

1
TSPU:LW) = mpT(m)fc<1 - fv) (B.IS)

where 7, (Aw) is the fundamental spontaneous emission lifetime of a two-level system (from Appendix A).

Note that both the gain and spontaneous emission spectra are implicitly defined at given carrier concen-
tration and doping, because f, and f, are defined by the quasi-Fermi levels from above.

Step 3: Solve for the spontaneous emission recombination rate and carrier
lifetime

Finally, we solve for the recombination rate due to spontaneous emission using:

Ry, = / ro(hw)dhw (B.19)
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where 7, is the spontaneous emission spectrum from above, and we integrate over all photon energies.
The carrier lifetime is defined as:

1 OR,

Top ON

(B.20)

where NN refers to the minority carrier in this case. Note that we have R, (V) implicitly defined, so this
carrier lifetime derivative can be calculated simply by finite-difference.

Agreement of simulated spontaneous emission spectrum with experiment

Since we have indexed the spontaneous emission spectrum, r, (fuw) as an implicit function of the carrier
concentration, )V, we may use carrier dynamics to solve for 7, (hw) as a function of time. To do so, we
use the rate equations developed in Appendix E. The result versus a TCSPC experiment for InGaAs is
provided in Fig. B.1. We obtain excellent agreement with experiment.
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Appendix C

Heavily-Doped LED Saturation

In this section we prove the claim that the semiconductor spontaneous emission lifetime saturates to the
fundamental spontaneous emission lifetime of a two-level system in the limit of heavy doping and low-
level injection. In doing so, we will make several simplifying assumptions. The generality of the solution
under a full numerical calculation can be found in Appendix B and the radiative lifetime versus dopant
density curve from Fig. 3.7 in the main manuscript.

In Appendix B we show that the total spontaneous emission recombination rate is given generally by,

* 1
R, = ——pp(hw) f(1 — f,)dhw C.1
A IR Gh
where I is the bandgap energy, 7, is the fundamental spontaneous emission lifetime of a two-level system
(from Appendix A), p, is the reduced density of states, /ww is the photon energy, and f., f, are the Fermi-
Dirac distributions in the conduction band and valence band. These quantities are defined symbolically
below:

1 /2m:\*/?
i = s ()" i =
(C.3)
f.= 1 C.4
" exp{(Ey,— F.)/kT} +1 (C.4)
£ ! (Cs)

~ exp{(Ey — F,) KT} + 1
where Fy and F; are defined as:

R k?
E2 - Ec + 2
me
22 (C.6)
E,=E,—

*
2mj,
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where mj and m, are the hole and electron effective masses respectively, 1 is the reduced effective mass,
F, and F, are the quasi-Fermi levels for the valence and conduction bands respectively, and £} and Fs
parameterize the energies of the valence and conduction bands by the wavevector k under the assumption
they are parabolic. In other words, by conservation of energy and momentum, we have that the photon
energy due to electron-hole radiative recombination is given by,

R2E? (1 1 R?k?
hw=FE,—FE =(E.—E,)+ <—+ *):Eg+ (C.7)
2 \m;@ my 2ms

We may then solve for k2 in terms of 7w and the reduced mass m; plug the result into Eq. C.6 to find,

By = E, — 2 (hw — E,)
m
mf (C.8)
Ey=FE,+ " (hw—E
2 "’m*( W g)

€

Now we may begin to simplify these equations under three assumptions:
1. The hole effective mass is much larger than the electron effective mass, mj, > m

2. The quasi-Fermi level for holes is far below the valence band edge, F,, < E,, or equivalently the
doping density is very large and degenerate, P, — oo.

3. The quasi-Fermi level for electrons is below the conduction band edge, F, < FE., or equivalently
the minority carrier concentration is nondegenerate and we are in a low-level injection pumping
condition

These are all reasonable assumptions for an unstrained III-V LED under heavy doping conditions N4 >
10"%cm ™3, since the valence band will typically be dominated by the contribution of heavy-hole states.
The E-k diagram of a direct-gap semiconductor representing each of these assumptions is shown in Fig. C.1
for reference. We now detail the effects of these assumptions below.

Assumption 1: m; > m;

When the hole effective mass is much larger than the electron effective mass, its contribution to the re-
duced effective mass becomes negligible:

(C.9)

= %

— 3

Q

(C.10)

=N *
a
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Figure C.1: E-k diagram representing our assumption that the hole effective mass is much larger than the

conduction band effective mass.

Furthermore, the energy level equations in Eq. C.8 now become,

*

m*
Ei=FE,——(hw-FE
1= By 2w — E,)

h
~ By — m:<hw_Eg>
h
E1 ~ E’u
where we used m}, > m. Similarly,
m*
E,=E, “(hw — E,
2 + mz( g)
m*
~ B+ —<(hw — Ey)

e

EQ%EC—Eg+hLU

(C.11)

(C.12)

(C.13)

(C.14)

(C.15)

(C.16)

Since we are only interested energy level differences, without loss of generality we may set the bandedge
absolute energies to F, = 0 and E, = E, to which Eq. C.13 and Eq. C.16 become further simplified:

E1:O
Egzhw

(C.17)
(C.18)

which is simply a statement that the valence band energy changes negligibly with £, so the energy difter-

ences Iy — )y = hw occurs entirely in the conduction band.
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Finally, using m; ~ m}, £, = E,, and Fly = hw, we may rewrite the joint density of states Eq. C.3,
as,

272

1 /2m:\*?
pr(hw) — pc(EQ) = 532 < h2e) V E2 - Ec (C19)

which is exactly equal to the conduction band 3D density of states in the conduction band, p., under
these assumptions.

Assumption 2: [, < E,

When the quasi-Fermi level is far below the valence band edge and using the assumption developed pre-
viously, By = E,, = 0, the Fermi-Dirac probability distribution in the valence band becomes,
1
%
exp{(E, — F,)/kT} + 1

which occurs because the exponential in the denominator becomes very large.

Jo= 0 (C.20)

Assumption 3: I, < E,

Plugging Eq C.19, Eq. C.20, Fy = hw, and E, = E|; into the original spontaneous emission recombi-
nation rate integral from Eq. C.1, we may write:

<1
RSP ~ /c @pc(Ez)fchg (CZI)

Using the low-level injection assumption, we may approximate the Fermi-Dirac probability distribution
in the conduction band as,

f. !

" exp{(Bs — F)JkT} + 1

which is the common Boltzmann approximation. Substituting this back into Eq. C.21:

~ exp{(F. — Ey)/kT} (C.22)

Rsp ~ /EC @pc(EQ) exp{<Fc - EQ)/kT}dEQ (C23)
we can now make the observation that energies far above the bandedge £y > E, will not provide a mean-
ingful contribution to the integral because of the exponential. Therefore, we may effectively truncate the
upper limit of the integral after a few AI". Alternatively, we may effectively treat 7, as a constant defined
at the bandgap energy 7,(hw) — 7,(E, ), and pull it out of the integral !. Therefore we have,

R ) / " o By) exp{(F, — Ey)/KT}dE; (C.24)

1
P 7'o(Eg

1Technically speaking, the average kinetic energy of holes in the conduction band is %kT, and similarly for holes in the
valence ban, indicating that the lifetime should be defined at 7, (Aw) ~ 7,(E4+3kT"). This extra contribution is more-or-less
negligible, and ignored for simplicity.
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where the integral is now instantly recognizable: it represents the minority electron concentration in the
conduction band under the Boltzmann concentration, /V:

N
Ry, ~

(C.25)

which is the desired behavior we wished to prove. We may can take this one step further to get the carrier
lifetime:

1_ 08 1 (C.26)
Ty ON T, (E,) '

or, in other words, the spontaneous emission lifetime of semiconductors becomes the fundamental spon-
taneous emission lifetime of a two-level system under conditions of heavy doping and low-level injection.

This concludes the proof.
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Appendix D

Internal Photon Density From External
Laser Power

The internal photon density of a laser cavity may be found just from knowing the external laser power.
Assuming a steady state condition with time-harmonic electric field within and outside the laser cavity
E=FE et where w is the laser frequency, we may write the external laser intensity (using the time-
averaged Poynting vector):

I | ~
Iezternal = §R6(E X H*> = §nemtcgo’Eemternal|2 (Dl)

where in the second equality we assume H = E/n where ) = 1/ncs, is the characteristic impedance of
the medium external to the laser which has refractive index n.4¢. Furthermore, we may write the time-
averaged energy density within the laser cavity as,

uinternal 1 2

2 nznternal€O|E’i’nt67‘nal |2 (DZ)

where Ninternai is the (effective) index of the laser cavity. Note that this term includes contributions from
both the electric and magnetic field energy densities, where we have assumed that the energy density in
the magnetic field is equal to the energy density in the electric field (on average). The factor of 1 /2 appears
from time-averaging the harmonic fields. Now to get the average photon density in the cavity, we must
average over the energy density within the laser volume. That is, we take,

Photons fff uw(F)d3 7
Sznternal D.
Volume  Aw - Volume (D3)

where Aw is the photon energy (allowing us to convert from energy density to photon density), and 7is
the spatial position within the laser cavity. After substituting Eq. D.2 into Eq. D.3, we may take the ratio
of Eq. D.3 and Eq. D.1. We find,

Sinternal 1 interna Ezn erna 2
_ Nint l / / | ¢ l F)’ B (D 4)

external
1 vgﬁw Nexternal Volume ‘Eexternal|
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where we replaced ¢/npternar with the group velocity vy, and |Ee$temal |* was moved into the integral
and treated as a constant (since the outgoing wave is planewave-like and does not depend on location).

If the incident beam on the laser facet within the cavity were a simple plane wave, the ratio of the
refractive indices internal and external to the laser facet and the ratio of the electric field intensities could
be recognized as the power transmission at normal incidence, 7' = 1 — R. However, since the reflected
light also contributes to the overall internal photon density, we cannot simply use 7'. Indeed, for the
cleaved facet laser with a TE mode, one actually finds that that the two electric field intensities at the laser
facet are equal because of the tangential electric field boundary condition. One must average over the
electric field within the full volume of the laser cavity because of the resulting spatial interference pattern
in the Fabry-Perot cavity from reflections at the waveguide facets.

This is depicted more clearly in Fig. D.1 where we simulate the electric field intensity within a Fabry-
Perot cavity. Fig. D.1(a) shows the geometry of a laser used for this toy example, with a length L = 5um
and reflectivity R = 30% at each facet !. We assume that the coherent beam in the laser is launched
from the center of the cavity. FigD.I(b-e) depict the resulting electric field intensity as a function of
position in the laser cavity ata wavelength of 1570nm with absorption coefhicients, av, 0of 50,000, 0, -1500,
and -2407 1/cm respectively. Negative absorption can be interpreted as gain. Note that Fig. D.1(b) was
normalized by the peak electric field intensity, while Fig D.1(c)-(e) were normalized by the electric field
intensity external to the laser (after transmission). Because of the tangential E-field boundary condition,
the electric field intensity outside of the laser is equal to the electric field intensity at the boundary of the
laser facet. In Fig. D.1(b) the large absorption prevents the launched wave from reaching the laser facet.
In Fig D.1(c) one can observe coherent oscillations in the laser mode, where the oscillation amplitude is
smaller on the left half of the cavity because most of the initial wave power was lost upon transmission
through the mirror at the right facet. In Fig D.1(d) gain is turned on, resulting in increasing amplitude of
oscillations on both ends. Finally, Fig D.1(e) shows the gain threshold condition, where the net gain in the
cavity is equal to the mirror loss oy, = 1 7 In == = 2407 1/cm. As one might intuit, the spatial profile
of the electric field at the gain threshold cond1t1on is independent of the location of the initial incident
wave and always takes on this symmetric profile. For larger mirror reflectivity and longer Fabry-Perot
cavity length, the oscillation amplitude becomes nearly constant throughout the cavity.

Returning to Eq. D.4 and using the insight from Fig. D.1(e) at the laser threshold condition, we may
now evaluate the integral term. Assuming that the mode profile of the outgoing laser beam is about equal
to the internal laser mode profile in the transverse directions, the integral in Eq. D.4 evaluates approxi-
mately to:

‘Eznternal ) ffA dl’dy 1 / 2 2mn 1
e —z|dz =~ = D.
Volume / / ’Eexternal| A A L 0 o8 A =)z 2 (D.5)

where the approximation was deduced from the cos?-like profile of Fig. D.1(e) %.

I'The short length of the cavity is used for illustration purposes only, because the resulting spatial profile of the laser mode
would be too difficult to see for a more reasonable length (like that taken in the main text, L = 60pm).

*Technically the integral is smaller than 1/2, but we will assume the conservative case for simplicity and generality. Note
also that we ignored the spectral constructive interference condition in this analysis, but it was inconsequential and is assumed
to hold at the lasing wavelength.
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Figure D.1: (a) Simple one-dimensional Fabry-Perot optical cavity with Sum length. Large absorption (b),
zero absorption (c), some gain (d), and threshold gain (e) conditions respectively. In the case of threshold

gain, the electric field intensity profile is independent of the incident source location.
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Thus, we may solve Eq. D.4 for the average photon density internal to the Fabry-Perot cavity, given
by:

11 Ninternal Popt

Sinte’/’nal ~ D.6
2 Ughw Nezternal A ( )
where we replaced 1 external — P,pt/A where P, is the laser power, and A is the modal area. Taking
Negternal = 1 for air and Npzernar = 3 for the laser effective index, we find,
: 3 P,
Smternal ~ Pl (D7)

N§A~vg-7?w

which is the equation that was used in the main body of the text for calculation of the photon density
from the laser power.
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Appendix E

Dynamic Models of Antenna-LEDs and
Lasers

In this Appendix we provide a detailed description of the time dynamics of antenna-LEDs and lasers. All
carrier dynamics simulations performed in this thesis used the rate equations [22]:

%_Jtv — G(I) — Ru(N) — Ry(N) — Ru(N, 5) (E1)
% =TRu(N,S) + TBRy,(N) — Tﬁ (E.2)

where N is the density of minority carriers in the material (usually in units of electrons/cm?), S is the
density of photons in the optical cavity (in units of photons/cm?), and each of the terms beginning
with R correspond to recombination rates with units 1/(s - ¢m®). The recombination rates R, and
Ry, correspond to nonradiative and radiative (spontaneous emission) respectively which depend only
on the minority carrier density in the device. Ry, on the other hand, corresponds to recombination
by stimulated emission and depends explicitly on both the minority carrier concentration and photon
density terms. G is a generation term, which, for electrical injection, corresponds to the current pumped
into the device per unit volume. I' is known as the confinement factor, 3 is known as the spontaneous
emission coupling factor, and 7,, is called the photon lifetime. A simplified version of Eq E.1 was provided
in Chapter 3, and it describes the dynamics of the minority carrier population due to generation and
recombination events. Eq. E.2 describes the dynamics of the photon population within an optical cavity,
and is important for the description of lasers. Importantly, it indicates that the density of photons in the
cavity increases with stimulate and spontaneous emission, and decreases as photons are lost atarate 1/7,,.

For simulations of large-signal modulation responses (such as Fig. 4.10 and Fig. 4.12), we used the
detailed model of the spontaneous emission recombination rate (developed in Appendix B) along with
the stimulated emission recombination rate and non-radiative recombination rate developed in Chapters
3and 4. Eq. E.1 and Eq. E.2 were directly integrated using the backward Euler method for good accuracy.
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E.1 Small-signal model of the antenna-LED

A small-signal modulation model for the antenna-LED is developed in this section. A small signal model
of the laser modulation may be found in [22].

For the antenna-LED we can assume that S ~ 0 because generally-speaking, the photon lifetime, 7,
is very small. This is because of the inherently small quality-factor, @), of optical antennas due to both
radiative and nonradiative damping in the presence of metal. Furthermore, because LEDs operate from
the principle of spontaneous emission, a build-up of photons in an optical cavity is not needed (and in
fact undesirable, because of the possibility of optical absorption) for high-speed operation. Thus, we need
only consider Eq E.1, which describes the dynamics of the device minority carrier density. Moreover, we
may assume the net stimulated emission rate Ry, = v,95 ~ 0 because of the small photon density.

Under direct electrical injection, we may take,

1
G(I) =T 4V (E.3)
where G is the generation rate due to electrical injection, / is the current, and V' is the active volume. 7;
is known as the injection efficiency, and describes what ratio of total current that ends up recombining
in the active region of the device. We will now provide a step-by-step proof of the small-signal transfer
function. Our goal is to find the peak-to-peak optical power, AP, induced by a small modulation in
current, A, at some frequency w.

Small-signal assumption
We first assume that the carrier density and current satisty,

n(t) = n, + Ane 7" (E.4)
I(t) =1, + Ale (E.5)
where n,, corresponds to a steady-state carrier density due to /,, input current, and A at frequency w

induces a small modulation in the carrier density An. We may then linearize the recombination terms by
taking the first order Taylor expansion:

Ry, = Ry + %Aneﬂ”t (E.6)
Ry~ Ry + g—fAneM (E.7)

where R, , and R, correspond to steady-state recombination rates, with linear modulation terms given
by the differential terms R /On. Plugging Eq. E.7 into the rate equation Eq E.1 and rearranging, we find,

an _m 1 (E8)
AL qV jo 4 2oy B
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The optical power due to spontaneous emission is then given by,

P(t) = P, + APe™ 7! (E.9)
where,
P, = hwV Ry, (E.10)
OR,
AP = hwV—LAn (E.11)
on

satisfy the steady-state power and differential power due to modulation respectively. We may then plug
Eq. E.11 into Eq. E.8 to find,

AP Tw aaff;P .
A[ 17 q p BRm ( ° )
Jw +2 o T
where we note that in the “DC” limit (w — 0), we have:
OR
AP hw 5k hw
—|w:0 ="M %R, |, or. _ '~ (E.13)
Al T 50 + 5 ¢

Then, since in principle AP/AI may be complex valued (accounting for a phase shift of the optical
power with respect to the modulation current), we will take the modulus of Eq. E.12 and normalize by
the DC limit to find:

b M _ : (E14)
=0
w

oR, OF,
on on

To solve for the f345 frequency, we then find the frequency such that the transfer function is equal to
1/2. Doing so, we find,

1+

Jaas = (E.15)

\/_ OR, N OR,,
on on

As shown in the main text, O R, /On, is defined as the carrier lifetime of spontaneous emission, 1/ Tep-
Similarly, OR,,;/On = 1/, can be thought of as a carrier lifetime due to nonradiative processes. Thus,

Eq. E.15 becomes,
V3 /[ 1 1
Jaas = 5— (— + —) (E.16)

21 \ Ty Tar

Which concludes the proof. Note that one may obtain the f34p of an antenna-LED by replacing 7, with

T,p» the enhanced spontaneous emission carrier lifetime.
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Appendix F

Detailed Antenna Circuit Model

In Chapter 4 we demonstrated that a simplified circuit analysis of the dipole antenna suggests a peak

enhancement factor of:
1\ 2
F = (Zl) (F.1)

where [ is the antenna length and d is the antenna gap. However, in the course of this derivation we
made a critical assumption: namely, we took the antenna to be a series RLC circuit with a current source.
In this Appendix we will derive expressions for the dipole antenna enhancement and efficiency using
the complete circuit model, depicted in Fig. F.1(a), including all antenna reactive effects. This complete
circuit model was used to calculate the enhancement and efficiency curves from Chapter 5.2.

Consider the optical dipole antenna circuit model in Fig. F.1(a). The antenna length is / and there is
a vacuum gap of width d. In this case, we will also need to explicitly define the antenna radius, where we
choose 7 = 25nm. As depicted in the diagram, we include several additional lumped circuit elements.
The antenna resistance includes several terms, including the radiation resistance 2,4 and the antenna
Ohmic resistance Rjos. Near the antenna gap is an additional source of resistance called the spreading
resistance, Rpread, Which was described originally in Chapter 5.2 to explain the decrease in antenna ef-
ficiency at small gap d. The reactive antenna elements include the intrinsic antenna capacitance Cinges
a shunt capacitance in the antenna gap Cl,, the intrinsic Faraday inductance L, and an additional in-
ductance called the kinetic inductance L. The kinetic inductance accounts for the lag of free electron
motion in the antenna arms at large optical frequencies — in other words it accounts for the “plasmonic”
nature of the antenna. All of these quantities are defined explicitly in [30]. For now, we will leave most
of the circuit elements symbolic.

Fig. F.1(b) provides an equivalent circuit to the dipole antenna circuit model from Fig. F.1(a). Namely,
the optical antenna is a current divider consisting of two impedance elements in parallel with the current
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(b) RI\M' | |

<T I Z gap Zant

Figure F.1: (a) Circuit model of the dipole antenna, originally proposed by Eggleston et al [30]. (b)
Equivalent optical antenna circuit is a current divider.

source, along with a series spreading resistance. The impedances are defined as,

1

Zwe = R+ jwL + - (F.2)
]wcfringe
1
ap = = (F.3)
&p jw Cgap
where R = R4 + Rioss and L = Ly + L. We are ultimately interested in the quantity:

tot 1 2 1 2

P = §|Iant| R+ §|]| R (F-4)

because this will represent the total power drawn from the source, which can be used to obtain the en-
hancement factor and efficiency. Since the circuit is a current divider, we may easily write:

L= (A) I (E.S)
Zgap + Zant
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2
R) (F.6)

1 1 1
ZLgap + Ly = R+ jwL + — F.7
s - * o - Jw <Cfringe * Cgap) ( )

Then, we have,

Zgp + Zane

1 1 1 7.
Ptot: _|]|2Rs+_|]ant|2R: _|I|2 Rs+ gap
2 2 2 -

It remains to calculate the impedance ratio term. Note that we may write,

We may then define an effective capacitance:
1 1 1

= + (F.8)
Ceff Cfringe Ogap
Then there is a resonance condition for the sum of the impedances in Eq. F.7 that occurs when
1
2
= F.9
wl LCeﬂ-‘ ( )
On this condition:
| Zgp + Zaw|* = R* (F.10)
LC@E
| Zgap | = (F.11)
Ca
This allows us to rewrite the total power from Eq. F.6 as (on resonance):
1 LC.s
Pt = _|I?*| Ry+ —R F.12
1 9 | | ( + R2 C«ggap ) ( )

Interestingly, the second term depends on a ratio between reactive and resistive time constants. In Chap-
ter 5.2, we expressed the enhancement factor as a ratio between the antenna radiated power and the radi-
ated power from a Hertzian dipole. Note that the overall enhancement seen by a dipole source includes
the resistive losses, and this was taken into account in our calculation of the average enhancement of the
cavity backed slot antenna in Chapter 4. Nevertheless, more physical significance can be derived from
considering only the radiated power. Using Eq. F.12 we may easily obtain the radiated power on reso-

nance by disregarding R,:

LCeff
R2C?

&p

1
P = SH ? R (F.13)

The radiation resistance and current of the dipole antenna were provided in Chapter 4 and are repeated

here:

|z21]
d

9 2
= a7, | — 1
R..q 371' o (d> (F.15)

I =2qw (F.14)

o~
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Furthermore, the radiated power by a Hertzian dipole is given by:

2 4
qro1| W
p, ozt 10
3me,c
After some rearrangement, we may express the (radiative) enhancement factor as:

P LOg (1)
F=5"=Tec (3) (E17)
o gap

To which we recover the characteristic (I/d)? factor. However, There is an additional prefactor, which
has a complicated dependence on the antenna reactive and resistance parameters. Each of these parame-
ters, in turn, have dependencies on the antenna geometry and material. For brevity, we will not express
these circuit elements in terms of the antenna parameters, but they may be found in [30].

Itis interesting to note that there isan L/ R factor, which can be thought of as an antenna quality fac-
tor, establishing some analog between this circuit model and the Purcell enhancement factor. However,
in practice one generally does not want to decrease /2 because low quality factors are typically desirable
in antennas. Furthermore, decreasing the total resistance is not trivial, because radiation resistance tends
to trade off with Ohmic loss unfavorably. Another interesting feature is that the shunt capacitance Cyyy
can severely limit the antenna enhancement. It is desirable to lower this capacitance as much as possible
without sacrificing the small gap parameter d. The best way to do this is to use sharp metallic or dielectric
tips, as demonstrated in Chapter 5.2.

The full enhancement factor in Eq. F.17 was used in Chapter 5.2 in Fig. 5.9(c). Furthermore, we pre-
sented a circuit model of the antenna efficiency with and without the surface collision eftect, in Fig. 5.9(d).
This circuit model antenna efficiency is given by the ratio of the radiated power on resonance with the
total power on resonance:

1)712_LCe
Efficiency = L1 — 2l Vi, Ml F.18
ciency = Pt 1P (ot Lo R (F.18)
2 s T R2CZ,

Approximately speaking, for a well-designed antenna the prefactor becomes R@%g ~ 1. Thus, the efh-
gp

ciency may be expressed as,

Riad
R + Rioss + Rrad
Now, we note that the spreading resistance term is given by R, = 2p/d where p is the antenna resistivity,
and d is the antenna gap. Furthermore, when including surface collisions, we modify the resistivity in the
concentrated current region by a factor (1 + o, /5d) where [ is the bulk electron mean free path, and
[d is an empirical parameter that can be interpreted as the net mean free path in the confined geometry of
the antenna defined by the vacuum gap parameter d. Thus, the efficiency may be approximately written:

Rrad
P loo
2= 11 o Ross Rra
( + ﬁd> + Rioss + Firad

Efficiency ~ (F.19)

Efficiency ~ (F.20)

d
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Hence, this stringent dependence on d emphasizes the need to optimize the gap distance to increase the
antenna enhancement without sacrificing the antenna efhiciency due to spreading resistance and surface
collisions. This concludes our discussion of the optical antenna circuit model.
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Appendix G

Average Enhancement Factor

In this section we will derive the average enhancement factor from the text in detail. As a reminder, we
used,

1 Favera (3
— = 8 (G.1)
T Top
Fiverige = Fpeak - Spatial Average - Spectral Average - Polarization Average (G.2)

Thus, in particular we will show how each of the averages may be found.
Before we begin, we note that the recombination rate due to spontaneous emission in an intrinsic
semiconductor is given by (from Appendix B),

1

Rsp = —pr(w)fe(w)dw (G3)
T(w)

where p, is the reduced density of states and f, is called the Fermi emission factor. These quantities

account for the carrier concentration in the LED. 7 is the spontaneous emission lifetime of a two level

system, such that,

1 |Hb |*win

T 3me,

(G.4)

where | H),|? = |q@a1|? is the matrix element. Note thatin Eq. G.4 we have already implicitly performed
polarization averaging over the material matrix element and zero-point electric field polarization. In other
words, in the main text we showed that the matrix element depends on the incident electric field polar-
ization in confined geometries, often called transition matrix element:

g7 - €|* = K;|qza|” = K;|Hj, | (G.5)

where K; accounts for the averaged dipole polarization seen by the incident light with polarization é.
However, for spontaneous emission from regular semiconductors, we must also average over the po-
larization of the zero-point electric field which we assume is equally partitioned in the three Cartesian
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directions. Thus, the matrix element is once again averaged:

1 1 1
3 Z Ki|Hél|2 = §|H§1|2 Z K; = §|H§1|2 (G.6)
]

i€[Z,9,2] i€[E,9,2

where we used that ) . K; = 1 regardless of the semiconductor crystal confinement. This derivation
indicates that we always retrieve Eq. G.4 for the spontaneous emission lifetime of conventional LEDs'.
We will return to this point about polarization later on, but for now we must keep the relative transition
strengths, K;, in mind.

Moving on to enhanced spontaneous emission, we first note that the enhancement factor (normalized
power) from a point dipole is in general a function of frequency, position, and polarization with respect
to an antenna or electromagnetic cavity. This can be easily confirmed in simulation. In other words, we
may write

F = Fy(w,7) (G.7)

where w is the frequency, 7 is the 3D position, and i € [Z,9, 2] is the polarization of a point dipole
source. Therefore, the recombination rate of an idealized point source before taking into account spatial
averaging is given by,

Ry = [ | Kb ) o) (G

where have simply multiplied the integrand by the sum of the enhancement factors in each polariza-
tion, which also have their own spatial and spectral dependencies in general. Notice that if F; = 1 for
each polarization (which is the conventional LED), then we recover the regular recombination rate since
>; K; = 1. In general, point dipole sources will be distributed spatially throughout the semiconductor,
so we may simply perform a weighted average under the assumption that the carrier concentration does
not considerably vary spatially:

By = [[(Z Kbten | oty (G9)

where V is the active volume of the semiconductor.
We now make the assumption that the enhancement factor F is a separable function in frequency
and space. This is not necessarily true for arbitrary structures, but is approximately true for the optical

1Interestingly, this implies that the B, radiative recombination coefficient is independent of quantum confinement. The
author was unable to find references confirming this result, but typically B, is not reported as contingent upon whether the
device emits from quantum wells or bulk.
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antennas studied in this work (confirmed by exhaustive simulation). Thus, for polarization i € [Z, ¥/, Z]:

Fy(w,7) = FF" Xy (M Wi(w) (G.10)
E W, T =T, ea
Wi(w) = ( —t ) (G.11)
F
L Fi(w = Wpeaks T
Xi(r) = ( Fpml;g 1) (G.12)

k — — . .
where F*" = Fj(w = Wpeak, T = Tpear) is the peak enhancement spatially and spectrally, and the X
and WW; are normalized functions that take into account the separate spectral and spatial dependencies
with respect to peak. Thus, substituting these expressions into Eq. G.9, we have,

R:p = %Z KiEPEak // dCL)d?’FXZ(F)Wl(W)%pr@u)][é(w) (G13)

where we pulled the polarization sum and F}“*" terms out of the integral since they are constants that
only depend on polarization. Now, we may separate the integral into its spatial and spectral parts, such
that:

R:‘P = ZKiFfeak%/dSFXi(F)/dwﬂ@(w)%pr(w)fe(w) (G.14)

Now, we observe that the first integral can be regarded as spatial average (indexed by polarization) of the
enhancement factor,

1 1 E = eak s
Spatial Average, = V/dSFXZ-(F) = v/d?’f' (w Epﬁi k) (G.15)
Noting that F' o< | E|?, we can write :
1 1 |E:(7)|?
Spatial Average, = — /dngi(F) == /d37?— (G.16)
STy 14 | Eilpear
1
Spatial Averagei = V /// |Ei|iormalizeddxdydz (G17)
where the bottom expression is the Spatial Average definition used in the main text. Thus, Eq. G.14
becomes,
R = ZF.peakKi X (Spatial Average.) x /dei(w)Lpr(w)fe(w) (G.18)
P i T(w)

2We may ignore changes in optical density of states because we are only considering spatial variations.
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Now, to obtain the total average enhancement, we will first need to divide Eq. G.18 by the recombination
rate of a regular LED (from Eq. G.3):

R [ dwWW(w) rypr () )

FpeakK X (Spatial Average ) X (G.19)
R, 8 T oL () o)
We may rewrite the right hand term by expanding W (w) as the following:
JdwWi(w)i5or(@) felw) 1 [dwFy(w F:prk) 7Pr(w) fe(w)
= — (G.20)
Tl i) J o) 1)
Letting Ly (w) = ﬁ pr(w) fe(w) define the intrinsic spontaneous emission spectrum correspond-

ing to minority carrier concentration NV, this can be recognized as the spectral average from the main
manuscript:

1 [dwFi(w, 7 = Tpear) Ly (w)

Spectral Average, = Fipmk Tdoln (@) (G.21)
Thus, the recombination rate ratio in Eq. G.19 becomes:
R:p eak
7= Z FP*"K; x (Spatial Average,) x (Spectral Average,) (G.22)
sp P
Finally, let,
Fpeak — maX{Féjeak’ Fé)eak’ Fé)eak} (G23)
in other words, the maximum enhancement over all polarizations. Then, we may write:
Fpeak
[peak Z et X (Spatial Average;) x (Spectral Averagei) (G.24)
Observe that we may transform the leftmost term in the following way:
Freek i, 1 FPeR I HY 2 1 FPeR G HY |2
i o Zz 7 | 21’ o Zz 7 ‘ 21| (GZS)

ko k I |2 - k /12
T T TN Pt o, K H|
where we used the fact that Y, R; = 1 and | H}, |? is the matrix element. We called the right hand side
of this expression the polarization average in the main text, but neglected the contribution of the spatial
average and spectral average in the overall expression. Typically speaking, the spectral average and spatial
averages do not have strong polarization dependencies, so we may drop it for simplicity. Moreover, one
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enhancement polarization dominates over the others, e.g. Fy, > { F,,, F,}. Consequently, we may define
the Polarization Average as,

1 Ez FfeakKAHél‘Q ~ 1 FpeakKy‘H§1|2
Freak 37 Kj|Hy|? — Frek 30 K |Hy, 2
Ky
=K
K,+K,+ K, Y

(G.26)

Polarization Average ~

(G.27)

Polarization Average =

where the large enhancement in y has picked out the transition strength in that direction. Thus, the
recombination rate ratio becomes:

*

R—SP = FP*** x (Polarization Average) X (Spatial Average) x (Spectral Average) (G.28)
sp

where we have dropped the subscripts on the Spectral and Spatial Average terms, where they are implicitly
defined in the y direction.

To obtain the carrier lifetime, we note that we had implicitly assumed in the spectral average term
that both the antenna-LED and reference LED are pumped to the same carrier concentration N. We
may then represent the respective recombination rates as R = NN/, allowing the carrier concentration
to cancel. This allows us to define:

R /7

Favera e = £ = —SP G29

8 Ry 1)1 ( )
And by comparison with Eq. G.28, we have,

Fyerage = F peak (Polarization Average) x (Spatial Average) x (Spectral Average) (G.30)

which concludes the proof.

A curiosity concerning the polarization average

From the beginning of the average enhancement proof, we implicitly made an assumption regarding po-
larization: namely that the zero-point electric field is equally partitioned in the three Cartesian directions.
Indeed, dropping the spectral and spatial terms from Eq. G.8, we have

. 1
Rqu:KJt (G.31)

where 7 is the fundamental spontaneous emission lifetime of a two-level system. Noting that 7 o
%|H 51| according to our polarization average from before, we can rewrite Eq. G.31 as,

; E;
Ry oY S Hy (G:32)
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Figure G.1: Oft-polarization enhancement spectrum indicates suppression of spontaneous emission, in
contrast with the on-polarization enhancement.

In other words, we are taking a simple average over the three enhancement polarizations. Does this mean
that we have implicitly assumed that the zero-point E-field energy is equal in all three directions even
when there is enhancement present?

The curiosity that remains is whether we should take into account preferential polarization of the vac-
uum field in this average. In the extreme case of a 3D photonic crystal cavity there is a photonic bandgap,
implying that the vaccuum field within the cavity is identically zero. Moreover, 2D photonic crystals
exhibit polarized spontaneous emission. Some evidence that a similar effect is occurring in the antenna-
LED can be seen in Fig. G.1. Here we show the enhancement spectra of a dipole oriented in z, y, and
z within the cavity-backed slot antenna. As discussed previously, the y polarization exhibits very large
enhancement factor on resonance. Meanwhile, the off-polarizations are not only small but actually dip
below an enhancement factor of 1. This indicates that the dipole emission of these polarizations is actually
suppressed, analagous to the inhibited spontaneous emission in photonic crystals.

Should this fact be taken into account in Eq. G.32? An alternative to a simple average would be to
use a weighted average of each enhancement factor by £/ -, F};. Then we would have,

F;
Ry o Y | s | Bl Hy P ~ F | Hy, P (6.33)
i Zj J

In other words, the factor of 3 would drop out and the antenna-LED would receive the full benefit of the
transition matrix element. This is only a guess, however, and we will leave this as an unsolved experimental
question.
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