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Abstract
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From digital platforms, automated transportation to healthcare, the rapid deployment of machine learning has in many ways changed our everyday life. However, when learning systems are deployed in the real world, they immediately face a complex social and economic context which poses feasibility constraints, drives the underlying dynamics, and influences the kinds of data that the systems can actually obtain. Optimizing a single offline objective in isolation to these contexts can lead to severe unintended consequences at deployment and hinder the improvement of social welfare that the system has the potential to bring.

In this thesis, I summarize my research works on developing learning algorithms that incorporate such social economic contexts into the design from three aspects: (i) Learning with noisy input data; (ii) Learning with bandit-type user feedback; (iii) Learning under causal dynamics. I will situate each of these with the particular applications of machine learning on fair classification, resource allocation, auction and platform design.
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Chapter 1

Introduction

From digital platforms, automated transportation to healthcare, the rapid deployment of machine learning has in many ways changed our everyday life. However, when learning systems are deployed in the real world, they immediately face a complex social and economic context which poses feasibility constraints, drives the underlying dynamics, and influences the kinds of data that the systems can actually obtain. Optimizing a single offline objective in isolation to these contexts can lead to severe unintended consequences at deployment and hinder the improvement of social welfare that the system has the potential to bring.

In this thesis, I summarize my research works on developing learning algorithms that incorporate such social economic contexts into the design from three aspects: (i) Learning with noisy input data; (ii) Learning with bandit-type user feedback; (iii) Learning under causal dynamics.

1.1 Robust Learning with Noisy Input Data

Real-world data almost always suffers from noise, and potential corruptions from adversaries. The first part of this thesis is focused on developing robust learning algorithms towards input noise and corruptions.

In Chapter 2, we studied the learning of revenue-optimal auctions for multiple bidders, in a setting in which the samples can be corrupted adversarially [101]. We first consider the information-theoretic limit in a population model, assuming exact knowledge of the adversarially perturbed valuation distribution. We develop a theoretical algorithm which obtains a tight upper bound on the revenue for the MHR and regular distributions, obtaining the information-theoretic limit of the robustness guarantee. We then relax the population model and derive sample complexity bounds for learning optimal auctions from samples. We propose a practical algorithm which takes the corrupted samples as input, and provide the sample complexity upper bounds for the MHR distribution case and the single-bidder regular distribution case. We also provide accompanying sample complexity lower bounds, and demonstrate a small gap relative to the corresponding upper bounds.
In Chapter 3, we studied robust optimization algorithms in another context: fair classifications [217]. In particular, many existing fairness criteria for machine learning involve equalizing some metric across protected groups such as race or gender. However, practitioners trying to audit or enforce such group-based criteria can easily face the problem of noisy or biased protected group information. In this work, we study the consequences of naively relying on noisy protected group labels: we provide an upper bound on the fairness violations on the true groups $G$ when the fairness criteria are satisfied on noisy groups $\hat{G}$. We introduce two new approaches using robust optimization that, unlike the naive approach of only relying on $\hat{G}$, are guaranteed to satisfy fairness criteria on the true protected groups $G$ while minimizing a training objective. We provide theoretical guarantees that one such approach converges to an optimal feasible solution. Using two case studies, we show empirically that the robust approaches achieve better true group fairness guarantees than the naive approach.

1.2 Online Learning with Bandit-Type User Feedback

Machine learning systems in the real world are constantly interacting with users. In the second part of this thesis, we focus on developing online learning algorithms which learn through the repeated interactions with users and feedback in an online environment.

In Chapter 4, we study online algorithms in the context of resource allocation in distributed systems [104]. In particular, the sharing of scarce resources among multiple rational agents is one of the classical problems in economics. In exchange economies, which are used to model such situations, agents begin with an initial endowment of resources and exchange them in a way that is mutually beneficial until they reach a competitive equilibrium (CE). The allocations at a CE are Pareto efficient and fair. Consequently, they are used widely in designing mechanisms for fair division. However, computing CEs requires the knowledge of agent preferences which are unknown in several applications of interest. In this work, we explore a new online learning mechanism, which, on each round, allocates resources to the agents and collects stochastic feedback on their experience in using that allocation. Its goal is to learn the agent utilities via this feedback and imitate the allocations at a CE in the long run. We quantify CE behavior via two losses and propose a randomized algorithm which achieves sublinear loss under a parametric class of utilities. Empirically, we demonstrate the effectiveness of this mechanism through numerical simulations.

In Chapter 5, we develop no-regret algorithms in the context of auction platforms where the seller and buyer interact over multiple rounds [102]: Auctions with partially-revealed information about items are broadly employed in real-world applications, but the underlying mechanisms have limited theoretical support. In this work, we study a machine learning formulation of these types of mechanisms, presenting algorithms that are no-regret from the buyer’s perspective. Specifically, a buyer who wishes to maximize his utility interacts repeatedly with a platform over a series of $T$ rounds. In each round, a new item is drawn from an unknown distribution and the platform publishes a price together with incomplete,
“masked” information about the item. The buyer then decides whether to purchase the item. We formalize this problem as an online learning task where the goal is to have low regret with respect to a myopic oracle that has perfect knowledge of the distribution over items and the seller’s masking function. When the distribution over items is known to the buyer and the mask is a SimHash function mapping $\mathbb{R}^d$ to $\{0, 1\}^\ell$, our algorithm has regret $\tilde{O}(\sqrt{T d \ell})$. In a fully agnostic setting when the mask is an arbitrary function mapping to a set of size $n$ and the prices are stochastic, our algorithm has regret $\tilde{O}(\sqrt{T n})$.

1.3 Causal Learning with Optimization-Dependent Responses

In Chapter 6, we investigate in the intersection of causal inference and machine learning. In particular, the intersection of causal inference and machine learning for decision-making is rapidly expanding, but the default decision criterion remains an average of individual causal outcomes across a population. In practice, various operational restrictions ensure that a decision-maker’s utility is not realized as an average but rather as an output of a downstream decision-making problem (such as matching, assignment, network flow, minimizing predictive risk). In Guo et al. [103], we develop a new framework for off-policy evaluation with policy-dependent linear optimization responses: causal outcomes introduce stochasticity in objective function coefficients. Under this framework, a decision-maker’s utility depends on the policy-dependent optimization, which introduces a fundamental challenge of optimization bias even for the case of policy evaluation. We construct unbiased estimators for the policy-dependent estimand by a perturbation method, and discuss asymptotic variance properties for a set of adjusted plug-in estimators. Lastly, attaining unbiased policy evaluation allows for policy optimization: we provide a general algorithm for optimizing causal interventions. We corroborate our theoretical results with numerical simulations.
Chapter 2

Robust Learning of Optimal Auctions

2.1 Introduction

Arguably the fundamental difficulty in the design of optimal auctions is that real valuations are private and unknown to the auction designer. Consider specifically the problem of selling one item to multiple buyers. Suppose that we model the buyers’ valuations as arising as independent draws from buyer-specific prior distributions. In this scenario, what is the optimal mechanism in terms of the expected revenue? This problem was solved by Myerson [171] through a characterization of virtual value functions. In particular, we can define a virtual value function of each buyer based on their prior distributions. An optimal auction then lets the buyer with the largest non-negative virtual value win the item, and charges the winner a price that equals the threshold value above which she wins. \(^1\)

Unfortunately, there is a further fundamental challenge in deploying these theoretical results in practice, which is that in real-world settings the auction designer may not even know the prior distributions on valuations. Instead, what the designer might hope for is that there is a stream of previous transactions, or some other relevant auxiliary data, that is helpful in inferring the buyers’ private distributions. This perspective has motivated an active recent literature learning optimal auctions from samples [22, 52, 65, 75, 95, 96, 100, 116, 166, 167, 186, 187, 201]. In this line of work, the central question is: suppose we are only able to access the prior distributions in the form of independent samples, how many samples are sufficient and necessary for finding an approximately optimal auction?

While this merging of mechanism design and learning theory is appealing, a further concern arises. Given the potentially adversarial setting of auction design, do we really believe that the data that we observe are drawn in accord with our assumptions? More concretely, is the learning of optimal auctions robust to adversarial corruptions of the samples? This problem is arguably at the core of what it means to learn an optimal auction. It is a challenging problem; indeed, as we show in Counterexample 1 in Section 2.4, auction designs

\(^1\)More generally, the optimal auction picks the winner based on the virtual value after an “ironing” procedure.
that are optimal in the absence of corruptions can become arbitrarily bad even if a small portion of the samples are corrupted. Building on earlier work by Cai and Daskalakis [44] and Brustle et al. [39], we tackle a key open problem—what is the best approximation to the optimal revenue for arbitrary levels of corruption for distributions with unbounded support? And what is the mechanism that achieves it?

In summary, in this work we explore the problem of the robust learning of optimal auctions, where the samples of bidders’ valuations are subject to corruption and their support is unbounded. In particular, we consider having access to samples that are drawn from some distribution $\tilde{D}$ which is within a Kolmogorov-Smirnov (KS) distance $\alpha$ of the true distribution $D^*$. Denote $OPT$ as the maximum revenue we can achieve under the true valuation distributions. Our goal is to design mechanisms that are guaranteed to achieve a revenue of at least $(1 - \rho(\alpha)) \cdot OPT$ for the smallest possible error $\rho(\alpha)$ and with the use of a minimal number of samples.

**Our results**

We study the problem of learning revenue-optimal multi-bidder auctions from samples when the samples of bidders’ valuations can be adversarially corrupted or drawn from distributions that are adversarially perturbed. We summarize our main results as follows:

1. We derive tight upper bounds on the revenue we can obtain with a corrupted distribution under a population model. For distributions with monotone hazard rate (MHR), and with total corruption $\alpha$, we obtain an approximation ratio of $1 - O(\alpha)$ compared to the optimal revenue under the true distribution (see Theorem 2.3.6). For regular valuation distributions, where for total corruption $\alpha$, we get an approximation ratio of $1 - O(\sqrt{\alpha})$ (see Theorem 2.3.8).

2. To achieve these upper bounds, we propose a new theoretical algorithm for the population model (see Algorithm 1) that, given only an “approximate distribution” for the bidder’s valuation, can learn a mechanism whose revenue is nearly optimal simultaneously for all “true distributions” that are $\alpha$-close to the given distribution in Kolmogorov-Smirnov distance. The proposed algorithm operates beyond the setting of bounded distributions that have been studied in prior works; indeed, they apply to general unbounded MHR and regular distributions.

3. We further show that these upper bounds under the population model cannot be further improved (up to constant log factors), by providing matching lower bounds for both the MHR and regular distributions (see Theorem 2.3.7 and Theorem 2.3.9).

4. Lastly, we derive sample complexity upper bounds for learning a near-optimal auction for both MHR and regular distributions with multiple bidders (Theorem 2.4.3 and Theorem 2.4.4), and propose a practical algorithm (see Algorithm 2) which takes samples as input. We also provide accompanying sample complexity lower bounds.
(Theorem 2.4.5), and demonstrate a small gap relative to the corresponding upper bounds which is of interest for future work.

Related work

Designing revenue optimal auctions is a classic problem in economic theory that has attracted much research attention. We survey the most closely related work in two main areas.

Learning optimal auctions from samples. Recent work has explored settings of learning approximately optimal auction from samples, both for single-item auctions [52], and multi-item auctions [21, 22, 166, 201]. Most recently, Guo et al. [100] provide a complete set of sample complexity bounds for single-item auctions, by deriving matching upper and lower bounds up to a poly-logarithmic factor. While these approaches have obtained fruitful results on the sample complexity of learning optimal auctions, a key assumption that is commonly made in this work is that the samples are independently and identically drawn from the bidders’ valuation distributions, with the goal of learning an auction which maximizes the expected revenue on the underlying, unknown distribution over bidder valuations. A major difference in our work is that we consider that the samples can suffer from potential corruptions, which is a significantly more challenging setting.

Robustness of learning optimal auctions. Our paradigm on the robust learning of optimal auctions is closely related to recent work that considers the learning of auctions from mismatched distributions or corrupted samples. Cai and Daskalakis [44] consider a multi-item auction setting, where there is a given “approximate distribution,” and the goal is to compute an auction whose revenue is approximately optimal simultaneously for all “true distributions” that are close to the given one. They provide an algorithm that achieves a poly-$\alpha$ additive loss compared to the true optimal revenue. More recently, Brustle et al. [39] consider learning multi-item auctions where bidders’ valuations are drawn from correlated distributions that can be captured by Markov random fields. However, they make a key simplifying assumption—that the bidders’ valuation for the items lie in some bounded interval. Our results, by contrast, apply to the general setting of unbounded valuation distributions, a setting that requires new theoretical machinery. To the best of our knowledge, our work constitutes the first analysis of the learnability of single-item optimal auctions from corrupted samples for unbounded distributions.

Organization. In Section 2.2, we provide background on auction models and formally state our problem. Section 2.3 contains our main theoretical statements for the population model. We propose an algorithm that achieves optimal theoretical upper bounds, by providing matching lower bounds. Section 2.4 contains our main results on learning with finite samples. We provide a practical algorithm that takes samples from the corrupted distribu-
tion, and provides sample complexity upper and lower bounds for both the regular and MHR distributions cases. We conclude in Section 2.5.

2.2 Preliminaries

We begin by formally defining the setting we study for robust learning of optimal auctions, which includes the revenue objective and the general classes of valuation distributions that we consider.

Auction models

Single-bidder setting. Consider one item for sale to one bidder. The bidder has a private valuation \( v \in \mathbb{R}_+ \) for this item. We assume that \( v \) is a random variable distributed according to the distribution \( D^* \), with support \( \mathbb{R}_+ \), cumulative distribution function \( F \), and probability density function \( f \).

It is well known that the optimal auction in this setting is a reserve price auction, such that the task for the seller is to compute a reserve price \( p \) that optimizes revenue [171]. We assume that the bidder has a quasi-linear utility that is equal to \( u(p) = v - p \) if she decides to buy the item and \( u(p) = 0 \) otherwise. The seller aims to set \( p \) such that her expected revenue—i.e., the received payment—is maximized. We consider the setting where both \( v \) and \( D^* \) are unknown to the seller. However, the seller can access i.i.d. samples that are drawn from a distribution \( \tilde{D} \), which is \( \alpha \)-close to \( D^* \) with regard to the Kolmogorov distance:

**Definition 2.2.1.** (Kolmogorov-Smirnov distance) For probability measures \( \mu \) and \( \nu \) on \( \mathbb{R} \), define

\[
d_k(\mu, \nu) = \sup_{x \in \mathbb{R}} |\mu((\infty, x)) - \nu((\infty, x))|.
\]

It is well known that \( d_k(\mu, \nu) \leq d_{TV}(\mu, \nu) \), where \( d_{TV} \) denotes the total variation (TV) distance between \( \mu \) and \( \nu \). The closeness of \( \tilde{D} \) to \( D^* \) is thus formalized as follows:

\[
d_k(D^*, \tilde{D}) \leq \alpha,
\]

for some \( \alpha > 0 \).

Multi-bidder setting. Consider one item for sale to \( n \) bidders. Each bidder has a private valuation \( v_i \in \mathbb{R}_+ \), where \( v_i \) is independently drawn from the corresponding prior distribution \( D^*_i \). Thus, the valuations \( v = (v_1, v_2, \ldots, v_n) \) follow a product distribution \( D^* = D^*_1 \times \cdots \times D^*_n \). Each bidder submits a bid \( b_i \geq 0 \). Denote all the bids as \( b = (b_1, \ldots, b_n) \).

A mechanism in this setting consists of two rules: the allocation rule \( x(b) \) that takes the bids \( b \) and outputs the probability \( x_i(b) \) that each bidder \( i \) will receive the item, and the payment rule \( p(b) \) that takes the bids \( b \) and outputs the payment of bidder \( i \). Bidder \( i \)'s utility is then \( u_i(b) = v_i \cdot x_i(b) - p_i(b) \). The goal of the seller is to find a mechanism that maximizes the expected revenue \( \mathbb{E} \left[ \sum_{i \in [n]} p_i(b) \right] \), where the expectation is over \( v \sim D^* \),
under the following Dominant Strategy Incentive Compatibility (DSIC) and the Individual Rationality (IR) constraints:

\[
\begin{align*}
    u_i(v_i, b_{-i}) & \geq u_i(b_i, b_{-i}) \quad \text{for all } v_i, b_i \in \mathbb{R}_+ \text{ and all } b_{-i} \in \mathbb{R}^{n-1}_+ \quad \text{(DSIC)} \\
    u_i(v_i, b_{-i}) & \geq 0 \quad \text{for all } v_i \in \mathbb{R}_+ \text{ and all } b_{-i} \in \mathbb{R}^{n-1}_+ \quad \text{(IR)}
\end{align*}
\]

We consider the setting in which the valuations and the prior distributions are unknown to the seller. Instead, the seller has access to a finite number of i.i.d. samples drawn from the product distribution \(\tilde{D} = \tilde{D}_1 \times \cdots \times \tilde{D}_n\), where each \(\tilde{D}_i\) satisfies

\[
d_k(D_i^*, \tilde{D}_i) \leq \alpha_i,
\]

for some \(\alpha_i > 0, \forall i \in [n]\).

**Revenue objective.** Letting \(D, D'\) be product or single bidder distributions as described above, we define \(M_D\) to be the mechanism that achieves the optimal revenue for the value distributions \(D\) and \(\text{OPT}(D)\) its expected revenue. Let also \(\text{Rev}(M_D, D')\) be the expected revenue of the mechanism \(M_D\) when applied to a setting where the values are drawn with respect to \(D'\).

**Monotone hazard rate (MHR) and regular distributions**

For any bidder \(i\) with a valuation \(v_i \sim D_i\), define the virtual value function for this bidder as \(\phi_i(v) \overset{\text{def}}{=} v - \frac{1 - F_i(v)}{f_i(v)}\), where \(F_i\) and \(f_i\) are the CDF and PDF of \(D_i\). The hazard rate of the distribution \(D_i\) is defined as the function \(\frac{f_i(v)}{1 - F_i(v)}\). Then, the distribution \(D_i\) is said to be regular if the virtual value \(\phi_i(v)\) is monotonically non-decreasing in \(v\). Further, distribution \(D_i\) has monotone hazard rate (MHR) if \(\frac{f_i(v)}{1 - F_i(v)}\) is monotone non-decreasing.

### 2.3 The population model

In this section, we study the problem of learning optimal auction assuming that we have the exact knowledge of the adversarially perturbed distributions \(\tilde{D}\). We relax this assumption in Section 2.4 where we show how to learn optimal auctions when we only have sample access to \(\tilde{D}\).

We begin in Section 2.3 with the description of our mechanism in the population model. Then, in Section 2.3, we present our analysis for the population mechanism for Monotone Hazard Rate distributions and we also present the sketch of our proof for the single-bidder case. Similarly, in Section 2.3 we state our analysis for the population mechanism for regular distributions and we present a proof sketch for the single-bidder case. Finally, we show that our proposed mechanism achieves optimal (up to constants) guarantees among any mechanism in the population model.
Robust Myerson auction in the population model

Our algorithm assumes as an input the exact knowledge of a product distribution, $\tilde{D} = D_1 \times \cdots \times D_n$, such that the $d_k(\tilde{D}^i, \tilde{D}^j) \leq \alpha_i$ and its goal is to find a mechanism that achieves approximately optimal revenue for $D^*$, where $D^* = \Pi_i D^*_i$. Without further assumptions, this is an impossible task, as we explain in Section 2.4 via an example. Thus we assume that the algorithm possesses some additional knowledge regarding $D^*_i$, either that it is MHR or regular, and the mechanism needs to exploit this additional property.

To utilize the additional property of the distributions $D^*_i$, our mechanism uses the important concept of the link function for MHR and regular distributions.

**Definition 2.3.1** (Link Function). The link function $h_M(x; F)$ for MHR distributions is defined as $h_M(x; F) = -\ln(1 - F(x))$ and the link function $h_r(x; F)$ for regular distributions is defined as $h_r(x; F) = 1/(1 - F(x))$. We also define the corresponding inverse link functions $h_M^{-1}(x; h) = 1 - \exp(-h(x))$ and $h_r^{-1}(x; h) = 1 - 1/h(x)$. Observe that $h_M^{-1}(x; h_M(x; F)) = F(x)$ and $h_r^{-1}(x; h_r(x; F)) = F(x)$. We may write $h_M(x)$ or $h_r(x)$ when $F$ is clear from the context.

We provide some intuition on the link function. First, by construction, the link function of either an MHR distribution or a regular distribution is convex and non-decreasing. Second, the link function is monotone with regard to $F$. These two properties are important when we define the notion of a minimal MHR/regular distribution in a Kolmogorov ball, momentarily, which will be used as a necessary step in our algorithm.

Importantly, the link function provides a convenient characterization of the optimal reserve price and optimal revenue for a distribution $F$ that is MHR or regular. To see this, first consider a single bidder with a valuation distribution $F$. Denote the optimal reserve price for selling one item to her as $x^*$, and the optimal expected revenue as $\text{OPT}(F)$. Then, when $F$ is MHR, we show that $x^*$ is also the unique minimizer of $(h_M(x) - \log(x))$. On the other hand, when $F$ is regular, $v^*$ is the point where $h_r(x)$ intersects with its tangent line $kx$, with $k = 1/\text{OPT}(F)$ (proof details in Appendix). Figure 2.1 illustrates such a useful property for $h_M$ and $h_r$ explicitly, for a single-item, single-bidder auction.

Next, we formally define stochastic dominance between two distributions, and state the property of strong revenue monotonicity.

**Definition 2.3.2** (Stochastic dominance). Given two distributions $D_1$ and $D_2$ with CDFs as $F_1$ and $F_2$. Then, we say $D_1$ (first-order) stochastically dominates $D_2$ if for every $x \in \mathcal{X}$, $F_1(x) \leq F_2(x)$, denoted as $D_1 \succeq D_2$. We say a product distribution $D = \Pi_i D_i$ (component-wise) stochastically dominates another product distribution $D' = \Pi_i D'_i$ if for every $i$, we have $D_i \succeq D'_i$.

**Lemma 2.3.3** (Strong revenue monotonicity [100]). Let $D$, $D'$ be two product distributions such that $D' \succeq D$, then, for $M$ that is the optimal mechanism for $D$, we have:

$$\text{Rev}(M, D) \leq \text{Rev}(M, D').$$
Algorithm 1 Robust Myerson Auction in the Population Model

1: **Input:** $\alpha_1 \ldots \alpha_n > 0$, link function $h(\cdot)$, possibly corrupted valuation distribution $\tilde{F} = \Pi_{i=1}^n \tilde{F}_i$.
2: **for** $i = 1 \ldots n$ **do**
3:  Compute a minimal regular / MHR distribution in $B_{d_k,\alpha}(\tilde{F}_i)$ according to Eq (2.1), denote as $\hat{F}_i$.
4: **end for**
5: Set $\hat{F} = \Pi_{i=1}^n \hat{F}_i$.
6: Output Myerson’s optimal auction $M_{\hat{F}}$ w.r.t. the distribution $\hat{F}$.

The following lemma illustrates the importance of the link functions as well as their connection with first-order stochastic dominance. The proof of this lemma is given in Appendix 2.6.

**Lemma 2.3.4.** A distribution with CDF $F$ is MHR if and only if $h_M(x; F)$ is a convex function of $x$. Similarly, $F$ is regular if and only if $h_r(x; F)$ is a convex function of $x$. Moreover, for two MHR (resp. regular) distributions $F_1$ and $F_2$, such that $F_1 \succeq F_2$, we have that $h_M(x; F_1) \leq h_M(x; F_2)$ (resp. $h_r(x; F_1) \leq h_r(x; F_2)$) for all $x$.

A key idea used in our algorithm is the minimal MHR/regular distribution within a Kolmogorov distance divergence ball. Formally,
Definition 2.3.5. For a given distribution with its cumulative distribution function as $F$, denote the set of all the distributions that are $\alpha$-close to $F$ in Kolmogorov distance as $B_{dk,\alpha}(F)$:

$$B_{dk,\alpha}(F) \triangleq \{ F' : d_k(F', F) \leq \alpha \}.$$ 

Further, define a minimal MHR/regular distribution within $B_{dk,\alpha}(F)$ as:

$$\hat{F}(x) = h^{-1}(x; \hat{h}), \text{ where } \hat{h}(x) \triangleq \max_{\tilde{F} \in B_{dk,\alpha}(F)} h\left(\tilde{F}(x)\right) \forall x \in \mathbb{R}_+. \tag{2.1}$$

Figure 2.2 gives an illustration of a minimal regular distribution within $B_{dk,\alpha}(F)$, in the space transformed by the link function of regular distributions.

Analysis for MHR distributions

In this section we state the results for the performance of Algorithm 1 for MHR distributions and we provide a proof sketch for the single-bidder case. The full proof of the following theorem can be found in Appendix 2.7.

Theorem 2.3.6. Let $D^* = D_1^* \times \cdots \times D_n^*$ be a product distribution where every $D_i^*$ is MHR. Let also $D = \tilde{D}_1 \times \cdots \times \tilde{D}_n$ be any product distribution such that for all $i \in [n]$ it holds that $d_k(D_i^*, \tilde{D}_i) \leq \alpha_i$. If $\tilde{M}$ is the mechanism that Algorithm 1 outputs with input $D$ then it holds that

$$\text{Rev}(\tilde{M}, D^*) \geq \left(1 - \tilde{O}\left(\sum_{i=1}^{n} \alpha_i\right)\right) \cdot \text{OPT}(D^*).$$

In particular for $n = 1$, if $\alpha = \alpha_1$, then we have that $\text{Rev}(\tilde{M}, D^*) \geq (1 - O(\alpha)) \cdot \text{OPT}(D^*)$.

Proof sketch for $n = 1$. The first key step in our proof is the observation that, by construction, Algorithm 1 runs the Myerson optimal auction on an MHR distribution $\hat{F}$, such that $\hat{F}$ is stochastically dominated by any other MHR distribution that is within $B_{dk,\alpha}(\hat{F'})$. On the other hand we have $d_k(F^*(x), \hat{F}(x)) \leq \alpha$. Applying the triangle inequality, we have $d_k(F^*(x), \hat{F}(x)) \leq 2\alpha$. It is then sufficient for us to bound the ratio of the optimal revenue for any two MHR distributions $F_1$ and $F_2$, with $d_k(F_1, F_2) \leq 2\alpha$, and where $F_1$ is stochastically dominated by $F_2$.

The key part of our proof then considers such $F_1$, $F_2$, and due to the fact that the ratio of the revenues, $\text{OPT}_{F_1}/\text{OPT}_{F_2}$, is scale invariant, we assume without loss of generality that $\text{OPT}_{F_1} = 1$. We then prove that this leads to $h(P_{F_1}^*) \leq 1$. The result then follows from two further key lemmas. First, for any reserve price $x < P_{F_1}^*$, $|h_1(x) - h_2(x)| = \left|\log \left(\frac{1 - F_2(x)}{1 - F_1(x)}\right)\right|$. Further applying the fact that by assumption $|F_1(x) - F_2(x)| \leq \alpha$ we show that $|h_1(x) - h_2(x)| = O(\alpha)$ for any reserve price $x < P_{F_1}^*$. Second, using the fact that $F_1$ is stochastically dominated by $F_2$, we derive that $P_{F_2}^* \leq P_{F_1}^*$. The conclusion then follows.
from bounding the ratio of \( s_1(x) = h_1(x) - \log(x) \), and \( s_2(x) = h_2(x) - \log(x) \), based on the definition of \( P_{F_1}^* \) and \( P_{F_2}^* \).

Next we show that the information-theoretic Algorithm 1 is optimal up to constants for MHR distributions. We provide the proof of the following theorem in Appendix 2.8.

**Theorem 2.3.7.** Let \( M \) be any DSIC and IR mechanism that takes as input a product distribution \( \tilde{D} = \tilde{D}_1 \times \cdots \times \tilde{D}_n \). Then there exists a product distribution \( D^* = D_1^* \times \cdots \times D_n^* \) such that \( d_k(D^*_i, \tilde{D}_i) \leq \alpha_i \), \( D^*_i \) is MHR for every \( i \), and

\[
\text{Rev}(M, D^*) \leq (1 - \tilde{\Omega}(n \cdot \alpha)) \cdot \text{OPT}(D^*).
\]

**Analysis for regular distributions**

In this section we state the results for the performance of Algorithm 1 for regular distributions and we provide a proof sketch for the single-bidder case. The full proof of the following theorem can be found in Appendix 2.7.

**Theorem 2.3.8.** Let \( D^* = D_1^* \times \cdots \times D_n^* \) be a product distribution where every \( D_i^* \) is regular. Let also \( \tilde{D} = \tilde{D}_1 \times \cdots \tilde{D}_n \) be any product distribution such that for all \( i \in [n] \) it holds that \( d_k(D_i^*, \tilde{D}_i) \leq \alpha_i \). If \( \tilde{M} \) is the mechanism that Algorithm 1 outputs with input \( \tilde{D} \) then it holds that

\[
\text{Rev}(\tilde{M}, D^*) \geq \left( 1 - 5 \cdot \sqrt[5]{\alpha_i} \right) \cdot \text{OPT}(D^*).
\]

**Proof sketch for \( n = 1 \).** We first prove a general result that for two regular distributions \( F \) and \( \tilde{F} \), such that \( d_k(F, \tilde{F}) \leq \alpha \), where \( F(x) \) is stochastically dominated by \( \tilde{F}(x) \) for \( x \in \mathbb{R}_+ \). The optimal revenue of these two distributions is close, formally \( \frac{\text{OPT}(F)}{\text{OPT}(F)} \geq 1 - O(\sqrt{\alpha}) \). The first key step replies on using the link function \( h_r(x) = \frac{1}{1 - \tilde{F}(x)} \) for regular distributions. Since \( h_r(x) \) preserves the same monotonicity property as \( F(x) \), we first derive a lower bound on \( h_r(x, \tilde{F}) \) that is \( h_r(x, \tilde{F}) \geq h_r(x, F) - \alpha h_r(x, F) \), using the fact that \( d_k(F, \tilde{F}) \leq \alpha \). This bound gives us useful constraints to discuss in different cases in the following part of the proof. Denote the corresponding optimal reserve prices for \( F \) and \( \tilde{F} \) as \( P \) and \( \tilde{P} \). We discuss separately two cases for \( h(\tilde{P}) \), where, for case 1 we have \( h(\tilde{P}) \leq \frac{1}{\sqrt{\alpha}} \), and for case 2, we have \( h(\tilde{P}) > \frac{1}{\sqrt{\alpha}} \). Using the connection from the link function to the revenue (see Figure 2.1), case 1 directly leads to the conclusion that \( \frac{\text{OPT}(F)}{\text{OPT}(F)} \geq 1 - \sqrt{\alpha} \). Case 2 is more subtle and requires a more careful argument. Lastly, by construction, Algorithm 1 runs the Myerson optimal auction on a regular distribution \( \tilde{F} \), such that \( \tilde{F} \geq \tilde{F}'(x) \) for all \( x \in \mathbb{R}_+ \), for any other regular distribution \( F'(x) \) such that \( d_k(F'(x), \tilde{F}(x)) \leq \alpha \). Applying the triangle inequality and combining with the conclusions obtained from the two cases concludes the proof.

Finally, we show that the information-theoretic Algorithm 1 is optimal up to constants for regular distributions. We provide the proof of the following theorem in Appendix 2.8.
CHAPTER 2. ROBUST LEARNING OF OPTIMAL AUCTIONS

Theorem 2.3.9. Let $M$ be any DSIC and IR mechanism that takes as input a product distribution $\tilde{D} = \tilde{D}_1 \times \cdots \times \tilde{D}_n$. Then there exists a product distribution $D^* = D^*_1 \times \cdots \times D^*_n$ such that $d_k(D^*_i, \tilde{D}_i) \leq \alpha$, $D^*_i$ is regular for every $i$, and

$$\operatorname{Rev}(M, D^*) \leq (1 - \Omega(n)) \cdot \operatorname{OPT}(D^*).$$

2.4 Finite samples

We provide a practical algorithm that takes samples from the corrupted distribution $\tilde{D}$ as an input. We show that this algorithm achieves almost optimal sample complexity for the MHR distribution case and the single-bidder regular distribution case, whereas for the multi-bidder regular distributions there is a small gap between our upper and lower bounds.

An important notion to explain our algorithm for the finite-sample case is the following notion of the convex envelope.

Definition 2.4.1 (Convex Envelope). The convex envelope $\operatorname{Conv}(f)$ of a function $f$ is a function with the following property

$$\operatorname{Conv}(f)(x) = \sup \{g(x) \mid g \text{ is convex and } g \leq f \text{ over } \mathbb{R}_+\}.$$ 

In words, $\operatorname{Conv}(f)$ is the maximum convex function that is below $f$.

For our algorithm one important property of the convex envelope is expressed in the following lemma whose proof is presented in Appendix 2.6.

Lemma 2.4.2. Let $f$ be a non-decreasing piecewise constant function with $k$ pieces, then $\operatorname{Conv}(f)$ can be computed in time $\text{poly}(k)$ and is a piecewise linear function with $O(k)$ pieces.
Algorithm 2 Robust Empirical Myerson Auction

1: **Input:** $m$ i.i.d. samples from (possibly corrupted) value distribution $D = \prod_{i=1}^{n} D_i$, link function $h(\cdot)$.
2: Let $E = \prod_{i=1}^{n} E_i$ be the empirical distribution, i.e., the uniform distribution over the samples.
3: **for** $i = 1 \ldots n$ **do**
4: Construct $\hat{E}_i$ as following: let $q_{E_i}(v)$ be the quantile of $E_i$; the quantile of $\hat{E}_i$ is as follows:
   
   $$q_{\hat{E}_i}(v) = \begin{cases} 
   \max \left\{ 0, q_{E_i}(v) - \sqrt{\frac{2q_{E_i}(v)(1-q_{E_i}(v)) \ln(2m\delta^{-1})}{m}} - \frac{4\ln(2m\delta^{-1})}{m} - \alpha_i \right\} & \text{if } v > 0 \\
   1 & \text{if } v = 0 
   \end{cases}$$
5: Construct $\tilde{E}_i$ such that $h\left(\tilde{E}_i(\cdot)\right)$ is the convex envelope of $h\left(\hat{E}_i(\cdot)\right)$, i.e.

   $$\tilde{E}_i(\cdot) = h^{-1}\left(\text{Conv}\left(h(\hat{E}_i(\cdot))\right)\right)$$
6: **end for**
7: Set $\bar{E} = \prod_{i=1}^{n} \tilde{E}_i$
8: Output Myerson’s optimal auction $M_{\bar{E}}$ w.r.t. $\bar{E}$.

The above algorithm resembles the main algorithm of [100] with the addition of step 5. We first show that step 5 is necessary if we wish to obtain any non-trivial result in the robust auction learning setting that we explore in this paper.

**Counterexample 1.** Imagine we have just one agent, i.e., $n = 1$, with true distribution $D^*$ equal to an exponential distribution with parameter $\lambda = 1$. Also, to strengthen our counterexample imagine that we have available an infinite number of samples, i.e., $m \rightarrow \infty$. Now consider $\bar{D}$ to be the corrupted distribution where probability mass $\alpha$ is removed from the mass closer to 0 and it is placed as a point mass at the point $c/\alpha$ for some number $c$. In this case, running Algorithm 2 without step 5 will result in implementing an auction with reserve price that is very close to $c/\alpha$. The probability though that the true agent with distribution $D^*$ will buy this item goes to zero with a rate $\exp(-c/\alpha)$ as $c \rightarrow \infty$. Hence, the total revenue will be at most $(c/\alpha) \cdot \exp(-c/\alpha)$ and therefore we can make the total revenue to go to zero as we increase $c \rightarrow \infty$. Observe that this counterexample works even though we assumed that the initial distribution $D^*$ is MHR.

We next provide the analysis of the performance of Algorithm 2 for MHR and regular distributions. The proof of the following result can be found in Appendix 2.9.
**Theorem 2.4.3** (Finite samples, Regular distribution). Let $D^* = D^*_1 \times \cdots \times D^*_n$ be a product distribution where every $D^*_i$ is regular. Let also $\hat{D} = \hat{D}_1 \times \cdots \hat{D}_n$ be any product distribution such that for all $i \in [n]$ it holds that $d_k(D^*_i, \hat{D}_i) \leq \alpha_i$. If $\hat{M}$ is the mechanism that Algorithm 2 outputs with input $m$ samples from $\hat{D}$ and assume that $m = \tilde{\Omega} \left( \max_{i \in [n]} \left\{ \log \left( \frac{1}{\delta} / \alpha_i^2 \right) \right\} \right)$ then it holds that

$$\Pr \left( \Rev(\hat{M}, D^*) \geq 1 - O \left( \sqrt{\sum_{i=1}^{n} \alpha_i} \right) \cdot \OPT(D^*) \right) \geq 1 - \delta.$$ 

Additionally, in the single-bidder case with $n = 1$ and $\alpha = \alpha_1$ the sample requirement becomes $m = \tilde{\Omega} \left( \log \left( \frac{1}{\delta} / \alpha_1^2 \right) \right)$.

The corresponding theorem for MHR distributions is the following, whose proof can be found in Appendix 2.9.

**Theorem 2.4.4** (Finite samples, MHR distribution). Let $D^* = D^*_1 \times \cdots \times D^*_n$ be a product distribution where every $D^*_i$ is MHR. Let also $\hat{D} = \hat{D}_1 \times \cdots \hat{D}_n$ be any product distribution such that for all $i \in [n]$ it holds that $d_k(D^*_i, \hat{D}_i) \leq \alpha_i$. If $\hat{M}$ is the mechanism that Algorithm 2 outputs with input $m$ samples from $\hat{D}$ and assume that $m = \tilde{\Omega} \left( \max_{i \in [n]} \left\{ \log \left( \frac{1}{\delta} / \alpha_i^2 \right) \right\} \right)$ then it holds that

$$\Pr \left( \Rev(\hat{M}, D^*) \geq 1 - O \left( \sum_{i=1}^{n} \alpha_i \right) \cdot \OPT(D^*) \right) \geq 1 - \delta.$$ 

We make a few remarks about the sample complexity upper bounds in the sequel.

First, in both Theorem 2.4.3 and Theorem 2.4.4, the sample complexity upper bounds depend in a simple way on the sum of all the fractions of corruptions for each bidder; i.e., $\sum_{i=1}^{n} \alpha_i$, indicating the important effect of the total amount of corruption. Second, for regular distributions, in Theorem 2.4.3 we obtain a tight sample complexity bound for the single-bidder case, with $m = \tilde{\Omega} \left( \log \left( \frac{1}{\delta} / \alpha_1^2 \right) \right)$. For multi-bidder settings, our upper bound contains a small gap, with $m = \tilde{\Omega} \left( \max_{i \in [n]} \left\{ \log \left( \frac{1}{\delta} / \alpha_i^2 \right) \right\} \right)$. Whether such a gap can be matched is an interesting open question for future work. Lastly, comparing Theorem 2.4.3 and Theorem 2.4.4, it appears that for the multi-bidder settings the sample complexity bounds are of the same order, but we emphasize the key difference that for regular distributions this sample size is needed to provide a much weaker guarantee on the revenue objective, which is a $\left( 1 - O \left( \sqrt{\sum_{i=1}^{n} \alpha_i} \right) \right)$ fraction of the optimal revenue, while the guarantee for MHR distributions is a $\left( 1 - O \left( \sum_{i=1}^{n} \alpha_i \right) \right)$ fraction of the optimal revenue.

We next provide an information-theoretic lower bound that establishes the tightness of our upper bounds for the single-bidder single-item case with regular and MHR distributions.

**Theorem 2.4.5** (Sample complexity lower bounds). Let $M$ be any DSIC and IR mechanism for a single-item single-buyer setting that takes as input $m$ samples from a distribution $\hat{D}$. If

$$\Rev(M, D^*) \geq (1 - O(\sqrt{\alpha})) \cdot \OPT(D^*),$$
for all distributions $D^*$ such that $d_k(D^*, \tilde{D}) \leq \alpha$, where $D^*$ is regular, then $m \geq \tilde{\Omega} \left( \frac{\log(\frac{2}{\delta})}{\alpha^{3/2}} \right)$.

Additionally, if

$$\text{Rev}(M, D^*) \geq (1 - O(\alpha)) \cdot \text{OPT}(D^*),$$

for all distributions $D^*$ such that $d_k(D^*, \tilde{D}) \leq \alpha$, where $D^*$ is MHR, we have $m \geq \tilde{\Omega} \left( \frac{\log(\frac{2}{\delta})}{\alpha^{3/2}} \right)$.

Theorem 2.4.5 provides a general sample complexity lower bound on learning a near-optimal auction with at least a $(1 - O(\sqrt{n} \cdot \alpha))$ fraction of the optimal revenue under the true valuation distribution. In comparison to our upper bounds (see Theorem 2.4.3 and Theorem 2.4.4), there is a small gap and we leave the nature of this gap as an open question for future work.

### 2.5 Conclusion and future directions

We have studied the learning of revenue-optimal auctions for multiple bidders, in a setting in which the samples can be corrupted adversarially. We first consider the information-theoretic limit in a population model, assuming exact knowledge of the adversarially perturbed valuation distribution. We develop a theoretical algorithm which obtains a tight upper bound on the revenue for the MHR and regular distributions, obtaining the information-theoretic limit of the robustness guarantee. We then relax the population model and derive sample complexity bounds for learning optimal auctions from samples. We propose a practical algorithm which takes the corrupted samples as input, and provide the sample complexity upper bounds for the MHR distribution case and the single-bidder regular distribution case. We also provide accompanying sample complexity lower bounds, and demonstrate a small gap relative to the corresponding upper bounds.

### 2.6 Appendix: Proofs of technical lemmas

**Lemma 2.3.4.** A distribution with CDF $F$ is MHR if and only if $h_M(x; F)$ is a convex function of $x$. Similarly, $F$ is regular if and only if $h_r(x; F)$ is a convex function of $x$. Moreover, for two MHR (resp. regular) distributions $F_1$ and $F_2$, such that $F_1 \succeq F_2$, we have that $h_M(x; F_1) \leq h_M(x; F_2)$ (resp. $h_r(x; F_1) \leq h_r(x; F_2)$) for all $x$.

**Proof.** We first show that given the CDF of any MHR distribution $F(x) : \mathbb{R}_+ \to [0, 1]$, $h_M(x) \overset{\text{def}}{=} -\log(1 - F(x))$ is a convex, non-decreasing function with $h(0) = 0$. (Without loss of generality, we consider $x \in [0, \infty]$, i.e. $\arg \min_x h(x) = 0$.) We first present the analysis for the case when the distribution is continuous and smooth, and then generalize the same statement to discrete distributions.

**MHR continuous distributions:**

Denote the corresponding PDF of $F(x)$ as $f(x)$, and $g(x) \overset{\text{def}}{=} \frac{f(v)}{1 - F(v)}$. By definition, $F(0) = 0$
implies $h_M(0) = 0$. Then, given that $F(x)$ is MHR, we have that $g(x)$ is monotone non-decreasing. By construction,

$$(h_M(x))'' = \frac{f(v)}{1 - F(v)}' = g'(x) \geq 0.$$ 

Therefore, $h_M(x)$ is convex. Moreover, since $F(x)$ is a CDF thus non-decreasing, $h_M(x) = -\log(1 - F(x))$ is also non-decreasing. We show that given any $h_M(x) : \mathbb{R}_+ \rightarrow \mathbb{R}_+$, such that $h_M(x)$ is convex, non-decreasing, $h_M(0) = 0$, and $\max_x h_M(x) = \infty$. Then, $F(x) \overset{\text{def}}{=} 1 - \exp(-h_M(x))$ is CDF of an MHR distribution.

By construction, $h_M(0) = 0$ implies $F(0) = 0$, and $\max_x h_M(x)$ implies $\max_x F(x) = 1$. Also given that $h_M(x)$ is convex, $g'(x) = \left(\frac{f(v)}{1 - F(v)}\right)' = (h_M(x))'' \geq 0$, which by definition implies $F(x)$ is MHR.

MHR discrete distributions:

The lemma statement generalizes to the case when the valuation is discrete. We assume that the valuation can take a discrete set of values $\{x_i\}, i = 1, \cdots, n$. Without loss of generality, we will restrict these values to the set $\mathbb{N}_0$ with probability mass function $P(x = i) = p_i; i = 0 \cdots n$. We define the discrete hazard rate as:

$$g(x_i) = \frac{P(x = i)}{P(x \geq i)}.$$

Then, the valuation distribution is MHR iff the discrete hazard rate is non-decreasing:

$$g(x_{i+1}) \geq g(x_i), \quad (2.2)$$

for all $i = 0 \cdots n$.

In this case, our link function will also be discrete. Further, denote $s_i = P(x \geq i)$, then

$$h(x_i) = -\log(P(x \geq x_i)) = -\log(s_i).$$

Then $h(x)$ is convex if and only if for any $i \geq 0$,

$$h(x_{i+2}) - h(x_{i+1}) \geq h(x_{i+1}) - h(x_i). \quad (2.3)$$

We show that Eq (2.2) and Eq (2.3) are equivalent. Notice that

$$h(x_{i+2}) - h(x_{i+1}) \geq h(x_{i+1}) - h(x_i) \iff \frac{s_{i+1}}{s_{i+1} - p_{i+1}} \geq \frac{s_i}{s_i - p_i}$$

$$\iff p_{i+1}s_i \geq p_is_{i+1}$$

$$\iff \frac{p_{i+1}}{s_{i+1}} \geq \frac{p_i}{s_i}$$

$$\iff g(x_{i+1}) \geq g(x_i),$$
which completes the proof.

Regular continuous distributions:

We further prove a similar statement for regular continuous distributions. First, given a CDF of a regular distribution \( F(x) \),

\[
\left( \frac{1}{1 - F(x)} \right)'' = \frac{(1 - F(x)) f(x)' + 2 f(x)^2}{(1 - F(x))^3}.
\]

By definition, the virtual value function is \( \phi(x) \equiv v - \frac{1-F(x)}{f(x)} \), and

\[
\phi'(x) = \frac{(1 - F(x)) f(x)' + 2 f(x)^2}{f(x)^2}.
\]

Therefore, \( \left( \frac{1}{1 - F(x)} \right)'' \) and \( \phi'(x) \) share the same sign. Moreover, the distribution with CDF as \( F(x) \) is regular if and only if the virtual value \( \phi(x) \) is monotonically non-decreasing, which is \( \phi'(x) \geq 0 \). Hence the regularity of \( F(x) \) implies that \( h_r(x) \equiv \frac{1}{1 - F(x)} \) is convex. Since \( F(x) \) is a CDF thus non-decreasing, \( h_r(x) = \frac{1}{1 - F(x)} \) is also non-decreasing.

Regular discrete distributions:

Similar to the MHR distributions, the lemma statement generalizes to the case when the valuation is discrete for regular distributions. Assume that the valuation can take a discrete set of values \( \{x_i\}, i = 1, \cdots, n \). Without loss of generality, we will restrict these values to the set \( \mathbb{N}_0 \) with probability mass function \( P(x = i) = p_i; i = 0 \cdots n \). Further, consistent with the proof for MHR distributions, we denote \( s_i \equiv P(x \geq i) \).

The discrete virtual value function is defined as:

\[
\phi(x_i) = x_i - \frac{s_i}{p_i},
\]

and the valuation distribution is regular iff \( \phi(x) \) is non-decreasing:

\[
\phi(x_{i+1}) \geq \phi(x_i), \quad (2.4)
\]

for all \( i = 0 \cdots n \).

In this case, our link function will again be discrete:

\[
h(x_i) = \frac{1}{P(x \geq x_i)} = \frac{1}{s_i},
\]

and \( h(x) \) is convex if and only if for any \( i \geq 0 \),

\[
h(x_{i+2}) - h(x_{i+1}) \geq h(x_{i+1}) - h(x_i). \quad (2.5)
\]
We show that Eq (2.4) and Eq (2.5) are equivalent.

\[
\begin{align*}
\frac{1}{s_{i+2}} + \frac{1}{s_i} & \geq \frac{2}{s_{i+1}} \\
\frac{1}{s_{i+1} - p_{i+1}} + \frac{1}{s_i} & \geq \frac{2}{s_{i+1}} \\
s_{i+1}^2 + p_{i+1}p_{i+1} & \geq s_is_{i+1} - s_ip_{i+1} \\
p_{i}p_{i+1} + p_{i+1}s_i + s_{i+1}(s_{i+1} - s_i) & \geq 0 \\
p_{i}p_{i+1} + p_{i+1}s_i - s_{i+1}p_i & \geq 0
\end{align*}
\]  

(2.6)

Moreover, from the regularity condition Eq (2.4), we have

\[
\phi(x_{i+1}) \geq \phi(x_i)
\]

\[
\begin{align*}
i + 1 - \frac{s_{i+1}}{p_{i+1}} & \geq i - \frac{s_i}{p_i} \\
1 - \frac{s_{i+1}}{p_{i+1}} + \frac{s_i}{p_i} & \geq 0 \\
p_{i}p_{i+1} + p_{i+1}s_i - s_{i+1}p_i & \geq 0
\end{align*}
\]  

(2.7)

Combining (2.6) and (2.7) together completes the proof.

Stochastic dominance:
Lastly, we show that for two MHR (resp. regular) distributions \( F_1 \) and \( F_2 \), such that \( F_1 \succeq F_2 \), then we have that \( h_M(x; F_1) \leq h_M(x; F_2) \) (resp. \( h_r(x; F_1) \leq h_r(x; F_2) \)) for all \( x \). This follows directly from the monotonicity of the link functions and the definition of stochastic dominance (see Definition 2.3.2).

Recall that the link function \( h_M(x; F) \) for MHR distributions is defined as \( h_M(x; F) = -\ln(1-F(x)) \), and the link function \( h_r(x; F) \) for regular distributions is defined as \( h_r(x; F) = 1/(1-F(x)) \). Therefore, for two MHR (resp. regular) distributions \( F_1 \) and \( F_2 \), \( F_1(x) < F_2(x) \) implies \( h_M(x; F_1) < h_M(x; F_2) \) (resp. \( h_r(x; F_1) < h_r(x; F_2) \)), which completes the proof.

Note 2.4.2. Let \( f \) be a non-decreasing piecewise constant function with \( k \) pieces, then \( \text{Conv}(f) \) can be computed in time \( \text{poly}(k) \) and is a piecewise linear function with \( O(k) \) pieces.

Proof. Given that \( f(x) \) is a non-decreasing piecewise constant function with \( k \) pieces, we show that the following iterative procedure outputs its lower convex envelope \( \text{Conv}(f) \), which can be computed in time \( \text{poly}(k) \) and is a piecewise linear function with \( O(k) \) pieces. Figure 2.3 provides an illustration of the construction according to this procedure.
**Procedure 1** Computing lower convex envelope for non-decreasing piecewise constant functions

1: **Input:** a piecewise constant function $f(x) : \mathbb{R} \to \mathbb{R}$ with $k$ pieces. Denote the left starting point of each piece and the end point as $x_0, \ldots, x_k$.

2: **Initialize:** $i \leftarrow 0, i' \leftarrow 0$.

3: while $i \leq k - 1$ do

4: $\bar{x}_i' \leftarrow x_i, g(\bar{x}_i') \leftarrow f(x_i)$.

5: $i' \leftarrow i' + 1$.

6: Compute $i \leftarrow \arg \min_{i < j \leq k} \frac{f(x_j) - f(x_i)}{x_j - x_i}$.

7: end while

8: $\bar{x}_i' \leftarrow x_i, g(\bar{x}_i') \leftarrow f(x_i); k' \leftarrow i'$.

9: **Return:** a piecewise linear function $g(x) : \mathbb{R} \to \mathbb{R}$ with $k' < k$ pieces. The left starting points of each piece and the end points are $\bar{x}_0, \ldots, \bar{x}_k'$, with the corresponding function values as specified in the procedure.

---

First, the above procedure requires at most $k^2$ rounds. We show that its output, $g(x)$, is the lower convex envelope for $f(x)$. It is clear from construction that $g(x)$ is piecewise linear, with vertices at $\bar{x}_0, \ldots, \bar{x}_k'$. Moreover, $g(x) \leq f(x)$ for all $x$ by construction.

Next we show that $g(x)$ is convex. Consider at a round $t$ with $i = i_t, 1 < 1 < k$. Then, step (6) computes $i_{t+1} = \arg \min_{i < j \leq k} \frac{f(x_j) - f(x_i)}{x_j - x_i}$. Further denote $\min_{i < j \leq k} \frac{f(x_j) - f(x_i)}{x_j - x_i}$ as $s(i_t)$. We show that $s(i_{t+1}) \geq s(i_t)$.  

---

Figure 2.3: Lower convex envelope of a non-decreasing piecewise constant function $f(x)$.
Suppose that $s(i_{t+1}) < s_i$. Then there exists $j^{*} > i_{t+1} > i_t$, such that
\[
\frac{f(x_{j^{*}}) - f(x_{i_{t+1}})}{x_{j^{*}} - x_{i_{t+1}}} < \frac{f(x_{i_{t+1}}) - f(x_i)}{x_{i_{t+1}} - x_i},
\]
which further implies that
\[
\frac{f(x_{j^{*}}) - f(x_i)}{x_{j^{*}} - x_i} < \frac{f(x_{i_{t+1}}) - f(x_i)}{x_{i_{t+1}} - x_i}.
\]
Since $j^{*} > i_{t+1} > i_t$, this contradicts the fact that $i_{t+1} = \arg \min_{i_{t+1} < j \leq k} \frac{f(x_{j}) - f(x_{i_{t}})}{x_{j} - x_{i_{t}}}$, which further implies that $s(i_{t+1}) \geq s_i$, which means that the slope of each piece for $g(x)$ is non-decreasing. Thus $g(x)$ is convex. Lastly, since $g(x)$ has all vertices with the same function values as $f(x)$, i.e., $g(x) = f(x)$ at all its vertices, and given that $g(x) \leq f(x)$ for all $x$, the values at these vertices are maximized and cannot be further improved. This completes the proof. ■

We further provide two lemmas which present useful properties of the link functions in connection to the revenue.

**Lemma 2.6.1.** Given an MHR distribution with the CDF as $F(x) : \mathbb{R}_+ \rightarrow [0,1]$. Define $h(x) \overset{\text{def}}{=} -\log(1 - F(x))$. Then, at any reserve price $x$, the expected revenue $R(x) = \exp(-h(x) + \log(x))$. Moreover, the optimal reserve price $P_F^{*}$ is the minimizer of $(h(x) - \log(x))$.

**Proof.** First by construction, $h(x) - \log(x) = -\log(R(x))$. By definition, the optimal reserve price maximizes the revenue $R(x) = x(1 - F(x))$, thus
\[
\max x(1 - F(x))
\]
\[
\iff \min -\log(x(1 - F(x)))
\]
\[
\iff \min -\log(x) - \log(1 - F(x))
\]
\[
\iff \min h(x) - \log(x),
\]
which completes the proof. ■

**Lemma 2.6.2.** Consider a valuation distribution $\mathcal{D}$ with CDF as $F(x)$. Denote the optimal reserve price as $P_F^{*}$ and the optimal expected revenue at $P_F^{*}$ as $\text{OPT}_F$. Then $P_F^{*}$ should be $P_F^{*} \leq e$, assuming that $\text{OPT}_F \leq 1$ and $F(x)$ is MHR.

**Proof.** By Lemma 2.6.1, $\text{OPT}_F \leq 1$ implies that,
\[
h(P_F^{*}) = \log(P_F^{*}) + b,
\]
for some $b \geq 0$. Also by Lemma 2.3.4, $h$ is convex. Combined with the fact that $\text{OPT}_F$ is the optimal reserve price and the concavity of $\log(x)$, $\text{OPT}_F$ is the only point where $h(P_F^{*}) = \log(P_F^{*}) + b$ holds.
Now consider a linear function \( y = ax, a > 0 \), which is a tangent line of the function \( \log(x) + b \). Denote the tangent point as \( x^* \). Solving the equation that \( a = (\log(x))' = \frac{1}{x} \), and \( ax = \log(x) + b \) give that:

\[
x^* = e^{1-b} \leq e.
\]

Suppose that \( P^*_F > x^* \). Consider the linear function \( g(x) = \frac{h(P^*_F)}{P^*_F} x \). Since \( x^* \) is the tangent point, there exists a point \( \bar{x} < P^*_F \), such that \( g(\bar{x}) = \log(\bar{x}) + b \). Further, since \( h \) is convex, for any point \( 0 < x < P^*_F \), we have \( h(x) < g(x) \). By the continuity of \( \log(x) \) and \( h(x) \), there exists \( \bar{x}' < P^*_F \), such that \( h(\bar{x}') = \log(\bar{x}') + b \). This implies that \( \bar{x}' \) achieves a larger revenue than \( P^*_F \), and contradicts the fact that \( P^*_F \) is the optimal reserve price. Hence, \( P^*_F < x^* \leq e \), which completes the proof. □

2.7 Appendix: Proof of upper bounds for the population model

We first prove the following technical lemma that connects the coordinate Kolmogorov distance with the difference in expectation of increasing functions.

**Definition 2.7.1 (Increasing Functions and Sets).** Let \( u : \mathbb{R}^n \rightarrow \mathbb{R} \), we say that \( u \) is increasing if for every \( v = (v_1, \ldots, v_n), v' = (v'_1, \ldots, v'_n) \) such that \( v'_i \geq v_i \), it holds that \( u(v') \geq u(v) \). We say that the subset \( A \subseteq \mathbb{R}^n \) is increasing if and only if its characteristic function \( 1_A(x) \) is an increasing function of \( x \).

**Lemma 2.7.2.** Let \( D = \mathcal{D}_1 \times \cdots \times \mathcal{D}_n, D' = \mathcal{D}'_1 \times \cdots \times \mathcal{D}'_n \) be product n-dimensional distributions with \( d_k(\mathcal{D}_i, \mathcal{D}'_i) \leq \alpha_i \). Then for every increasing function \( u : \mathbb{R}^n \rightarrow [0, \bar{u}] \) it holds that

\[
\left| \mathbb{E}_{v \sim D}[u(v)] - \mathbb{E}_{v' \sim D'}[u(v')] \right| \leq \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right).
\]

**Proof.** Our first step is to prove that the lemma holds for any function \( u \) that is a characteristic function of an increasing set \( A \) and then we extend to all increasing functions.

Let \( u = 1_A \) we have that \( \mathbb{E}_{v \sim D}[u(v)] = \Pr_{v \sim D}(v \in A) \). We define the sequence of distributions \( D_j = \mathcal{D}_1' \times \cdots \times \mathcal{D}_j' \times \mathcal{D}_{j+1} \times \cdots \times \mathcal{D}_n \) for \( j = 0, \ldots, n \), where obviously \( D_0 = D \) and \( D_n = D' \). Now via triangle inequality we have that

\[
\left| \Pr_{v \sim D}(v \in A) - \Pr_{v \sim D'}(v \in A) \right| \leq \sum_{j=1}^{n} \left| \Pr_{v \sim D_j}(v \in A) - \Pr_{v \sim D_{j-1}}(v \in A) \right|.
\]
Let $b_j(v_{-j})$ be the threshold of the step function $1_A(v_j, v_{-j})$ when we fix $v_{-j}$ and we view it as a function of $v_j$. Now we have that

$$
\Pr_{v \sim D}(v \in A) = \int_{\mathbb{R}^n} 1_A(x_j, x_{-j}) \ d\mathcal{D}'_1(x_1) \cdots d\mathcal{D}'_j(x_j) \cdot d\mathcal{D}_{j+1}(x_{j+1}) \cdots d\mathcal{D}_n(x_n)
$$

$$
= \int_{\mathbb{R}^{n-1}} (1 - \mathcal{D}'_j(b_j(x_{-j}))) \ d\mathcal{D}'_1(x_1) \cdots d\mathcal{D}'_{j-1}(x_{j-1}) \cdot d\mathcal{D}_{j+1}(x_{j+1}) \cdots d\mathcal{D}_n(x_n)
$$

similarly we have

$$
\Pr_{v \sim D_{j-1}}(v \in A) = \int_{\mathbb{R}^{n-1}} (1 - \mathcal{D}_j(b_j(x_{-j}))) \ d\mathcal{D}'_1(x_1) \cdots d\mathcal{D}'_{j-1}(x_{j-1}) \cdot d\mathcal{D}_{j+1}(x_{j+1}) \cdots d\mathcal{D}_n(x_n).
$$

Combining these we get that

$$
\left| \Pr_{v \sim D}(v \in A) - \Pr_{v \sim D_{j-1}}(v \in A) \right| \leq \int_{\mathbb{R}^{n-1}} |\mathcal{D}'_j(b_j(x_{-j})) - \mathcal{D}_j(b_j(x_{-j}))| \ d\mathcal{D}'_1(x_1) \cdots d\mathcal{D}'_{j-1}(x_{j-1}) \cdot d\mathcal{D}_{j+1}(x_{j+1}) \cdots d\mathcal{D}_n(x_n).
$$

from the latter we can use the fact that $d_k(\mathcal{D}_j, \mathcal{D}'_j) \leq \alpha_j$ and we get that

$$
\left| \Pr_{v \sim D}(v \in A) - \Pr_{v \sim D_{j-1}}(v \in A) \right| \leq \alpha_j.
$$

Applying the above to (2.8) we get that

$$
\left| \Pr_{v \sim D}(v \in A) - \Pr_{v \sim D'}(v \in A) \right| \leq \sum_{j=1}^n \alpha_j. \tag{2.9}
$$

The last steps is to extend the above to arbitrary increasing functions. We are going to approximate the increasing function $u$ via a sequence of functions $u_k$ which uniformly converges to $u$. Then we will show the statement of the lemma for every function $u_k$ which by uniform convergence implies the lemma for $u$ as well. We set $A_{i,k} \triangleq \{x \in \mathbb{R}^n \mid u(x) \geq \frac{i}{k} \tilde{u}\}$ and we define

$$
u_k(x) = \frac{\tilde{u}}{k} \sum_{i=1}^k 1_{A_{i,k}}(x).
$$

Observe from the above definition that $u_k \rightarrow u$ uniformly and since $u$ is increasing we also have that all the sets $A_i$ are increasing. Also observe that

$$
\mathbb{E}_{v \sim D}[u_k(v)] = \frac{\tilde{u}}{k} \sum_{i=1}^k \Pr_{v \sim D}(v \in A_{i,k})
$$
therefore we get that
\[
\left| \mathbb{E}_{v \sim D} [u_k(v)] - \mathbb{E}_{v \sim D'} [u_k(v)] \right| \leq \bar{u} \sum_{i=1}^{k} \left| \Pr_{v \sim D} (v \in A_{i,k}) - \Pr_{v \sim D'} (v \in A_{i,k}) \right|.
\]

Now we can apply (2.9) and we get
\[
\left| \mathbb{E}_{v \sim D} [u_k(v)] - \mathbb{E}_{v \sim D'} [u_k(v)] \right| \leq \bar{u} \cdot \left( \sum_{j=1}^{n} \alpha_j \right).
\]
Finally, since this is true for every $u_k$ and $u$ converges uniformly to $\bar{u}$ the above should be true for $u$ as well and hence the lemma follows.

We are going to use Lemma 2.7.2 both for the regular distributions case and for the MHR distributions case.

**Monotone Hazard Rate Distributions—Proof of Theorem 2.3.6**

In this section we show the part of the Theorem 2.3.6 related to $n > 1$. For the stronger result for the case $n = 1$ we refer to Section 2.7.

Let $\hat{D}$ be the corrupted product distribution that we observe, $\hat{D}$ be the output distribution of Algorithm 1, $D^*$ be the original distribution that we are interested in. We know from the description of Algorithm 1 for $\hat{D} = \hat{D}_1 \times \cdots \times \hat{D}_n$ that $\hat{D}_i$ is MHR, that $d_k(\hat{D}_i, D^*_i) \leq \alpha_i$ and that $\hat{D}_i \preceq D^*_i$. We also know that $D^*_i$ is MHR. Finally, we know that the output $M$ of Algorithm 1 is the Myerson optimal mechanism for the distribution $\hat{D}$ and hence $\text{Rev}(M, \hat{D}) = \text{OPT}(\hat{D})$. So applying the strong revenue monotonicity lemma 2.3.3 we have that
\[
\text{OPT}(\hat{D}) = \text{Rev}(M, \hat{D}) \leq \text{Rev}(M, D^*).
\]
Therefore to show Theorem 2.3.6, it suffices to show that
\[
\text{OPT}(\hat{D}) \geq \left( 1 - \bar{O} \left( \sum_{i=1}^{n} \alpha_i \right) \right) \cdot \text{OPT}(D^*).
\]

We are going to use the following result from [43] but with the formulation obtained in Lemma 17 of [100], combined with the weak revenue monotonicity (Lemma 3 of [100]).

**Theorem 2.7.3** ([43]). For any product MHR distribution $D$, and any $\frac{1}{4} \geq \varepsilon \geq 0$ and $u \geq c \cdot \log \left( \frac{1}{\varepsilon} \right)$ OPT(D). Let $t_u(D_1), \ldots, t_u(D_n)$ be the distributions obtained by truncating $D_1, \ldots, D_n$ at the value $\bar{u}$ and let $t_u(D)$ be their product distribution, where $c$ is an absolute constant. Then, we have that
\[
\text{OPT}(D) \geq \text{OPT}(t_u(D)) \geq (1 - \varepsilon) \cdot \text{OPT}(D).
\]
CHAPTER 2. ROBUST LEARNING OF OPTIMAL AUCTIONS

Now let $\bar{u} = c \cdot \log \left( \frac{1}{\epsilon} \right) \text{OPT}(D^*)$, then we also have that $\bar{u} \geq c \cdot \log \left( \frac{1}{\epsilon} \right) \text{OPT}(\hat{D})$ due to weak revenue monotonicity (Lemma 3 of [100]). Hence, applying Theorem 2.7.3 we have that

$$\text{OPT}(\hat{D}) \geq \text{OPT}(t_{\bar{u}}(\hat{D})) \quad \text{and} \quad \text{OPT}(t_{\bar{u}}(D^*)) \geq (1 - \epsilon) \cdot \text{OPT}(D^*). \quad (2.12)$$

Since we know that $d_k(\hat{D}_i, D_i^*) \leq \alpha_i$ we also have that $d_k(t_{\bar{u}}(\hat{D}_i), t_{\bar{u}}(D_i^*)) \leq \alpha_i$. Let now $M_{\bar{u}}^*$ be the optimal mechanism for the distribution $t_{\bar{u}}(D^*)$. It is easy to see that the ex-post revenue obtained from the mechanism $M_{\bar{u}}^*$ is an increasing function of the observed bids. Hence, we can apply Lemma 2.7.2 to the $[0, \bar{u}]$ bounded distributions $t_{\bar{u}}(\hat{D})$ and $t_{\bar{u}}(D^*)$ and we get that

$$\text{OPT}(t_{\bar{u}}(\hat{D})) \geq \text{Rev}(M_{\bar{u}}^*, t_{\bar{u}}(\hat{D})) \geq \text{Rev}(M_{\bar{u}}^*, t_{\bar{u}}(D^*)) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right)$$

$$= \text{OPT}(t_{\bar{u}}(D^*)) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right). \quad (2.13)$$

If we combine (2.12) and (2.13) then we have that

$$\text{OPT}(\hat{D}) \geq (1 - \epsilon) \cdot \text{OPT}(D^*) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right). \quad (2.14)$$

Now we can substitute the value of $\bar{u}$ to the above inequality and we get that

$$\text{OPT}(\hat{D}) \geq \left( 1 - c \cdot \log \left( \frac{1}{\epsilon} \right) \cdot \left( \sum_{i=1}^{n} \alpha_i \right) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right) - \epsilon \right) \cdot \text{OPT}(D).$$

Finally, setting $\epsilon = \sum_{i=1}^{n} \alpha_i$ we get

$$\text{OPT}(\hat{D}) \geq \left( 1 - (c + 1) \cdot \left( \sum_{i=1}^{n} \alpha_i \right) \cdot \log \left( \frac{1}{\sum_{i=1}^{n} \alpha_i} \right) \right) \cdot \text{OPT}(D).$$

Hence, (2.11) follows and as we explained this proves Theorem 2.3.6.

Regular Distributions—Proof of Theorem 2.3.8

Let $\hat{D}$ be the corrupted product distribution that we observe, $\tilde{D}$ be the output distribution of Algorithm 1, $D^*$ be the original distribution that we are interested in. We know from the description of Algorithm 1 for $\tilde{D} = \hat{D}_1 \times \cdots \times \hat{D}_n$ that $\hat{D}_i$ is a regular distribution, that $d_k(\hat{D}_i, D_i^*) \leq \alpha_i$ and that $\hat{D}_i \leq D_i^*$. We also know that $D_i^*$ is regular. Finally, we know that the output $M$ of Algorithm 1 is the Myerson optimal mechanism for the distribution $\hat{D}$ and
hence $\text{Rev}(M, \hat{D}) = \text{OPT}(\hat{D})$. So applying the strong revenue monotonicity lemma 2.3.3 we have that

$$\text{OPT}(\hat{D}) = \text{Rev}(M, \hat{D}) \leq \text{Rev}(M, D^*) \quad (2.15)$$

Therefore to show Theorem 2.3.8, it suffices to show that

$$\text{OPT}(\hat{D}) \geq \left(1 - \tilde{O} \left( \sum_{i=1}^{n} \alpha_i \right) \right) \cdot \text{OPT}(D^*) \quad (2.16)$$

We are going to use the following theorem from [65], combined with the weak revenue monotonicity (Lemma 3 of [100]).

**Theorem 2.7.4** (Lemma 2 of [65]). Let $D$ be a product of $n$ regular distributions and $\text{OPT}(D)$ be the optimal revenue of $D$. Suppose $\frac{1}{4} \geq \varepsilon \geq 0$ and $u \geq \frac{1}{\varepsilon} \text{OPT}(D)$. Let $t_u(D_1), \ldots, t_u(D_n)$ be the distributions obtained by truncating $D_1, \ldots, D_n$ at the value $u$ and let $t_u(D)$ be their product distribution. Then, we have that

$$\text{OPT}(D) \geq \text{OPT}(t_u(D)) \geq (1 - 4\varepsilon) \cdot \text{OPT}(D) \quad (2.17)$$

Now let $\bar{u} = \frac{1}{\varepsilon} \text{OPT}(D^*)$, then we also have that $\bar{u} \geq \frac{1}{\varepsilon} \text{OPT}(\hat{D})$ due to weak revenue monotonicity (Lemma 3 of [100]). Hence, applying Theorem 2.7.4 we have that

$$\text{OPT}(\hat{D}) \geq \text{OPT}(t_{\bar{u}}(\hat{D})) \quad \text{and} \quad \text{OPT}(t_{\bar{u}}(D^*)) \geq (1 - \varepsilon) \cdot \text{OPT}(D^*) \quad (2.17)$$

Since we know that $d_k(\hat{D}_i, \hat{D}_i^*) \leq \alpha_i$ we also have that $d_k(t_{\bar{u}}(\hat{D}_i), t_{\bar{u}}(D_i^*)) \leq \alpha_i$. Let now $M_{t_{\bar{u}}}$ be the optimal mechanism for the distribution $t_{\bar{u}}(D^*)$. It is easy to see that the ex-post revenue obtained from the mechanism $M_{t_{\bar{u}}}$ is an increasing function of the observed bids. Hence, we can apply Lemma 2.7.2 to the $[0, \bar{u}]$ bounded distributions $t_{\bar{u}}(\hat{D})$ and $t_{\bar{u}}(D^*)$ and we get that

$$\text{OPT}(t_{\bar{u}}(\hat{D})) \geq \text{Rev}(M^*_t, t_{\bar{u}}(\hat{D})) \geq \text{Rev}(M^*_t, t_{\bar{u}}(D^*)) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right)$$

$$= \text{OPT}(t_{\bar{u}}(D^*)) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right) \quad (2.18)$$

If we combine (2.17) and (2.18) then we have that

$$\text{OPT}(\hat{D}) \geq (1 - \varepsilon) \cdot \text{OPT}(D^*) - \bar{u} \cdot \left( \sum_{i=1}^{n} \alpha_i \right) \quad (2.19)$$

Now we can substitute the value of $\bar{u}$ to the above inequality and we get that

$$\text{OPT}(\hat{D}) \geq \left(1 - \frac{1}{\varepsilon} \cdot \left( \sum_{i=1}^{n} \alpha_i \right) - 4\varepsilon \right) \cdot \text{OPT}(D).$$
Finally, setting $\varepsilon = \sqrt{\sum_{i=1}^{n} \alpha_i}$ we get

$$\text{OPT}(\tilde{D}) \geq \left(1 - 5 \cdot \sqrt{\sum_{i=1}^{n} \alpha_i}\right) \cdot \text{OPT}(D).$$

Hence, (2.16) follows and as we explained this proves Theorem 2.3.8.

**MHR Distributions – Proof of Theorem 2.3.6, $n = 1$ Case**

In this subsection we show the part of the Theorem 2.3.6 related to $n = 1$, for which we obtain a stronger result compared to the case $n > 1$. We first show a useful proposition:

**Proposition 2.7.5.** Consider two MHR distributions $D_1, D_2$ with CDFs as $F_1$ and $F_2$, such that $d_k(D_1, D_1) \leq \alpha$, and $F_1(x) \geq F_2(x)$ for all $x \in \mathbb{R}_+$. Denote the optimal expected revenue under $D_1$ and $D_2$ as $\text{OPT}_{F_1}$ and $\text{OPT}_{F_2}$, and the corresponding optimal reserve prices as $P^*_{F_1}$ and $P^*_{F_2}$. Then,

$$(1 + \alpha e)^{-1} \leq \frac{\text{OPT}_{F_1}}{\text{OPT}_{F_2}} \leq 1 + \alpha e.$$
where the at the second last step, the inequality follows from the fact that $d_k(D_1, D_1) \leq \alpha$, and $x < P_{F_1}^*$. 

Further, $F_1(x) \geq F_2(x)$ for all $x \in \mathbb{R}_+$ implies that $h_1(x) \geq h_2(x)$ for all $x \in \mathbb{R}_+$. Therefore, $h_1(P_{F_1}^*) = \log(P_{F_1}^*) \geq h_2(P_{F_1}^*)$. Therefore, we have $P_{F_2}^* \leq P_{F_1}^*$, and 

$$|h_1(P_{F_2}^*) - h_2(P_{F_2}^*)| \leq \log (1 + \alpha e).$$

Now define functions $s_1(x) = h_1(x) - \log(x)$, and $s_2(x) = h_2(x) - \log(x)$. Then by the definition of $P_{F_1}^*$, $P_{F_2}^*$ and Lemma 2.6.1,

$$\min_{x \leq P_{F_1}^*} s_1(x) = s_1(P_{F_1}^*) \leq s_1(P_{F_2}^*)$$

$$\leq s_2(P_{F_2}^*) + \log (1 + \alpha e)$$

$$= \min_{x \leq P_{F_2}^*} s_2(x) + \log (1 + \alpha e).$$

Therefore, by the definitions of $s_1$ and $s_2$,

$$\left| \min_{x \leq P_{F_1}^*} s_1(x) - \min_{x \leq P_{F_2}^*} s_2(x) \right| \leq \log (1 + \alpha e)$$

$$\iff |\log(\text{OPT}_{F_2}) - \log(\text{OPT}_{F_1})| \leq \log (1 + \alpha e)$$

$$\iff -\log (1 + \alpha e) \leq \log(\text{OPT}_{F_2}) \leq \log (1 + \alpha e)$$

$$\iff (1 + \alpha e)^{-1} \leq \text{OPT}_{F_2} \leq 1 + \alpha e.$$

The above directly implies:

$$(1 + \alpha e)^{-1} \leq \frac{\text{OPT}_{F_1}}{\text{OPT}_{F_2}} \leq 1 + \alpha e,$$

which completes the proof. 

\[\Box\]

Now we are ready to prove Theorem 2.3.6 for the $n = 1$ case.

\textbf{Proof.} First, by construction, Algorithm 1 runs the Myerson optimal auction on an MHR distribution $\hat{F}$, such that $\hat{F} \geq \hat{F}'(x)$ for all $x \in \mathbb{R}_+$, for any MHR distribution $F'(x)$ such that $d_k(F'(x), \hat{F}(x)) \leq \alpha$. Also by assumption, $d_k(F^*(x), \hat{F}(x)) \leq \alpha$. Therefore by triangle inequality, $d_k(F^*(x), \hat{F}(x)) \leq d_k(F^*(x), \hat{F}(x)) + d_k(\hat{F}(x), \hat{F}(x)) \leq 2\alpha$.

Denote $\alpha' = 2\alpha$. By Proposition 2.7.5,

$$(1 + \alpha' e)^{-1} \leq \frac{\text{OPT}_{F_1}}{\text{OPT}_{F_2}} \leq 1 + \alpha' e.$$

Note that $(1 + \alpha' e)^{-1} = (1 + 2\alpha e)^{-1} = 1 - O(\alpha)$, which completes the proof. 

\[\Box\]
2.8 Appendix: Proof of optimality for the upper bounds

For these lower bounds we follow the idea of the lower bounds from [100] adapted to the corrupted case that we consider in this paper. The lower bound constructions of [100] are based on a family of distributions

\[ \mathcal{H} = \{ \mathcal{D} | \mathcal{D}_1 = \mathcal{D}_b, \mathcal{D}_i = \mathcal{D}^h \text{ or } \mathcal{D}_i = \mathcal{D}_\ell \text{ for all } 2 \leq i \leq n \}. \]

Observe that this family is characterized by the triplet of distributions \( \mathcal{D}_b, \mathcal{D}_h, \) and \( \mathcal{D}_\ell \) for which we ask for the following conditions.

a) \( \mathcal{D}_b \) is a point mass at \( v_0 \).

b) The probability of \( v \geq v_2 \) is at most \( 1/n \) both when \( v \sim \mathcal{D}^h \) and when \( v \sim \mathcal{D}_\ell \).

c) The probability of \( v_1 > v \geq v_2 \) is at least \( p \) both when \( v \sim \mathcal{D}^h \) and when \( v \sim \mathcal{D}_\ell \).

d) For any value \( v \) such that \( v_1 > v \geq v_2 \), we have \( \phi_\ell(v) + \Delta \leq v_0 \leq \phi_h(v) - \Delta \), where \( \phi_\ell \) is the virtual value function of \( \mathcal{D}_\ell \) and correspondingly for \( \phi_h \).

e) For any value \( v \) such that \( v < v_2 \), we have that \( \phi_h(v), \phi_\ell(v) \leq v_0 \).

f) For any value \( v_1 > v \geq v_2 \) we have that the ratio \( \frac{d\mathcal{D}^h}{d\mathcal{D}_\ell}(v) \) is upper and lower bounded by a constant, where \( \frac{d\mathcal{D}^h}{d\mathcal{D}_\ell} \) is the Radon–Nikodym derivative between \( \mathcal{D}^h \) and \( \mathcal{D}_\ell \).

g) \( \mathcal{D}^h \) is regular.

h) The point \( v_1 \) is either \( +\infty \) or is a point mass and an upper bound on the support in both \( \mathcal{D}_\ell \) and \( \mathcal{D}^h \).

Under these conditions and using the exact same proof as the Lemma 18 from [100] we can show the following.

**Lemma 2.8.1.** Let \( \mathcal{H} \) be a class of distributions that satisfies the conditions a) - h) and additionally satisfies the following.

i) We have that \( d_k(\mathcal{D}_\ell, \mathcal{D}^h) \leq \alpha/n \).

Then any algorithm that is robust to a total corruption \( \alpha \) in Kolmogorov distance across all bidders achieves revenue of at most

\[ \text{OPT}(\mathcal{D}) - \Omega(n \cdot p \cdot \Delta) \]

for any distribution \( \mathcal{D} \in \mathcal{H} \).
MHR Distributions – Proof of Theorem 2.3.7

Let \( a = \ln(n) - \ln(1 - \beta) \), \( b = \ln(n) \), \( v_0 = a - 1 \), \( v_1 = \ln(n) - 2 \cdot \ln(1 - \beta) \), \( v_2 = a \), \( p = \beta \cdot (1 - \beta) / n \), \( \Delta = 1 / 2 \). Then we define \( \mathcal{D}_\ell \) and \( \mathcal{D}_h \) according to their CDFs \( F_\ell \) and \( F_h \) which are the following:

\[
F_\ell(v) = \begin{cases} 
1 - \exp(-v) & v < v_1 \\
0 & v \geq v_1
\end{cases}
\]

\[
F_h(v) = \begin{cases} 
1 - \exp\left(-\frac{b}{a} \cdot v\right) & v < v_2 \\
1 - \exp\left(-\frac{v_1 - b}{v_1 - a} \cdot (v - a) + b\right) & v_2 \leq v < v_1 \\
0 & v \geq v_1
\end{cases}
\]

Observe also that for this choice of distributions it holds that

\[
\phi_\ell(v) = \begin{cases} 
v - 1 & v < v_1 \\
v_1 & v \geq v_1
\end{cases}
\]

\[
\phi_h(v) = \begin{cases} 
v - \frac{a}{b} & v < v_2 \\
v - \frac{v_1 - a}{v_1 - b} \cdot (v - a) + b & v_2 \leq v < v_1 \\
v_1 & v \geq v_1
\end{cases}
\]

Now the conditions a) - h) are easy to verify. For the condition i) we observe that the maximum difference between the two CDFs is at \( v = v_2 \) for which we have that \( |F_\ell(v_2) - F_h(v_2)| \leq \beta / n \). Hence, Lemma 2.8.1 implies that the maximum revenue achievable by any robust mechanism is

\[
\text{OPT}(\mathcal{D}) - \Omega(n \cdot p \cdot \Delta) = \text{OPT}(\mathcal{D}) - \Omega(\beta).
\]

Observe that since the maximum value of any bidder is at most \( \ln(n) \) we have that the maximum revenue is

\[
\left(1 - \frac{\beta}{\ln(n)}\right) \cdot \text{OPT}(\mathcal{D}).
\]

If we write this expression with respect to the amount of corruption per bidder, then we have that the maximum possible revenue is

\[
\left(1 - \frac{n \cdot \Delta}{\ln(n)}\right) \cdot \text{OPT}(\mathcal{D}).
\]

Finally, we observe that all of \( \mathcal{D}_h \), \( \mathcal{D}_\ell \), and \( \mathcal{D}_h \) are MHR and hence Theorem 2.3.7 follows.

Regular Distributions – Proof of Theorem 2.3.9

For the case of regular distributions we will use the same distributions used by [100] in their proof of their Theorem 2. In particular, let \( v_0 = 3/2 \), \( v_1 = +\infty \), \( v_2 = 1 + \frac{1}{\beta} \), \( p = \frac{\beta}{n} \), and
\[ \Delta = 1/2. \] We define \( \mathcal{D}^\ell \) and \( \mathcal{D}^h \) through their CDFs as follows

\[
F^\ell(v) = 1 - \frac{1}{n \cdot (v - 1)},
\]

\[
F^h(v) = \begin{cases} 
0 & v < 1 + \frac{1}{n} \\
1 - \frac{1}{n \cdot (v - 1)} & 1 + \frac{1}{n} \geq v < v_2 \\
1 - \frac{1 - \beta}{n \cdot (v - 2)} & v \geq v_2
\end{cases}
\]

The fact that these distributions satisfy a) - h) can be found in [100]. We will focus on proving i). It is not hard to see that the two CDFs appears when \( v = \bar{v} = 1 + \frac{1}{\sqrt{1 - \beta}} \). For this value we have

\[
|F^\ell(\bar{v}) - F^h(\bar{v})| = \frac{1}{n} \left( 2 - \beta - 2\sqrt{1 - \beta} \right) \leq \frac{\beta^2}{n},
\]

where the last inequality can be easily verifies for \( \beta \leq 1 \). Now setting \( \alpha = \frac{\beta^2}{n} \), observing that \( n \cdot p \cdot \Delta = \Omega(\beta) \), and observing that \( \text{OPT}(\mathcal{D}) \leq O(1) \) we can apply Lemma 2.8.1 and we get that the maximum possible revenue is

\[
(1 - \Omega(\sqrt{n \cdot \alpha})) \cdot \text{OPT}(\mathcal{D}).
\]

Finally by observing that all of \( \mathcal{D}^h, \mathcal{D}^\ell, \) and \( \mathcal{D}^h \) are regular Theorem 2.3.9 follows.

### 2.9 Appendix: Proofs of sample complexity bounds

**Proof of Theorem 2.4.3, \( n > 1 \) case**

This follows easily from Theorem 2.3.8 and the DKW inequality Dvoretzky et al. [76], Massart [161] that states that the empirical CDF with \( m \) samples is close to the population CDF with an error of at most

\[
O \left( \sqrt{\frac{\log(1/\delta)}{m}} \right)
\]

with probability at least \( 1 - \delta \).

**Proof of Theorem 2.4.3, \( n = 1 \) Case**

We present in this section a proof of Theorem 2.4.3 for the case with \( n = 1 \) and regular distributions. In this case, we show that Algorithm 2 achieves the optimal sample complexity, up to a poly-logarithmic factor.
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First, by [Lemma 5, Guo et al. [100]], we have that with probability at least $1 - \delta$, for any value $v \geq 0$, the quantiles of $\tilde{D}$ and its empirical counterpart $\tilde{E}$ satisfy that:

$$|q^E(v) - q^{\tilde{E}}(v)| \leq \sqrt{\frac{2q^{\tilde{D}}(1 - q^{\tilde{D}}(v))\ln(2m\delta^{-1})}{m}} + \frac{\ln(2m\delta^{-1})}{m}. \quad (2.20)$$

Further note that by construction, we have

$$q^E - q^{\tilde{E}} \leq \sqrt{\frac{2q^E(1 - q^E)}{m}} + \frac{4\ln(2m\delta^{-1})}{m} + \alpha.$$

Given that Algorithm 2 runs the Myerson optimal auction on $\tilde{E}$, which is a minimal regular distribution that dominates $\tilde{E}$. Further, $\tilde{E} \succeq D^*$ by construction, assuming Eq (2.20) holds. Therefore, we have $D^* \succeq \tilde{E}$ assuming Eq (2.20) holds. Applying Lemma 2.3.3 yields:

$$\text{Rev}(M_{\tilde{E}}, D^*) \geq \text{Rev}(M_{\tilde{E}}, \tilde{E}) = \text{OPT}(\tilde{E}).$$

Therefore, the remaining task is to ensure that $m$ is sufficiently large such that

$$\text{OPT}(\tilde{E}) \geq (1 - \sqrt{\alpha})\text{OPT}(D^*).$$

We will use a useful lemma below which connects the ratio of revenues that we are interested in with the value of link function at an optimal reserve price.

**Lemma 2.9.1.** Given two regular distributions $\mathcal{D}, \tilde{\mathcal{D}}$ with CDFs $F, \tilde{F}$, such that $\tilde{F} \succeq F$ and $d_k(\mathcal{D}, \tilde{\mathcal{D}}) \leq \beta$. Denote the optimal reserve price for $F$ as $P$, and the optimal expected revenue for $F, \tilde{F}$ as $\text{OPT}_F, \text{OPT}_{\tilde{F}}$. Then we have

$$\frac{\text{OPT}_{\tilde{F}}}{\text{OPT}_F} \geq 1 - \beta h_r(P)$$

Proof. Recall that $h_r(x) = \frac{1}{1 - F(x)}$, and $\tilde{h}_r(x) = \frac{1}{1 - \tilde{F}(x)}$. Then, $F(x) \geq \tilde{F}(x)$ implies $h_r(x) \geq \tilde{h}_r(x)$.

By definition, $d_k(\mathcal{D}, \tilde{\mathcal{D}}) \leq \beta$ implies that $\max_x F(x) - \tilde{F}(x) \leq \beta$. So we have:

$$h_r(x) - \tilde{h}_r(x) = \frac{F(x) - \tilde{F}(x)}{(1 - F(x))(1 - \tilde{F}(x))} \leq (F(x) - \tilde{F}(x))h_r(x)\tilde{h}_r(x) \leq \beta h_r^2(x),$$

where the last inequality follows from the fact that $\max_x F(x) - \tilde{F}(x) \leq \beta$, and $h_r(x) \geq \tilde{h}_r(x)$. Thus, for all $x$,

$$\tilde{h}_R(x) \geq h_r(x) - \beta h_r^2(x). \quad (2.21)$$

Note that the expected revenue, $R(x) = x(1 - F(x))$, at any $x$, equals to $\frac{x}{h_r(x)}$, which is the reciprocal of the slope for the linear function $g(a) = h_r(x) \cdot a$. Hence, the revenue is maximized when the slope for the linear function $g(a) = h_r(x) \cdot a$ is minimized.
Denote the corresponding optimal reserve prices for $F$ and $\bar{F}$ as $P$ and $\bar{P}$. Then at $\bar{P}$,

$$\bar{h}_r(\bar{P}) = \frac{1}{1 - F(\bar{P})} = \frac{1}{\text{OPT}_F} \cdot \bar{P}.$$ 

Denote $\text{Rev}(F, x)$ as the expected revenue with a reserve price at $x$ for a valuation distribution with CDF as $F$. Then,

$$\frac{\text{OPT}_F}{\text{OPT}_{\bar{F}}} \geq \frac{\text{Rev}(F, \bar{P})}{\text{Opt}_{\bar{F}}} = \frac{\bar{h}_r(\bar{P}) - \beta h_r^2(\bar{P})}{h_r(\bar{P})} = 1 - \beta h_r(\bar{P}),$$

where the first inequality follows directly from the definition of the optimal revenue, and the second inequality is from Eq (2.21). 

Now we will use Lemma 2.9.1 to proceed. Denote the optimal reserve price for $D^*$ as $P^*$. Denote the link function applied to $\tilde{E}$ and $D^*$ as $\tilde{h}$, $h^*$, respectively. Then, we will discuss two cases for $\tilde{h}(P^*)$.

**Case 1:** $\tilde{h}(P^*) > \frac{1}{\sqrt{\alpha}}$. For this case, $\tilde{h}(P^*) > \frac{1}{\sqrt{\alpha}}$ implies that $q^{\tilde{E}}(P^*) < \sqrt{\alpha}$. Applying [Lemma 5, Guo et al. [100]] and triangle inequalities, we have

$$|q^{\tilde{E}} - q^{D^*}| \leq \sqrt{\frac{4q^{\tilde{E}}(v) (1 - q^{\tilde{E}}(v)) \ln(2m\delta^{-1})}{m} + 4\ln(2m\delta^{-1})} + \alpha.$$ 

Given that $q^{\tilde{E}}(P^*) < \sqrt{\alpha}$, we have $q^{\tilde{E}}(1 - q^{\tilde{E}}) \leq q^{\tilde{E}} \leq \sqrt{\alpha}$. Therefore, it suffices to have

$$\sqrt{\frac{\sqrt{\alpha}}{m}} \leq C_1 \alpha,$$

for some universal constant $C_1$ to ensure that $|q^{\tilde{E}} - q^{D^*}| = O(\alpha)$, which implies $m \geq 1/(C_1^2 \alpha^{3/2})$ for some universal constant $C_1$.

**Case 2:** $\tilde{h}(P^*) \leq \frac{1}{\sqrt{\alpha}}$. For this case, $\tilde{h}(P^*) \leq \frac{1}{\sqrt{\alpha}}$ implies that $q^{\tilde{E}}(P^*) \geq \sqrt{\alpha}$.

By lemma 2.9.1, we have that

$$\frac{\text{OPT}_{\tilde{E}}}{\text{OPT}_{\tilde{D}^*}} \geq 1 - \beta \tilde{h}_r(P^*),$$

therefore it suffice to ensure that $1 - \beta \tilde{h}_r(P^*) \geq 1 - C_2 \sqrt{\alpha}$ for some universal constant $C_2$, which implies that $\beta \leq q^{\tilde{E}}(P^*) \cdot C_2 \sqrt{\alpha}$. Applying [Lemma 5, Guo et al. [100]], it suffices to have that $\sqrt{\frac{q^{\tilde{E}}(P^*)}{m}} \leq \beta \leq q^{\tilde{E}}(P^*) \cdot C_2 \sqrt{\alpha}$, which yields that $m > \frac{1}{C_2^2 q^{\tilde{E}}}$. Lastly, applying the fact that we are in the case where $q^{\tilde{E}}(P^*) \geq \sqrt{\alpha}$ we get that is suffices to have $m > \frac{1}{C_2^2 \alpha^{3/2}}$ for some universal constant $C_2$. This completes the proof. 

■
Proof of Theorem 2.4.4

This follows easily from Theorem 2.3.6 and the DKW inequality [76, 161] that states that the empirical CDF with $m$ samples is close to the population CDF with an error of at most

$$O\left(\sqrt{\frac{\log(1/\delta)}{m}}\right)$$

with probability at least $1 - \delta$.

Proof of Theorem 2.4.5

We omit the details of this proof since it follows from Theorem 2 and Appendix E of [100] applied for the case $n = 1$. The reason is that if we could get a better bound in our corrupted case then this algorithm could be used to improve our sample complexity result in the non-corrupted case.
Chapter 3

Robust Optimization for Fairness with Noisy Protected Groups

3.1 Introduction

As machine learning becomes increasingly pervasive in real-world decision making, the question of ensuring fairness of ML models becomes increasingly important. The definition of what it means to be “fair” is highly context dependent. Much work has been done on developing mathematical fairness criteria according to various societal and ethical notions of fairness, as well as methods for building machine-learning models that satisfy those fairness criteria [see, e.g., 54, 77, 87, 110, 141, 189, 216, 222].

Many of these mathematical fairness criteria are group-based, where a target metric is equalized or enforced over subpopulations in the data, also known as protected groups. For example, the equality of opportunity criterion introduced by Hardt et al. [110] specifies that the true positive rates for a binary classifier are equalized across protected groups. The demographic parity [77] criterion requires that a classifier’s positive prediction rates are equal for all protected groups.

One important practical question is whether or not these fairness notions can be reliably measured or enforced if the protected group information is noisy, missing, or unreliable. For example, survey participants may be incentivized to obfuscate their responses for fear of disclosure or discrimination, or may be subject to other forms of response bias. Social desirability response bias may affect participants’ answers regarding religion, political affiliation, or sexual orientation [138]. The collected data may also be outdated: census data collected ten years ago may not an accurate representation for measuring fairness today.

Another source of noise arises from estimating the labels of the protected groups. For various image recognition tasks (e.g., face detection), one may want to measure fairness across protected groups such as gender or race. However, many large image corpora do not include protected group labels, and one might instead use a separately trained classifier to estimate group labels, which is likely to be noisy [41]. Similarly, zip codes can act as a noisy
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indicator for socioeconomic groups.

In this work, we focus on the problem of training binary classifiers with fairness constraints when only noisy labels, \( \hat{G} \in \{1, \ldots, \hat{m}\} \), are available for \( m \) true protected groups, \( G \in \{1, \ldots, m\} \), of interest. We study two aspects: First, if one satisfies fairness constraints for noisy protected groups \( \hat{G} \), what can one say with respect to those fairness constraints for the true groups \( G \)? Second, how can side information about the noise model between \( \hat{G} \) and \( G \) be leveraged to better enforce fairness with respect to the true groups \( G \)?

Contributions: Our contributions are three-fold:

1. We provide a bound on the fairness violations with respect to the true groups \( G \) when the fairness criteria are satisfied for the noisy groups \( \hat{G} \).

2. We introduce two new robust-optimization methodologies that satisfy fairness criteria on the true protected groups \( G \) while minimizing a training objective. These methodologies differ in convergence properties, conservatism, and noise model specification.

3. We show empirically that unlike the naïve approach, our two proposed approaches are able to satisfy fairness criteria with respect to the true groups \( G \) on average.

The first approach we propose (Section 3.5) is based on distributionally robust optimization (DRO) \([29, 71]\). Let \( p \) denote the full distribution of the data, \( X, Y \sim p \). Let \( p_j \) be the distribution of the data conditioned on the true groups being \( j \), so \( X, Y | G = j \sim p_j \); and \( \hat{p}_j \) be the distribution of \( X, Y \) conditioned on the noisy groups, so \( X, Y | \hat{G} = j \sim \hat{p}_j \). Given an upper bound on the total variation (TV) distance \( \gamma_j \geq TV(p_j, \hat{p}_j) \) for each \( j \in \{1, \ldots, m\} \), we define \( \tilde{p}_j \) such that the conditional distributions \( (X, Y | \tilde{G} = j) \) fall within the bound \( \gamma_j \) with respect to \( \hat{p}_j \): \( \gamma_j \geq TV(\tilde{p}_j, \hat{p}_j) \). Thus, the set of all such \( \tilde{p}_j \) is guaranteed to include the unknown true group distribution \( p_j \), for all \( j \). Because it is based on the well-studied DRO setting, this approach has the advantage of being easy to analyze. However, the results may be overly conservative unless tight bounds \( \{\gamma_j\}_{j=1}^m \) can be given.

Our second robust optimization strategy (Section 3.6) uses a robust re-weighting of the data from soft protected group assignments, inspired by criteria proposed by Kallus et al. \([128]\) for auditing the fairness of ML models given imperfect group information. Extending their work, we optimize a constrained problem to achieve their robust fairness criteria, and provide a theoretically ideal algorithm that is guaranteed to converge to an optimal feasible point, as well as an alternative practical version that is more computationally tractable. Compared to DRO, this second approach uses a more precise noise model, \( P(\hat{G} = k | G = j) \), between \( \hat{G} \) and \( G \) for all pairs of group labels \( j, k \), that can be estimated from a small auxiliary dataset containing ground-truth labels for both \( G \) and \( \hat{G} \). An advantage of this more detailed noise model is that a practitioner can incorporate knowledge of any bias in the relationship between \( G \) and \( \hat{G} \) (for instance, survey respondents favoring one socially preferable response over others), which causes it to be less likely than DRO to result in an overly-conservative model. Notably, this approach does not require that \( \hat{G} \) be a direct
approximation of $G$—in fact, $G$ and $\hat{G}$ can represent distinct (but related) groupings, or even groupings of different sizes, with the noise model tying them together. For example, if $G$ represents “language spoken at home,” then $\hat{G}$ could be a noisy estimate of “country of residence.”

3.2 Related work

Constrained optimization for group-based fairness metrics: The simplest techniques for enforcing group-based constraints apply a post-hoc correction of an existing classifier [110, 220]. For example, one can enforce equality of opportunity by choosing different decision thresholds for an existing binary classifier for each protected group [110]. However, the classifiers resulting from these post-processing techniques may not necessarily be optimal in terms of accuracy. Thus, constrained optimization techniques have emerged to train machine-learning models that can more optimally satisfy the fairness constraints while minimizing a training objective [4, 53, 54, 69, 94, 173, 222].

Fairness with noisy protected groups: Group-based fairness notions rely on the knowledge of protected group labels. However, practitioners may only have access to noisy or unreliable protected group information. One may naively try to enforce fairness constraints with respect to these noisy protected groups using the above constrained optimization techniques, but there is no guarantee that the resulting classifier will satisfy the fairness criteria with respect to the true protected groups [105].

Under the conservative assumption that a practitioner has no information about the protected groups, Hashimoto et al. [112] applied DRO to enforce what Lahoti et al. [142] refer to as Rawlsian Max-Min fairness. In contrast, here we assume some knowledge of a noise model for the noisy protected groups, and are thus able to provide tighter results with DRO: we provide a practically meaningful maximum total variation distance bound to enforce in the DRO procedure. We further extend Hashimoto et al. [112]’s work by applying DRO to problems equalizing fairness metrics over groups, which may be desired in some practical applications [137].

Concurrently, Lahoti et al. [142] proposed an adversarial reweighting approach to improve group fairness by assuming that non-protected features and task labels are correlated with unobserved groups. Like Hashimoto et al. [112], Lahoti et al. [142] also enforce Rawlsian Max-Min fairness with unknown protected groups, whereas our setup includes constraints for parity based fairness notions.

Kallus et al. [128] considered the problem of auditing fairness criteria given noisy groups. They propose a “robust” fairness criteria using soft group assignments and show that if a given model satisfies those fairness criteria with respect to the noisy groups, then the model will satisfy the fairness criteria with respect to the true groups. Here, we build on that work by providing an algorithm for training a model that satisfies their robust fairness criteria while minimizing a training objective.
Lamy et al. [145] showed that when there are only two protected groups, one need only tighten the “unfairness tolerance” when enforcing fairness with respect to the noisy groups. Mozannar et al. [168] showed that if the predictor is independent of the protected attribute, then fairness with respect to the noisy groups is the same as fairness with respect to the true groups. When there are more than two groups, and when the noisy groups are included as an input to the classifier, other robust optimization approaches may be necessary. When using post-processing instead of constrained optimization, Awasthi et al. [15] showed that under certain conditional independence assumptions, post-processing using the noisy groups will not be worse in terms of fairness violations than not post-processing at all. In our work, we consider the problem of training the model subject to fairness constraints, rather than taking a trained model as given and only allowing post-processing, and we do not rely on conditional independence assumptions. Indeed, the model may include the noisy protected attribute as a feature.

Robust optimization: We use a minimax set-up of a two-player game where the uncertainty is adversarial, and one minimizes a worst-case objective over a feasible set [28, 35]; e.g., the noise is contained in a unit-norm ball around the input data. As one such approach, we apply a recent line of work on DRO which assumes that the uncertain distributions of the data are constrained to belong to a certain set [71, 153, 172].

3.3 Optimization problem setup

We begin with the training problem for incorporating group-based fairness criteria in a learning setting [4, 54, 69, 94, 110]. Let $X \in \mathcal{X} \subseteq \mathbb{R}^D$ be a random variable representing a feature vector, with a random binary label $Y \in \mathcal{Y} = \{0, 1\}$ and random protected group membership $G \in \mathcal{G} = \{1, ..., m\}$. In addition, let $\hat{G} \in \hat{\mathcal{G}} = \{1, ..., \hat{m}\}$ be a random variable representing the noisy protected group label for each $(X, Y)$, which we assume we have access to during training. For simplicity, assume that $\hat{\mathcal{G}} = \mathcal{G}$ (and $\hat{m} = m$). Let $\phi(X; \theta)$ represent a binary classifier with parameters $\theta \in \Theta$ where $\phi(X; \theta) > 0$ indicates a positive classification.

Then, training with fairness constraints [4, 54, 69, 94, 110] is:

$$\min_{\theta} \quad f(\theta) \quad \text{s.t.} \quad g_j(\theta) \leq 0, \forall j \in \mathcal{G},$$

The objective function $f(\theta) = \mathbb{E}[l(\theta, X, Y)]$, where $l(\theta, X, Y)$ is any standard binary classifier training loss. The constraint functions $g_j(\theta) = \mathbb{E}[h(\theta, X, Y)|G = j]$ for $j \in \mathcal{G}$, where $h(\theta, X, Y)$ is the target fairness metric, e.g. $h(\theta, X, Y) = 1 \left( \phi(X; \theta) > 0 \right) - \mathbb{E}\left[ 1 \left( \phi(X; \theta) > 0 \right) \right]$ when equalizing positive rates for the demographic parity [77] criterion (see [54] for more examples). Algorithms have been studied for problem (3.1) when the true protected group labels $G$ are given [see, e.g., 4, 54, 78].
3.4 Bounds for the naïve approach

When only given the noisy groups \( \hat{G} \), one naïve approach to solving problem (3.1) is to simply re-define the constraints using the noisy groups [105]:

\[
\min_\theta f(\theta) \quad \text{s.t.} \quad \hat{g}_j(\theta) \leq 0, \quad \forall j \in G,
\]

where \( \hat{g}_j(\theta) = \mathbb{E}[h(\theta, X, Y)|\hat{G} = j], \quad j \in \mathcal{G}. \)

This introduces a practical question: if a model was constrained to satisfy fairness criteria on the noisy groups, how far would that model be from satisfying the constraints on the true groups? We show that the fairness violations on the true groups \( G \) can at least be bounded when the fairness criteria are satisfied on the noisy groups \( \hat{G} \), provided that \( \hat{G} \) does not deviate too much from \( G \).

Bounding fairness constraints using TV distance

Recall that \( X, Y|G = j \sim p_j \) and \( X, Y|\hat{G} = j \sim \hat{p}_j \). We use the TV distance \( TV(p_j, \hat{p}_j) \) to measure the distance between the probability distributions \( p_j \) and \( \hat{p}_j \) (see Appendix 3.10 and Villani [211]). Given a bound on \( TV(p_j, \hat{p}_j) \), we obtain a bound on fairness violations for the true groups when naïvely solving the optimization problem (3.2) using only the noisy groups:

**Theorem 3.4.1.** (proof in Appendix 3.10.) Suppose a model with parameters \( \theta \) satisfies fairness criteria with respect to the noisy groups \( \hat{G} \): \( \hat{g}_j(\theta) \leq 0, \quad \forall j \in \mathcal{G} \). Suppose \( |h(\theta, x_1, y_1) - h(\theta, x_2, y_2)| \leq 1 \) for any \( (x_1, y_1) \neq (x_2, y_2) \). If \( TV(p_j, \hat{p}_j) \leq \gamma_j \) for all \( j \in \mathcal{G} \), then the fairness criteria with respect to the true groups \( G \) will be satisfied within slacks \( \gamma_j \) for each group:

\[
g_j(\theta) \leq \gamma_j, \quad \forall j \in \mathcal{G}.
\]

Theorem 3.4.1 is tight for the family of functions \( h \) that satisfy \( |h(\theta, x_1, y_1) - h(\theta, x_2, y_2)| \leq 1 \) for any \( (x_1, y_1) \neq (x_2, y_2) \). This condition holds for any fairness metrics based on rates such as demographic parity, where \( h \) is simply some scaled combination of indicator functions. Cotter et al. [54] list many such rate-based fairness metrics. Theorem 3.4.1 can be generalized to functions \( h \) whose differences are not bounded by 1 by looking beyond the TV distance to more general Wasserstein distances between \( p_j \) and \( \hat{p}_j \). We show this in Appendix 3.10, but for all fairness metrics referenced in this work, formulating Theorem 3.4.1 with the TV distance is sufficient.

Estimating the TV distance bound in practice

Theorem 3.4.1 bounds the fairness violations of the naïve approach in terms of the TV distance between the conditional distributions \( p_j \) and \( \hat{p}_j \), which assumes knowledge of \( p_j \) and is not always possible to estimate. Instead, we can estimate an upper bound on \( TV(p_j, \hat{p}_j) \) from metrics that are easier to obtain in practice. Specifically, the following lemma shows
that shows that if the prior on class $j$ is unaffected by the noise, $P(G \neq \hat{G}|G = j)$ directly translates into an upper bound on $TV(p_j, \hat{p}_j)$.

**Lemma 3.4.2.** (proof in Appendix 3.10.) Suppose $P(G = j) = P(\hat{G} = j)$ for a given $j \in G$. Then $TV(p_j, \hat{p}_j) \leq P(G \neq \hat{G}|G = j)$.

In practice, an estimate of $P(G \neq \hat{G}|G = j)$ may come from a variety of sources. As assumed by Kallus et al. [128], a practitioner may have access to an auxiliary dataset containing $G$ and $\hat{G}$, but not $X$ or $Y$. Or, practitioners may have some prior estimate of $P(G \neq \hat{G}|G = j)$: if $\hat{G}$ is estimated by mapping zip codes to the most common socioeconomic group for that zip code, then census data provides a prior for how often $\hat{G}$ produces an incorrect socioeconomic group.

By relating Theorem 3.4.1 to realistic noise models, Lemma 3.4.2 allows us to bound the fairness violations of the naive approach using quantities that can be estimated empirically. In the next section we show that Lemma 3.4.2 can also be used to produce a robust approach that will actually guarantee full satisfaction of the fairness violations on the true groups $G$.

### 3.5 Robust Approach 1: Distributionally robust optimization (DRO)

While Theorem 3.4.1 provides an upper bound on the performance of the naive approach, it fails to provide a guarantee that the constraints on the true groups are satisfied, i.e. $g_j(\theta) \leq 0$. Thus, it is important to find other ways to do better than the naive optimization problem (3.2) in terms of satisfying the constraints on the true groups. In particular, suppose in practice we are able to assert that $P(G \neq \hat{G}|G = j) \leq \gamma_j$ for all groups $j \in G$. Then Lemma 3.4.2 implies a bound on TV distance between the conditional distributions on the true groups and the noisy groups: $TV(p_j, \hat{p}_j) \leq \gamma_j$. Therefore, any feasible solution to the following constrained optimization problem is guaranteed to satisfy the fairness constraints on the true groups:

$$\min_{\theta \in \Theta} \quad f(\theta) \quad \text{s.t.} \quad \max_{\tilde{p}: TV(\tilde{p}, p_j) \leq \gamma_j} \tilde{g}_j(\theta) \leq 0, \quad \forall j \in G,$$

(3.3)

where $\tilde{g}_j(\theta) = \mathbb{E}_{X,Y \sim \tilde{p}_j}[h(\theta, X, Y)]$, and $\tilde{p}_j \ll p$ denotes absolute continuity.

**General DRO formulation**

A DRO problem is a minimax optimization [71]:

$$\min_{\theta \in \Theta} \max_{q: D(q,p) \leq \gamma} \mathbb{E}_{X,Y \sim q}[l(\theta, X, Y)],$$

(3.4)
where $D$ is some divergence metric between the distributions $p$ and $q$, and $l: \Theta \times \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$. Much existing work on DRO focuses on how to solve the DRO problem for different divergence metrics $D$. Namkoong and Duchi [172] provide methods for efficiently and optimally solving the DRO problem for $f$-divergences, and other work has provided methods for solving the DRO problem for Wasserstein distances [81, 153]. Duchi and Namkoong [71] further provide finite-sample convergence rates for the empirical version of the DRO problem.

Solving the DRO problem

An important and often difficult aspect of using DRO is specifying a divergence $D$ and bound $\gamma$ that are meaningful. In this case, Lemma 3.4.2 gives us the key to formulating a DRO problem that is guaranteed to satisfy the fairness criteria with respect to the true groups $G$.

The optimization problem (3.3) can be written in the form of a DRO problem (3.4) with TV distance by using the Lagrangian formulation. Adapting a simplified version of a gradient-based algorithm provided by Namkoong and Duchi [172], we are able to solve the empirical formulation of problem (3.4) efficiently. Details of our empirical Lagrangian formulation and pseudocode are in Appendix 3.11.

3.6 Robust Approach 2: Soft group assignments

While any feasible solution to the distributionally robust constrained optimization problem (3.3) is guaranteed to satisfy the constraints on the true groups $G$, choosing each $\gamma_j = P(G \neq \hat{G}|G = j)$ as an upper bound on $TV(p_j, \hat{p}_j)$ may be rather conservative. Therefore, as an alternative to the DRO constraints in (3.3), in this section we show how to optimize using the robust fairness criteria proposed by Kallus et al. [128].

Constraints with soft group assignments

Given a trained binary predictor, $\hat{Y}(\theta) = 1(\phi(\theta; X) > 0)$, Kallus et al. [128] proposed a set of robust fairness criteria that can be used to audit the fairness of the given trained model with respect to the true groups $G$, choosing each $\gamma_j = P(G \neq \hat{G}|G = j)$ as an upper bound on $TV(p_j, \hat{p}_j)$ is not required in general. They assume access to a main dataset with the noisy groups $\hat{G}$, true labels $Y$, and features $X$, as well an auxiliary dataset containing both the noisy groups $\hat{G}$ and the true groups $G$. From the main dataset, one obtains estimates of the joint distributions $(\hat{Y}(\theta), Y, \hat{G})$; from the auxiliary dataset, one obtains estimates of the joint distributions $(\hat{G}, G)$ and a noise model $P(G = j|\hat{G} = k) \forall j \in G, k \in \hat{G}$.

These estimates are used to associate each example with a vector of weights, where each weight is an estimated probability that the example belongs to the true group $j$. Specifically, suppose that we have a function $w: \hat{G} \times \{0, 1\} \times \{0, 1\} \times \hat{G} \to [0, 1]$, where $w(j | \hat{y}, y, k)$ estimates $P(G = j|Y(\theta) = \hat{y}, Y = y, \hat{G} = k)$. We rewrite the fairness constraint $E[h(\theta, X, Y)|G = j] = \frac{E[h(\theta, X, Y)|P(G = j|Y(\theta), Y, \hat{G})]}{P(G = j)}$ (derivation in Appendix 3.12), and estimate
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this using $w$. We also show how $h$ can be adapted to the equality of opportunity setting in Appendix 3.12.

Given the main dataset and auxiliary dataset, we limit the possible values of the function $w(j \mid \hat{y}, y, k)$ using the law of total probability (as in [128]). The set of possible functions $w$ is given by:

\[ W(\theta) = \left\{ w : \frac{\sum_{\hat{y}, y \in \{0,1\} w(j \mid \hat{y}, y, k)}{\sum_{j=1}^{m} w(j \mid \hat{y}, y, k)=1, w(j \mid \hat{y}, y, k) \geq 0} \forall \hat{y}, y \in \{0,1\}, j \in G, k \in \hat{G}} \right\}. \] (3.5)

The robust fairness criteria can now be written in terms of $W(\theta)$ as:

\[ \max_{w \in W(\theta)} g_j(\theta, w) \leq 0, \ \forall j \in G \quad \text{where} \quad g_j(\theta, w) = \frac{\mathbb{E}[h(\theta, X, Y)w(j \mid \hat{Y}(\theta), Y, \hat{G})]}{P(G = j)}. \] (3.6)

Robust optimization with soft group assignments

We extend Kallus et al. [128]’s work by formulating a robust optimization problem using soft group assignments. Combining the robust fairness criteria above with the training objective, we propose:

\[ \min_{\theta \in \Theta} f(\theta) \quad \text{s.t.} \quad \max_{w \in W(\theta)} g_j(\theta, w) \leq 0, \ \forall j \in G, \] (3.7)

where $\Theta$ denotes the space of model parameters. Any feasible solution is guaranteed to satisfy the original fairness criteria with respect to the true groups. Using a Lagrangian, problem (3.7) can be rewritten as:

\[ \min_{\theta \in \Theta} \max_{\lambda \in \Lambda} \mathcal{L}(\theta, \lambda) \] (3.8)

where the Lagrangian $\mathcal{L}(\theta, \lambda) = f(\theta) + \sum_{j=1}^{m} \lambda_j \max_{w \in W(\theta)} g_j(\theta, w)$, and $\Lambda \subseteq \mathbb{R}_+^m$.

When solving this optimization problem, we use the empirical finite-sample versions of each expectation. As described in Proposition 9 of Kallus et al. [128], the inner maximization (3.6) over $w \in W(\theta)$ can be solved as a linear program for a given fixed $\theta$. However, the Lagrangian problem (3.8) is not as straightforward to optimize, since the feasible set $W(\theta)$ depends on $\theta$ through $\hat{Y}$. While in general the pointwise maximum of convex functions is convex, the dependence of $W(\theta)$ on $\theta$ means that even if $g_j(\theta, w)$ were convex, $\max_{w \in W(\theta)} g_j(\theta, w)$ is not necessarily convex. We first introduce a theoretically ideal algorithm that we prove converges to an optimal, feasible solution. This ideal algorithm relies on a minimization oracle, which is not always computationally tractable. Therefore, we further provide a practical algorithm using gradient methods that mimics the ideal algorithm in structure and computationally tractable, but does not share the same convergence guarantees.
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Ideal algorithm

The minimax problem in (3.8) can be interpreted as a zero-sum game between the \( \theta \)-player and \( \lambda \)-player. In Algorithm 3, we provide an iterative procedure for solving (3.8), where at each step, the \( \theta \)-player performs a full optimization, i.e., a best response over \( \theta \), and the \( \lambda \)-player responds with a gradient ascent update on \( \lambda \).

For a fixed \( \theta \), the gradient of the Lagrangian \( L \) with respect to \( \lambda \) is given by \( \frac{\partial L(\theta, \lambda)}{\partial \lambda} = \max_{w \in W(\theta)} g_j(\theta, w) \), which is a linear program in \( w \). The challenging part, however, is the best response over \( \theta \); that is, finding a solution \( \min_{\theta} L(\theta, \lambda) \) for a given \( \lambda \), as this involves a max over constraints \( W(\theta) \) which depend on \( \theta \). To implement this best response, we formulate a nested minimax problem that decouples this intricate dependence on \( \theta \), by introducing Lagrange multipliers for the constraints in \( W(\theta) \). We then solve this problem with an oracle that jointly minimizes over both \( \theta \) and the newly introduced Lagrange multipliers (details in Algorithm 5 in Appendix 3.13).

The output of the best-response step is a stochastic classifier with a distribution \( \hat{\theta}^{(t)} \) over a finite set of \( \theta \)s. Algorithm 3 then returns the average of these distributions, \( \bar{\theta} = \frac{1}{T} \sum_{t=1}^{T} \hat{\theta}^{(t)} \), over \( T \) iterations. By extending recent results on constrained optimization [53], we show in Appendix 3.13 that the output \( \bar{\theta} \) is near-optimal and near-feasible for the robust optimization problem in (3.7). That is, for a given \( \epsilon > 0 \), by picking \( T \) to be large enough, we have that the objective \( \mathbb{E}_{\theta \sim \bar{\theta}} [f(\theta)] \leq f(\theta^*) + \epsilon \), for any \( \theta^* \) that is feasible, and the expected violations in the robust constraints are also no more than \( \epsilon \).

Algorithm 3 Ideal Algorithm

\begin{algorithm}
\begin{algorithmic}[1]
\Require \text{learning rate } \eta, \text{ estimates of } P(G = j|\hat{G} = k) \text{ to specify } W(\theta), \rho, \rho'
\For {t = 1, \ldots, T}
\State \text{Best response on } \theta: \text{ run the oracle-based Algorithm 5 to find a distribution } \hat{\theta}^{(t)} \text{ over } \Theta \text{ s.t. } \mathbb{E}_{\theta \sim \hat{\theta}^{(t)}} [L(\theta, \lambda^{(t)})] \leq \min_{\theta} L(\theta, \lambda^{(t)}) + \rho.
\State \text{Estimate gradient } \nabla_\lambda L(\hat{\theta}^{(t)}, \lambda^{(t)}): \text{ for each } j \in G, \text{ choose } \delta_j^{(t)} \text{ s.t. } \delta_j^{(t)} \leq \mathbb{E}_{\theta \sim \hat{\theta}^{(t)}} [\max_{w \in W(\theta)} g_j(\theta, w)] \leq \delta_j^{(t)} + \rho'
\State \text{Ascent step on } \lambda: \tilde{\lambda}_j^{(t+1)} \leftarrow \lambda_j^{(t)} + \eta \delta_j^{(t)}, \forall j \in G; \lambda^{(t+1)} \leftarrow \Pi(\tilde{\lambda}^{(t+1)})
\EndFor
\Return \hat{\theta} = \frac{1}{T} \sum_{t=1}^{T} \hat{\theta}^{(t)}
\end{algorithmic}
\end{algorithm}

Practical algorithm

Algorithm 3 is guaranteed to converge to a near-optimal, near-feasible solution, but may be computationally intractable and impractical for the following reasons. First, the algorithm needs a nonconvex minimization oracle to compute a best response over \( \theta \). Second, there
are multiple levels of nesting, making it difficult to scale the algorithm with mini-batch or stochastic updates. Third, the output is a distribution over multiple models, which can be difficult to use in practice [174].

Therefore, we supplement Algorithm 3 with a practical algorithm, Algorithm 6 (see Appendix 3.14) that is similar in structure, but approximates the inner best response routine with two simple steps: a maximization over $w \in W(\theta^{(t)})$ using a linear program for the current iterate $\theta^{(t)}$, and a gradient step on $\theta$ at the maximizer $w^{(t)}$. Algorithm 6 leaves room for other practical modifications such as using stochastic gradients. We provide further discussion in Appendix 3.14.

### 3.7 Experiments

We compare the performance of the naïve approach and the two robust optimization approaches (DRO and soft group assignments) empirically using two datasets from UCI [70] with different constraints. For both datasets, we stress-test the performance of the different algorithms under different amounts of noise between the true groups $G$ and the noisy groups $\hat{G}$. We take $l$ to be the hinge loss. The specific constraint violations measured and additional training details can be found in Appendix 3.15.

**Generating noisy protected groups:** Given the true protected groups, we synthetically generate noisy protected groups by selecting a fraction $\gamma$ of data uniformly at random. For each selected example, we perturb the group membership to a different group also selected uniformly at random from the remaining groups. This way, for a given $\gamma$, $P(\hat{G} \neq G) \approx P(\hat{G} \neq G|G = j) \approx \gamma$ for all groups $j, k \in G$. We evaluate the performance of the different algorithms ranging from small to large amounts of noise: $\gamma \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$.

**Case study 1 (Adult): equality of opportunity**

We use the Adult dataset from UCI [70] collected from 1994 US Census, which has 48,842 examples and 14 features (details in Appendix 3.15). The classification task is to determine whether an individual makes over $50K per year. For the true groups, we use $m = 3$ race groups of “white,” “black,” and “other.” As done by [54, 87, 223], we enforce equality of opportunity by equalizing true positive rates (TPRs). Specifically, we enforce that the TPR conditioned on each group is greater than or equal to the overall TPR on the full dataset with some slack $\alpha$, which produces $m$ true group fairness criteria, $\{g^\text{TPR}_j(\theta) \leq 0\} \forall j \in G$ (details on the constraint function $h$ in Appendix 3.11 and 3.12).

**Case study 2 (Credit): equalized odds**

We consider another application of group-based fairness constraints to credit default prediction. Fourcade and Healy [86] provide an in depth study of the effect of credit scoring techniques on the credit market, showing that this scoring system can perpetuate inequity.
Enforcing group-based fairness with credit default predictions has been considered in a variety of prior works [5, 26, 30, 33, 87, 97, 110, 216]. Following Hardt et al. [110] and Grari et al. [97], we enforce equalized odds [110] by equalizing both true positive rates (TPRs) and false positive rates (FPRs) across groups.

We use the “default of credit card clients” dataset from UCI [70] collected by a company in Taiwan [221], which contains 30,000 examples and 24 features (details in Appendix 3.15). The classification task is to determine whether an individual defaulted on a loan. We use $m = 3$ groups based on education levels: “graduate school,” “university,” and “high school/other” (the use of education in credit lending has previously been studied in the algorithmic fairness and economics literature [30, 93, 146]). We constrain the TPR conditioned on each group to be greater than or equal to the overall TPR on the full dataset with a slack $\alpha$, and the FPR conditioned on each group to be less than or equal to the overall FPR on the full dataset. This produces $2m$ true group-fairness criteria, $\{g_j^{\text{TPR}}(\theta) \leq 0, g_j^{\text{FPR}}(\theta) \leq 0\}$ $\forall j \in G$ (details on constraint functions $h$ in Appendix 3.11 and 3.12).

Figure 3.1: Case study 1 (Adult): maximum true group constraint violations on test set for the Naive, DRO, and soft assignments (SA) approaches for different group noise levels $\gamma$ on the Adult dataset (mean and standard error over 10 train/val/test splits). The black solid line represents the performance of the trivial “all negatives” classifier, which has constraint violations of 0. A negative violation indicates satisfaction of the fairness constraints on the true groups.

**Results**

In case study 1 (Adult), the unconstrained model achieves an error rate of $0.1447 \pm 0.0012$ (mean and standard error over 10 splits) and a maximum constraint violation of $0.0234 \pm 0.0164$ on test set with respect to the true groups. The model that assumes knowledge of the true groups achieves an error rate of $0.1459 \pm 0.0012$ and a maximum constraint violation of $-0.0469 \pm 0.0068$ on test set with respect to the true groups. As a sanity check, this demonstrates that when given access to the true groups, it is possible to satisfy the constraints on the test set with a reasonably low error rate.
Figure 3.2: Case study 2 (Credit): maximum true group constraint violations on test set for the Naive, DRO, and soft assignments (SA) approaches for different group noise levels $\gamma$ on the Credit dataset (mean and standard error over 10 train/val/test splits). This figure shows the max constraint violation over all TPR and FPR constraints, and Figure 3.6 in Appendix 3.15 shows the breakdown of these constraint violations into the max TPR and the max FPR constraint violations.

Figure 3.3: Error rates on test set for different group noise levels $\gamma$ on the Adult dataset (left) and the Credit dataset (right) (mean and standard error over 10 train/val/test splits). The black solid line represents the performance of the trivial “all negatives” classifier. The soft assignments (SA) approach achieves lower error rates than DRO, and as the noise level increases, the gap in error rate between the naive approach and each robust approach increases.

In case study 2 (Credit), the unconstrained model achieves an error rate of $0.1797 \pm 0.0013$ (mean and standard error over 10 splits) and a maximum constraint violation of $0.0264 \pm 0.0071$ on the test set with respect to the true groups. The constrained model that assumes knowledge of the true groups achieves an error rate of $0.1796 \pm 0.0011$ and a maximum constraint violation of $-0.0105 \pm 0.0070$ on the test set with respect to the true groups. For this dataset, it was possible to satisfy the constraints with approximately the same error rate.
on test as the unconstrained model. Note that the unconstrained model achieved a lower error rate on the train set than the constrained model (0.1792 ± 0.0015 unconstrained vs. 0.1798 ± 0.0024 constrained).

For both case studies, Figures 3.1 and 3.2 show that the robust approaches DRO (center) and soft group assignments (SA) (right) satisfy the constraints on average for all noise levels. As the noise level increases, the naïve approach (left) has increasingly higher true group constraint violations. The DRO and SA approaches come at a cost of a higher error rate than the naïve approach (Figure 3.3). The error rate of the naïve approach is close to the model optimized with constraints on the true groups $G$, regardless of the noise level $\gamma$. However, as the noise increases, the naïve approach no longer controls the fairness violations on the true groups $G$, even though it does satisfy the constraints on the noisy groups $\hat{G}$ (Figures 3.4 and 3.7 in Appendix 3.15). DRO generally suffers from a higher error rate compared to SA (Figure 3.3), illustrating the conservatism of the DRO approach.

3.8 Conclusion and future directions

We explore the practical problem of enforcing group-based fairness for binary classification given noisy protected group information. In addition to providing new theoretical analysis of the naïve approach of only enforcing fairness on the noisy groups, we also propose two new robust approaches that guarantee satisfaction of the fairness criteria on the true groups. For the DRO approach, Lemma 3.4.2 gives a theoretical bound on the TV distance to use in the optimization problem. For the soft group assignments approach, we provide a theoretically ideal algorithm and a practical alternative algorithm for satisfying the robust fairness criteria proposed by Kallus et al. [128] while minimizing a training objective. We empirically show that both of these approaches managed to satisfy the constraints with respect to the true groups, even under difficult noise models.

In follow-up work, Narasimhan et al. [175] provide a general method for enforcing a large number of constraints at once, and enforce constraints concurrently on many possible realizations of noisy protected groups under a given noise model. This can be seen as an extension of the Soft Group Assignments approach that we propose in Section 3.6, which Narasimhan et al. [175] describe in their Appendix.

One additional avenue of future work is to empirically compare the robust approaches when the noisy groups have different dimensionality from the true groups (Appendix 3.11). Second, the looseness of the bound in Lemma 3.4.2 can lead to over-conservatism of the DRO approach, suggesting a need to better calibrate the DRO neighborhood. Finally, it would be valuable to study the impact of distribution mismatch between the main dataset and the auxiliary dataset.
CHAPTER 3. ROBUST OPTIMIZATION FOR FAIRNESS WITH NOISY PROTECTED GROUPS

3.9 Discussions on the broader impact

As machine learning is increasingly employed in high stakes environments, any potential application has to be scrutinized to ensure that it will not perpetuate, exacerbate, or create new injustices. Aiming to make machine learning algorithms themselves intrinsically fairer, more inclusive, and more equitable plays an important role in achieving that goal. Group-based fairness [87, 110] is a popular approach that the machine learning community has used to define and evaluate fair machine learning algorithms. Until recently, such work has generally assumed access to clean, correct protected group labels in the data. Our work addresses the technical challenge of enforcing group-based fairness criteria under noisy, unreliable, or outdated group information. However, we emphasize that this technical improvement alone does not necessarily lead to an algorithm having positive societal impact, for reasons that we now delineate.

Choice of fairness criteria First, our work does not address the choice of the group-based fairness criteria. Many different algorithmic fairness criteria have been proposed, with varying connections to prior sociopolitical framing [119, 176]. From an algorithmic standpoint, these different choices of fairness criteria have been shown to lead to very different prediction outcomes and tradeoffs [87]. Furthermore, even if a mathematical criterion may seem reasonable (e.g., equalizing positive prediction rates with demographic parity), Liu et al. [155] show that the long-term impacts may not always be desirable, and the choice of criteria should be heavily influenced by domain experts, along with awareness of tradeoffs.

Choice of protected groups In addition to the specification of fairness criteria, our work also assumes that the true protected group labels have been pre-defined by the practitioner. However, in real applications, the selection of appropriate true protected group labels is itself a nontrivial issue. First, the measurement and delineation of these protected groups should not be overlooked, as “the process of drawing boundaries around distinct social groups for fairness research is fraught; the construction of categories has a long history of political struggle and legal argumentation” [108]. Important considerations include the context in which the group labels were collected, who chose and collected them, and what implicit assumptions are being made by choosing these group labels. One example is the operationalization of race in the context of algorithmic fairness. Hanna et al. [108] critiques “treating race as an attribute, rather than a structural, institutional, and relational phenomenon.” The choice of categories surrounding gender identity and sexual orientation have strong implications and consequences as well [98], with entire fields dedicated to critiquing these constructs. Jacobs and Wallach [122] provide a general framework for understanding measurement issues for these sensitive attributes in the machine-learning setting, building on foundational work from the social sciences [24].

Another key consideration when defining protected groups is problems of intersectionality [55, 115]. Group-based fairness criteria inherently do not consider within-group inequality...
[132]. Even if we are able to enforce fairness criteria robustly for a given set of groups, the intersections of groups may still suffer [41].

**Domain specific considerations** Finally, we emphasize that group-based fairness criteria simply may not be sufficient to mitigate problems of significant background injustice in certain domains. Abebe et al. [1] argue that computational methods have mixed roles in addressing social problems, where they can serve as **diagnostics**, **formalizers**, and **rebuttals**, and also that “computing acts as synecdoche when it makes long-standing social problems newly salient in the public eye.” Moreover, the use of the algorithm itself may perpetuate inequity, and in the case of credit scoring, create stratifying effects of economic classifications that shape life-chances [86]. We emphasize the importance of domain specific considerations ahead of time before applying any algorithmic solutions (even “fair” ones) in sensitive and impactful settings.

### 3.10 Appendix: Proofs for Section 3.4

This section provides proofs and definitions details for the theorems and lemmas presented in Section 3.4.

#### Proofs for TV distance

**Definition 3.10.1.** (TV distance) Let \( c(x, y) = 1(x \neq y) \) be a metric, and let \( \pi \) be a coupling between probability distributions \( p \) and \( q \). Define the total variation (TV) distance between two distributions \( p, q \) as

\[
TV(p, q) = \inf_{\pi} \mathbb{E}_{X, Y \sim \pi} [c(X, Y)]
\]

subject to \( \int \pi(x, y)dy = p(x), \int \pi(x, y)dx = q(y) \).

**Theorem 3.4.1.** (proof in Appendix 3.10.) Suppose a model with parameters \( \theta \) satisfies fairness criteria with respect to the noisy groups \( \hat{G} \): \( \hat{g}_j(\theta) \leq 0, \ \forall j \in \hat{G} \). Suppose \( |h(\theta, x_1, y_1) - h(\theta, x_2, y_2)| \leq 1 \) for any \( (x_1, y_1) \neq (x_2, y_2) \). If \( TV(p_j, \hat{p}_j) \leq \gamma_j \) for all \( j \in \hat{G} \), then the fairness criteria with respect to the true groups \( G \) will be satisfied within slacks \( \gamma_j \) for each group: \( g_j(\theta) \leq \gamma_j, \ \forall j \in G \).

**Proof.** For any group label \( j \),

\[
g_j(\theta) = g_j(\theta) - \hat{g}_j(\theta) + \hat{g}_j(\theta) \leq |g_j(\theta) - \hat{g}_j(\theta)| + \hat{g}_j(\theta).
\]

By Kantorovich-Rubenstein theorem (provided here as Theorem 3.10.2), we also have

\[
|\hat{g}_j(\theta) - g_j(\theta)| = |\mathbb{E}_{X, Y \sim \hat{p}_j} [h(\theta, X, Y)] - \mathbb{E}_{X, Y \sim p_j} [h(\theta, X, Y)]| \leq TV(p_j, \hat{p}_j).
\]
By assumption that $\theta$ satisfies fairness constraints with respect to the noisy groups $\hat{G}, \hat{p}_j(\theta) \leq 0$. Thus, we have the desired result that $g_j(\theta) \leq TV(p_j, \hat{p}_j) \leq \gamma_j$.

Note that if $p_j$ and $\hat{p}_j$ are discrete, then the TV distance $TV(p_j, \hat{p}_j)$ could be very large. In that case, the bound would still hold, but would be loose.

\textbf{Theorem 3.10.2.} (Kantorovich-Rubinstein).

Call a function $f$ Lipschitz in $c$ if $|f(x) - f(y)| \leq c(x,y)$ for all $x, y$, and let $\mathcal{L}(c)$ denote the space of such functions. If $c$ is a metric, then we have

$$W_c(p, q) = \sup_{f \in \mathcal{L}(c)} \mathbb{E} [f(X)] - \mathbb{E} [f(Y)].$$

As a special case, take $c(x, y) = \mathbb{I}(x \neq y)$ (corresponding to TV distance). Then $f \in \mathcal{L}(c)$ if and only if $|f(x) - f(y)| \leq 1$ for all $x \neq y$. By translating $f$, we can equivalently take the supremum over all $f$ mapping to $[0, 1]$. This says that

$$TV(p, q) = \sup_{f:X \rightarrow [0,1]} \mathbb{E} [f(X)] - \mathbb{E} [f(Y)].$$

\textbf{Lemma 3.4.2.} (proof in Appendix 3.10.) Suppose $P(G = j) = P(\hat{G} = j)$ for a given $j \in \mathcal{G}$. Then $TV(p_j, \hat{p}_j) \leq P(G \neq \hat{G}|G = j)$.

\textbf{Proof.} For probability measures $p_i$ and $\hat{p}_i$, the TV distance is given by

$$TV(p_i, \hat{p}_i) = \sup \{|p_i(A) - \hat{p}_i(A)| : A \text{ is a measurable event}\}.$$

Fix $A$ to be any measurable event for both $p_i$ and $\hat{p}_i$. This means that $A$ is also a measurable event for $p$, the distribution of the random variables $X, Y$. By definition of $p_i$, $p_i(A) = P(A|G = i)$. Then

\begin{align*}
|p_i(A) - \hat{p}_i(A)| &= |P(A|G = i) - P(A|\hat{G} = i)| \\
&= |P(A|G = i, \hat{G} = i) - P(A|G = i, \hat{G} \neq i)| \\
&= |P(A|G = i, \hat{G} = i)P(\hat{G} = i|G = i) - P(A|G = i, \hat{G} \neq i)P(\hat{G} \neq i|G = i)| \\
&= |P(A|G = i, \hat{G} = i)(P(\hat{G} = i|G = i) - P(G = i|\hat{G} = i))| \\
&= |P(A|G = i) - P(A|G = i, \hat{G} \neq i)| \\
&= |P(A|G = i, \hat{G} \neq i) - P(A|G = i, \hat{G} = i)| \\
&\leq P(\hat{G} \neq G|G = i)
\end{align*}
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The second equality follows from the law of total probability. The third and the fourth equalities follow from the assumption that \( P(G = i) = P(\hat{G} = i) \), which implies that \( P(\hat{G} = G | G = i) = P(\hat{G} = \hat{G} | G = i) \) since

\[
P(G = \hat{G} | G = i) = \frac{P(\hat{G} = \hat{G}, G = i)}{P(G = i)} = \frac{P(G = \hat{G}, \hat{G} = i)}{P(\hat{G} = i)} = P(\hat{G} | G = i).
\]

This further implies that \( P(\hat{G} \neq G | G = i) = P(\hat{G} \neq \hat{G} | G = i) \).

Since \( |p_i(A) - \hat{p}_i(A)| \leq P(\hat{G} \neq G | G = i) \) for any measurable event \( A \), the supremum over all events \( A \) is also bounded by \( P(\hat{G} \neq G | G = i) \). This gives the desired bound on the TV distance.

Generalization to Wasserstein distances

Theorem 3.4.1 can be directly extended to loss functions that are Lipschitz in other metrics. To do so, we first provide a more general definition of Wasserstein distances:

Definition 3.10.3. (Wasserstein distance) Let \( c(x, y) \) be a metric, and let \( \pi \) be a coupling between \( p \) and \( q \). Define the Wasserstein distance between two distributions \( p, q \) as

\[
W_c(p, q) = \inf_{\pi} \mathbb{E}_{X,Y \sim \pi} [c(X, Y)]
\]

s.t. \( \int \pi(x,y)dy = p(x), \int \pi(x,y)dx = q(y) \).

As a familiar example, if \( c(x, y) = ||x - y||_2 \), then \( W_c \) is the earth-mover distance, and \( \mathcal{L}(c) \) is the class of 1-Lipschitz functions. Using the Wasserstein distance \( W_c \) under different metrics \( c \), we can bound the fairness violations for constraint functions \( h \) beyond those specified for the TV distance in Theorem 3.4.1.

Theorem 3.10.4. Suppose a model with parameters \( \theta \) satisfies fairness criteria with respect to the noisy groups \( \hat{G} \):

\[
\hat{g}_j(\theta) \leq 0 \quad \forall j \in \mathcal{G}.
\]

Suppose the function \( h \) satisfies \( |h(\theta, x_1, y_1) - h(\theta, x_2, y_2)| \leq c((x_1, y_1), (x_2, y_2)) \) for any \( (x_1, y_1) \neq (x_2, y_2) \) w.r.t a metric \( c \). If \( W_c(p_j, \hat{p}_j) \leq \gamma_j \) for all \( j \in \mathcal{G} \), then the fairness criteria with respect to the true groups \( G \) will be satisfied within slacks \( \gamma_j \) for each group:

\[
g_j(\theta) \leq \gamma_j \quad \forall j \in \mathcal{G}.
\]

Proof. By the triangle inequality, for any group label \( j \),

\[
|g_j(\theta) - g(\theta)| \leq |g_j(\theta) - \hat{g}_j(\theta)| + \hat{g}_j(\theta)
\]
By Kantorovich-Rubenstein theorem (provided here as Theorem 3.10.2), we also have
\[
|\hat{g}_j(\theta) - g_j(\theta)| = |\mathbb{E}_{X,Y \sim \hat{p}_j}[h(\theta, X, Y)] - \mathbb{E}_{X,Y \sim p_j}[h(\theta, X, Y)]| \leq W_c(p_j, \hat{p}_j).
\]
By the assumption that \(\theta\) satisfies fairness constraints with respect to the noisy groups \(\hat{G}\), \(\hat{g}_j(\theta) \leq 0\). Therefore, combining these with the triangle inequality, we get the desired result.

\[\Box\]

### 3.11 Appendix: Details on DRO formulation for TV distance

Here we describe the details on solving the DRO problem (3.3) with TV distance using the empirical Lagrangian formulation. We also provide the pseudocode we used for the projected gradient-based algorithm to solve it.

#### Empirical Lagrangian Formulation

We rewrite the constrained optimization problem (3.3) as a minimax problem using the Lagrangian formulation. We also convert all expectations into expectations over empirical distributions given a dataset of \(n\) samples \((X_1, Y_1, G_1), ..., (X_n, Y_n, G_n)\).

Let \(n_j\) denote the number of samples that belong to a true group \(G = j\). Let the empirical distribution \(\hat{p}_j \in \mathbb{R}^n\) be a vector with \(i\)-th entry \(\hat{p}_{ij} = \frac{1}{n_j}\) if the \(i\)-th example has a noisy group membership \(\hat{G}_i = j\), and 0 otherwise. Replacing all expectations with expectations over the appropriate empirical distributions, the empirical form of (3.3) can be written as:

\[
\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} l(\theta, X_i, Y_i)
\]

\[\text{s.t.} \max_{\tilde{p}_j \in B_{\gamma_j}(\hat{p}_j)} \sum_{i=1}^{n} \tilde{p}_{ij} h(\theta, X_i, Y_i) \leq 0 \quad \forall j \in \mathcal{G}\]

where \(B_{\gamma_j}(\hat{p}_j) = \{\tilde{p}_j \in \mathbb{R}^n : \frac{1}{2} \sum_{i=1}^{n} |\tilde{p}_{ij} - \hat{p}_{ij}| \leq \gamma_j, \sum_{i=1}^{n} \tilde{p}_{ij} = 1, \tilde{p}_{ij} \geq 0 \quad \forall i = 1, ..., n\}\).

For ease of notation, for \(j \in \{1, 2, ..., m\}\), let

\[f(\theta) = \frac{1}{n} \sum_{i=1}^{n} l(\theta, X_i, Y_i)\]

\[f_j(\theta, \tilde{p}_j) = \sum_{i=1}^{n} \tilde{p}_{ij} h(\theta, X_i, Y_i).\]
Then the Lagrangian of the empirical formulation (3.9) is

\[ \mathcal{L}(\theta, \lambda) = f(\theta) + \sum_{j=1}^{m} \lambda_j \max_{\tilde{p}_j \in B_\gamma(\hat{p}_j)} f_j(\theta, \tilde{p}_j) \]

and problem (3.9) can be rewritten as

\[ \min_{\theta} \max_{\lambda \geq 0} f(\theta) + \sum_{j=1}^{m} \lambda_j \max_{\tilde{p}_j \in B_\gamma(\hat{p}_j)} f_j(\theta, \tilde{p}_j) \]

Moving the inner max out of the sum and rewriting the constraints as \(\ell_1\)-norm constraints:

\[
\begin{align*}
\min_{\theta} \max_{\lambda \geq 0} & \ max_{\tilde{p}_j \in \mathbb{R}^n, \tilde{p}_j \geq 0, j = 1, \ldots, m} f(\theta) + \sum_{j=1}^{m} \lambda_j f_j(\theta, \tilde{p}_j) \\
\text{s.t.} & \ ||\tilde{p}_j - \hat{p}_j||_1 \leq 2\gamma_j, \ ||\tilde{p}_j||_1 = 1 \ \forall j \in \{1, \ldots, m\}
\end{align*}
\]

(3.10)

Since projections onto the \(\ell_1\)-ball can be done efficiently [72], we can solve problem (3.10) using a projected gradient descent ascent (GDA) algorithm. This is a simplified version of the algorithm introduced by Namkoong and Duchi [172] for solving general classes of DRO problems. We provide pseudocode in Algorithm 4.

**Projected GDA Algorithm for DRO**

**Algorithm 4** Project GDA Algorithm

**Require:** learning rates \(\eta_\theta > 0, \eta_\lambda > 0, \eta_p > 0\), estimates of \(P(G \neq \hat{G}|G = j)\) to specify \(\gamma_j\).

1: for \(t = 1, \ldots, T\) do
2: \hspace{1em} **Descent step on \(\theta\):**
3: \hspace{2em} \(\theta^{(t+1)} \leftarrow \theta^{(t)} - \eta_\theta \nabla_\theta f(\theta^{(t)}) - \eta_\theta \sum_{j=1}^{m} \lambda_j^{(t)} \nabla_\theta f_j(\theta^{(t)}, \tilde{p}_j^{(t)})\)
4: \hspace{1em} **Ascent step on \(\lambda\):**
5: \hspace{2em} \(\lambda_j^{(t+1)} \leftarrow \lambda_j^{(t)} + \eta_\lambda f_j(\theta^{(t)}, \tilde{p}_j^{(t)})\)
6: for \(j = 1, \ldots, m\) do
7: \hspace{2em} **Ascent step on \(\tilde{p}_j\):**
8: \hspace{3em} \(\tilde{p}_j^{(t+1)} \leftarrow \tilde{p}_j^{(t)} + \eta_p \lambda_j^{(t)} \nabla_{\tilde{p}_j} f_j(\theta^{(t)}, \tilde{p}_j^{(t)})\)
9: \hspace{2em} **Project \(\tilde{p}_j^{(t+1)}\) onto \(\ell_1\)-norm constraints:**
10: \hspace{3em} \(||\tilde{p}_j^{(t+1)} - \hat{p}_j||_1 \leq 2\gamma_j, ||\tilde{p}_j^{(t+1)}||_1 = 1\)
11: end for
12: end for
13: return \(\theta^{(t*)}\) where \(t^*\) denotes the best iterate that satisfies the constraints in (3.3) with the lowest objective.
\section*{Equalizing TPRs and FPRs using DRO}

In the two case studies in Section 3.7, we enforce \textit{equality of opportunity} and \textit{equalized odds} \cite{110} by equalizing true positive rates (TPRs) and/or false positive rates (FPRs) within some slack $\alpha$. In this section, we describe in detail the implementation of the constraints for equalizing TPRs and FPRs under the DRO approach.

To equalize TPRs with slack $\alpha$ under the DRO approach, we set

$$\tilde{g}_j^{\text{TPR}}(\theta) = \frac{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 1) \mathbbm{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 1)]} - \frac{\mathbb{E}_{X,Y \sim \hat{p}_j}[\mathbbm{1}(Y = 1) \mathbbm{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim \hat{p}_j}[\mathbbm{1}(Y = 1)]} - \alpha. \quad (3.11)$$

The first term corresponds to the TPR for the full population. The second term estimates the TPR for group $j$. Setting $\alpha = 0$ exactly equalizes true positive rates.

To equalize FPRs with slack $\alpha$ under the DRO approach, we set

$$\tilde{g}_j^{\text{FPR}}(\theta) = \frac{\mathbb{E}_{X,Y \sim \hat{p}_j}[\mathbbm{1}(Y = 0) \mathbbm{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim \hat{p}_j}[\mathbbm{1}(Y = 0)]} - \frac{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 0) \mathbbm{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 0)]} - \alpha. \quad (3.12)$$

The first term estimates the FPR for group $j$. The second term corresponds to the FPR for the full population. Setting $\alpha = 0$ exactly equalizes false positive rates.

To equalize TPRs for Case Study 1, we apply $m$ constraints, \[
\{ \max_{\tilde{p}_j : TV(\tilde{p}_j, \hat{p}_j) \leq \gamma, \tilde{p}_j \ll p} \tilde{g}_j^{\text{TPR}}(\theta) \leq 0 \} \forall j \in \mathcal{G}.
\]

To equalize both TPRs and FPRs simultaneously for Case Study 2, we apply $2m$ constraints, \[
\{ \max_{\tilde{p}_j : TV(\tilde{p}_j, \hat{p}_j) \leq \gamma, \tilde{p}_j \ll p} \tilde{g}_j^{\text{TPR}}(\theta) \leq 0, \max_{\tilde{p}_j : TV(\tilde{p}_j, \hat{p}_j) \leq \gamma, \tilde{p}_j \ll p} \tilde{g}_j^{\text{FPR}}(\theta) \leq 0 \} \forall j \in \mathcal{G}.
\]

$h(\theta, X, Y)$ for equalizing TPRs and FPRs

Since the notation in Section 3.5 and in the rest of the paper uses generic functions $h$ to express the group-specific constraints, we show in Lemma 3.11.1 that the constraint using $\tilde{g}_j^{\text{TPR}}(\theta)$ in Equation (3.11) can also be written as an equivalent constraint in the form of Equation (3.3), as

$$\tilde{g}_j^{\text{TPR}}(\theta) = \mathbb{E}_{X,Y \sim \hat{p}_j}[h^{\text{TPR}}(\theta, X, Y)]$$

for some function $h^{\text{TPR}} : \Theta \times \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$.

\textbf{Lemma 3.11.1.} Denote $\hat{Y}$ as $\mathbbm{1}(\phi(X; \theta) > 0)$. Let $h^{\text{TPR}}(\theta, X, Y)$ be given by

$$h^{\text{TPR}}(\theta, X, Y) = \frac{1}{2} \left( - \mathbbm{1}(\hat{Y} = 1, Y = 1) - \mathbbm{1}(Y = 1) \left( \alpha - \frac{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 1)]} \right) \right).$$

Then

$$\frac{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 1) \mathbbm{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbbm{1}(Y = 1)]} - \frac{\mathbb{E}_{X,Y \sim \hat{p}_j}[\mathbbm{1}(Y = 1) \mathbbm{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim \hat{p}_j}[\mathbbm{1}(Y = 1)]} - \alpha \leq 0 \iff \mathbb{E}_{X,Y \sim \hat{p}_j}[h^{\text{TPR}}(\theta, X, Y)] \leq 0.$$
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Proof. Substituting the given function $h_{\text{TPR}}(\theta, X, Y)$, and using the fact that $\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 1)] \geq 0$:

$$\mathbb{E}_{X,Y \sim \tilde{p}_j}[h_{\text{TPR}}(\theta, X, Y)] \leq 0$$

$$\iff \mathbb{E}_{X,Y \sim \tilde{p}_j}\left[\frac{1}{2} \left(\mathbb{1}(\hat{Y} = 1, Y = 1) - \mathbb{1}(Y = 1) \left(\alpha - \frac{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1)]}\right)\right)\right] \leq 0$$

$$\iff -\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 1)] - \mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 1) \left(\alpha - \frac{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1)]}\right)] \leq 0$$

$$\iff -\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 1)] - \alpha \mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 1)]$$

$$+ \frac{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1)]} \mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 1)] \leq 0$$

$$\iff \frac{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 1)]} - \frac{\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 1)]}{\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 1)]} - \alpha \leq 0$$

By similar proof, we also show in Lemma 3.11.2 that the constraint using $\tilde{g}_{j}^{\text{FPR}}(\theta)$ in Equation (3.12) can also be written as an equivalent constraint in the form of Equation (3.3), as

$$\tilde{g}_{j}^{\text{FPR}}(\theta) = \mathbb{E}_{X,Y \sim \tilde{p}_j}[h_{\text{FPR}}(\theta, X, Y)]$$

for some function $h_{\text{FPR}}: \Theta \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$.

Lemma 3.11.2. Denote $\hat{Y}$ as $\mathbb{1}(\phi(X; \theta) > 0)$. Let $h_{\text{FPR}}(\theta, X, Y)$ be given by

$$h_{\text{FPR}}(\theta, X, Y) = \frac{1}{2} \left(\mathbb{1}(\hat{Y} = 1, Y = 0) - \mathbb{1}(Y = 0) \left(\alpha + \frac{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim p}[\mathbb{1}(Y = 0)]}\right)\right).$$

Then

$$\frac{\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 0) \mathbb{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 0)]} - \frac{\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 0) \mathbb{1}(\hat{Y} = 1)]}{\mathbb{E}_{X,Y \sim \tilde{p}_j}[\mathbb{1}(Y = 0)]} - \alpha \leq 0$$

$$\iff \mathbb{E}_{X,Y \sim \tilde{p}_j}[h_{\text{FPR}}(\theta, X, Y)] \leq 0.$$
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Proof. Substituting the given function $h^{FPR}(\theta, X, Y)$, and using the fact that $E_{X,Y\sim \hat{p}_j}[\mathbb{1}(Y = 0)] \geq 0$:

\[
E_{X,Y\sim \hat{p}_j}[h^{FPR}(\theta, X, Y)] \leq 0
\]

\[
\iff E_{X,Y\sim \hat{p}_j}\left[\frac{1}{2}\left(\mathbb{1}(\hat{Y} = 1, Y = 0) - \mathbb{1}(Y = 0)\right)\left(\alpha + \frac{E_{X,Y\sim p}[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E_{X,Y\sim p}[\mathbb{1}(Y = 0)]}\right)\right] \leq 0
\]

\[
\iff E_{X,Y\sim \hat{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 0)] - E_{X,Y\sim \hat{p}_j}[\mathbb{1}(Y = 0)] \leq 0
\]

\[
\iff E_{X,Y\sim \hat{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 0)] - \alpha E_{X,Y\sim \hat{p}_j}[\mathbb{1}(Y = 0)] \leq 0
\]

\[
\iff E_{X,Y\sim \hat{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 0)] - \frac{E_{X,Y\sim p}[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E_{X,Y\sim p}[\mathbb{1}(Y = 0)]} \alpha \leq 0
\]

\[
\iff E_{X,Y\sim \hat{p}_j}[\mathbb{1}(\hat{Y} = 1, Y = 0)] - \frac{E_{X,Y\sim p}[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E_{X,Y\sim p}[\mathbb{1}(Y = 0)]} \alpha \leq 0
\]

DRO when $\hat{G}$ and $G$ have different dimensionalities

The soft assignments approach is naturally formulated to be able to handle $G \in G = \{1, ..., m\}$ and $\hat{G} \in \hat{G} = \{1, ..., \hat{m}\}$ when $\hat{m} \neq m$. The DRO approach can be extended to handle this case by generalizing Lemma 3.4.2 to $TV(p_j, \hat{p}_i) \leq P(\hat{G} \neq i | G = j), j \in G, i \in \hat{G}$, and generalizing the DRO formulation to have the true group distribution $p_j$ bounded in a TV distance ball centered at $\hat{p}_i$. Empirically comparing this generalized DRO approach to the soft group assignments approach when $\hat{m} \neq m$ is an interesting avenue of future work.

3.12 Appendix: Further details for soft group assignments approach

Here we provide additional technical details regarding the soft group assignments approach introduced in Section 3.7.

Derivation for $E[h(\theta, X, Y)|G = j]$

Here we show $E[h(\theta, X, Y)|G = j] = \frac{E[h(\theta, X, Y)P(G = j|\hat{Y}, \hat{G})]}{P(G = j)}$, assuming that $h(\theta, X, Y)$ depends on $X$ through $\hat{Y}$, i.e. $\hat{Y} = \mathbb{1}(\phi(\theta, X) > 0)$. Using the tower property and the definition of
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conditional expectation:

\[
E[h(\theta, X, Y)|G = j] = \frac{E[h(\theta, X, Y) \mathbb{1}(G = j)]}{P(G = j)}
\]

\[
= \frac{E[E[h(\theta, X, Y) \mathbb{1}(G = j)|\hat{Y}, \hat{G}]]}{P(G = j)}
\]

\[
= \frac{E[h(\theta, X, Y) E[\mathbb{1}(G = j)|\hat{Y}, \hat{G}]]}{P(G = j)}
\]

\[
= \frac{E[h(\theta, X, Y) P(G = j|\hat{Y}, \hat{G})]}{P(G = j)}
\]  

(3.13)

Equalizing TPRs and FPRs using soft group assignments

In the two case studies in Section 3.7, we enforce equality of opportunity and equalized odds [110] by equalizing true positive rates (TPRs) and/or false positive rates (FPRs) within some slack \( \alpha \). In this section, we describe in detail the implementation of the constraints for equalizing TPRs and FPRs under the soft group assignments approach.

To equalize TPRs with slack \( \alpha \) under the soft group assignments approach, we set

\[
g_j^{\text{TPR}}(\theta, w) = \frac{E[\mathbb{1}(Y = 1) \mathbb{1}(\hat{Y} = 1)]}{E[\mathbb{1}(Y = 1)]} - \frac{E[\mathbb{1}(Y = 1) \mathbb{1}(\hat{Y} = 1) w(j|\hat{Y}, \hat{G})]}{E[\mathbb{1}(Y = 1) w(j|\hat{Y}, \hat{G})]} - \alpha. \tag{3.14}
\]

The first term corresponds to the TPR for the full population. The second term estimates the TPR for group \( j \) as done by Kallus et al. [128] in Equation (5) and Proposition 8. Setting \( \alpha = 0 \) exactly equalizes true positive rates.

To equalize FPRs with slack \( \alpha \) under the soft group assignments approach, we set

\[
g_j^{\text{FPR}}(\theta, w) = \frac{E[\mathbb{1}(Y = 0) \mathbb{1}(\hat{Y} = 1) w(j|\hat{Y}, \hat{G})]}{E[\mathbb{1}(Y = 0) w(j|\hat{Y}, \hat{G})]} \quad \frac{E[\mathbb{1}(Y = 0) \mathbb{1}(\hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]} - \alpha. \tag{3.15}
\]

The first term estimates the FPR for group \( j \) as done previously for the TPR. The second term corresponds to the FPR for the full population. Setting \( \alpha = 0 \) exactly equalizes false positive rates.

To equalize TPRs for Case Study 1, we apply \( m \) constraints, \( \{\max_{w \in W(\theta)} g_j^{\text{TPR}}(\theta, w) \leq 0\} \ \forall j \in \mathcal{G} \). To equalize both TPRs and FPRs simultaneously for Case Study 2, we apply \( 2m \) constraints, \( \{\max_{w \in W(\theta)} g_j^{\text{TPR}}(\theta, w) \leq 0, \max_{w \in W(\theta)} g_j^{\text{FPR}}(\theta, w) \leq 0\} \ \forall j \in \mathcal{G} \).

\( h(\theta, X, Y) \) for equalizing TPRs and FPRs

Since the notation in Section 3.6 and in the rest of the paper uses generic functions \( h \) to express the group-specific constraints, we show in Lemma 3.12.1 that the constraint using
Denote for some function $h_{TPR} : \Theta \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$.

**Lemma 3.12.1.** Denote $\hat{Y}$ as $\mathbb{1}(\phi(X; \theta) > 0)$. Let $h_{TPR}(\theta, X, Y)$ be given by

$$h_{TPR}(\theta, X, Y) = \frac{1}{2} \left( -\mathbb{1}(\hat{Y} = 1, Y = 1) - \mathbb{1}(Y = 1) \left( \alpha - \frac{\mathbb{E}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}[\mathbb{1}(Y = 1)]} \right) \right).$$

Then

$$\frac{\mathbb{E}[\mathbb{1}(Y = 1) \mathbb{1}(\hat{Y} = 1)]}{\mathbb{E}[\mathbb{1}(Y = 1)]} - \frac{\mathbb{E}[\mathbb{1}(Y = 1) \mathbb{1}(\hat{Y} = 1)w(j|\hat{Y}, \hat{G})]}{\mathbb{E}[\mathbb{1}(Y = 1)w(j|\hat{Y}, \hat{G})]} - \alpha \leq 0$$

$$\iff \frac{\mathbb{E}[h_{TPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})]}{P(G = j)} \leq 0.$$

for all $j \in G, P(G = j) > 0$.

**Proof.** Substituting the given function $h_{TPR}(\theta, X, Y)$, and using the fact that $P(G = j) > 0$ and $\mathbb{E}[\mathbb{1}(Y = 1)w(j|\hat{Y}, \hat{G})] \geq 0$:

$$\frac{\mathbb{E}[h_{TPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})]}{P(G = j)} \leq 0$$

$$\iff \mathbb{E}[h_{TPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})] \leq 0$$

$$\iff \mathbb{E} \left[ \frac{1}{2} \left( -\mathbb{1}(\hat{Y} = 1, Y = 1) - \mathbb{1}(Y = 1) \left( \alpha - \frac{\mathbb{E}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}[\mathbb{1}(Y = 1)]} \right) \right) w(j|\hat{Y}, \hat{G}) \right] \leq 0$$

$$\iff -\mathbb{E}[\mathbb{1}(\hat{Y} = 1, Y = 1)w(j|\hat{Y}, \hat{G})] - \mathbb{E}[\mathbb{1}(Y = 1) \left( \alpha - \frac{\mathbb{E}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}[\mathbb{1}(Y = 1)]} \right) w(j|\hat{Y}, \hat{G})] \leq 0$$

$$\iff -\mathbb{E}[\mathbb{1}(\hat{Y} = 1, Y = 1)w(j|\hat{Y}, \hat{G})] - \alpha \mathbb{E}[\mathbb{1}(Y = 1)w(j|\hat{Y}, \hat{G})] + \frac{\mathbb{E}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}[\mathbb{1}(Y = 1)]} \mathbb{E}[\mathbb{1}(Y = 1)w(j|\hat{Y}, \hat{G})] \leq 0$$

$$\iff \frac{\mathbb{E}[\mathbb{1}(Y = 1, \hat{Y} = 1)]}{\mathbb{E}[\mathbb{1}(Y = 1)]} - \frac{\mathbb{E}[\mathbb{1}(\hat{Y} = 1, Y = 1)w(j|\hat{Y}, \hat{G})]}{\mathbb{E}[\mathbb{1}(Y = 1)w(j|\hat{Y}, \hat{G})]} - \alpha \leq 0.$$
Lemma 3.12.2. Denote $E$ and $h$ for some function $g_{j}^{FPR}(\theta, w)$ in Equation (3.15) can also be written as an equivalent constraint in the form of Equation (3.6), as

$$g_{j}^{FPR}(\theta, w) = \frac{E[h^{FPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})]}{P(G = j)}$$

for some function $h^{FPR} : \Theta \times X \times Y \to \mathbb{R}$.

**Lemma 3.12.2.** Denote $\hat{Y}$ as $\mathbb{1}(\phi(X; \theta) > 0)$. Let $h^{FPR}(\theta, X, Y)$ be given by

$$h^{FPR}(\theta, X, Y) = \frac{1}{2}\left(\mathbb{1}(\hat{Y} = 1, Y = 0) - \mathbb{1}(Y = 0) \left(\alpha + \frac{E[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]}\right)\right).$$

Then

$$\frac{E[\mathbb{1}(Y = 0) \mathbb{1}(\hat{Y} = 1)w(j|\hat{Y}, \hat{G})]}{E[\mathbb{1}(Y = 0)w(j|\hat{Y}, \hat{G})]} - \frac{E[\mathbb{1}(Y = 0) \mathbb{1}(\hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]} - \alpha \leq 0$$

$$\iff \frac{E[h^{FPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})]}{P(G = j)} \leq 0.$$

for all $j \in G, P(G = j) > 0$.

**Proof.** Substituting the given function $h^{FPR}(\theta, X, Y)$, and using the fact that $P(G = j) > 0$ and $E[\mathbb{1}(Y = 0)w(j|\hat{Y}, \hat{G})] > 0$:

$$\frac{E[h^{FPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})]}{P(G = j)} \leq 0$$

$$\iff E[h^{FPR}(\theta, X, Y)w(j|\hat{Y}, \hat{G})] \leq 0$$

$$\iff E\left[\frac{1}{2}\left(\mathbb{1}(\hat{Y} = 1, Y = 0) - \mathbb{1}(Y = 0) \left(\alpha + \frac{E[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]}\right)\right)w(j|\hat{Y}, \hat{G})\right] \leq 0$$

$$\iff E[\mathbb{1}(\hat{Y} = 1, Y = 0)w(j|\hat{Y}, \hat{G})]$$

$$- E\left[\mathbb{1}(Y = 0) \left(\alpha + \frac{E[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]}\right)w(j|\hat{Y}, \hat{G})\right] \leq 0$$

$$\iff E[\mathbb{1}(\hat{Y} = 1, Y = 0)w(j|\hat{Y}, \hat{G})] - \alpha E[\mathbb{1}(Y = 0)w(j|\hat{Y}, \hat{G})]$$

$$- \frac{E[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]} E[\mathbb{1}(Y = 0)w(j|\hat{Y}, \hat{G})] \leq 0$$

$$\iff \frac{E[\mathbb{1}(\hat{Y} = 1, Y = 0)w(j|\hat{Y}, \hat{G})]}{E[\mathbb{1}(Y = 0)w(j|\hat{Y}, \hat{G})]} - \frac{E[\mathbb{1}(Y = 0, \hat{Y} = 1)]}{E[\mathbb{1}(Y = 0)]} - \alpha \leq 0$$
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3.13 Appendix: Optimality and feasibility for the *Ideal* algorithm

Optimality and feasibility guarantees

We provide optimality and feasibility guarantees for Algorithm 3 and optimality guarantees for Algorithm 5.

**Theorem 3.13.1 (Optimality and Feasibility for Algorithm 3).** Let \( \theta^* \in \Theta \) be such that it satisfies the constraints \( \max_{w \in \mathcal{W}(\theta)} g_j(\theta^*, w) \leq 0, \forall j \in G \) and \( f_0(\theta^*) \leq f(\theta) \) for every \( \theta \in \Theta \) that satisfies the same constraints. Let \( 0 \leq f_0(\theta) \leq B, \forall \theta \in \Theta \). Let the space of Lagrange multipliers be defined as \( \Lambda = \{ \lambda \in \mathbb{R}^m_+ | \| \lambda \|_1 \leq R \} \), for \( R > 0 \). Let \( B_\lambda \geq \max_t \| \nabla_\lambda \mathcal{L}(\theta(t), \lambda(t)) \|_2 \). Let \( \hat{\theta} \) be the stochastic classifier returned by Algorithm 3 when run for \( T \) iterations, with the radius of the Lagrange multipliers \( R = T^{1/4} \) and learning rate \( \eta_\lambda = \frac{R}{B_\lambda \sqrt{T}} \). Then:

\[
E_{\theta \sim \hat{\theta}} [f(\theta)] \leq f(\theta^*) + O \left( \frac{1}{T^{1/4}} \right) + \rho
\]

and

\[
E_{\theta \sim \hat{\theta}} \left[ \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] \leq O \left( \frac{1}{T^{1/4}} \right) + \rho'
\]

Thus for any given \( \epsilon > 0 \), by solving Steps 2 and 4 of Algorithm 3 to sufficiently small errors \( \rho, \rho' \), and by running the algorithm for a sufficiently large number of steps \( T \), we can guarantee that the returned stochastic model is \( \epsilon \)-optimal and \( \epsilon \)-feasible.

**Proof.** Let \( \bar{\lambda} = \frac{1}{T} \sum_{t=1}^T \lambda(t) \). We will interpret the minimax problem in (3.8) as a zero-sum between the \( \theta \)-player who optimizes \( \mathcal{L} \) over \( \theta \), and the \( \lambda \)-player who optimizes \( \mathcal{L} \) over \( \lambda \). We first bound the average regret incurred by the players over \( T \) steps. The best response computation in Step 2 of Algorithm 3 gives us:

\[
\frac{1}{T} \sum_{t=1}^T \mathbb{E}_{\theta \sim \hat{\theta}(t)} \left[ \mathcal{L}(\theta, \lambda(t)) \right] \leq \frac{1}{T} \sum_{t=1}^T \min_{\theta \in \Theta} \mathcal{L}(\theta, \lambda(t)) + \epsilon
\]

\[
\leq \min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^T \mathcal{L}(\theta, \lambda(t)) + \rho
\]

\[
= \min_{\theta \in \Theta} \mathcal{L}(\theta, \bar{\lambda}) + \rho
\]

\[
\leq \min_{\theta \in \Theta} \max_{\lambda \in \Lambda} \mathcal{L}(\theta, \lambda) + \rho
\]

\[
\leq f(\theta^*) + \rho.
\]

(3.16)
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We then apply standard gradient ascent analysis for the projected gradient updates to \( \lambda \) in Step 4 of the algorithm, and get:

\[
\max_{\lambda \in \Lambda} \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{m} \lambda_j \delta_j^{(t)} \geq \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{m} \lambda_j^{(t)} \delta_j^{(t)} - \mathcal{O} \left( \frac{R}{\sqrt{T}} \right).
\]

We then plug the upper and lower bounds for the gradient estimates \( \delta_j^{(t)} \)'s from Step 3 of the Algorithm 3 into the above inequality:

\[
\max_{\lambda \in \Lambda} \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{m} \lambda_j \left( \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] + \rho' \right)
\]

\[
\geq \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{m} \lambda_j^{(t)} \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] - \mathcal{O} \left( \frac{R}{\sqrt{T}} \right).
\]

which further gives us:

\[
\max_{\lambda \in \Lambda} \left\{ \sum_{j=1}^{m} \lambda_j \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] + \|\lambda\|_1 \rho' \right\}
\]

\[
\geq \sum_{j=1}^{m} \lambda_j^{(t)} \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] - \mathcal{O} \left( \frac{R}{\sqrt{T}} \right).
\]

Adding \( \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ f(\theta) \right] \) to both sides of the above inequality, we finally get:

\[
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ \mathcal{L}(\theta, \lambda^{(t)}) \right] \geq \max_{\lambda \in \Lambda} \left\{ \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ \mathcal{L}(\theta, \lambda) \right] + \|\lambda\|_1 \rho' \right\} - \mathcal{O} \left( \frac{R}{\sqrt{T}} \right). \tag{3.17}
\]

**Optimality.** Now, substituting \( \lambda = 0 \) in (3.17) and combining with (3.16) completes the proof of the optimality guarantee:

\[
\mathbb{E}_{\theta \sim \bar{\theta}} \left[ f(\theta) \right] \leq f_0(\theta^*) + \mathcal{O} \left( \frac{R}{\sqrt{T}} \right) + \rho
\]

**Feasibility.** To show feasibility, we fix a constraint index \( j \in \mathcal{G} \). Now substituting \( \lambda_j = R \) and \( \lambda_j' = 0, \forall j' \neq j \) in (3.17) and combining with (3.16) gives us:

\[
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{\theta \sim \bar{\theta}(t)} \left[ f(\theta) + R \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] \leq f(\theta^*) + \mathcal{O} \left( \frac{R}{\sqrt{T}} \right) + \rho + R \rho'.
\]

which can be re-written as:

\[
\mathbb{E}_{\theta \sim \bar{\theta}} \left[ \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w) \right] \leq \frac{f(\theta^*) - \mathbb{E}_{\theta \sim \bar{\theta}} [f(\theta)]}{R} + \mathcal{O} \left( \frac{1}{\sqrt{T}} \right) + \frac{\rho}{R} + \rho'.
\]

which is our feasibility guarantee. Setting \( R = \mathcal{O}(T^{1/4}) \) then completes the proof. ■
Algorithm 5 Best response on $\theta$ of Algorithm 3

**Require:** $\mathcal{X}$, learning rate $\eta_w > 0$, estimates of $P(G = j | \hat{G} = k)$ to specify constraints $r_{y, \hat{y}}$'s, $\kappa$

1: for $q = 1, \ldots, Q$ do

2: Best response on $(\theta, \mu)$: use an oracle to find find $\theta^{(q)} \in \Theta$ and $\mu^{(q)} \in \mathcal{M}^m$ such that:

$$\ell(\theta^{(q)}, \mu^{(q)}, w^{(q)}; \lambda') \leq \min_{\theta \in \Theta, \mu \in \mathcal{M}^m} \ell(\theta, \mu, w^{(q)}; \lambda') + \kappa,$$

for a small slack $\kappa > 0$.

3: Ascent step on $w$:

$$w^{(q+1)}_j \leftarrow \Pi_{W_{\Delta}} \left( w^{(q)}_j + \eta_w \nabla_{w_j} \ell(\theta^{(q)}, \mu^{(q)}, w^{(q)}; \lambda') \right),$$

where $\nabla_{w_j} \ell(\cdot)$ is a sub-gradient of $\ell$ w.r.t. $w_j$.

4: end for

5: return A uniform distribution $\hat{\theta}$ over $\theta^{(1)}, \ldots, \theta^{(Q)}$

---

**Best Response over $\theta$**

We next describe our procedure for computing a best response over $\theta$ in Step 2 of Algorithm 3. We will consider a slightly relaxed version of the best response problem where the equality constraints in $W(\theta)$ are replaced with closely-approximating inequality constraints.

Recall that the constraint set $W(\theta)$ contains two sets of constraints (3.5), the total probability constraints that depend on $\theta$, and the simplex constraints that do not depend on $\theta$. So to decouple these constraint sets from $\theta$, we introduce Lagrange multipliers $\mu$ for the total probability constraints to make them a part of the objective, and obtain a nested minimax problem over $\theta, \mu$, and $w$, where $w$ is constrained to satisfy the simplex constraints alone. We then jointly minimize the inner Lagrangian over $\theta$ and $\mu$, and perform gradient ascent updates on $w$ with projections onto the simplex constraints. The joint-minimization over $\theta$ and $\mu$ is not necessarily convex and is solved using a minimization oracle.

We begin by writing out the best-response problem over $\theta$ for a fixed $\lambda'$:

$$\min_{\theta \in \Theta} \mathcal{L}(\theta, \lambda') = \min_{\theta \in \Theta} f(\theta) + \sum_{j=1}^m \lambda'_j \max_{w_j \in W(\theta)} g_j(\theta, w_j), \tag{3.18}$$

where we use $w_j$ to denote the maximizer over $W(\theta)$ for constraint $g_j$ explicitly. We separate out the the simplex constraints in $W(\theta)$ (3.5) and denote them by:

$$W_{\Delta} = \left\{ w \in \mathbb{R}_{+}^{G \times \{0,1\}^2 \times \hat{G}} \left| \sum_{j=1}^m w(j | \hat{y}, y, k) = 1, \forall k \in \hat{G}, y, \hat{y} \in \{0, 1\} \right\},$$

where we represent each $w$ as a vector of values $w(j | \hat{y}, y, k)$ for each $j \in G, \hat{y} \in \{0, 1\}, y \in \{0, 1\}$, and $k \in \hat{G}$. We then relax the total probability constraints in $W(\theta)$ into a set of
inequality constraints:
\[
P(G = j | \hat{G} = k) - \sum_{\hat{y}, y \in \{0,1\}} w(j \mid \hat{y}, y, k) P(\hat{Y}(\theta) = \hat{y}, Y = y | \hat{G} = k) - \tau \leq 0
\]
\[
\sum_{\hat{y}, y \in \{0,1\}} w(j \mid \hat{y}, y, k) P(\hat{Y}(\theta) = \hat{y}, Y = y | \hat{G} = k) - P(G = j | \hat{G} = k) - \tau \leq 0
\]
for some small \(\tau > 0\). We have a total of \(U = 2 \times m \times \hat{m}\) relaxed inequality constraints, and will denote each of them as \(r_u(\theta, w) \leq 0\), with index \(u\) running from 1 to \(U\). Note that each \(r_u(\theta, w)\) is linear in \(w\).

Introducing Lagrange multipliers \(\mu\) for the relaxed total probability constraints, the optimization problem in (3.18) can be re-written equivalently as:
\[
\min_{\theta \in \Theta} f(\theta) + \sum_{j=1}^m \lambda_j \max_{\omega_j \in \mathcal{W}_\Delta} \min_{\mu_j \in \mathcal{M}} \left\{ g_j(\theta, w_j) - \sum_{u=1}^U \mu_{j,u} r_u(\theta, w_j) \right\},
\]
where note that each \(w_j\) is maximized over only the simplex constraints \(\mathcal{W}_\Delta\) which are independent of \(\theta\), and \(\mathcal{M} = \{ \mu_j \in \mathbb{R}_+^{m \times \hat{m}} \mid \| \mu_j \|_1 \leq R' \}\), for some constant \(R' > 0\). Because each \(w_j\) and \(\mu_j\) appears only in the \(j\)-th term in the summation, we can pull out the max and min, and equivalently rewrite the above problem as:
\[
\min_{\theta \in \Theta} \max_{\omega \in \mathcal{W}_\Delta} \min_{\mu \in \mathcal{M}^m} f(\theta) + \sum_{j=1}^m \lambda'_j \left( g_j(\theta, w_j) - \sum_{u=1}^U \mu_{j,u} r_u(\theta, w_j) \right)_{\omega(\theta, \mu, \omega, \lambda')}, \tag{3.19}
\]
where \(\omega = (w_1, \ldots, w_m)\) and \(\mu = (\mu_1, \ldots, \mu_m)\). We then solve this nested minimax problem in Algorithm 5 by using an minimization oracle to perform a full optimization of \(\ell\) over \((\theta, \mu)\), and carrying out gradient ascent updates on \(\ell\) over \(w_j\).

We now proceed to show an optimality guarantee for Algorithm 5.

**Theorem 3.13.2 (Optimality Guarantee for Algorithm 5).** Suppose for every \(\theta \in \Theta\), there exists a \(\bar{w}_j \in \mathcal{W}_\Delta\) such that \(r_u(\theta, \bar{w}_j) \leq -\gamma, \forall u \in [U]\), for some \(\gamma > 0\). Let \(0 \leq g_j(\theta, w_j) \leq B', \forall \theta \in \Theta, w_j \in \mathcal{W}_\Delta\). Let \(B_w = \max_q \|\nabla_w \ell(\theta^{(q)}, \mu^{(q)}, \omega^{(q)}; \lambda')\|_2\). Let \(\hat{\theta}\) be the stochastic classifier returned by Algorithm 5 when run for a given \(\lambda'\) for \(Q\) iterations, with the radius of the Lagrange multipliers \(\hat{R}' = B'/\gamma\) and learning rate \(\eta_w = \frac{R'}{B_w \sqrt{Q}}\). Then:
\[
\mathbb{E}_{\theta \sim \hat{\theta}} [\mathcal{L}(\theta, \lambda')] \leq \min_{\theta \in \Theta} \mathcal{L}(\theta, \lambda') + \mathcal{O}\left(\frac{1}{\sqrt{Q}}\right) + \kappa.
\]

Before proving Theorem 3.13.2, we will find it useful to state the following lemma.
Lemma 3.13.3 (Boundedness of Inner Lagrange Multipliers in (3.19)). Suppose for every $\theta \in \Theta$, there exists a $\tilde{w}_j \in W$ such that $r_u(\theta, \tilde{w}_j) \leq -\gamma$, $\forall u \in [U]$, for some $\gamma > 0$. Let $0 \leq g_j(\theta, w_j) \leq B'$, $\forall \theta \in \Theta, w_j \in W$. Let $M = \{\mu_j \in \mathbb{R}^K_+ \mid \|\mu_j\|_1 \leq R\}$ with the radius of the Lagrange multipliers $R' = B'/\gamma$. Then we have for all $j \in G$:

$$\max_{w_j \in W} \min_{\mu_j \in M} \omega(\theta, \mu_j, w_j) = \max_{w_j \in W} g_j(\theta, w_j).$$

Proof. For a given $j \in G$, let $w_j^* \in \arg\max_{w_j \in W} g_j(\theta, w_j)$. Then:

$$g_j(\theta, w_j^*) = \max_{w_j \in W} \min_{\mu_j \in \mathbb{R}^K_+} \omega(\theta, \mu_j, w_j), \quad (3.20)$$

where note that $\mu_j$ is minimized over all non-negative values. Since the $\omega$ is linear in both $\mu_j$ and $w_j$, we can interchange the min and max:

$$g_j(\theta, w_j^*) = \min_{\mu_j \in \mathbb{R}^K_+} \max_{w_j \in W} \omega(\theta, \mu_j, w_j).$$

We show below that the minimizer $\mu^*$ in the above problem is in fact bounded and present in $M$.

$$g_j(\theta, w_j^*) = \max_{w_j \in W} \omega(\theta, \mu_j^*, w_j)$$

$$= \max_{w_j \in W} \left\{ g_j(\theta, w_j) - \sum_{k=1}^K \mu_j^* r_k(\theta, w_j) \right\}$$

$$\geq g_j(\theta, \tilde{w}_j) - \|\mu_j^*\|_1 \max_{k \in [K]} r_k(\theta, \tilde{w}_j)$$

$$\geq g_j(\theta, w_j) + \|\mu_j^*\|_1 \gamma \geq \|\mu_j^*\|_1 \gamma.$$  

We further have:

$$\|\mu_j^*\|_1 \leq g_j(\theta, w_j)/\gamma \leq B'/\gamma. \quad (3.21)$$

Thus the minimizer $\mu_j^* \in M$. So the minimization in (3.20) can be performed over only $M$, which completes the proof of the lemma. 

Equipped with the above result, we are now ready to prove Theorem 3.13.2.

Proof of Theorem 3.13.2. Let $\bar{w}_j = \frac{1}{Q} \sum_{q=1}^Q w_j^{(q)}$. The best response on $\theta$ and $\mu$ gives us:

$$\frac{1}{Q} \sum_{q=1}^Q \left( f(\theta^{(q)}) + \sum_{j=1}^m X_j^* \omega(\theta^{(q)}, \mu_j^{(q)}, w_j^{(q)}) \right)$$

$$\leq \frac{1}{Q} \sum_{q=1}^Q \min_{\theta \in \Theta, \mu \in M} \left( f(\theta) + \sum_{j=1}^m X_j^* \omega(\theta, \mu, w_j^{(q)}) \right) + \kappa$$
Applying standard gradient ascent analysis to the gradient ascent steps on \( w \) (using the fact that \( \omega \) is linear in \( w \))

\[
\frac{1}{Q} \sum_{q=1}^{Q} \left( \min_{\theta \in \Theta} f(\theta) + \sum_{j=1}^{m} \lambda_j' \min_{\mu_j \in \mathcal{M}} \omega(\theta, \mu_j, w_j^{(q)}) \right) + \kappa \quad (j\text{-th summation term depends on } \mu_j \text{ alone})
\]

\[
\leq \min_{\theta \in \Theta} \frac{1}{Q} \sum_{q=1}^{Q} \left( f(\theta) + \sum_{j=1}^{m} \lambda_j' \min_{\mu_j \in \mathcal{M}} \omega(\theta, \mu_j, w_j^{(q)}) \right) + \kappa
\]

\[
\leq \min_{\theta \in \Theta} \left\{ f(\theta) + \sum_{j=1}^{m} \lambda_j' \min_{\mu_j \in \mathcal{M}} \omega(\theta, \mu_j, \bar{w}_j) \right\} + \kappa
\]

\[
\leq \min_{\theta \in \Theta} \left\{ f(\theta) + \sum_{j=1}^{m} \lambda_j' \max_{w_j \in \mathcal{W} \mu_j \in \mathcal{M}} \omega(\theta, \mu_j, w_j) \right\} + \kappa \quad \text{(by linearity of } \omega \text{ in } w_j)
\]

\[
= \min_{\theta \in \Theta} \left\{ f(\theta) + \sum_{j=1}^{m} \lambda_j' \max_{w_j \in \mathcal{W} \mu_j \in \mathcal{M}} g_j(\theta, w_j) \right\} + \kappa \quad \text{(from Lemma 3.13.3)}
\]

\[
= \min_{\theta \in \Theta} \mathcal{L}(\theta, \lambda') + \kappa. \tag{3.22}
\]

Combining (3.22) and (3.23) completes the proof. \( \blacksquare \)
Algorithm 6 Practical Algorithm

Require: learning rates $\eta_\theta > 0$, $\eta_\lambda > 0$, estimates of $P(G = j | \hat{G} = k)$ to specify $\mathcal{W}(\theta)$
1: for $t = 1, \ldots, T$ do
2: Solve for $w$ given $\theta$ using linear programming or a gradient method:
   
   \[
   w(t) \leftarrow \max_{w \in \mathcal{W}(\theta(t))} \sum_{j=1}^{m} \lambda_j^{(t)} g_j(\theta(t), w)
   \]
3: Descent step on $\theta$:
   
   \[
   \theta(t+1) \leftarrow \theta(t) - \eta_\theta \delta_\theta^{(t)}, \quad \delta_\theta^{(t)} = \nabla_\theta \left( f_0(\theta(t)) + \sum_{j=1}^{m} \lambda_j^{(t)} g_j(\theta(t), w(t+1)) \right)
   \]
4: Ascent step on $\lambda$:
   
   \[
   \lambda_j^{(t+1)} \leftarrow \lambda_j^{(t)} + \eta_\lambda g_j(\theta(t+1), w(t+1)) \quad \forall j \in \mathcal{G}
   \]
   
   \[
   \lambda^{(t+1)} \leftarrow \Pi_\Lambda(\lambda^{(t+1)}),
   \]
5: end for
6: return $\theta^{(t^*)}$ where $t^*$ denotes the best iterate that satisfies the constraints in (3.7) with the lowest objective.

3.14 Appendix: Discussions on the Practical algorithm

Here we provide the details of the practical Algorithm 6 to solve problem (3.8). We also further discuss how we arrive at Algorithm 6. Recall that in the minimax problem in (3.8), restated below, each of the $m$ constraints contain a max over $w$:

\[
\min_{\theta \in \Theta} \max_{\lambda \in \Lambda} f(\theta) + \sum_{j=1}^{m} \lambda_j \max_{w \in \mathcal{W}(\theta)} g_j(\theta, w).
\]

We show below that this is equivalent to a minimax problem where the sum over $j$ and max over $w$ are swapped:

**Lemma 3.14.1.** The minimax problem in (3.8) is equivalent to:

\[
\min_{\theta \in \Theta} \max_{\lambda \in \Lambda} \max_{w \in \mathcal{W}(\theta)} f(\theta) + \sum_{j=1}^{m} \lambda_j g_j(\theta, w).
\]

**Proof.** Recall that the space of Lagrange multipliers $\Lambda = \{ \lambda \in \mathbb{R}_+^m \mid \| \lambda \|_1 \leq R \}$, for $R > 0$. So the above maximization over $\Lambda$ can be re-written in terms of a maximization over the
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$m$-dimensional simplex $\Delta_m$ and a scalar $\beta \in [0, R]$: 

\[
\min_{\theta \in \Theta} \max_{\beta \in [0, R], \nu \in \Delta_m} f(\theta) + \beta \sum_{j=1}^{m} \nu_j \max_{w \in W(\theta)} g_j(\theta, w)
\]

\[
= \min_{\theta \in \Theta} \max_{\beta \in [0, R]} f(\theta) + \beta \nu \max_{w \in W(\theta)} \sum_{j=1}^{m} \nu_j g_j(\theta, w)
\]

\[
= \min_{\theta \in \Theta} f(\theta) + \beta \max_{\nu \in \Delta_m} \nu \max_{w \in W(\theta)} \sum_{j=1}^{m} \nu_j g_j(\theta, w)
\]

which completes the proof.

The practical algorithm outlined in Algorithm 6 seeks to solve the re-written minimax problem in (3.24), and is similar in structure to the ideal algorithm in Algorithm 3, in that it has two high-level steps: an approximate best response over $\theta$ and gradient ascent updates on $\lambda$. However, the algorithm works with deterministic classifiers $\theta(t)$, and uses a simple heuristic to approximate the best response step. Specifically, for the best response step, the algorithm finds the maximizer of the Lagrangian over $w$ for a fixed $\theta(t)$ by e.g. using linear programming:

\[
w^{(t)} = \max_{w \in W(\theta(t))} \sum_{j=1}^{m} \lambda_j^{(t)} g_j(\theta(t), w),
\]

uses the maximizer $w^{(t)}$ to approximate the gradient of the Lagrangian at $\theta^{(t)}$:

\[
\delta^{(t)} = \nabla_\theta \left( f_0(\theta^{(t)}) + \sum_{j=1}^{m} \lambda_j^{(t)} f_j(\theta^{(t)}, w^{(t+1)}) \right)
\]

and performs a single gradient update on $\theta$:

\[
\theta^{(t+1)} \leftarrow \theta^{(t)} - \eta_\theta \delta^{(t)}.
\]

The gradient ascent step on $\lambda$ is the same as the ideal algorithm, except that it is simpler to implement as the iterates $\theta^{(t)}$ are deterministic:

\[
\lambda_j^{(t+1)} \leftarrow \lambda_j^{(t)} + \eta_\lambda f_j(\theta^{(t+1)}, w^{(t+1)}) \quad \forall j \in G;
\]

\[
\lambda^{(t+1)} \leftarrow \Pi_{\Lambda}(\lambda^{(t+1)}).
\]
3.15 Appendix: Additional experiment details and results

We provide more details on the experimental setup as well as further results.

Additional experimental setup details

This section contains further details on the experimental setup, including the datasets used and hyperparameters tuned. All categorical features in each dataset were binarized into one-hot vectors. All numerical features were bucketized into 4 quantiles, and further binarized into one-hot vectors.

For the na"ıve approach, we solve the constrained optimization problem (3.2) with respect to the noisy groups ˆ\(G\). For comparison, we also report the results of the unconstrained optimization problem and the constrained optimization problem (3.1) when the true groups \(G\) are known. For the DRO problem (3.3), we estimate the bound \(\gamma_j = P(\hat{G} \neq G | G = j)\) in each case study. For the soft group assignments approach, we implement the practical algorithm (Algorithm 6).

In the experiments, we replace all expectations in the objective and constraints with finite-sample empirical versions. So that the constraints will be convex and differentiable, we replace all indicator functions with hinge upper bounds, as in Davenport et al. [61] and Eban et al. [78]. We use a linear model: \(\phi(X; \theta) = \theta^T X\). The noisy protected groups ˆ\(G\) are included as a feature in the model, demonstrating that conditional independence between ˆ\(G\) and the model \(\phi(X; \theta)\) is not required here, unlike some prior work [15]. Aside from being used to estimate the noise model \(P(G = k | \hat{G} = j)\) for the soft group assignments approach\(^2\), the true groups \(G\) are never used in the training or validation process.

Each dataset was split into train/validation/test sets with proportions 0.6/0.2/0.2. For each algorithm, we chose the best iterate \(\theta^{(t^*)}\) out of \(T\) iterates on the train set, where we define best as the iterate that achieves the lowest objective value while satisfying all constraints. We select the hyperparameters that achieve the best performance on the validation set (details in Appendix 3.15). We repeat this procedure for ten random train/validation/test splits and record the mean and standard errors for all metrics\(^3\).

Adult dataset

For the first case study, we used the Adult dataset from UCI [70], which includes 48,842 examples. The features used were age, workclass, fnlwgt, education, education_num, marital_status, occupation, relationship, race, gender, capital_gain, capital_loss, hours_per_week,

\(^2\)If \(P(G = k | \hat{G} = j)\) is estimated from an auxiliary dataset with a different distribution than test, this could lead to generalization issues for satisfying the true group constraints on test. In our experiments, we lump those generalization issues in with any distributional differences between train and test.

\(^3\)When we report the “maximum” constraint violation, we use the mean and standard error of the constraint violation for the group \(j\) with the maximum mean constraint violation.
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and native_country. Detailed descriptions of what these features represent are provided by UCI [70]. The label was whether or not income_bracket was above $50,000. The true protected groups were given by the race feature, and we combined all examples with race other than “white” or “black” into a group of race “other.” When training with the noisy group labels, we did not include the true race as a feature in the model, but included the noisy race labels as a feature in the model instead. We set $\alpha = 0.05$ as the constraint slack.

The constraint violation that we report in Figure 3.1 is taken over a test dataset with $n$ examples $(X_1, Y_1, G_1), ..., (X_n, Y_n, G_n)$, and is given by:

$$\max_{j \in G} \frac{\sum_{i=1}^{n} 1(\hat{Y}(\theta)_i = 1, Y_i = 1)}{\sum_{i=1}^{n} 1(Y_i = 1)} - \frac{\sum_{i=1}^{n} 1(\hat{Y}(\theta)_i = 1, Y_i = 1, G_i = j)}{\sum_{i=1}^{n} 1(Y_i = 1, G_i = j)} - \alpha,$$

where $\hat{Y}(\theta)_i = 1(\phi(\theta; X_i) > 0)$.

Section 3.12 shows how we specifically enforce equality of opportunity using the soft assignments approach, and Section 3.11 shows how we enforce equality of opportunity using DRO.

Credit dataset

For the second case study, we used default of credit card clients dataset from UCI [70] collected by a company in Taiwan [221], which contains 30000 examples and 24 features. The features used were amount_of_given_credit, gender, education, education, marital_status, age, history_of_past_payment, amount_of_bill_statement, amount_of_previous_payment. Detailed descriptions of what these features represent are provided by UCI [70]. The label was whether or not default was true. The true protected groups were given by the education feature, and we combined all examples with education level other than “graduate school” or “university” into a group of education level “high school and others”. When training with the noisy group labels, we did not include the true education as a feature in the model, but included the noisy education level labels as a feature in the model instead. We set $\alpha = 0.03$ as the constraint slack.

The constraint violation that we report in Figure 3.1 is taken over a test dataset with $n$ examples $(X_1, Y_1, G_1), ..., (X_n, Y_n, G_n)$, and is given by:

$$\max_{j \in G} \max(\Delta_{j,\text{TPR}}, \Delta_{j,\text{FPR}})$$

where

$$\Delta_{j,\text{TPR}} = \frac{\sum_{i=1}^{n} 1(\hat{Y}(\theta)_i = 1, Y_i = 1)}{\sum_{i=1}^{n} 1(Y_i = 1)} - \frac{\sum_{i=1}^{n} 1(\hat{Y}(\theta)_i = 1, Y_i = 1, G_i = j)}{\sum_{i=1}^{n} 1(Y_i = 1, G_i = j)} - \alpha$$

and

$$\Delta_{j,\text{FPR}} = \frac{\sum_{i=1}^{n} 1(\hat{Y}(\theta)_i = 1, Y_i = 0, G_i = j)}{\sum_{i=1}^{n} 1(Y_i = 0, G_i = j)} - \frac{\sum_{i=1}^{n} 1(\hat{Y}(\theta)_i = 1, Y_i = 0)}{\sum_{i=1}^{n} 1(Y_i = 0)} - \alpha$$
and \( \hat{Y}(\theta)_i = \mathbb{1}(\phi(\theta; X_i) > 0). \)

Section 3.12 shows how we specifically enforce equalized odds using the soft assignments approach, and Section 3.11 shows how we enforce equalized odds using DRO.

**Optimization code**

For all case studies, we performed experiments comparing the naïve approach, the DRO approach (Section 3.5) and the soft group assignments approach (Section 3.6). We also compared these to the baselines of optimizing without constraints and optimizing with constraints with respect to the true groups. All optimization code was written in Python and TensorFlow\(^4\). All gradient steps were implemented using TensorFlow’s Adam optimizer\(^5\), though all experiments can also be reproduced using simple gradient descent without momentum. We computed full gradients over all datasets, but minibatching can also be used for very large datasets.

**Table 3.1: Hyperparameters tuned for each approach**

<table>
<thead>
<tr>
<th>HPARAM</th>
<th>VALUES TRIED</th>
<th>RELEVANT APPROACHES</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta_{\theta})</td>
<td>{0.001,0.01,0.1}</td>
<td>ALL APPROACHES</td>
<td>LEARNING RATE FOR (\theta)</td>
</tr>
<tr>
<td>(\eta_{\lambda})</td>
<td>{0.25,0.5,1.0,2.0}</td>
<td>ALL EXCEPT UNCONSTRAINED</td>
<td>LEARNING RATE FOR (\lambda)</td>
</tr>
<tr>
<td>(\eta_{\tilde{p}_j})</td>
<td>{0.001,0.01,0.1}</td>
<td>DRO</td>
<td>LEARNING RATE FOR (\tilde{p}_j)</td>
</tr>
<tr>
<td>(\eta_w)</td>
<td>{0.001,0.01,0.1}</td>
<td>SOFT ASSIGNMENTS</td>
<td>LEARNING RATE USING GRADIENT METHODS FOR (w)</td>
</tr>
</tbody>
</table>

**Hyperparameters**

The hyperparameters for each approach were chosen to achieve the best performance on the validation set on average over 10 random train/validation/test splits, where “best” is defined as the set of hyperparameters that achieved the lowest error rate while satisfying all constraints relevant to the approach. The final hyperparameter values selected for each method were neither the largest nor smallest of all values tried. A list of all hyperparameters tuned and the values tried is given in Table 3.1.

For the naïve approach, the constraints used when selecting the hyperparameter values on the validation set were the constraints with respect to the noisy group labels given in Equation (3.2). For the DRO approach and the soft group assignments approach, the respective robust constraints were used when selecting hyperparameter values on the validation


\(^5\)https://www.tensorflow.org/api_docs/python/tf/compat/v1/train/AdamOptimizer
set. Specifically, for the DRO approach, the constraints used were those defined in Equation (3.3), and for the soft group assignments approach, the constraints used were those defined in Equation (3.7). For the unconstrained baseline, no constraints were taken into account when selecting the best hyperparameter values. For the baseline constrained with access to the true group labels, the true group constraints were used when selecting the best hyperparameter values.

Hinge relaxations of all constraints were used during training to achieve convexity. Since the hinge relaxation is an upper bound on the real constraints, the hinge-relaxed constraints may require some additional slack to maintain feasibility. This positive slack $\beta$ was added to the original slack $\alpha$ when training with the hinge-relaxed constraints, and the amount of slack $\beta$ was chosen so that the relevant hinge-relaxed constraints were satisfied on the training set.

All approaches ran for 750 iterations over the full dataset.

Additional experiment results

This section provides additional experiment results. All results reported here and in the main paper are on the test set (averaged over 10 random train/validation/test splits).

Case study 1 (Adult)

This section provides additional experiment results for case study 1 on the Adult dataset.

Figure 3.4 that the naïve approach, DRO approach, and soft assignments approaches all satisfied the fairness constraints for the noisy groups on the test set.

Figure 3.5 confirms that the DRO approach and the soft assignments approaches both managed to satisfy their respective robust constraints on the test set on average. For the DRO approach, the constraints measured in Figure 3.5 come from Equation (3.3), and for the soft assignments approach, the constraints measured in Figure 3.5 come from Equation (3.7). We provide the exact error rate values and maximum violations on the true groups for the Adult dataset in Table 3.2.

Case study 2 (Credit)

This section provides additional experiment results for case study 2 on the Credit dataset.

Figure 3.6 shows the constraint violations with respect to the true groups on test separated into TPR violations and FPR violations. For all noise levels, there were higher TPR violations than FPR violations. However, this does not mean that the FPR constraint was meaningless – the FPR constraint still ensured that the TPR constraints weren’t satisfied by simply adding false positives.

Figure 3.7 confirms that the naïve approach, DRO approach, and soft assignments approaches all satisfied the fairness constraints for the noisy groups on the test set.
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<table>
<thead>
<tr>
<th>Group noise level</th>
<th>Proxy group fairness viol. Naive</th>
<th>Proxy group fairness viol. DRO</th>
<th>Proxy group fairness viol. SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-0.10</td>
<td>-0.05</td>
<td>-0.10</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.05</td>
<td>0.00</td>
<td>-0.05</td>
</tr>
<tr>
<td>0.3</td>
<td>0.00</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>0.4</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>0.5</td>
<td>0.10</td>
<td>-0.05</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Figure 3.4: Maximum fairness constraint violations with respect to the noisy groups \( \hat{G} \) on the test set for different group noise levels \( \gamma \) on the Adult dataset. For each noise level, we plot the mean and standard error over 10 random train/val/test splits. The black solid line illustrates a maximum constraint violation of 0. While the naïve approach (left) has increasingly higher fairness constraints with respect to the true groups as the noise increases, it always manages to satisfy the constraints with respect to the noisy groups \( \hat{G} \).

<table>
<thead>
<tr>
<th>Group noise level</th>
<th>Robust constraint viol. DRO</th>
<th>Robust constraint viol. SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>0.4</td>
<td>0.05</td>
<td>-0.05</td>
</tr>
<tr>
<td>0.5</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 3.5: Maximum robust constraint violations on the test set for different group noise levels \( P(\hat{G} \neq G) \) on the Adult dataset. For each noise level, we plot the mean and standard error over 10 random train/val/test splits. The black dotted line illustrates a maximum constraint violation of 0. Both the DRO approach (left) and the soft group assignments approach (right) managed to satisfy their respective robust constraints on the test set on average for all noise levels.

Figure 3.8 confirms that the DRO approach and the soft assignments approaches both managed to satisfy their respective robust constraints on the test set on average. For the DRO approach, the constraints measured in Figure 3.8 come from Equation (3.3), and for the soft assignments approach, the constraints measured in Figure 3.8 come from Equation...
Table 3.2: Error rate and fairness constraint violations on the true groups for the Adult dataset (mean and standard error over 10 train/test/splits).

<table>
<thead>
<tr>
<th>Noise</th>
<th>DRO</th>
<th></th>
<th>Soft Assignments</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Error rate</td>
<td>Max G Viol.</td>
<td>Error rate</td>
<td>Max G Viol.</td>
</tr>
<tr>
<td>0.1</td>
<td>0.152 ±  0.001</td>
<td>0.002 ± 0.019</td>
<td>0.148 ± 0.001</td>
<td>-0.048 ± 0.002</td>
</tr>
<tr>
<td>0.2</td>
<td>0.200 ±  0.002</td>
<td>-0.045 ± 0.003</td>
<td>0.157 ± 0.003</td>
<td>-0.048 ± 0.002</td>
</tr>
<tr>
<td>0.3</td>
<td>0.216 ±  0.010</td>
<td>-0.044 ± 0.004</td>
<td>0.158 ± 0.005</td>
<td>0.002 ± 0.030</td>
</tr>
<tr>
<td>0.4</td>
<td>0.209 ±  0.006</td>
<td>-0.019 ± 0.031</td>
<td>0.188 ± 0.003</td>
<td>-0.016 ± 0.016</td>
</tr>
<tr>
<td>0.5</td>
<td>0.219 ±  0.012</td>
<td>-0.030 ± 0.032</td>
<td>0.218 ± 0.002</td>
<td>0.004 ± 0.006</td>
</tr>
</tbody>
</table>

(3.7).

We provide the exact error rate values and maximum violations on the true groups for the Credit dataset in Table 3.3.

Table 3.3: Error rate and fairness constraint violations on the true groups for the Credit dataset (mean and standard error over 10 train/test/splits).

<table>
<thead>
<tr>
<th>Noise</th>
<th>DRO</th>
<th></th>
<th>Soft Assignments</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Error rate</td>
<td>Max G Viol.</td>
<td>Error rate</td>
<td>Max G Viol.</td>
</tr>
<tr>
<td>0.1</td>
<td>0.206 ±  0.003</td>
<td>-0.006 ± 0.006</td>
<td>0.182 ± 0.002</td>
<td>0.000 ± 0.005</td>
</tr>
<tr>
<td>0.2</td>
<td>0.209 ±  0.002</td>
<td>-0.008 ± 0.008</td>
<td>0.182 ± 0.001</td>
<td>0.004 ± 0.005</td>
</tr>
<tr>
<td>0.3</td>
<td>0.212 ±  0.002</td>
<td>-0.006 ± 0.006</td>
<td>0.198 ± 0.001</td>
<td>-0.025 ± 0.007</td>
</tr>
<tr>
<td>0.4</td>
<td>0.210 ±  0.002</td>
<td>-0.017 ± 0.008</td>
<td>0.213 ± 0.001</td>
<td>-0.028 ± 0.005</td>
</tr>
<tr>
<td>0.5</td>
<td>0.211 ±  0.003</td>
<td>-0.015 ± 0.006</td>
<td>0.211 ± 0.001</td>
<td>-0.014 ± 0.004</td>
</tr>
</tbody>
</table>
Figure 3.6: Case study 2 (Credit): Maximum true group TPR (top) and FPR (bottom) constraint violations for the Naive, DRO, and soft assignments (SA) approaches on test set for different group noise levels $\gamma$ on the Credit dataset (mean and standard error over 10 train/val/test splits). The black solid line represents the performance of the trivial “all negatives” classifier, which has constraint violations of 0. A negative violation indicates satisfaction of the fairness constraints on the true groups.
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Figure 3.7: Maximum fairness constraint violations with respect to the noisy groups $\hat{G}$ on the test set for different group noise levels $\gamma$ on the Credit dataset. For each noise level, we plot the mean and standard error over 10 random train/val/test splits. The black solid line illustrates a maximum constraint violation of 0. While the naïve approach (left) has increasingly higher fairness constraints with respect to the true groups as the noise increases, it always manages to satisfy the constraints with respect to the noisy groups $\hat{G}$.

Figure 3.8: Maximum robust constraint violations on the test set for different group noise levels $P(\hat{G} \neq G)$ on the Credit dataset. For each noise level, we plot the mean and standard error over 10 random train/val/test splits. The black dotted line illustrates a maximum constraint violation of 0. Both the DRO approach (left) and the soft group assignments approach (right) managed to satisfy their respective robust constraints on the test set on average for all noise levels.
Chapter 4

Learning Competitive Equilibria in Exchange Economies with Bandit Feedback

4.1 Introduction

An exchange economy (EE) is a classical micro-economic construct used to model situations where multiple rational agents share a finite set of scarce resources. Such scenarios arise frequently for applications in operations management, urban planning, crowd sourcing, wireless networks, and sharing resources in data centers [51, 67, 89, 111, 118, 197]. In an EE, agents share a set of resources consisting of multiple resource types. They begin with an initial endowment and then exchange these resources among themselves based on a price system. This exchange process allows two agents to trade different resource types if they find it mutually beneficial to do so. Under certain conditions, continually trading in this manner results in a competitive equilibrium (CE), where the allocations have desirable Pareto-efficiency and fairness properties. EEs have attracted much research attention, historically since they are tractable models to study human behavior and price determination in real-world markets, and more recently for designing multi-resource fair division mechanisms [18, 19, 40, 58, 63, 204].

One of the most common use cases for fair division, which will be especially pertinent in this work, occurs in the context of shared computational resources. For instance, in a data center shared by an organization, we wish to allocate resources such as CPUs, memory, and GPUs to different users who wish to share this cluster in a way that is Pareto-efficient (so that the resources are put into good use) and fair (for long-term user satisfaction). Here, unlike in real world economies where agents might trade with each other until they reach an equilibrium, the equilibrium is computed using a central mechanism (e.g. a cluster manager) based on the preferences submitted by the agents to obtain an allocation with the above properties. Indeed, fair division mechanisms are a staple in many popular multi-
tenant cluster management frameworks used in practice, such as Mesos [113], Quincy [120], Kubernetes [42], and Yarn [209]. Due to this strong practical motivation, a recent line of work has studied such fair division mechanisms for resource sharing in a compute cluster [48, 91, 92, 178], with some of them based on exchange economies and their variants [107, 143, 207, 224].

However, prior work on EEs and fair division typically assumes knowledge of the agent preferences, in the form of a utility function which maps an allocation of the resource types to the value the agent derives from the allocation. For instance, in the above example, an application developer needs to quantify how well her application performs for each allocation of CPU/memory/GPU she receives. At best, doing so requires the laborious and often erroneous task of profiling their application [64, 165], and at worst, it can be infeasible due to practical constraints [190, 210]. However, having received an allocation, application developers find it easier to report feedback about the utilities based on the performance they achieved. Moreover, in many real-world systems, this feedback scheme can often be automated [113].

Contributions & summary of results

We study a multi-round mechanism for computing CE in an exchange economy so as to generate fair and efficient allocations when the exact utilities are unknown a priori. A central mechanism is used to learn the user utilities over time via feedback from the agents. At the beginning of each round, the mechanism generates allocations; at the end of the round, agents report feedback on the allocation they received. The mechanism then uses this information to better learn the preferences. In particular, we focus on applications for fair division where a centralized mechanism can compute an allocation of these resources on each round, say, by estimating the utilities and finding their equilibria.

In this pursuit, we first formalize this online learning task and construct two loss functions: the first $L_{CE}$ directly builds on the definition of a CE, while the latter $L_{PE}$ is motivated by the fairness and Pareto-efficiency considerations that arise in fair division. To make the learning problem tractable, we focus on a parametric class of utilities which include the constant elasticity of substitution (CES) utilities which feature prominently in the econometric literature and other application-specific utilities used in the systems literature.

We develop a randomized online mechanism which efficiently learns utilities over rounds of allocations while simultaneously striving to achieve Pareto-efficient and fair allocations. We show that this mechanism achieves $O(\sqrt{T})$ loss for the two loss functions with both in-expectation and high-probability upper bounds (Theorems 4.4.1 and 4.4.2), under a general family of utility functions. To the best of our knowledge, this is the first work that studies CE without knowledge of user utilities; as such different analysis techniques are necessary. For instance, finding a CE is distinctly different from a vanilla optimization task, and common strategies in bandit optimization such as upper-confidence-bound (UCB) based algorithms do not apply (details in 4.4). Instead, our algorithm uses a sampling procedure to balance the exploration-exploitation trade-off. We develop new techniques both to bound the losses and...
to analyse the algorithm. Finally, we corroborate these theoretical insights with empirical simulations.

Related work

Our work builds on a rich line of literature at the intersection of microeconomics and machine learning. This richness is not surprising: many real world systems are economic and multi-agent in nature, where decisions taken by or for one agent are weighed against the considerations of others, especially when these agents have competing goals such as in resource allocation, matching markets, and in auction-like settings.

As in this work, several works have studied online learning formulations to handle situations where the agents’ preferences are not known a priori, but can be learned from repeated interactions [12, 17, 21, 75, 124, 129]. Our setting departs from these as we wish to learn agent preferences in an exchange economy, with a focus on designing fair division mechanisms.

Since the seminal work of Varian [207], fair division of multiple resource types has received significant attention in the game theory, economics, and computer systems literature. One of the most common perspectives on this problem is as an exchange economy (or as a Fisher market, which is a special case of an EE). Moreover, fair allocation mechanisms have been deployed in many practical resource allocation tasks when compute resources are shared by multiple users. Due to space constraints, we defer a more detailed overview on this line of works in Appendix 4.11.

Notably, in all of the above cases, an important requirement for the mechanism is that agent utilities be known ahead of time. Some work has attempted to lift this limitation by making explicit assumptions on the utility, but it is not clear that if these assumptions hold in practice [147, 224]. Recently, Kandasamy et al. [130] provides a general method for learning agent utilities for fair division using feedback. However, they only study a single-resource setting and do not do not explore multiple resource types. Crucially, in the multi-resource setting, one agent can exchange a resource of one type for a different type of resource from another user, so that both are better off after the exchange. Thus, learning in a multi-resource setting is significantly more challenging than the single-resource case since there is no notion of exchange, and requires new analysis techniques.

4.2 Background

We first present some necessary background material on exchange economies, their competitive equilibria, and fair division mechanisms.

Exchange economies

In an exchange economy, we have \( n \) agents and \( m \) divisible resource types. Each agent \( i \in [n] \) has an endowment, \( e_i = (e_{i1}, \ldots, e_{im}) \), where \( e_{ij} \) can be viewed the amount of resource \( j \) agent
i brings to the economy for trade. In the shared compute cluster example, $e_i$ may represent agent $i$’s contribution to this cluster. Without loss of generality we assume $\sum_{i \in [n]} e_{i1} = 1$ so that the space of resources is denoted by $[0, 1]^m$.

We denote an allocation of these resources to the $n$ agents by $x = (x_1, x_2, \ldots, x_n)$, where $x_i \in [0, 1]^m$ and $x_{ij}$ denote the amount of resource $j$ that is allocated to agent $i$. The set of all feasible allocations is therefore $\mathcal{X} = \{x : \sum_{i=1}^m x_{ij} \leq 1, x_{ij} \geq 0, \forall i \in [n], j \in [m]\}$.

An agent’s utility function is simply $u_i : [0, 1]^m \rightarrow [0, 1]$, where $u_i(x_i)$ represents her valuation for an allocation $x_i$ she receives. Here $u_i$ is non-decreasing, i.e., $u_i(x_i) \leq u_i(x_i')$ for all $x_i \leq x_i'$ element-wise (more allocations will not hurt).

In an exchange economy, agents exchange resources based on a price system. We denote a price vector by $p$, where $p \in \mathbb{R}_+^m$ and $1^\top p = 1$ (the normalization accounts for the fact that only relative prices matter). Here $p_j$ denotes the price for resource $j$. Given a price vector $p$, an agent $i$ has a budget $p^\top e_i$, which is the monetary value of her endowment according to the prices in $p$. As this is an economy, a rational agent will then seek to maximize her utility under her budget:

$$d_i(p) = \arg \max_{x_i \in [0, 1]^m} u_i(x_i) \quad \text{subject to } p^\top x_i \leq p^\top e_i. \quad (4.1)$$

While generally, the preferred allocations $d_i(p)$ form a set, for simplicity we will assume it is a singleton and treat $d_i$ as a function which outputs an allocation for agent $i$. This is justified under very general conditions [160, 208]. We refer to $d_i(p)$ chosen in the above manner as the agent $i$’s demand for prices $p$.

**Competitive equilibria – definition, existence and uniqueness:** A natural way to allocate resources to agents is to set prices $p$ for the resources, and have the agents maximize their utility under this price system. That is, we allocate $x(p) = (x_1, \ldots, x_n)$. Unfortunately, such an allocation may be infeasible, and even if it were, it may not result in an efficient allocation. However, under certain conditions, we can compute a competitive equilibrium (CE), where the prices have both of the desired properties:

**Definition 4.2.1** (Competitive (Walrasian) Equilibrium). A CE is a pair of allocations and prices $(x^*, p^*)$ such that (i) the allocations are feasible and (ii) all agents maximize their utilities under the budget induced by prices $p^*$. Precisely,

$$\sum_{i \in [n]} x_{i,j}^* \leq \sum_{i \in [n]} e_{ij} = 1, \quad \forall j \in [m],$$

$$x_i^* = d_i(p^*), \quad \forall i \in [n].$$

Some definitions of a CE require that the first condition above being an exact equality (e.g., [160]). However, when the utilities are strictly increasing (which will be the case in the sequel), both definitions coincide [208].
Utilities. In general, CEs do always exist but may not be unique. However, one important class of utilities that guarantee this condition with much attention in the fair division literature is the constant elasticity of substitution (CES) utility. Due to its favorable properties, CES utilities are widely-studied in many fair division works, and most of the existing algorithms that generate fair and efficient allocations assume CES utilities or its sub-classes [160, 208]. CES utilities are also ubiquitous in the microeconomics literature; due to this flexibility in interpolating between perfect substitutability and complementary, they are also able to approximate several real-world utility functions. Moreover, computationally, there are efficient methods for computing a CE in the CES and related classes [38, 224, 225]. In contrast, even when CE exist, they may be hard to find under more general classes of utilities [208].

Example 4.2.2 (CES utilities). A CES utility takes the form $u_i(x) = \left( \sum_{j=1}^{m} \theta_{ij} x_j^\rho \right)^{1/\rho}$ where $\rho$ is the elasticity of substitution, and $\theta_i = (\theta_{i1}, \ldots, \theta_{im})$ is an agent-specific parameter. When $\rho = 1$, this corresponds to linear utilities where goods are perfect substitutes. As $\rho \to \infty$, the utilities approach perfect complements.

Fair division

We describe exchange economies which are used in fair-division mechanisms. We first formally define the fair division problem.

In a standard mechanism for fair division when the utilities are inputs, each agent truthfully submits her utility $u_i$ to the mechanism. The mechanism then returns an allocation $x \in \mathcal{X}$ that are not only efficient but also fair, which satisfies the following two requirements: sharing incentive (SI) and Pareto-efficiency (PE). An allocation $x = (x_1, \ldots, x_m)$ satisfies SI if the utility an agent receives is at least as much as her utility when using her endowment, i.e. $u_i(x_i) \geq u_i(e_i)$. This simply states that she is never worse off than if she had kept her endowment to herself, so she has the incentive to participate in the fair division mechanism.

A feasible allocation $x$ is said to be PE if the utility of one agent can be increased only by decreasing the utility of another. Rigorously, an allocation $x$ dominates another $x'$, if $u_i(x_i) \geq u_j(x'_i)$ for all $i \in [n]$ and there exists some $i \in [n]$ such that $u_i(x_i) > u_i(x'_i)$. An allocation is Pareto-efficient if it is not dominated by any other point. We denote the set of Pareto-efficient allocations by $\mathcal{PE}$. One advantage of the PE requirement, when compared to other formalisms which maximize social or egalitarian welfare, is that it does not compare the utility of one agent against that of another. The utilities are useful solely to specify an agent’s preferences over different allocations.

EEs in fair division: The above problem description for fair division naturally renders itself to a solution based on EEs. By treating the resource allocation environment as an

\footnote{Unlike some previous works on fair division [91, 130, 178], we do not study strategic considerations, where agents may attempt to manipulate outcomes in their favor by falsely submitting their utilities.}
exchange economy, we may compute its equilibrium to determine the allocations for each agent. Then, the SI property follows from the fact that each agent is maximizing her utility under her budget, and an agent’s endowment (trivially) falls under her budget. The PE property follows from the first theorem of welfare economics [160, 208]. Several prior works have used this connection to design fair-division mechanisms for many practical applications [58, 207, 224].

**Computing a CE:** In order to realize a CE allocation in a fair division mechanism, the mechanism needs to compute a CE given a set of utilities. One way to do this is via tatonnement [208]. While there are general procedures, such as tatonnement [208], they are not guaranteed to converge to an equilibrium even when it exists; moreover, even when they do, the rate of convergence can be slow. This has led to the development of efficient procedures for special classes of functions. One such method is proportional response dynamics (PRD) [224, 225] which converges faster under CES utilities [225] and other classes of utilities [224] when \( e_i = \alpha_i 1_m \) for all \( i \in [n] \) (with \( \sum_i \alpha_i = 1 \)). In fact, in our evaluations, we adopt PRD for computing a CE, which is a subroutine of the learning algorithm.

We note that in the context of fair division, the CE allocations are more pertinent than the CE prices. While the prices are used to compute fair allocations, they are not used directly in their own right.

### 4.3 Online learning formulation

We formalize online learning an equilibrium in an exchange economy under bandit feedback, when the exact agent utilities are unknown a priori. We consider a multi-round setting, where in each round \( t \), the mechanism selects \((x_t, p_t)\), where \( x_t = (x_{t,1}, \ldots, x_{t,n}) \in \mathcal{X} \) are the allocations for each agent for the current round, and \( p_t \) are the prices for units of each resource.

The agents, having experienced their allocation, report stochastic feedback \( \{y_{t,i}\}_{i \in [n]} \), where \( y_{t,i} \) is \( \sigma \) sub-Gaussian and \( \mathbb{E}[y_{t,i}|x_{t,i}] = u_i(x_{t,i}) \). The mechanism then uses this information to compute allocations for the next round. As described in Section 4.1, this set up is motivated by use cases in data center resource allocations, where jobs (agents) cannot state their utility upfront, but can report feedback on their performance in an automated way.

Going forward, we slightly abuse notation when referring to the allocations. When \( i \in [n] \) indexes an agent, \( x_i = (x_{i1}, \ldots, x_{im}) \in [0,1]^m \) denotes the allocation to agent \( i \). When \( t \) indexes a round, \( x_t = (x_{t,1}, \ldots, x_{t,n}) \in \mathcal{X} \) will refer to an allocation to all agents, where \( x_{t,i} = (x_{t,i,1}, \ldots, x_{t,i,m}) \in [0,1]^m \) denotes \( i \)'s allocation in that round. The intended meaning should be clear from context.
Losses

We study two losses for this setting. The first loss is based directly on the definition of an equilibrium (Def. 4.2.1). For \( a \in \mathbb{R} \), denote \( a^+ = \max(0, a) \). We define the CE loss \( \ell_{CE} \) of an allocation–price pair \((x, p)\) as the sum, over all agents, of the difference between the maximum attainable utility under price \( p \) and the utility achieved by allocation \( x \). The \( T \)-round loss \( L_{CE}^T \) is the sum of \( \ell_{CE}(x_t, p_t) \) losses over \( T \) rounds. We have:

\[
\ell_{CE}(x, p) \overset{\text{def}}{=} \sum_{i=1}^{n} \left( \max_{x_i' \in \mathcal{P} : x_i' \leq p \cdot e_i} u_i(x_i') - u_i(x) \right)^+,
\]

\[
L_{CE}^T \overset{\text{def}}{=} \sum_{t=1}^{T} \ell_{CE}(x_t, p_t).
\]

It is straightforward to see that for a CE pair \((x^*, p^*)\), we have \( \ell_{CE}(x^*, p^*) = 0 \). As this loss is based directly on the definition of a CE, it captures many of the properties of a CE.

Our second loss is motivated by the fair division use case. Recall from Sec. 4.2 that in fair division, while prices are useful in computing CE allocations, they have no value in their own right. Therefore, we will motivate our loss function based on the sharing incentive (SI) and Pareto-efficiency (PE) desiderata for fair division. It is composed of two parts. We define the SI loss \( \ell_{SI} \) for an allocation \( x \) as the sum, over all agents, of how much they are worse off than their endowment utilities. We define the PE loss \( \ell_{PE} \) for an allocation \( x \) as the minimum sum, over all agents, of how much they are worse off than some Pareto-efficient utilities. Next, we define the fair division loss \( \ell_{FD} \) as the maximum of \( \ell_{SI} \) and \( \ell_{PE} \). Finally, we define the \( T \)-round loss \( L_{FD}^T \) for the online mechanism as the sum of \( \ell_{FD}(x_t) \) losses over \( T \) rounds. We have:

\[
\ell_{SI}(x) \overset{\text{def}}{=} \sum_{i=1}^{n} (u_i(e_i) - u_i(x_i))^+,
\]

\[
\ell_{PE} \overset{\text{def}}{=} \inf_{x' \in \mathcal{PE}} \sum_{i=1}^{n} (u_i(x_i') - u_i(x_i))^+,
\]

\[
\ell_{FD}(x) \overset{\text{def}}{=} \max \left( \ell_{PE}(x), \ell_{SI}(x) \right),
\]

\[
L_{FD}^T \overset{\text{def}}{=} \sum_{t=1}^{T} \ell_{FD}(x_t).
\]

Note that individually achieving either small \( \ell_{SI} \) or \( \ell_{PE} \) is trivial: if an agent’s utility is strictly increasing, then by allocating all the resources to this agent we have zero \( \ell_{PE} \) as such an allocation is Pareto-efficient; moreover, by simply allocating each agent their endowment we have zero \( \ell_{SI} \). In \( \ell_{FD} \), we require both to be simultaneously small which necessitates a clever allocation that accounts for agents’ endowments and utilities. One intuitive interpretation of the PE loss is that it can be bounded above by the \( L_1 \) distance to the Pareto-front in utility.
space; i.e. denoting the set of Pareto-efficient utilities by $U_{PE} = \{\{u_i(x_i)\}_{i \in [n]}; x \in \mathcal{P}E\} \subset \mathbb{R}^n$, and letting $u(x) = (u_1(x_1), \ldots, u_n(x_n)) \in \mathbb{R}^n$, we can write, $\ell_{PE}(x) \leq \min_{u \in U_{PE}} \|u - u(x)\|_1$.

The FD loss is more interpretable as it is stated in terms of the SI and PE requirements for fair division. On the other hand, the CE loss is less intuitive. Moreover, in EEs, while prices help us determine the allocations, they do not have value on their own. Given this, the CE loss has the somewhat undesirable property that it depends on the prices $p_t$. That said, since the CE loss is based directly on the definition of a CE, it captures other properties of a CE that are not considered in $\ell_{FD}$ (see an example in Appendix 4.11). It is also worth mentioning that either loss cannot be straightforwardly bounded in terms of the other.

Note that we have presented a basic version of the online learning framework as it provides a simplest platform to study the learning problem of efficient and fair allocations. For instance, one could consider richer settings where the utilities might change over time with certain contextual information. While these settings are beyond the scope of this work, we believe the analysis techniques and intuitions developed here are also insightful in analysing other variant settings.

Model and assumptions

To make the learning problem tractable, we make some additional assumptions on the problem. We consider the following parametric class of utility functions $\mathcal{P}$.

Let $\phi_j : [0, 1] \rightarrow [0, 1]$ be an increasing function which maps the allocation $x_{ij}$ of resource $j$ to agent $i$ to some feature value. For brevity, we will write $\phi : [0, 1]^m \rightarrow [0, 1]^m$, such that $\phi(x_i) = (\phi_1(x_{i1}), \phi_2(x_{i2}), \ldots, \phi_m(x_{im}))$; Next, let $\mu : \mathbb{R}_+ \rightarrow [0, 1]$ be an increasing function. Finally, let $\Theta \subset \mathbb{R}_+^m$ be a set of positive parameters. Then, we consider the following class of utilities $\mathcal{P}$:

$$\mathcal{P} = \left\{\{u_i\}_{i=1}^n; \quad u_i(x_i) = \mu(\theta_i^\top \phi(x_i)) \right\}$$

for some $\theta_i \in \Theta$, $\forall i \in [n]$ \quad (4.4)

An agent’s utility then takes the form $u_i(x_i) = \mu(\theta_i^\top \phi(x_i))$ where the featurization $\phi$ and the function $\mu$ are known, but the true parameters $\theta_i^* \in \Theta$ are unknown and need to be learned by the mechanism.

We consider the above class of functions for the following reasons. First, observe that it represents a valid class of utilities in that for all positive $\theta$, the utilities are increasing in the allocations. Second, a CE is guaranteed to exist uniquely in this class. Third, from a practical point of view, it subsumes a majority of utilities studied in the fair division literature, such as linear utilities, the CES utilities from Example 4.2.2 \cite{18, 19, 40, 58, 204}, and other application-specific utilities \cite{210, 224}. Fourth, also from a practical point of view, the CE can be efficiently computed on this class \cite{225}. Finally, it also allows us to leverage techniques for estimating generalized linear models in our online learning mechanism \cite{47, 84}.
We will also assume the following regularity conditions on \( P \) to avoid some degenerate cases in our analysis. First, \( \mu \) is continuously differentiable, it is Lipschitz-continuous with constant \( L_\mu \), and \( C_\mu = \inf_{\theta, x \in X} \mu (\theta^T \phi(x)) > 0 \). Second, \( \Theta \subset [\theta_{\min}, \infty)^m \), where \( \theta_{\min} > 0 \). These assumptions can be relaxed (albeit with a more involved analysis), or replaced by other equivalent regularity conditions \([47, 84]\), without affecting the main analysis ideas or take-aways in this paper. Our results also apply when \( \mu, \phi \), and \( \Theta \) can be defined separately for each agent, but we assume they are the same to simplify the exposition.

### 4.4 Algorithm and theoretical results

**Algorithm 7** A Randomized Alg. for Learning in EEs

1: **Input:** number of initialization sub-phases \( M \geq 1 \), confidence parameters \( \{\delta_t\}_{t \geq 1} \).
2: \( t \leftarrow 0 \)
3: **for** \( \ell = 1, \ldots, M \) **do**
4: \( t \leftarrow t + 1 \)
5: \( x_t \leftarrow (0_m, \ldots, 0_m) \)
6: **for** \( h = 1, \ldots, \min(m, n) \) **do**
7: \( x_{t,h+k-1,j} \leftarrow 1 \) for all \( j \in [m] \).
8: **end if**
9: **end for**
10: Allocate \( x_t \) and observe rewards \( \{y_{t,i}\}_{i \in [n]} \).
11: **end for**
12: **while** True **do**
13: \( t \leftarrow t + 1 \)
14: **for** \( i = 1, 2, \ldots, n \) **do**
15: Compute \( Q_{t,i} \) \( = \sum_{s=1}^{t-1} \phi(x_{s,i}) \phi(x_{s,i})^T \)
16: Compute \( \tilde{\theta}_{t,i} = \arg \min_{\theta \in \Theta} \left\| \sum_{s=1}^{t-1} \phi(x_{s,i}) \left( \mu(\theta^T \phi(x_{s,i})) - y_{s,i} \right) \right\|_{Q_{t,i}^{-1}} \)
17: Sample \( \theta'_{t,i} \sim N(\tilde{\theta}_{t,i}, \alpha_t^2 Q_{t,i}^{-1}) \).
18: Compute \( \theta_{t,i} \) \( = \arg \min_{\theta' \in \Theta} \| \theta'_{t,i} - \theta' \| \). \( \text{// See (4.5) for } \alpha_t. \)
19: Choose allocations and prices \( x_t, p_t = CE(\{u_{t,i}\}_{i=1}^n) \), where \( u_{t,i}(\cdot) = \mu(\theta_{t,i}^T \phi(\cdot)) \)
20: Observe rewards \( \{y_{t,i}\}_{i \in [n]} \).
21: **end while**
We present a randomized online learning algorithm for learning the agents’ utilities and generating fair and efficient allocations. Note that this algorithm not only needs to learn the unknown utilities quickly, but should also simultaneously find the CE allocation. This latter aspect introduces new challenges in our setting. For instance, the most popular approach for stochastic optimization under bandit feedback are based on upper-confidence-bounds (UCB). However, finding a CE cannot be straightforwardly framed as a vanilla optimization procedure and hence UCB procedures do not apply. Instead, our proposed algorithm uses a key randomized sampling step, which tradeoff between exploration and exploration while maintaining the utilities’ shape constraints in every round for computing the CE (details in proof sketch).

The algorithm, outlined in Algorithm 7, takes input parameters $M$ and $\{\delta_t\}_{t \geq 1}$ whose values we will specify shortly. It begins with an initialization phase for $M$ sub-phases (line 3), each of length $\min(n, m)$. During each sub-phase, we allocate each resource entirely to each user for at least one round. This initialization phase ensures that some matrices we define subsequently are well conditioned.

After the initialization phase, the algorithm operates on each of the remaining rounds as follows. For each user, it first computes quantities $Q_{t,i} \in \mathbb{R}^{m \times m}$ and $\bar{\theta}_{t,i} \in \mathbb{R}^m$ as defined in lines 19, and 20. As we explain shortly, $\bar{\theta}_{t,i}$ can be viewed as an estimate of $\theta_i^*$ based on the data from the first $t - 1$ rounds. The algorithm then samples $\theta'_{t,i} \in \mathbb{R}^m$ from a normal distribution with mean $\bar{\theta}_{t,i}$ and co-variance $\alpha_t^2 Q_{t,i}$, where, $\alpha_t$ is defined as:

$$\alpha_t^2 = 4 \frac{\kappa^2 \sigma^2}{C^2} m \log(t) \log \left( \frac{m}{\delta_t} \right) \log \left( \frac{m}{\delta_t} \right),$$

$$\kappa = 3 + 2 \log \left( 1 + 2 \|\phi(1)\|^2 \right).$$

The sampling distribution, which is centered at our estimate $\bar{\theta}_{t,i}$, is designed to balance the exploration-exploitation trade-off on this problem. Next, it projects the sampled $\theta'_{t,i}$ onto $\Theta$ to obtain $\theta_{t,i}$.

In line (24), the algorithm obtains an allocation and price pair $x_t, p_t$ by computing the CE on the $\theta_{t,i}$ values obtained above, i.e. by pretending that $u_{t,i}(\cdot) = \mu(\theta_{t,i}^\top \phi(\cdot))$ is the utility for user $i$.

It is important to note that the computation of the CE happens as a subroutine of the mechanism, and users will simply receive the allocations $x_t$. The mechanism collects the rewards $\{y_{t,i}\}_{i \in [n]}$ from each user and then repeats the same for the remaining rounds. As we discussed in Sec. 4.2, there are different ways to compute a CE efficiently in our setting, including tatonnement or the proportional response dynamics (PRD) algorithm [225] which we implemented. Given that our algorithm focus on learning the efficient and fair allocations, we do not focus on the computation complexity of CE in this work. Empirically, we find PRD converges quickly in the simulations.

**Computation of $\bar{\theta}_t$:** It is worth explaining steps 19–20 used to obtain the estimate $\bar{\theta}_t$ for user $i$’s parameter $\theta_i^*$. Recall that for each agent $i$, the mechanism receives stochastic rewards
y_{t,i}$ where $y_{t,i}$ is a σ sub-Gaussian random variable with $\mathbb{E}[y_{t,i}] = u_i(x_{t,i})$ in round $t$. Therefore, given the allocation-reward pairs $\{(x_{s,i}, y_{s,i})\}_{s=1}^{t-1}$, the maximum quasi-likelihood estimator $\widehat{\theta}_{t,i}^{MLE}$ for $\theta_i$ is defined as the maximizer of the quasi-likelihood $\mathcal{L}(\theta) = \sum_{s=1}^{t-1} \log p_{\theta}(y_{s,i}|x_{s,i})$, where $p_{\theta}(y_{i}|x_{i})$ is as defined below. Here, $\mu(\nu) = \partial b(\nu) / \partial \nu$ and $c(\cdot)$ is a normalising term. We have:

$$p_{\theta}(y_{i}|x_{i}) = \exp \left( y_i \theta^\top \phi(x_{si}) - b(\theta^\top \phi(x_{si})) + c(y_{i}) \right). \quad (4.6)$$

Upon differentiating, we have that $\widehat{\theta}_{t,i}^{MLE}$ is the unique solution of the estimating equation:

$$\sum_{s=1}^{t-1} \phi(x_{si}) \left( \mu \left( \left( \widehat{\theta}_{t,i}^{MLE} \right)^\top \phi(x_{s,i}) \right) - y_{si} \right) = 0.$$  

In other words, $\widehat{\theta}_{t,i}^{MLE}$ would be the maximum likelihood estimate for $\theta_i^*$ if the rewards $y_{t,i}$ followed an exponential family likelihood as shown in (4.6). Our assumptions are more general; we only assume the rewards are sub-Gaussian centred at $\mu(\theta_i^* \phi(x_{t,i}))$. However, this estimate is known to be consistent under very general conditions, including when the rewards are sub-Gaussian [47, 84]. Since $\widehat{\theta}_{t,i}^{MLE}$ might be outside of the set of feasible parameters $\Theta$, this motivates us to perform the projection in the $Q_{t,i}^{-1}$ norm to obtain $\bar{\theta}_{t,i}$ as defined in line 20. Here, $Q_{t,i}$, defined in line (19), is the design matrix obtained from the data in the first $t-1$ steps.

**On the algorithm design:** It is worth comparing the design of our algorithm against prior work in the bandit literature under similar parametric assumptions [59, 84, 154, 188]. For instance, in a CE, each agent is maximizing their utility under a budget constraint. Therefore, a seemingly natural idea is to adopt a UCB based procedure, which is the most common approach for stochastic optimization under bandit feedback [14]. However, adopting a UCB-style method for our problem proved to be unfruitful. Consider using a UCB of the form $\mu(\widehat{\theta}_{t,i}^\top \phi(\cdot)) + U_{it}(\cdot)$, where $U_{it}$ quantifies the uncertainty in the current estimate. Unfortunately, a CE is not guaranteed to exist for utilities of the above form, which means that finding a suitable allocation can be difficult. An alternative idea is to consider UCBs of the form $\mu(\widehat{\theta}_{t,i}^\top \phi(\cdot))$ where $\widehat{\theta}_{t,i}$ is an upper confidence bound on $\theta_i^*$ (recall that both $\theta_i^*$ and $\phi$ are non-negative). While CEs are guaranteed to exist for such UCBs, $\widehat{\theta}_{t,i}$ is not guaranteed to uniformly converge to $\theta_i^*$, resulting in linear loss.

Instead, our algorithm takes inspiration from classical Thompson sampling (TS) procedure for multi-armed bandits in the Bayesian paradigm [203]. The sampling step in line 21 is akin to sampling from the posterior beliefs in TS. It should be emphasized that the sampling distributions on each round cannot be interpreted as the posterior of some prior belief on $\theta_i^*$. In fact, they were designed so as to put most of their mass inside a frequentist confidence set for $\theta_i^*$.
Upper bounds on the loss

The following two theorems are the main results bounding the loss terms $L_{FD}, L_{CE}$ for Algorithm 7. In the first theorem, we are given a target failure probability of at most $\delta$. By choosing $\delta_t$ appropriately, we obtain an infinite horizon algorithm for which both loss terms are $O(\sqrt{T})$ with probability at least $1 - \delta$. In the second theorem, with a given time horizon $T$, we obtain an algorithm whose expected losses are $O(\sqrt{T})$.

Theorem 4.4.1. Assume the conditions in Section 4.3. Let $\delta > 0$ be given. Choose $\delta_t = \frac{26 \ln \frac{2T}{\delta}}{\ln^2 T}$. Then, the following upper bounds on $L_{FD}, L_{CE}$ hold for Algorithm 7 with probability at least $1 - \delta$.

$$L_{FD}(T), L_{CE}(T) \in O\left(n \left(m + \frac{m^2}{\sqrt{M}}\right) \sqrt{T} \left(\log(nT/\delta) + \log(T)\right)\right).$$

Theorem 4.4.2. Assume the conditions in Section 4.3. Let $T > M \max(m^2, n)$ be given. Choose $\delta_t = \frac{1}{T}$. Then, the follow upper bounds on $L_{FD}, L_{CE}$ hold for Algorithm 7.

$$\mathbb{E}[L_{FD}(T)], \mathbb{E}[L_{CE}(T)] \in O\left(n \left(m + \frac{m^2}{\sqrt{M}}\right) \sqrt{T} \left(\log(T)\right)\right),$$

Above, probabilities and expectations are with respect to both the randomness in the observations and the sampling procedure. Both theorems show that we can learn with respect to both losses at $\sqrt{T}$ rate. Note that the rates depend on the number of initialization sub-phases $M$. By choosing $M = m^2$, we get a $\widetilde{O}(nm\sqrt{T})$ bound. However, this also requires a large initialization phase, which may not be feasible in practice. We can instead choose $M$ to be small, but this leads to correspondingly worse asymptotic bounds.

Figure 4.1: The CE loss $L_{CE}^T$ vs the number of rounds $T$, evaluated with $m = 3$ resource types and $n = 5$ agents with CES utilities. We present results for $\rho = 0.5$, $\rho = 0.75$, and $\rho = 1$ respectively (see Example 4.2.2). All figures show results which are averaged over 10 runs, and the shaded region shows the standard error at each time $T$.

Proof sketch. Our proof uses some prior martingale concentration results from the bandit literature [84, 188], and additionally, we use some high level intuitions from prior frequentist analyses of Thompson sampling [7, 133, 170]. At the same time, we also require novel
techniques, both to bound the loss terms, and analyse the algorithm. Our proof for bounding $L^C_E$ first defines high probability events $A_{t,i}, B_{t,i}$ for each agent $i$ and round $t$. $A_{t,i}$ captures the event that the estimated $\hat{\theta}_{t,i}$ is close to $\theta^*_i$ in $Q_{t,i}$ norm. We upper bound $P(A_{t,i})$ using the properties of the maximum quasi-likelihood estimator on GLMs [47, 84] and a martingale argument. $B_{t,i}$ captures the event that the sampled $\theta_{t,i}$ is close to $\hat{\theta}_{t,i}$ in $Q_{t,i}$ norm. Given these events, we then bound the instantaneous losses $\ell^C_E(x_t, p_t)$ by a super martingale with bounded differences. The final bound is obtained by an application of the Azuma inequality.

Another key ingredient in this proof is to show that the sampling step also explores sufficiently—the $B_{it}$ event only captures exploitation; since the sampling distribution is a multi-variate Gaussian, this can be conveniently argued using an upper bound on the standard normal tail probability. While bounding $L^F_D$ uses several results and techniques as above, it cannot be directly related to $L^C_E$, and requires a separate analysis.

## 4.5 Experiments

We evaluated Algorithm 7 with simulations. To the best of our knowledge, this is the first online algorithm studying fair and efficient allocations with unknown utilities with multiple heterogeneous resource types, and there are no existing natural baselines. There is also no straightforward adaptation of the method described in Kandasamy et al. [130] for single resource types since they do not consider the exchange of resources. We evaluated based on two types of utilities.

1. **CES utilities**: Described in Example 4.2.2.

2. **Amdahl’s utilities**: The Amdahl’s utility function, described in Zahedi et al. [224], is used to model the performance of jobs distributed across heterogeneous machines in a data center. This utility is motivated by Amdahl’s Law [8], which models a job’s speed up in terms of the fraction of work that can be parallelized. Let $0 < f_{ij} < 1$ denote the parallel fraction of user $i$’s job on machine type $j$. Then, an agent’s Amdahl utility is: $u_i(x) = \sum_{j=1}^m \theta_{ij} \phi_{ij}(x_{ij})$, where $\phi_{ij}(x_{ij}) = \frac{x_{ij}}{f_i + (1-f_i)x_{ij}}$. $\phi_{ij}(x_{ij})$ is the relative speedup produced by allocation $x_{ij}$. Both CES and Amdahl utilities belong to our class $P$ given in (4.4).

We focus our evaluation on the CE loss; computing the FD loss is computationally expensive as it requires taking an infimum over the Pareto-front (more details in Appendix 4.11). Our first set of experiments consider an environment with $m = 3$ resource types and $n = 5$ agents, all of whom have CES utilities. We conduct three experiments with different values for the elasticity of substitution $\rho$. Our second set of experiments consider an environment with $m = 2$ resource types and $n = 8$ agents, all of whom have Amdahl’s utilities, where the results are similar and thus included in Appendix 4.10. We conduct three experiments with different values for the parallel fraction $f_{ij}$. All experiments are run for $T = 2000$ rounds, where we set $\delta = \frac{1}{T}$. The results are given in Figure 4.1. They show that the CE loss grows
sublinearly with $T$ which indicates that the algorithm is able to learn utilities and compute a CE.

To compute the CE at line 24 of Algorithm 7, we use the proportional response dynamics procedure from [38, 225] with 20 iterations. To compute $L^{CE}$, we need to maximize each agent’s utility subject to a budget. Full experimental details and additional results are included in Appendix 4.10.

4.6 Conclusion and future directions

We introduced and studied the problem of online learning a competitive equilibrium in an exchange economy, without a priori knowledge of agents’ utilities. We quantify the learning performance via two losses, the first motivated from the definition of an equilibrium, and the second by fairness and Pareto-efficiency considerations in fair division. We develop a randomized algorithm which achieves $\tilde{O}(nm\sqrt{T})$ loss after $T$ rounds under both losses, and corroborate these theoretical results with simulations. While our work takes the first step towards sequentially learning a market equilibrium in exchange economies, an interesting avenue for future work would be to study learning approaches in broader classes of agent utilities and market dynamics.

Our work addresses the technical challenge of efficient and fair allocations when agents’ utilities are unknown, with a specific fairness notion on sharing incentives. However, we emphasize that there are other notions of fairness in the fair division literature, with varying connections to prior sociopolitical framing. On a broader societal level, this work, as with many other fair allocation algorithms, if being applied to scenarios where the choice of fairness criteria is not appropriate can lead to potential negative impact. Thus, we emphasize that whether our model is applicable to certain applications should be carefully evaluated by domain experts, along with awareness of the tradeoffs involved.

4.7 Appendix: Technical lemmas

We first provide some useful technical lemmas.

**Lemma 4.7.1.** Suppose that $Z$ is a $\chi^2_m$ random variable, i.e. $Z = \sum_{k=1}^{m} Z_k^2$, where for all $k$, $Z_k$ are i.i.d. random variables drawn from $\mathcal{N}(0,1)$. Then,

$$P(Z > m + \alpha) = \begin{cases} e^{-\frac{\alpha^2}{8}} & \alpha > m \\ e^{-\frac{\alpha^2}{8m}} & \alpha \leq m. \end{cases}$$

**Proof.** Suppose that $X$ is sub-exponential random variable with parameters $(\nu, b)$ and expectation $\mu$. Applying well known tail bounds for sub-exponential random variables (e.g.
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[214]) yields:

\[ P(X > \mu + \alpha) = \begin{cases} 
    e^{-\frac{\alpha^2}{2\nu^2}} & 0 \leq \alpha \leq \frac{\nu^2}{b}, \\
    e^{-\frac{\nu^2}{b}} & \alpha > \frac{\nu^2}{b}.
\end{cases} \]

The lemma follows from the fact that a \( \chi^2_m \) random variable is sub-exponential with parameters \((\nu, b) = (2, 4)\).

Lemma 4.7.2. (Lower bound for normal distributions) Let \( Z \) be a random variable \( Z \sim \mathcal{N}(0, 1) \), then \( P(Z > t) \geq \frac{1}{t + \sqrt{t^2 + 4}} \).

Proof. First, from Abramowitz et al. [2] (7.1.13) we have,

\[ e^{x^2} \int_x^\infty e^{-t^2} dt \geq \frac{1}{x + \sqrt{x^2 + 2}}. \]

Set \( t = \sqrt{2}x \), then the above equation yields:

\[ P(Z > t) = \frac{1}{\sqrt{2\pi}} \int_t^\infty e^{-\frac{x^2}{2}} dx \geq \frac{1}{t + \sqrt{t^2 + 4}} \sqrt{\frac{2}{\pi}} e^{-\frac{t^2}{2}}, \]

which completes the proof.

Lemma 4.7.3. (Azuma-Hoeffding inequality[214]) Let \( (Z_s)_{s \geq 0} \) be a super martingale w.r.t. a filtration \( (\mathcal{F}_t)_{t \geq 0} \). Let \( (B_t)_{t \geq 0} \) be predictable processes w.r.t. \( (\mathcal{F}_t)_{t \geq 0} \), such that \( |Z_s - Z_{s-1}| \leq B_s \) for all \( s \geq 1 \) almost surely. Then for any \( \delta > 0 \),

\[ P \left( \left| Z_T - Z_0 \right| \leq \sqrt{2 \log \left( \frac{1}{\delta} \sum_{t=1}^T B_t^2 \right)} \right) \geq 1 - \delta. \]

Lemma 4.7.4. \( \forall x \in [0, c], c > 0, \) we have \( x \leq \frac{e}{\log(1+c)} \log(1 + x) \).

Proof. The result follows immediately from the fact that the function \( f(x) \overset{\text{def}}{=} \frac{x}{\log(1+x)} \) is non-decreasing on \((0, \infty)\).

Lemma 4.7.5. (Lemma 1, Filippi et al. [84]) Let \( (\mathcal{F}_k, k \geq 0) \) be a filtration, \( (m_k; k \geq 0) \) be an \( \mathbb{R}^d \)-valued stochastic process adapted to \( (\mathcal{F}_k) \). Assume that \( \eta_k \) is conditionally sub-Gaussian in the sense that there exists some \( R > 0 \) such that for any \( \gamma \geq 0, k \geq 1, \) \( \mathbb{E}[\exp(\gamma \eta_k)|\mathcal{F}_{k-1}] \leq \exp \left( \frac{\gamma^2 R^2}{2} \right) \) almost surely. Then, consider the martingale \( \xi_t = \sum_{k=1}^t m_k \eta_k \) and the process \( M_t = \sum_{k=1}^t m_k m_{k-1}^\top \). Assume that with probability one, the smallest eigenvalue of \( M_d \) is lower bounded by some positive constant \( \lambda_0 \), and that \( \|m_k\|_2 \leq c_m \) almost surely for any \( k \geq 0 \). Then, the following holds true: for any \( 0 < \delta < \min(1, d/e) \) and \( t > \max(d, 2) \), with probability at least \( 1 - \delta \),

\[ \|\xi_t\|_{M_d^{-1}} \leq \kappa R \sqrt{2d \log(t) \log(d/\delta)}, \]

where \( \kappa = \sqrt{3 + 2 \log(1 + \frac{c_m}{\lambda_0})} \).
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4.8 Appendix: Bounding $L^{CE}$

First, consider any round $t$. We will let $\mathcal{F}_t \overset{\text{def}}{=} \sigma(\{(x_{is}, y_{is})^{n,t-1}_{i=1,s=1}\})$ denote the $\sigma$-algebra generated by the observations in the first $t-1$ rounds. Clearly, $\{\mathcal{F}_t\}_{t \geq 0}$ is a filtration. We will denote $E_t[\cdot|\mathcal{F}_t] = E[\cdot|\mathcal{F}_t]$ to be the expectation when conditioning on the past observations up to round $t-1$. Similarly, define $P_t(\cdot) \overset{\text{def}}{=} P(\cdot|\mathcal{F}_t) = E[1(\cdot)|\mathcal{F}_t]$.

Recall that $\{\delta_t\}_{t \geq 0}$ are inputs to the algorithm. Similarly, let $\{\delta_{2t}\}_{t \geq 0}$ be a sequence. We will specify values for both sequences later in this proof. Given these, further define the following quantities on round $t$:

$$\beta_{1t} \overset{\text{def}}{=} \frac{2}{C_{\mu}} \kappa \sigma \sqrt{2m \log(t)} \sqrt{\log \left( \frac{m}{\delta_t} \right)}$$

$$\beta_{2t} \overset{\text{def}}{=} \sqrt{\alpha_t (m + \gamma_{2t})}$$

$$\beta_{3t} \overset{\text{def}}{=} L_{\mu}(\beta_{1t} + \beta_{2t})$$

where, $\gamma_{2t} \overset{\text{def}}{=} \max \left( 8 \log \left( \frac{1}{\delta_{2t}} \right), \sqrt{8m \log \left( \frac{1}{\delta_{2t}} \right)} \right)$.

Here, recall that $L_{\mu}$ is the Lipschitz constant of $\mu(\cdot)$, $C_{\mu}$ is such that $C_{\mu} \overset{\text{def}}{=} \inf_{\theta \in \Theta, x \in X} \mu(\theta^\top \phi(x))$, and $\alpha_t$ is a sequence that is defined and used in Algorithm 7.

Next, we consider the following two events:

$$A_{it} \overset{\text{def}}{=} \{ \|\theta^*_i - \bar{\theta}_it\|_{Q_{it}} \leq \beta_{1t} \}$$

$$B_{it} \overset{\text{def}}{=} \{ \|\bar{\theta}_it - \theta^*_i\|_{Q_{it}} \leq \beta_{2t} \}$$

where $Q_{it} \overset{\text{def}}{=} \sum_{s=1}^{t-1} \phi(x_{is})\phi(x_{is})^\top$ is a design matrix that corresponding to the first $t-1$ steps.

Lastly, define

$$\rho_{it}(x) \overset{\text{def}}{=} \|\phi(x)\|_{Q_{it}^{-1}} = \sqrt{\phi^\top(x)Q_{it}^{-1}\phi(x)},$$

and

$$S_{it} \overset{\text{def}}{=} \{ x \in X : u_i(x^*_it) - u_i(x) \geq \beta_{3t}\rho_{it}(x) \},$$

where $x^*_it = \arg\max_{y \in X, p_i^\top y \leq p_i^\top e_i} u_i(y)$. Here, we used $X$ to denote the set of feasible allocations for one agent: $\{ x \in \mathbb{R}^m : 0 \leq x \leq 1 \}$.

Intuitively, $x^*_it$ is the best true optimal affordable allocation for agent $i$ in round $t$ under the price function $p_i$. Since the set $\{ y \in X, p_i^\top y \leq p_i^\top e_i \}$ is a compact set, the maximum is well defined.

Now we begin our analysis with the following lemmas.

**Lemma 4.8.1.** For any round $t > t_0$, $P_t(A_{it}) \geq 1 - \delta_{1t}$. 

Proof. Define function \( g_{it}(\theta) = \sum_{s=1}^{t-1} \mu \left( \theta^\top \phi(x_{is}) \right) \phi(x_{is}) \). Then by the fundamental theorem of calculus, we have

\[
g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) = G_{it}(\theta^*_i - \bar{\theta}_{it}),
\]

where \( G_{it} = \int_0^1 \nabla g_{it} \left( s\theta^*_i + (1-s)\bar{\theta}_{it} \right) ds \), and

\[
\nabla g_{it}(\theta) = \sum_{s=1}^{t-1} \phi(x_{is})\phi(x_{is})^\top \mu' \left( \theta^\top \phi(x_{is}) \right).
\]

By the definition of \( C_{\mu} \) and \( Q_{it} \), we have that

\[
G_{it} \succeq C_{\mu} Q_{it} \succeq M \cdot I,
\]

where the last inequality follows due to the initialisation scheme. Therefore, \( G_{it} \) is invertible and moreover,

\[
G_{it}^{-1} \preceq \frac{1}{C_{\mu}} Q_{it}^{-1}. \tag{4.7}
\]

We can write,

\[
\theta^*_i - \bar{\theta}_{it} = G_{it}^{-1} \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right). \tag{4.8}
\]

Therefore, we have,

\[

\begin{align*}
\left( \theta^*_i - \bar{\theta}_{it} \right)^\top Q_{it} \left( \theta^*_i - \bar{\theta}_{it} \right) \\
= \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right)^\top G_{it}^{-1} Q_{it} G_{it}^{-1} \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right) \\
\leq \frac{1}{C^2_{\mu}} \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right)^\top Q_{it}^{-1} \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right) \\
= \frac{1}{C^2_{\mu}} \left\| \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right) \right\|_{Q_{it}^{-1}},
\end{align*}
\]

where the first equality follows from Eq (4.7), and the inequality follows from Eq (4.8).

Therefore,

\[
\|\theta^*_i - \tilde{\theta}_{it}\|_{Q_{it}} \leq \frac{1}{C_{\mu}} \left\| \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}) \right) \right\|_{Q_{it}^{-1}} \\
\leq \frac{2}{C_{\mu}} \left\| \left( g_{it}(\theta_{it}) - g_{it}(\tilde{\theta}_{it}^{MLE}) \right) \right\|_{Q_{it}^{-1}} \\
= \frac{2}{C_{\mu}} \left\| \sum_{s=1}^{t-1} \phi(x_{is})(Y_{is} - \mu \left( \phi(x_{is})^\top \theta^*_i \right)) \right\|_{Q_{it}^{-1}},
\]

where the second inequality is from the triangle inequality, and the last equality is from the definition of \( \tilde{\theta}_{it}^{MLE} \) and \( g_{it} \).

Let \( A_{it} \) denote the event that

\[
\left\| \sum_{s=1}^{t-1} \phi(x_{is})(Y_{is} - \mu \left( \phi(x_{is})^\top \theta^*_i \right)) \right\|_{Q_{it}^{-1}} \leq \kappa \sigma \sqrt{2m \log(t)} \sqrt{\log \left( \frac{d}{\delta_t} \right)},
\]

then we have \( A_{it} \) holds with probability at least \( \delta_t \) by Lemma 4.7.5. \( \blacksquare \)
**Lemma 4.8.2.** For any round $t > t_0$, $P_t(B_{it}) \geq 1 - \delta_{2t}$.

**Proof.** First, recall that $B_{it} = \{\|\bar{\theta}_{it} - \theta_{it}\|_{Q_{it}} \leq \beta_{2t}\}$. We can now write,

$$P(B_{it}^c) = P(\|\theta_{it} - \bar{\theta}_{it}\|_{Q_{it}} > \beta_{2t})$$

$$\leq P(\|\theta_{it}' - \bar{\theta}_{it}\|_{Q_{it}} > \beta_{2t})$$

$$= P(\|\theta_{it}' - \bar{\theta}_{it}\|_{\alpha_t^{-1} Q_{it}} > \alpha_t^{-\frac{1}{2}} \beta_{2t})$$

$$= P(\sqrt{Z} > \sqrt{M_t \gamma_{2t}}),$$

where $Z = (\theta_{it} - \bar{\theta}_{it})^\top \alpha_t^{-2} Q_{it} (\theta_{it} - \bar{\theta}_{it})$. The first step simply uses the fact that since $\bar{\theta}_{it}$ is already inside $\Theta$ (see line 17 in Algorithm 1), projecting $\theta_{it}'$ to be inside $\Theta$ after sampling only brings it even closer to $\bar{\theta}_{it}$.

Note that $Z$ is a $\chi^2_m$ random variable. This follows from the fact that $\theta_{it} \sim N(\bar{\theta}_{it}, \alpha_t Q_{it}^{-1})$, therefore we have

$$\alpha_t^{-1} Q_{it}^{1/2} (\theta_{it} - \bar{\theta}_{it}) \sim N(0, I_m).$$

Denote $y = \alpha_t^{-1} Q_{it}^{1/2} (\theta_{it} - \bar{\theta}_{it})$, then $Z = y^\top y$ is a $\chi^2_m$ random variable.

Therefore, by Lemma 4.7.1, and the definition that $\gamma_{2t} = \max \left(8 \log(\frac{1}{\delta_{2t}}), \sqrt{\log(\frac{1}{\delta_{2t}})}\right)$, we have

$$P(B_{it}^c) = P(Z > n + \gamma_{2t}) \leq \delta_{2t},$$

which completes the proof. $lacksquare$

**Lemma 4.8.3.** Let $x$ be arbitrary such that $x \in X$. Then,

$$P_t(u_{it}(x) > u_i(x)|A_{it}) \geq q_0,$$

with $q_0 = \sqrt{\frac{2}{\pi}} \sqrt{\frac{1}{\sqrt{2 + \sqrt{6} \epsilon}}} \approx 0.075$.

**Proof.** First, notice that

$$u_{it}(x) > u_i(x) \iff \mu(\theta_{it}^\top \phi(x)) > \mu((\theta_i^*)^\top \phi(x))$$

$$\iff \theta_{it}^\top \phi(x) > (\theta_i^*)^\top \phi(x)$$

$$\iff \frac{(\theta_{it} - \bar{\theta}_{it})^\top \phi(x)}{\alpha_t \rho_{it}(x)} > \frac{(\theta_i^* - \bar{\theta}_{it})^\top \phi(x)}{\alpha_t \rho_{it}(x)}.$$
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Since \( \theta_{it} \sim \mathcal{N}(\bar{\theta}_{it}, \alpha_{it}^2 Q_{it}^{-1}) \), we have

\[
(\theta_{it} - \bar{\theta}_{it})^\top \phi(x) \sim \mathcal{N}(0, \alpha_{it}^2 \phi(x)^\top Q_{it}^{-1} \phi(x)),
\]

implies

\[
\frac{(\theta_{it} - \bar{\theta}_{it})^\top \phi(x)}{\alpha_{it} \rho_{it}(x)} \sim \mathcal{N}(0, 1).
\]

From the above we have that

\[
P_t(u_{it}(x) > u_i(x) | A_{it}) = P_t\left(Z > \frac{(\theta_{it} - \bar{\theta}_{it})^\top \phi(x)}{\alpha_{it} \rho_{it}(x)} \bigg| A_{it}\right),
\]

where \( Z \sim \mathcal{N}(0, 1) \) is sampled independently of the observations, since the randomness in Algorithm 7 can be assumed to be independent of the randomness in the observations. Therefore, under the event \( A_{it} \),

\[
\left| \frac{(\theta_{it} - \bar{\theta}_{it})^\top \phi(x)}{\alpha_{it} \rho_{it}(x)} \right| = \frac{\|\theta_{it} - \bar{\theta}_{it}\| \|\phi(x)\|_{Q_{it}^{-1}}}{\alpha_{it} \rho_{it}(x)} \leq \frac{\beta_{it}}{\alpha_{it}} = \frac{\sqrt{8}}{\alpha_0}.
\]

Here, the first inequality follows from the definition of the matrix norm and the definition of \( A_{it} \), and the second inequality follows from the definition of \( \beta_{it} \).

Therefore, by Lemma 4.7.2, we have

\[
P_t(u_{it}(x) > u_i(x) | A_{it}) \geq \sqrt{\frac{2}{\pi}} \frac{1}{\sqrt{\frac{8}{\alpha_0^2} + \sqrt{4 + \sqrt{8/\alpha_0^2}}} e^{-\frac{\alpha_{it}^2}{\alpha_0^2}}},
\]

Setting \( \alpha_0^2 = 4 \), we have

\[
P_t(u_{it}(x) > u_i(x) | A_{it}) \geq \sqrt{\frac{2}{\pi}} \frac{1}{\sqrt{2 + \sqrt{6} \pi^2}} \approx 0.075,
\]

which completes the proof.

\[\square\]

**Lemma 4.8.4.** Let \( \theta_1, \theta_2 \in \Theta \subset \mathbb{R}^m \). Let \( Q \succeq 0, Q \in \mathbb{R}^{m \times m} \) be a positive semi-definite matrix, and \( \rho_Q(x) = \sqrt{\phi(x)^\top Q^{-1} \phi(x)} \). Then,

\[
|\mu(\theta_1^\top \phi(x)) - \mu(\theta_2^\top \phi(x))| \leq L_\mu \|\theta_1 - \theta_2\|_Q \cdot \rho_Q(x).
\]
Proof. This follows from the Lipschitz properties of $\mu$ and the following simple calculations:

$$
|\mu(\theta_1^\top \phi(x)) - \mu(\theta_2^\top \phi(x))| \leq L_\mu |(\theta_1 - \theta_2)^\top \phi(x)|
$$

$$
= L_\mu |(\theta_1 - \theta_2)^\top Q^{\frac{1}{2}} Q^{-\frac{1}{2}} \phi(x)|
$$

$$
\leq L_\mu |\theta_1 - \theta_2||\phi(x)||Q^{-1}
$$

$$
= L_\mu |\theta_1 - \theta_2| Q \cdot \rho_Q(x).
$$

Lemma 4.8.5. For any round $t > t_0$, $P_t(x_{it} \notin S_{it}) \geq q_0 (1 - \delta_i) - \delta_{2t}$.

Proof. First, when event $B_{it}$ holds, by lemma 4.8.4, we have that for all $x$,

$$
|u_{it}(x) - \bar{u}_{it}(x)| \leq L_\mu \beta_{2t} \rho_{it}(x).
$$

Note that by definition, $u_{it}(x) = \mu ((\theta_{it})^\top \phi(x))$, and $\bar{u}_{it}(x) = \mu ((\bar{\theta}_{it})^\top \phi(x))$. Therefore,

$$
\bar{u}_{it}(x) - u_{it}(x) > -L_\mu \beta_{2t} \rho_{it}(x). \quad (4.9)
$$

On the other side, under event $A_{it}$, by lemma 4.8.4, we have that for all $x$,

$$
|u_{it}(x) - \bar{u}_{it}(x)| \leq L_\mu \beta_{1t} \rho_{it}(x). \quad (4.10)
$$

Moreover, recall that by definition for any $x \in S_{it}$,

$$
u_{i}(x_{it}^*) - u_{it}(x) \geq \beta_{3t} \rho_{it}(x). \quad (4.11)
$$

Therefore, consider any $x \in S_{it}$, and under the condition that $A_{it} \cap B_{it} \cap \{u_{it}(x_{it}^*) > u_{i}(x_{it})\}$, we have

$$
u_{it}(x_{it}^*) - u_{it}(x) = u_{it}(x_{it}^*) - u_{it}(x)
$$

$$
= (u_{i}(x_{it}^*) - u_{i}(x)) + (u_{i}(x) - \bar{u}_{it}(x)) + (\bar{u}_{it}(x) - u_{it}(x)) \quad (4.12)
$$

$$
> 0,
$$

where the last inequality follows from combining equations Eq (4.9), Eq (4.10), Eq (4.11) and the definition of $\beta_{3t}$. Hence, Eq (4.12) implies that, under the same condition, $x_{it} \notin S_{it}$ since by construction, $x_{it}$ maximizes $u_{it}$ under the budget, thus

$$
u_{it}(x_{it}) \geq u_{it}(x_{it}^*),
$$

This further implies that,

$$
P_t(x_{it} \notin S_{it}) \geq P_t (u_{it}(x_{it}^*) > u_{it}(x), \forall x \in S_{it})
$$

$$
\geq P_t (u_{it}(x_{it}^*) > u_{it}(x), \forall x \in S_{it} | A_{it} \cap B_{it} \{u_{i}(x_{it}^*) > u_{i}(x)\})
$$

\[\square\]
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\[ x \times P(A_{it} \cap B_{it} \cap \{ u_i(x^*_i) > u_i(x) \}) \]
\[ = P(A_{it} \cap B_{it} \cap \{ u_i(x^*_i) > u_i(x) \}) \]
\[ \geq P(A_{it} \cap \{ u_i(x^*_i) > u_i(x) \}) - P(B_{it}^c) \]
\[ = P(\{ u_i(x^*_i) > u_i(x) \} | A_{it}) P(A_{it}) - P(B_{it}^c) \]
\[ \geq q_0(1 - \delta_t) + \delta_2t. \]

Here, the second and third inequality both from the law of total probability and rearranging terms, and the last inequality follows from Lemma 4.8.1, Lemma 4.8.2 and Lemma 4.8.3, which completes the proof. ■

Lemma 4.8.6. For \( t \geq \max(t_0, t'_0) \),

\[ E_t[\ell_{it}] \leq \frac{5}{q_0} \beta_3 t E_t[\rho_{it}(x_{it})] + \delta_t + \delta_{2t}. \]

Here, \( \ell_{it} = (u_i(x^*_i) - u_i(x_{it}))^+ \), and \( t'_0 \) is chosen such that, \( \forall t > t'_0, \delta_t < \frac{1}{4}, \delta_{2t} < \frac{\alpha}{4} \).

Proof. First, define

\[ x'_{it} = \arg\min_{x : x^\top t_{\leq i_t / e, x \notin S_{it}}} \rho_{it}(x). \]

This implies that,

\[ E_t[\rho_{it}(x_{it})] \geq E_t[\rho_{it}(x_{it}) | x_{it} \notin S_{it}] P(x \notin S_{it}) \geq \rho_{it}(x'_{it}) P(x \notin S_{it}). \]

Therefore, by Lemma 4.8.5, we have

\[ \rho_{it}(x'_{it}) \leq \frac{E_t[\rho_{it}(x_{it})]}{q_0(1 - \delta_t) - \delta_{2t}}. \]

Select \( t'_0 \) such that, \( \forall t > t'_0, \delta_t = \frac{1}{4}, \delta_{2t} < \frac{\alpha}{4} \), then we have:

\[ \rho_{it}(x'_{it}) \leq \frac{2}{q_0} E_t[\rho_{it}(x_{it})]. \]

Also, under \( A_{it} \cap B_{it} \),

\[ \| \theta^*_i - \theta_{it} \|_{Q_{it}} \leq \| \theta^*_i - \bar{\theta}_{it} \|_{Q_{it}} + \| \bar{\theta}_{it} - \theta_{it} \|_{Q_{it}} \leq \beta_{1t} + \beta_{2t}, \]

where the first inequality follows from triangle inequality, and the second one follows from the definitions of \( A_{it} \) and \( B_{it} \). Hence,

\[ | \mu_{it}(x) - \mu_i(x) \| \leq L_{\mu}(\beta_{1t} + \beta_{2t}) \rho_{it}(x) = \beta_{3t} \rho_{it}(x). \]

Therefore, we have

\[ \ell_{it} = u_i(x^*_i) - u_i(x_{it}) \]
\[ u_i(x_{i_t}^*) - u_i(x_{i_t}') + u_i(x_{i_t}') - u_i(x_{it}) \]
\[ \leq 2\beta_3 t \rho_{it}(x_{i_t}') + \beta_3 t \rho_{it}(x_{it}) \]
\[ \leq \frac{4}{q_0} \beta_3 t \mathbb{E}[ho_{it}(x_{it})] + \beta_3 t \rho_{it}(x_{it}). \]

which further yields

\[
\mathbb{E}_t[\ell_{it}] \leq \mathbb{E}_t[\ell_{it} | A_{it} \cap B_{it}] + \mathbb{E}_t[\ell_{it} | A_{it}^c \cup B_{it}^c] P(A_{it}^c \cup B_{it}^c) \\
\leq \frac{4}{q_0} \beta_3 t \mathbb{E}[\rho_{it}(x_{it})] + \beta_3 t \mathbb{E}[\rho_{it}(x_{it})] + \delta_t + \delta_{2t} \\
\leq \frac{5}{q_0} \beta_3 t \mathbb{E}_t[\rho_{it}(x_{it})] + \delta_t + \delta_{2t},
\]

which completes the proof.

Lemma 4.8.7. Let \( \delta' > 0. \) Define \( L_{iT} = \sum_{t=1}^{T} \ell_{it}. \) Then, with probability at least \( 1 - \delta', \)

\[
L_{iT} \leq \sum_{t=1}^{T} (\delta_t + \delta_{2t}) + \tilde{O}\left(\frac{m_2^2}{\sqrt{M}} \sqrt{T} \left( \log(T) + \log \left( \frac{1}{\delta'} \right) \right) \right)
\]

Proof. First, define for \( s > 1, \)

\[ u_{is} = \ell_{is} - \frac{5 \beta_3 s}{q_0} \rho_{is}(x_{is}) - (\delta_s + \delta_{2s}), \]

and \( v_{it} = \sum_{s=1}^{t} u_{is}, \) with \( v_{i0} = 0 \) and \( u_{i0} = 0. \) We show that \( \{v_{it}, t \geq 0 \} \) is a super-martingale with respect to the filtration \( (\mathcal{F}_t)_{t \geq 0}. \)

First,

\[ \mathbb{E}_t[u_{it}] = \mathbb{E}_t[\ell_{it}] - \frac{5 \beta_3 t}{q_0} \mathbb{E}_t[\rho_{it}(x_{it})] - (\delta_t + \delta_{2t}) \leq 0. \]

Moreover,

\[
|v_{it} - v_{i,t-1}| \leq |\ell_{it}| + \frac{5 \beta_3 t}{q_0} |\rho_{it}(x_{it})| + (\delta_t + \delta_{2t}) \\
\leq 1 + \frac{5 \beta_3 t}{q_0} \frac{\|\phi(1)\|_2}{\sqrt{M}} + 1 \\
\leq \frac{7 \beta_3 t}{q_0} \frac{\|\phi(1)\|_2}{\sqrt{M}} \triangleq D_t.
\]

Therefore, by Lemma 4.7.3, with probability at least \( 1 - \delta', \) we have that

\[
v_{iT} - v_{i,0} \leq \sqrt{s \log \left( \frac{1}{\delta'} \sum_{t=1}^{T} D_t^2 \right)} \leq \frac{7 \beta_3 T}{q_0} \|\phi(1)\|_2 \sqrt{2 \log \left( \frac{1}{\delta'} \right)} \sqrt{\frac{T}{M}}.
\]
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Therefore, we have

\[ L_{iT} = \sum_{s=1}^{T} \ell_{is} \leq \sum_{t=1}^{T} (\delta_t + \delta_{2t}) + \frac{5\beta_{3t}}{q_0} \sum_{t=1}^{T} \rho_{it}(x_t) + \frac{7\beta_{3t}}{q_0} \|\phi(1)\|_2 \sqrt{\frac{2 \log(\frac{1}{\delta'})}{M}} T. \] (4.14)

Now it remains to bound \( \sum_{t=1}^{T} \rho_{it}(x_t) \). Since \( Q_{it} \geq MI \), by the definition of \( \rho_{it}(x_t) \), we have

\[ \rho_{it}x_{it} \leq \sqrt{M} \|\phi(1)\|_2. \]

Hence, by Lemma 4.7.4 and rearranging terms, we have

\[ \sum_{t=t_0}^{T} \rho_{it}^2(x_{it}) \leq \frac{\|\phi(1)\|_2^2}{M} \log \left( \frac{1}{\|\phi(1)\|_2^2} \right) \log \left( 1 + \|\phi(x_t)\|_2^2 Q_{it}^{-1} \phi(x_{it}) \right). \] (4.15)

Also notice that,

\[ \sum_{t=t_0}^{T} \log \left( 1 + \phi^\top(x_t) Q_{it}^{-1} \phi(x_t) \right) = \log \Pi_{t=t_0}^{T} \left( 1 + \|\phi(x_t)\|_2^2 Q_{it}^{-1} \right) = \log \frac{\text{det}(Q_{iT})}{\text{det}(Q_{i,t_0})}. \]

Note that the trace of \( Q_{i,t+1} \) is upper-bounded by \( t \cdot \|\phi(1)\|_2^2 \), then given that the trace of the positive definite matrix \( Q_{iT} \) is equal to the sum of its eigenvalues, we have that

\[ \text{det}(Q_{iT}) \leq (t \|\phi(1)\|_2^2)^m. \]

Moreover, \( \text{det}(Q_{i,t_0}) \geq (M)^m \), therefore,

\[ \sum_{t=t_0}^{T} \log \left( 1 + \phi^\top(x_t) Q_{it}^{-1} \phi(x_t) \right) \leq m \log \left( \frac{\|\phi(1)\|_2^2 T}{M} \right). \]

Combining with Eq (4.15), and applying Cauchy-Schwartz inequality, we have

\[ \sum_{t=t_0}^{T} \rho_{it}(x_{it}) \leq \sqrt{T} \sum_{t=t_0}^{T} \rho_{it}^2(x_{it}) \leq \sqrt{T} \frac{\|\phi(1)\|_2^2}{M} \log \left( \frac{m}{\|\phi(1)\|_2^2} \right) \log \left( \frac{\|\phi(1)\|_2^2 T}{M} \right). \] (4.16)

Putting together Eq (4.14) and Eq (4.16), with the fact that \( \|\phi(1)\|_2 = O(\sqrt{m}) \), e.g. \( \|\phi(1)\|_2 \leq c_\phi \sqrt{m} \), we have that with probability at least \( 1 - \delta' \),

\[ L_{iT} \leq \sum_{t=1}^{T} (\delta_t + \delta_{2t}) + \frac{\beta_{3t}}{q_0} \sqrt{T} \left( 5c_\phi m \frac{1}{\log \left( 1 + \|\phi(1)\|_2^2 \right)} \log \left( \frac{\|\phi(1)\|_2^2 T}{M} \right) + 7c_\phi \sqrt{m} \sqrt{2 \log(\frac{1}{\delta'})} \right) \]

\[ = \sum_{t=1}^{T} (\delta_t + \delta_{2t}) + \tilde{O} \left( \frac{m^2}{\sqrt{M}} \sqrt{T} \left( \log(T) + \log \left( \frac{1}{\delta'} \right) \right) \right), \]

where the last step comes from the fact that \( \beta_{3t} = \tilde{O}(m) \). This completes the proof. ■
Proof of Theorem 4.4.1 for $L^{CE}$

Corollary 4.8.8. With probability at least $1 - \delta'$,

$$L^{CE}_T \leq n \sum_{t=1}^{T} (\delta_1 + \delta_2) + \tilde{O}
\left(n \frac{m^2}{\sqrt{M}} \sqrt{T} \left(\log(T) + \log\left(\frac{1}{\delta'}\right)\right)\right)$$

Proof. This a direct result from Lemma 4.8.7 and the definition of $L^{CE}_T$: With probability at least $1 - \delta'$,

$$L^{CE}_T = \sum_{i=1}^{n} \sum_{t=1}^{T} \left(\max_{y:p(y) < p(x_t)} u_i(y) - u_i(x_{it})\right)^+$$

$$\leq n \sum_{t=1}^{T} (\delta_1 + \delta_2) + \tilde{O}
\left(n \frac{m^2}{\sqrt{M}} \sqrt{T} \left(\log(T) + \log\left(\frac{1}{\delta'}\right)\right)\right) .$$

Proof. Choose $\delta_1 = \delta_2 = \frac{2\delta}{n\pi^2}$. Then,

$$\sum_{t=1}^{T} (\delta_1 + \delta_2) \leq \frac{2\delta}{3} .$$

Also choose $\delta' = \frac{\delta}{3}$, then by Corollary 4.8.8, with probability at least $1 - \delta$,

$$L^{CE}_T = O\left(n \frac{m^2}{\sqrt{M}} \sqrt{T} \left(\log\left(\frac{\delta}{3}\right) + \log(T)\right)\right) .$$

Proof of Theorem 4.4.2 for $L^{CE}$

Proof. Choose $\delta_1 = \delta_2 = \delta' = \frac{1}{T}$. Denote the event where $L^{CE}_T = O\left(n \frac{m^2}{\sqrt{M}} \sqrt{T} \left(\log\left(\frac{\delta}{3}\right) + \log(T)\right)\right)$ holds as $\mathcal{E}$.

Then, by Lemma 4.8.7,

$$\mathbb{E}[L^{CE}_T] = \mathbb{E}[L^{CE}_T|\mathcal{E}] + \mathbb{E}[L^{CE}_T|\mathcal{E}^c] P(\mathcal{E}^c) \leq 2 + \tilde{O}
\left(n \frac{m^2}{\sqrt{M}} \sqrt{T} \left(\log\left(\frac{\delta}{3}\right) + \log(T)\right)\right) .$$

where $M \geq m$. This completes the proof.
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4.9 Appendix: Bounding $L^{FD}$

Recall that the definition of $L^{FD}$ is directly based on the requirements of Pareto efficiency and fair share: $L^{FD}(x) \equiv \max (\ell^{PE}(x), \ell^{SI}(x))$, where $\ell^{PE}(x) = \min_{x' \in P^n} \sum_{i=1}^n (u_i(x'_i) - u_i(x_i))^+$; and $\ell^{SI}(x) = \sum_{i=1}^n (u_i(e_i) - u_i(x_i))^+$.

To bound $L^{FD}$, we first provide a useful lemma which shows that $\ell^{SI}$ is a weaker notion than $\ell^{CE}$.

Lemma 4.9.1. For any allocation $x$ and price $p$, $\ell^{SI}(x) \leq \ell^{CE}(x, p)$.

Proof. This simply uses the fact that an agent’s endowment is always affordable under any price vector $p$. Therefore,

$$\ell^{SI}(x) = \sum_{i=1}^n (u_i(e_i) - u_i(x_i))^+$$

$$\leq \sum_{i=1}^n \left( \max_{y : p^T y \leq p^T e_i} u_i(y) - u_i(x) \right)^+, \forall p$$

$$= \ell^{CE}(x, p),$$

Having lemma 4.9.1 at hand, the key remaining task is to bound $\ell^{PE}$. We will show that this can be achieved by an analogous analysis as in Section 4.8, but with some key differences.

First, we define $\tilde{S}_it$ (in comparison to $S_it$ used in Section 4.8):

$$\tilde{S}_it \equiv \{x \in X : u_i(x^*_i) - u_i(x) \geq \beta_3 \rho_{it}(x)\},$$

where $x^* \in \mathbb{R}^{n \times m}$ is the unique equilibrium allocation. Note that $\tilde{S}_it$ shares a similar spirit as $S_it$, which is used in Section 4.8, but with a different referencing point $x^*$.

We show a key lemma which provides a lower bound on $P(x \notin \tilde{S}_it)$.

Lemma 4.9.2. For any round $t > t_0$, $P_t(x_{it} \notin \tilde{S}_it) \geq q_0(1 - \delta_t) - \delta_{2t}$.

Proof. First, when event $B_{it}$ holds, by lemma 4.8.4, we have that for all $x$,

$$|u_{it}(x) - \bar{u}_{it}(x)| \leq L_\mu \beta_{2t} \rho_{it}(x).$$

Note that by definition, $u_{it}(x) = \mu \left((\theta_{it})^T \phi(x)\right)$, and $\bar{u}_{it}(x) = \mu \left((\bar{\theta}_{it})^T \phi(x)\right)$. Therefore,

$$\bar{u}_{it}(x) - u_{it}(x) > -L_\mu \beta_{2t} \rho_{it}(x). \quad (4.17)$$

On the other side, under event $A_{it}$, by lemma 4.8.4, we have that for all $x$,

$$|u_{i}(x) - \bar{u}_{i}(x)| \leq L_\mu \beta_{1t} \rho_{it}(x). \quad (4.18)$$
Moreover, recall that by definition for any $x \in \tilde{S}_{it}$,
\[ u_i(x_i^*) - u_i(x) \geq \beta_{3t} \rho_{it}(x). \] (4.19)

Therefore, consider any $x \in \tilde{S}_{it}$, and under the condition that $A_{it} \cap B_{it} \cap \{u_{it}(x_i^*) > u_i(x_i^*)\}$, we have
\[ u_{it}(x_i^*) - u_{it}(x) > u_i(x_i^*) - u_i(x) \]
\[ = (u_i(x_i^*) - u_i(x)) + (u_i(x) - \bar{u}_{it}(x)) + (\bar{u}_{it}(x) - u_{it}(x)) \] (4.20)

where the last inequality follows from combining equations Eq (4.17), Eq (4.18), Eq (4.19) and the definition of $\beta_{3t}$. Moreover, recall that $x_{it}$ maximizes $u_{it}$ under the budget, thus
\[ u_{it}(x_{it}) \geq u_{it}(x_i^*). \]

Therefore, Eq (4.20) implies that, $x_{it} \notin \tilde{S}_{it}$. This further implies,
\[ P_t(x_{it} \notin \tilde{S}_{it}) \geq P_t \left( u_{it}(x_i^*) > u_{it}(x), \forall x \in \tilde{S}_{it} \right) \]
\[ \geq P_t \left( u_{it}(x_i^*) > u_{it}(x), \forall x \in \tilde{S}_{it} | A_{it} \cap B_{it} \{u_{it}(x_i^*) > u_i(x)\} \right) \]
\[ \cdot P (A_{it} \cap B_{it} \{u_{it}(x_i^*) > u_i(x)\}) \]
\[ = P (A_{it} \cap B_{it} \{u_{it}(x_i^*) > u_i(x)\}) \]
\[ \geq P (\{u_{it}(x_i^*) > u_i(x)\} | A_{it}) P (A_{it}) - P (B_{it}^c) \]
\[ \geq q_0 (1 - \delta_t) + \delta_{2t}. \]

Here, the second and third inequality both from the law of total probability and rearranging terms, and the last inequality follows from Lemma 4.8.1, Lemma 4.8.2 and Lemma 4.8.3, which completes the proof. $\blacksquare$

**Lemma 4.9.3.** At any round $t > t_0$, define $x''_{it} \overset{\text{def}}{=} \arg \min_{x \notin \tilde{S}_{it}, p_{i1}^T y \in p_{i1}^T c_{i1}} \rho_{it}(x_{it}),$ then we have
\[ \ell_{PE}(x_t) \leq \sum_{i \in [n]} b_{it}^{PE}, \]
with probability at least $1 - \delta_t - \delta_{2t},$ and $b_{it}^{PE} = 2\beta_{3t} \rho_{it}(x''_{it}) + \beta_{3t} \rho_{it}(x_{it}).$

**Proof.** Begin with the definition of $\ell_{PE}$, we have
\[ \ell_{PE}(x_t) = \min_{x \in PE} \sum_{i \in [n]} (u_i(x_i) - u_i(x_{it})) \]

...
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\[
\begin{align*}
\lesssim & \sum_{i \in [n]} (u_i(x_i^*) - u_i(x_{it})) \\
= & \sum_{i \in [n]} (u_i(x_i^*) - u_i(x_{it}')) + \sum_{i \in [n]} (u_i(x_i'') - u_i(x_{it})) \\
\leq & \beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it}') + \sum_{i \in [n]} (u_i(x_{it}') - u_i(x_{it})) ,
\end{align*}
\]

where the last inequality follows from this definition. Moreover, we have

\[
u_i(x_{it}') \leq u_{it}(x_{it}') + \beta_{3t} \rho_{it}(x_{it}'),
\]

and

\[
u_i(x_{it}) \geq u_{it}(x_{it}) - \beta_{3t} \rho_{it}(x_{it}).
\]

under the event \(A_{it} \cap B_{it}\), by Eq (4.17) and Eq (4.18). Putting these together yields

\[
\ell_{PE}(x_t) \leq 2\beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it}') + \beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it}) \overset{\text{def}}{=} \sum_{i \in [n]} b_{it}^{PE},
\]

which completes the proof. \(\blacksquare\)

Now we show that the above result leads to the lemma below, which shows a analogous guarantee as we obtained in lemma 4.8.6.

**Lemma 4.9.4.** For \(t \geq \max(t_0, t_0')\),

\[
\mathbb{E}_t[\sum_{i \in [n]} l_{it}^{PD}] \leq \frac{5}{q_0} \beta_{3t} \mathbb{E}_t[\sum_{i \in [n]} \rho_{it}(x_{it})] + n(\delta_t + \delta_{2t}).
\]

Here, \(t_0'\) is chosen such that, \(\forall t > t_0', \delta_t < \frac{1}{4}, \delta_{2t} < \frac{q_0}{4}\).

**Proof.** First, note that, by the definition of \(x_{it}'\),

\[
\mathbb{E}_t[\rho_t(x_{it})] = \mathbb{E}_t[\rho_t(x_{it}) | x_{it} \notin S_{it}] P(x \notin S_{it}) \geq \rho_{it}(x_{it}') P(x \notin S_{it}).
\]

Moreover, combining the above with Lemma 4.9.2, we have

\[
\rho_{it}(x_{it}') \leq \frac{\mathbb{E}_t[\rho_t(x_{it})]}{q_0 (1 - \delta_t - \delta_{2t})}.
\]

Select \(t_0'\) such that, \(\forall t \geq t_0', \delta_t = \frac{1}{4}\), and \(\delta_{2t} \leq \frac{q_0}{4}\), then we have:

\[
\rho_{it}(x_{it}') \leq \frac{2}{q_0} \mathbb{E}_t[\rho_t(x_{it})].
\]
Also, under $A_{it} \cap B_{it}$,

$$\|\theta_i^* - \theta_{it}\|_{Q_{it}} \leq \|\theta_i^* - \bar{\theta}_{it}\|_{Q_{it}} + \|\bar{\theta}_{it} - \theta_{it}\|_{Q_{it}} \leq \beta_{1t} + \beta_{2t},$$

where the first inequality follows from triangle inequality, and the second one follows from the definitions of $A_{it}$ and $B_{it}$. Hence,

$$|\mu_{it}(x) - \mu_i(x) | \leq L_{\mu}(\beta_{1t} + \beta_{2t}) \rho_{it}(x) = \beta_{3t} \rho_{it}(x).$$

Therefore, we have

$$\sum_{i \in [n]} b_{it}^{PE} \leq 2\beta_{3t} \sum_{i \in [n]} \rho_{it}(x''_{it}) + \beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it})$$

$$\leq \frac{4}{q_0} \beta_{3t} \mathbb{E}[\sum_{i \in [n]} \rho_{it}(x_{it})] + \beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it}).$$

Moreover, by Lemma 4.9.1 and eq (4.13) which holds under the same condition of $A_{it} \cap B_{it}$, we have

$$\sum_{i \in [n]} \ell_{it}^{FD} \leq \sum_{i \in [n]} \max\{\ell_{it}^{PE}, \ell_{it}^{SI}\}$$

$$\leq 2\beta_{3t} \sum_{i \in [n]} \rho_{it}(x''_{it}) + \beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it})$$

$$\leq \frac{4}{q_0} \beta_{3t} \mathbb{E}[\sum_{i \in [n]} \rho_{it}(x_{it})] + \beta_{3t} \sum_{i \in [n]} \rho_{it}(x_{it}).$$

Therefore, we have

$$\mathbb{E}_t[\sum_{i \in [n]} \ell_{it}^{FD}] \leq \frac{4}{q_0} \beta_{3t} \mathbb{E}[\sum_{i \in [n]} \rho_{it}(x_{it})] + \beta_{3t} \mathbb{E}[\sum_{i \in [n]} \rho_{it}(x_{it})] + n(\delta_t + \delta_{2t})$$

$$\leq \frac{5}{q_0} \beta_{3t} \mathbb{E}_t[\sum_{i \in [n]} \rho_{it}(x_{it})] + n(\delta_t + \delta_{2t}),$$

which completes the proof.

With the above lemmas at hand, we are now ready to provide a proof of Theorem 4.4.1 for $L_{T}^{FD}$.

**Proof of Theorem 4.4.1 for $L_{T}^{FD}$**

**Proof.** Lemma 4.9.4 shows a analog guarantee as we obtained in lemma 4.8.6 for the $L_{T}^{FD}$ loss function. Therefore, following the same steps in lemma 4.8.7, we have that with probability
at least $1 - \delta'$ where $\delta'$ will be specified momentarily,

$$L_{FD}^T = \sum_{t=1}^T \sum_{i=1}^n \ell_{it}^{FD}$$

$$\leq n \sum_{t=1}^T (\delta_t + \delta_{2t}) + \frac{n\beta T}{q_0} \frac{\sqrt{T}}{\sqrt{M}} \left( \frac{1}{\log (1 + \frac{\|\phi(1)\|_2^2}{\sqrt{M}})} \log \left( \frac{\|\phi(1)\|_2^2}{M} \right) \right)$$

$$+ 7c_\phi \sqrt{m} \sqrt{2 \log \left( \frac{1}{\delta'} \right)}$$

$$= n \sum_{t=1}^T (\delta_t + \delta_{2t}) + \tilde{O} \left( n \frac{m^2}{\sqrt{M}} \sqrt{T} \left( \log(T) + \log \left( \frac{1}{\delta'} \right) \right) \right),$$

Choose $\delta_t = \delta_{2t} = \frac{2\delta}{n \pi^2 T^2}$. Then,

$$\sum_{t=1}^T (\delta_t + \delta_{2t}) \leq \frac{2}{3} \delta.$$

Also choose $\delta' = \frac{\delta}{3}$, then by Eq (4.21), with probability at least $1 - \delta$,

$$L_{FD}^T = O \left( \frac{nm^2}{\sqrt{M}} \sqrt{T} \left( \log \left( \frac{\delta}{3} \right) + \log(T) \right) \right).$$

\[ \blacksquare \]

**Proof of Theorem 4.4.2 for $L_{FD}^T$**

*Proof.* The theorem results follow from eq (4.21). Choose $\delta_1 = \delta_2 = \delta' = \frac{1}{T}$ and denote the event where $L_{FD}^T = O \left( \frac{nm^2}{\sqrt{M}} \sqrt{T} \left( \log \left( \frac{\delta}{3} \right) + \log(T) \right) \right)$ holds as $\mathcal{E}$. Then,

$$\mathbb{E}[L_{FD}^T] = \mathbb{E}[L_{FD}^T | \mathcal{E}] + \mathbb{E}[L_{FD}^T | \mathcal{E}^c] P(\mathcal{E}^c) \leq O \left( \frac{nm^2}{\sqrt{M}} \sqrt{T} \left( \log \left( \frac{\delta}{3} \right) + \log(T) \right) \right),$$

where $M \geq m$. This completes the proof.  \[ \blacksquare \]

### 4.10 Appendix: Additional experimental details and results

In this section, we present the simulation results with the Amdahl utilities, as described in Section 3.7, and additional implementation details.

Figure 4.2 presents the simulation results for agents with the Amdahl’s utilities.
Figure 4.2: The CE loss $L_t^{CE}$ vs the number of rounds $T$. evaluated with $m = 2$ resource types and $n = 8$ agents and Amdahl’s utilities. The three figures correspond to $f_i = 0.2$, $f_i = 0.3$, and $f_i = 0.5$ (as in Section 3.7). All figures show results which are averaged over 10 runs, and the shaded region shows the standard error at each time $T$.

Empirically, we compute $L_t^{CE}$ by maximizing each agent’s utility subject to the budget constraint. We approximate this by randomly sampling feasible allocations $y$ from a simplex, accept those that cost no more price than the agent’s endowment, lastly take the maximum. We sampled up to 50 accepted samples in each round. All experiments are run on a AWS EC2 p3.2xlarge machine.

4.11 Appendix: Further discussions

Further Background on Fair Division and Exchange Economies

Since the seminal work of Varian [207], fair division of multiple resource types has received significant attention in the game theory, economics, and computer systems literature. We provide more background on the related works in the fair division literature and their applications in this section.

Among the theoretical works in fair division, one of the most common perspectives on this problem is as an exchange economy (or as a Fisher market, which is a special case of an EE) [18, 19, 40, 58, 107, 160, 204, 207].

Fair allocation mechanisms have been deployed in many practical resource allocation tasks when compute resources are shared by multiple users [224]. There have also been applications of other market-based resource allocation schemes for data centers and power grids [42, 113, 143, 209, 219]. One line of work in this setting studied fair division when the resources in question are perfect complements; some examples include dominant resource fairness and its variants [68, 91, 92, 107, 152, 178]. Although the assumption of perfect complement resource types leads to computationally simple mechanisms, in many practical applications, there is ample substitutability between resources, and hence the above mechanisms can be inappropriate. For example, in compute clusters, CPUs and GPUs are often interchangeable for many jobs, albeit with different performance characteristics. Indeed, in this work, we
in particular focused on the applications of EE and fair division mechanisms for computing resource allocation.

**Computation of the FD loss**

We note that one main challenge for computing the FD loss is that we need to approximate the Pareto Front and then take a minimum over it. To approximate it, even in the simplest two agent two resource set up, this requires grid search on a 4D space which can be computationally prohibitive. In our experiments, the dimensions are 15 (3 resources by 5 agents) and 16 (2 resources by 8 agents), for which grid search is not feasible. Given that efficient computations over the Pareto frontier have remain a technical challenge, we focused the evaluations on the CE loss in this work.

**On the loss functions**

We provide an example to demonstrate that the FD loss (4.3), while more interpretable than the CE loss (4.2), may not capture all properties of an equilibrium.

For this consider the following example with $n = 3$ agents and $m = 2$ resources where the endowments of agent 1, agent 2, and agent 3 are $e_1 = (0.45, 0.05)$, $e_2 = (0.45, 0.05)$, and $e_3 = (0.1, 0.9)$ respectively. Their utilities are:

$$u_1(x_1) = 0.1x_{11} + x_{12}, \quad u_2(x_2) = 0.2x_{21} + x_{22}, \quad u_3(x_3) = x_{31} + 0.1x_{32}.$$ 

The utilities of the three users if they were to simply use their endowment is, $u_1(e_1) = 0.1 \times 0.45 + 0.05 = 0.095$, $u_2(e_2) = 0.14$, and $u_3(e_3) = 0.19$. We find that while agents 1 and 2 benefit more from the second resource, they have more of the first resource in their endowments and vice versa for agent 3. By exchanging resources, we can obtain a more efficient allocation.

The unique equilibrium prices for the two goods are $p^* = (1/2, 1/2)$ and the allocations are $x_1^* = (0, 0.5)$ for agent 1, $x_2^* = (0.5, 0)$ for agent 2, and $x_3^* = (1.0, 0.0)$ for agent 3. The utilities of the agents under the equilibrium allocations are $u_1(x_1) = 0.5$, $u_2(x_2) = 0.5$, and $u_3(x_3) = 1.0$. Here, we find that by the definition of CE, $\ell_{PE}(x^*, p^*) = 0$. It can also be verified that $\ell_{FD}(x^*, p^*) = 0$.

In contrast, consider the following allocation for the 3 users: $x_1 = (0.35, 0.49)$ for agent 1, $x_2 = (0.35, 0.49)$ for agent 2, and $x_3 = (0.3, 0.02)$ for agent 3. Here, the utilities are $u_1(x_1) = 0.1 \times 0.35 + 0.49 = 0.525$, $u_2(x_2) = 0.56$, and $u_3(x_3) = 0.3002$. This allocation is both PE (as the utility of one user can only be increased by taking resources from someone else), and SI (as all three users are better off than having their endowments). Therefore, $\ell_{FD}((x_1, x_2, x_3)) = 0$. However, user 3 might complain that their contribution of resource 2 (which was useful for users 1 and 2) has not been properly accounted for in the allocation. Specifically, there do not exist a set of prices $p$ for which $\ell_{PE}(x, p) = 0$. This example illustrates the role of prices in this economy: it allows us to value the resources relative to each other based on the demand.
Chapter 5

No-Regret Learning in Partially-Informed Auctions

5.1 Introduction

Selling mechanisms play a crucial role in economic theory and have a wide range of applications across many industries [11, 79, 163, 164, 181]. Under the canonical mechanism design model, buyers choose whether or not to buy items for sale based on their true values for those items. This fundamental model, however, assumes that the buyers know exactly how much they value the items for sale, which is often not the case.

One of the overriding reasons that a buyer may not know their true values is information asymmetry: the seller may purposefully obfuscate information about an item for sale. For example, the seller may hide information about the item in the hopes of better revenue [90]. Alternatively, information about the item may be private, and thus the seller may wish to protect this sensitive information by only revealing partial information about the item. For instance, in online advertising auctions, bids represent how much advertisers are willing to pay to display their ad to a particular user. Historically, advertisers have bid based on uniquely identifying information about users, but there has been a growing effort to protect users’ privacy by obfuscating this sensitive information [80, 99, 123].

In these scenarios, the buyer only has partial information about the item for sale but still must decide whether to make a purchase. This raises the question: how should a buyer determine their purchase strategy with only incomplete item information?

We study posted-price auctions—a fundamental mechanism family that is appealingly interpretable—with incomplete item information. In particular, the seller reveals obfuscated (“masked”) information about the item using a fixed, unknown masking function. We study an online setting where, at each round, a fresh item is drawn from an unknown distribution (for example, a distribution over users visiting a webpage). The seller sets a price and the buyer chooses whether to buy the item based on the incomplete information that the seller provides. We propose no-regret learning algorithms for the buyer that achieve sub-linear
regret compared to an oracle buyer who has perfect knowledge of the item distribution as well as the seller’s masking function.

**Our results**

We study no-regret learning with incomplete item information in two settings:

1. First, we propose an algorithm for a setting where the item distribution is known to the buyer and the mask is a SimHash function mapping $[0, 1]^d$ to $\{0, 1\}^\ell$. In other words, each item is defined by $d$ real-valued features and the seller reveals $\ell$ bits about the item to the buyer, as defined by a function that is unknown to the buyer. This model has been studied from an applied perspective in the context of ad auctions [80]. We provide an algorithm with regret $\mathcal{O}(\sqrt{Td\ell \log(T\ell/s)})$.

2. Next, we study a setting where the masking function is an arbitrary mapping from the set of all items, denoted $\mathcal{X}$, to a finite set of size $n$. We propose an online learning algorithm with regret $\mathcal{O}(\sqrt{T(n \log T/n + \log 1/s)})$ when the prices are stochastic, where $T$ is the length of the horizon.

In the first setting where the masking function is a SimHash function mapping $[0, 1]^d$ to $\{0, 1\}^\ell$, the domain of the masking function is of size $n = 2^\ell$, so our regret bound of $\tilde{O}((Td\ell)^{\ell/2})$ is exponentially better than the latter regret bound.

We summarize these results in Table 5.1.

### Table 5.1: Summary of regret bounds which hold with probability at least $1 - \delta$.

<table>
<thead>
<tr>
<th>Item distribution</th>
<th>Prices</th>
<th>Masking function $h$</th>
<th>Regret</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known</td>
<td>Adversarial</td>
<td>SimHash $h : [0, 1]^d \to {0, 1}^\ell$</td>
<td>$\mathcal{O}(\sqrt{Td\ell \log(T\ell/s)})$ (Theorem 5.3.5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>Stochastic</td>
<td>Arbitrary $h : \mathcal{X} \to [n]$</td>
<td>$\mathcal{O}(\sqrt{T(n \log T/n + \log 1/s)})$ (Theorem 5.4.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>Adversarial</td>
<td>Arbitrary $h : \mathcal{X} \to [n]$</td>
<td>$\tilde{O}(T^{\ell/2}n^{\ell/2})$ (Remark 5.4.5)</td>
</tr>
</tbody>
</table>

**Related work**

This work draws on several threads of research on designing auctions with incomplete information, learning to bid, and privacy-preserving simple auctions.

**Auction design with incomplete information.** Auctions with incomplete value information have attracted much research attention. Several prior works have explored auction design where the information about the item may be incomplete to the buyer or the seller [10, 31, 32, 82, 88, 149, 150, 185]. In particular, Ganuza [88] studied the incentives of the auctioneer to release signals about the item to the buyers that refine their private
valuations before a second-price auction. In their model, the seller reveals a noisy item feature vector which is an unbiased estimator of the true one. Bergemann and Pesendorfer [31] considered single-item multi-bidder auctions where the seller decides how accurately the bidders can learn their valuations. However, all of this prior work is limited to offline settings; they did not explore online purchase strategies that the buyer can adopt. To the best of our knowledge, this work constitutes the first analysis of no-regret learning algorithms in partially-informed posted-price auctions.

Learning to bid with an unknown value. Instead of focusing the problem from the side of the auctioneer who aims to maximize revenue over repeated rounds, another active line of research studies bidding strategies for the bidders when they do not know their values [23, 66, 83, 218]. Feng et al. [83] considered a single-item multi-bidder setting where the bidder learns to bid via partial feedback, and provide algorithms with regret rates against the best fixed bid in hindsight. Dikkala and Tardos [66] explored a setting where bidders need to experiment in order to learn their valuations. The key difference between this work and ours is that our algorithms exploit the available “partial” information instead of having zero knowledge about the item being sold. This partial information model allows us to trade off between the amount of information revealed about the item and the regret. Moreover, we compete with the best purchase policy, rather than the best fixed bid in hindsight.

Private auctions. Our theoretical model is motivated by recent work on designing privacy-enhanced auctions for practical usage. An important application of these auctions is online advertising, where the items being auctioned are user queries and the auctioner must trade off between user privacy and revenue maximization [62, 80, 99, 123, 183]. Epasto et al. [80] present a detailed exploration of Chrome’s Federated Learning of Cohorts (FLoC) API, where user information is masked. Our contribution is to provide a formal treatment of such auctions, including providing algorithms that have theoretical guarantees in the setting of arbitrary masking functions that are unknown to the buyer.

5.2 Preliminaries

We begin by defining formally the setting we study for auctions with partial information.

Setup

We consider a setting where there is a single seller and a single buyer. There is a distribution $\mathcal{P}$ over items which are elements of an abstract set $\mathcal{X}$. The buyer has a bounded valuation, $v^*(x) \in [0, H]$ for every item $x \in \mathcal{X}$ and some $H \in \mathbb{R}_+$. The seller and buyer interact over

\footnote{The assumption that there is a bound on the maximum amount that the agents value the item is widely made in prior research. In our main application—ad auctions—the value of an impression is typically very cheap, so this assumption is mild.}
a series of \( T \) rounds. At each round \( t \in [T] \), the seller draws an item \( x_t \) \( \sim \mathcal{D} \) and sets a price \( p_t(x_t) \in [0, H] \) for the item. The seller does not reveal \( x_t \) to the buyer, but rather reveals some partial information \( h(x_t) \in \mathcal{Y} \) where \( h : \mathcal{X} \rightarrow \mathcal{Y} \) is a fixed “masking” function that maps to an abstract set \( \mathcal{Y} \).

We assume that the price function \( p_t \) does not give any more information about \( x_t \) than is provided by the masking function \( h \). In other words, if \( h(x) = h(x') \), then \( p_t(x) = p_t(x') \), which implies

\[
\mathbb{E}[v^*(x) \mid h(x), p(x)] = \mathbb{E}[v^*(x) \mid h(x)].
\] (5.1)

The buyer uses a strategy \( s_t : \mathcal{Y} \times \mathbb{R} \rightarrow \{0, 1\} \) to decide whether to buy the item given the partially revealed item information and the price. Here \( s_t(h(x_t), p_t(x_t)) = 1 \) if and only if the buyer buys the item. Letting \( b_t = s_t(h(x_t), p_t(x_t)) \), the buyer’s utility is \( u_t = b_t(v^*(x_t) - p_t(x_t)) \in [-H, H] \). We summarize this process below.

**Procedure 2 Online model**

1: for \( t = 1, 2, \ldots, T \) do
2: \hspace{1em} Seller selects a price function \( p_t : \mathcal{X} \rightarrow [0, H] \).
3: \hspace{1em} Item \( x_t \) is sampled from \( \mathcal{D} \).
4: \hspace{1em} Seller publishes item information \( h(x_t) \) and a price \( p_t(x_t) \).
5: \hspace{1em} Buyer decides whether or not to buy: \( b_t = s_t(h(x_t), p_t(x_t)) \in \{0, 1\} \).
6: \hspace{1em} Buyer obtains reward \( u_t = (v^*(x_t) - p_t(x_t)) \cdot b_t \).
7: \hspace{1em} if \( b_t \) then \hspace{1em} // item is purchased
8: \hspace{2em} Buyer observes \( x_t \).
9: \hspace{1em} end if
10: end for

**Example 5.2.1 (Advertising auctions).** We instantiate our model in the context of advertising auctions, taking inspiration from Epasto et al. [80]. The seller is a platform and the buyer is an advertiser. Each item \( x \in \mathcal{X} \) describes a user who visits the platform. For example, \( \mathcal{X} = \mathbb{R}^d \) might denote features that uniquely identify each user. On round \( t \), the advertiser has a value \( v^*(x_t) \) for the opportunity to show the user \( x_t \) an ad. In order to preserve user privacy, the platform does not reveal \( x_t \) to the advertiser, but rather some summary \( h(x_t) \).

For example, Epasto et al. [80] study a setting where \( h \) is a SimHash function, so \( x_t \in \mathbb{R}^d \) and \( h(x_t) \in \mathbb{R}^\ell \) for some \( \ell < d \). The platform sets a price \( p_t(x_t) \) which the advertiser pays to show the user an ad.

We study this problem from the perspective of the buyer: how should they select the strategy \( s_t \) at each round to maximize their utility? We study two settings: a setting where the distribution \( \mathcal{D} \) is unknown to the buyer and the prices are stochastic (Section 5.4) and a model where \( \mathcal{D} \) is known to the buyer with adversarial prices (Section 5.3).
Regret and the optimal strategy

We measure the regret of the buyer in our online model with regard to the optimal strategy \( s^\ast \) of a myopic buyer\(^2\) who has perfect knowledge of the distribution \( \mathcal{P} \) and the masking function \( h \), but not the realized item \( x_t \). To make this dependence on the environment clear, in any single round, we use the notation \( s^\ast(h(x), p(x), h, \mathcal{P}) \) to denote the optimal strategy (we drop the subscript \( t \) for simplicity). More formally, \( s^\ast \) maximizes the expected utility:

\[
\arg\max_{s \in \mathcal{S}} \mathbb{E}_{x \sim \mathcal{P}}[(v^\ast(x) - p(x))s(h(x), p(x), h, \mathcal{P}) | h(x)],
\]

where \( \mathcal{S} \) represents the set of all decision functions \( s(\cdot) : \mathcal{Y} \times \mathbb{R} \times \{h(\cdot), \mathcal{P}\} \to \{0, 1\} \).

**Definition 5.2.2.** The buyer’s (expected) regret with respect to the optimal strategy \( s^\ast \), denoted \( R_T \), is defined as

\[
\mathbb{E}\left[ \sum_{t=1}^{T} \left( v^\ast(x_t) - p_t(x_t) \right) s^\ast(h(x_t), p_t(x_t), h(\cdot), \mathcal{P}) \right] - \left( v^\ast(x_t) - p_t(x_t) \right) s_t(h(x_t), p_t(x_t)) \right]. \tag{5.2}
\]

In the following proposition, we identify the form of the optimal strategy \( s^\ast \). The proof is in Appendix 5.6.

**Proposition 5.2.3.** The strategy \( s^\ast \) that maximizes \( \mathbb{E}_{x \sim \mathcal{P}}[(v^\ast(x) - p(x))s^\ast(h(x), p(x), h, \mathcal{P}) | h(x)] \) is

\[
s^\ast(h(x), p(x), h, \mathcal{P}) = 1 \left( \mathbb{E}_{x \sim \mathcal{P}}[v^\ast(x) | h(x)] > p(x) \right).
\]

Even when the buyer has no information about the distribution \( \mathcal{P} \) (Section 5.4), we show that he can guarantee low regret with respect to \( s^\ast \) with either stochastic or adversarial prices, in polynomial per-round runtime. When the distribution \( \mathcal{P} \) is known (Section 5.3), we provide an algorithm with exponentially better regret.

### 5.3 Known item distribution

First, we focus on a specific class of masking functions, SimHash, motivated by recent practical applications in ad auctions [80]. Here, \( \mathcal{X} \) is a feature space \([0, 1]^d\) and the masking function \( h \) is a SimHash function that is unknown to the buyer. In other words, there are \( \ell \) unknown vectors \( w_1, \ldots, w_\ell \in \mathbb{R}^d \) such that the masking function, denoted as \( h_w \) with \( w = (w_1, \ldots, w_\ell) \), is \( h_w(x) = (\text{sgn}(w_1 \cdot x), \ldots, \text{sgn}(w_\ell \cdot x))^\top \).

We consider the setting where the distribution of the items is known to the buyer (for example, via historical data). We provide an algorithm that achieves a regret \( \tilde{O}(\sqrt{Td\ell}) \)

\(^2\)A myopic buyer optimizes his utility separately in each round.
even under adversarial prices. Since the masking function maps to a set of size \( n = 2^\ell \), the regret only depends logarithmically on \( n \). As we detail in the subsequent Section 5.4, this algorithm achieves exponentially better regret compared to the algorithm we present where the distribution \( \mathcal{P} \) over items is unknown and the masking function is arbitrary.

Algorithm 8 Explore-then-Commit (Known Distribution)

1: **Input:** horizon \( T \), distribution \( \mathcal{P} \), \( d, \ell \in \mathbb{N}_+ \), and \( \delta \in (0, 1) \).
2: Compute \( t' = \sqrt{4T\delta \log(1/\delta)} \).
3: **for** \( t = 1, 2, \ldots, t' \) **do** // Exploration phase
4: \hspace{1cm} Receive \( h(x_t) \), price \( p_t(x_t) \) where \( x_t \sim \mathcal{P} \).
5: \hspace{1cm} Make decision \( b_t = 1 \) and observe \( x_t \).
6: **end for**
7: Use linear programming to compute \( \hat{w} = (\hat{w}_1, \ldots, \hat{w}_\ell) \) such that \( h(\hat{w})_i = h(w)(x_i) \) for all \( i \in [t'] \).
8: **for** \( t = t' + 1, t' + 2, \ldots, T \) **do** // Exploitation phase
9: \hspace{1cm} Receive \( h(w)(x_t) \), price \( p_t(x_t) \) where \( x_t \sim \mathcal{P} \).
10: \hspace{1cm} Obtain an estimate \( \hat{Z}_t \) of \( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid x \in h^{-1}(h(w)(x_t))] \) using the Integration Algorithm by Lovász and Vempala [157].
11: \hspace{1cm} Make decision \( b_t = 1(\hat{Z}_t \geq p_t(x_t)) \).
12: **end for**

Algorithm 8 begins with an exploration phase of length \( t' = \tilde{O}(\sqrt{T\delta \ell}) \), during which the buyer buys the item in each round. The algorithm then uses linear programming to solve for separators \( \hat{w} = (\hat{w}_1, \ldots, \hat{w}_\ell) \), \( \hat{w}_j \in \mathbb{R}^d \) for all \( j \in [\ell] \), such that \( \text{sgn}(\hat{w}_j \cdot x_i) = \text{sgn}(\hat{w}_j \cdot x_i) \) for all \( j \in [\ell] \) and \( i \in [t'] \). During the rest of the rounds \( t \in \{t' + 1, \ldots, T\} \), the algorithm exploits. Since the optimal strategy is to buy if \( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid h(w)(x) = h(w)(x_t)] \geq p(x_t) \) (Prop. 5.2.3), the algorithm uses \( h(w)(x_t) \) and \( \hat{w} = (\hat{w}_1, \ldots, \hat{w}_\ell) \) to compute an estimate of \( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid h(w)(x) = h(w)(x_t)] \).

The intuition behind the estimate is the following. Letting \( h^{-1}(h(w)(x_t)) = \{x : h(w)(x) = h(w)(x_t)\} \) (a convex polytope), we have that \( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid h(w)(x) = h(w)(x_t)] = \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid x \in h^{-1}(h(w)(x_t))] \). Since the buyer does not know \( w \), we cannot compute the set \( h^{-1}(h(w)(x_t)) \), but we can compute the set \( h^{-1}(h(w)(x_t)) \) using the estimated separators that we have obtained after the exploration phase. Even still, the conditional expectation \( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid x \in h^{-1}(h(w)(x_t))] \) may be challenging to compute in high dimensions. Therefore, we use a sampling algorithm by Lovász and Vempala [157] to compute an estimate \( Z_t \) of \( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid x \in h^{-1}(h(w)(x_t))] \). The buyer buys the item if \( Z_t \geq p_t(x_t) \).

To compute the estimate \( Z_t \), Lovász and Vempala [157] require that if \( \pi \) is the density function of \( \mathcal{P} \), then \( v^*(x)\pi(x) \) is log-concave and “well-rounded.” Many well-studied distributions are log-concave, including the normal, exponential, uniform, and beta distributions, among many others. Moreover, every concave function that is nonnegative on its domain
is log-concave. If \( v^* \) and \( \pi \) are log-concave, then \( v^*(x)\pi(x) \) is also log-concave. For example, the Cartesian product of single-dimensional log-concave distributions (exponential, logistic, extreme value, Laplace, and beta distributions, among many others) is log-concave. Log-concavity has also been widely-assumed in prior works in machine learning and high-dimensional statistics [e.g., 20, 191].

The function \( v^*(x)\pi(x) \) is well-rounded if for any \( A \subseteq \mathcal{X} \), the distribution defined by
\[
f_{\pi}(A) = \frac{\int_{x} v^*(x)\pi(x)dx}{\int_{x} v^*(x)\pi(x)dx}
\]
is neither too spread out nor too concentrated. We include the formal definition in Appendix 5.7 (Def. 5.7.1). Every log-concave function can be brought to a well-rounded position by an affine transformation of the space in polynomial time [157].

**Regret analysis.** We now prove that the regret of Algorithm 8 is \( \tilde{O}(\sqrt{Td\ell}) \). To do so, we must contend with two sources of error: the fact that we use the learned linear separators \( \hat{w} \) instead of \( w \) and the estimation error introduced by the sampling algorithm.

We begin our analysis by proving that for any \( y \in \{0,1\}^\ell \) in the image of \( h_w : \mathcal{X} \to \{0,1\}^\ell \), the agent’s expected value conditioned on \( x \in h_w^{-1}(y) \) is close to its true expected value conditioned on \( x \in h_w^{-1}(y) \). In this section, we use the notation \( \epsilon = \frac{\ell}{\pi} \left( d \ln \frac{2\epsilon}{\delta} + \ln \frac{2\ell}{\delta} \right) \).

**Lemma 5.3.1.** For any \( y \in \{0,1\}^\ell \), with probability at least \( 1 - \delta \) over \( x_1, \ldots, x_\ell \sim \mathcal{P} \),
\[
\left| \mathbb{E} \left[ v^*(x) \mid x \in h_{\hat{w}}^{-1}(y) \right] - \mathbb{E} \left[ v^*(x) \mid x \in h_w^{-1}(y) \right] \right| \leq H\epsilon.
\]

**Proof.** We can decompose the set \( h_{\hat{w}}^{-1}(y) \) as
\[
h_{\hat{w}}^{-1}(y) = \left( h_{\hat{w}}^{-1}(y) \cap h_w^{-1}(y) \right) \cup \left( h_{\hat{w}}^{-1}(y) \setminus h_w^{-1}(y) \right).
\]
We can therefore write
\[
\mathbb{E}_{x \sim \mathcal{P}} \left[ v^*(x) \mid x \in h_{\hat{w}}^{-1}(y) \right] = \mathbb{E} \left[ v^*(x) \mid x \in \left( h_{\hat{w}}^{-1}(y) \cap h_w^{-1}(y) \right) \right] + \mathbb{E} \left[ v^*(x) \mid x \in \left( h_{\hat{w}}^{-1}(y) \setminus h_w^{-1}(y) \right) \right].
\]

Similarly, we can write
\[
\mathbb{E}_{x \sim \mathcal{P}} \left[ v^*(x) \mid x \in h_w^{-1}(y) \right] = \mathbb{E} \left[ v^*(x) \mid x \in \left( h_w^{-1}(y) \cap h_w^{-1}(y) \right) \right] + \mathbb{E} \left[ v^*(x) \mid x \in \left( h_w^{-1}(y) \setminus h_w^{-1}(y) \right) \right].
\]
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Matching terms, we have that

\[
\begin{align*}
\left| \mathbb{E}_{x \sim \mathcal{P}} \left[ v^*(x) \mid x \in h_w^{-1}(y) \right] - \mathbb{E} \left[ v^*(x) \mid x \in h_w^{-1}(y) \right] \right| \\
= \left| \mathbb{E} \left[ v^*(x) \mid x \in (h_w^{-1}(y) \setminus h_w^{-1}(\tilde{y})) \right] \right| \cdot \Pr \left[ x \in (h_w^{-1}(y) \setminus h_w^{-1}(\tilde{y})) \right] \\
- \mathbb{E} \left[ v^*(x) \mid x \in (h_w^{-1}(y) \setminus h_w^{-1}(\tilde{y})) \right] \right| \cdot \Pr \left[ x \in (h_w^{-1}(y) \setminus h_w^{-1}(\tilde{y})) \right].
\end{align*}
\]

We know that \( x \in (h_w^{-1}(y) \setminus h_w^{-1}(\tilde{y})) \) if and only if \( h_{\tilde{w}}(x) = y \) and \( h_w(x) \neq y \), which means that \( h_{\tilde{w}}(x) \neq h_w(x) \). The following claim bounds \( \Pr[h_{\tilde{w}}(x) = y \text{ and } h_w(x) \neq y] \leq \Pr[h_{\tilde{w}}(x) \neq h_w(x)] \).

**Claim 5.3.2.** With probability \( 1 - \delta \), \( \Pr_{x \sim \mathcal{P}}[h_{\tilde{w}}(x) \neq h_w(x)] \leq \epsilon. \)

**Proof of Claim 5.3.2.** For a fixed \( i \in [\ell] \), by the standard PAC learning generalization bound in the realizable setting (e.g., Theorem 4.8 by Anthony and Bartlett [9]), we have that with probability \( 1 - \frac{\delta}{7} \),

\[
\Pr[\text{sgn}(w_i \cdot x) \neq \text{sgn}(\tilde{w}_i \cdot x)] \leq \frac{1}{t'} \left( d \ln \frac{2\ell'}{d} + \ln \frac{2\ell}{\delta} \right).
\]

Therefore, with probability \( 1 - \delta \),

\[
\Pr \left[ h_{\tilde{w}}(x) \neq h_w(x) \right] = \Pr[\exists i \in [\ell] \text{ such that } \text{sgn}(w_i \cdot x) \neq \text{sgn}(\tilde{w}_i \cdot x)] \leq \epsilon,
\]

as claimed.

By Claim 5.3.2 and the fact that \( v^*(x) \in [0, H] \), we therefore know that \( \mathbb{E} \left[ v^*(x) \mid x \in (h_w^{-1}(y) \setminus h_w^{-1}(\tilde{y})) \right] \in [0, H\epsilon] \). By a symmetric argument, \( \mathbb{E} \left[ v^*(x) \mid x \in (h_{\tilde{w}}^{-1}(y) \setminus h_w^{-1}(y)) \right] \). Therefore, the lemma statement holds.

Lemma 5.3.1 guarantees that \( \mathbb{E}_{x \sim \mathcal{P}} \left[ v^*(x) \mid x \in h_w^{-1}(y) \right] \) is a good approximation of \( \mathbb{E} \left[ v^*(x) \mid x \in h_w^{-1}(y) \right] \), which is the key quantity needed to compute the optimal policy (see Prop. 5.2.3). However, this estimate may be difficult to compute when \( x \) is high dimensional, despite the fact that \( \mathcal{P} \) is known. The integration algorithm of Lovász and Vempala [157] allows us to estimate it in polynomial time, as we summarize in the following lemma.

**Lemma 5.3.3.** Suppose that \( v^*(x)\pi(x) \) is log-concave and well-rounded. Then for any \( y \in \{0, 1\}^\ell \), with probability at least \( 1 - \delta \), we can compute a constant \( A \) in polynomial time such that \( |A - \mathbb{E}_{x \sim \mathcal{P}} [v^*(x) \mid x \in h_w^{-1}(y)]| \leq H\epsilon. \)
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Proof. By Lemma 5.3.1, with probability at least \(1 - \delta/2\),

\[
\left| \mathbb{E}_{\tilde{x} \sim p} \left[ v^*(\tilde{x}) \mid \tilde{x} \in h_w^{-1}(h_w(x)) \right] - \mathbb{E}_{\tilde{x} \sim p} \left[ v^*(\tilde{x}) \mid \tilde{x} \in h_w^{-1}(h_w(x)) \right] \right| \leq \epsilon H.
\]

By definition

\[
\mathbb{E}_{\tilde{x} \sim p} \left[ v^*(\tilde{x}) \mid \tilde{x} \in h_w^{-1}(h_w(x)) \right] = \int_{\tilde{x} \in h_w^{-1}(h_w(x))} v^*(\tilde{x})\pi(\tilde{x}) d\tilde{x}.
\]

Then, by Lovász and Vempala [157, Theorem 1.3], in polynomial runtime with probability of at least \(1 - \delta/2\), we can compute a constant \(A\), such that

\[
A - \mathbb{E}_{\tilde{x} \sim p} \left[ v^*(\tilde{x}) \mid \tilde{x} \in h_w^{-1}(h_w(x)) \right] \leq \epsilon \cdot \mathbb{E}_{\tilde{x} \sim p} \left[ v^*(\tilde{x}) \mid \tilde{x} \in h_w^{-1}(h_w(x)) \right] \leq \epsilon H.
\]

By the triangle inequality and a union bound, we have that with probability of at least \(1 - \delta\), we can compute a value \(A\) such that

\[
\left| A - \mathbb{E}_{\tilde{x} \sim p} \left[ v^*(\tilde{x}) \mid \tilde{x} \in h_w^{-1}(h_w(x)) \right] \right| \leq 2\epsilon H,
\]

which completes the proof. \(\blacksquare\)

Lemma 5.3.4. In each round \(t \in \{t' + 1, \ldots, T\}\) of the exploitation phase in Algorithm 8, with probability at least \(1 - \delta\), the expected instantaneous regret incurred in round \(t\) is at most

\[
\frac{2H\ell}{t'} \left( d \ln \frac{2et'}{d} + \ln \frac{\ell \cdot 2^{t+2}}{\delta} \right).
\]

Proof. Given \(h_w(x_t)\) and price \(p(x_t)\), denote the estimated value of \(\mathbb{E}_{x \sim p} \left[ v^*(x) \mid x \in h_w^{-1}(h_w(x_t)) \right]\) obtained using the sampling algorithm (Alg 8, step 10) as \(A(h_w(x_t))\). For simplicity of notation, we denote the decision of the oracle policy as \(s^*\) and the decision of the learned policy as \(s_t\):

\[
s^* = 1 \left( \mathbb{E}_{x \sim p} \left[ v^*(x) \mid x \in h_w^{-1}(h_w(x_t)) \right] > p(x_t) \right),
\]

\[
s_t = 1 \left( A(h_w(x_t)) > p(x_t) \right).
\]

Now we bound the expected instantaneous regret in round \(t\):

\[
\mathbb{E}_{x_t \sim p} \left[ (v^*(x_t) - p(x_t)) s^* - (v^*(x_t) - p(x_t)) s_t \right]
\]
Let $\Delta$ denote the difference $\Delta = s^* - s_t$, so $\Delta \in \{-1, 0, 1\}$ is a random variable that depends on $x_t$. By the law of total expectation,

$$
\mathbb{E}_{x_t \sim p} [(v^*(x_t) - p(x_t)) s^* - (v^*(x_t) - p(x_t)) s_t]
$$

The variable $\Delta$ is only nonzero when $s^* \neq s_t$. Let $E$ denote the event where $s^* \neq s_t$ and let $p_E = \mathbb{P}_{x_t \sim p}[E]$. Then

$$
\mathbb{E}_{x_t \sim p} [(v^*(x_t) - p(x_t)) s^* - (v^*(x_t) - p(x_t)) s_t]
\leq \mathbb{E}_{x_t} \left[ \mathbb{E}_{x} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] - p(x_t) \mid E \right] \cdot p_E
\leq \mathbb{E}_{x_t} \left[ \mathbb{E}_{x} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] - p(x_t) \mid E \right].
$$

By definition, when event $E$ happens, we know that

$$
A(h_w(x_t)) < p(x_t) \leq \mathbb{E}_{x} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] or
\mathbb{E}_{x_t \sim p} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] < p(x_t) \leq A(h_w(x_t)),
$$

where in either case we have that

$$
\left| \mathbb{E}_{x_t \sim p} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] - p(x_t) \right| 
\leq \left| \mathbb{E}_{x_t \sim p} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] - A(h_w(x_t)) \right| .
$$

Given $\delta' \in (0, 1)$, let $\epsilon' = \frac{\delta'}{d} \left( d \ln \frac{2dH}{\delta'} + \ln \frac{4dH}{\delta'} \right)$. By Lemma 5.3.3, for any value of $h_w(x) \in \mathcal{Y}$, with probability at least $1 - \delta'$,

$$
\left| \mathbb{E}_{x_t \sim p} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] - A(h_w(x_t)) \right| \leq 2\epsilon' H.
$$

Setting $\delta' = \delta/|\mathcal{Y}| = \delta/2^d$, by a union bound over elements in $\mathcal{Y}$, we have that with probability at least $1 - \delta$,

$$
\mathbb{E}_{x_t \sim p} [(v^*(x_t) - p(x_t)) s^* - (v^*(x_t) - p(x_t)) s_t]
\leq \mathbb{E}_{x_t \sim p} \left[ \mathbb{E}_{x_t \sim p} [v^*(x) \mid x \in h_w^{-1}(h_w(x_t))] - p(x_t) \mid E \right].
$$
\[ \leq \mathbb{E}_{x_t} \left[ \mathbb{E}_x \left[ v^*(x) \mid x \in h_w^{-1}(h_w(x_t)) \right] - A(h_w(x_t)) \right] \mid E \]
\[ \leq 2H\ell \left( d \ln \frac{2e\ell}{\delta} + \ln \frac{\ell}{\delta} \cdot 2^{\ell+2} \right), \]
which completes the proof.

This instantaneous regret bound then implies a regret bound for Algorithm 8, the proof of which is in Appendix 5.7.

**Theorem 5.3.5.** With probability at least \(1 - \delta\), the regret of Algorithm 8 is \(R_T = O\left(\sqrt{Td\ell \log(T\ell/\delta)}\right)\).

In Algorithm 8, we assumed that we knew the horizon \(T\). This assumption can be lifted via a doubling trick; see Appendix 5.7.

### 5.4 General masking functions

We next consider a more general setting where in each round, an item \(x_t\) is drawn from an unknown distribution \(P\) and a published price \(p_t\) is drawn from some fixed unknown distribution. We study the case where the masking function is an arbitrary mapping \(h : \mathcal{X} \rightarrow [n]\). In this setting, is there a no-regret strategy that the buyer can use?

We answer this question in the affirmative, building on the classical Exp4.VC algorithm [36]. Out of the box, Exp4.VC has per-round runtime that is exponential in \(n\), but we exploit the structure of our problem setting to obtain a polynomial per-round runtime. We prove that this algorithm has a regret bound of \(O\left(\sqrt{Tn \log(T/n + \log 1/\delta)}\right)\) with probability at least \(1 - \delta\).

**Exp4.VC algorithm**

Based on the optimal strategy from Proposition 5.2.3, we define an infinite set of policies that take as input \((p_t, h(x_t))\) and return decisions in \(\{0, 1\}\) indicating whether or not the buyer should buy the item. Each policy is defined by a vector \(v \in [0, H]^n\) as follows: \(\pi_v(p_t, h(x_t)) = 1(v[h(x_t)] \geq p_t)\). The optimal strategy from Proposition 5.2.3 corresponds to the strategy \(\pi_v\) with \(v = (\mathbb{E}[v^*(x) \mid h(x) = 1], \ldots, \mathbb{E}[v^*(x) \mid h(x) = n])\). We use the notation \(\Pi = \{\pi_v \mid v \in [0, H]^n\}\) to denote the set of all such policies.

A key observation is that our problem can be framed as a contextual bandit problem with an oblivious adversary and an infinite set of contexts. At each round \(t = 1, \ldots, T\), the buyer observes stochastic context \((p_t, h(x_t))\) and makes a purchase decision. This is a contextual bandit problem with two arms: the first arm corresponds to the decision “no purchase” and the second arm corresponds to the decision “purchase.” The reward of the first arm is always zero, while the reward of pulling the second arm depends on the item \(x_t\) and the price \(p_t\).

We prove that the class of policies \(\Pi\) has a VC dimension of \(n\), which allows us to adapt Exp4.VC from Beygelzimer et al. [36], a generic contextual bandits algorithm for
Algorithm 9 Exp4.VC with an unknown distribution

1: Input: $T \geq 0$, $\delta \in (0, 1)$.
2: Set $\tau = \sqrt{Tn \log \frac{T}{n} + \log \frac{2}{\delta}}$.
3: for $t = 1, 2, \ldots, \tau$ do // Initialization phase
4: Receive $h(x_t)$, price $p_t$ where $x_t \overset{iid}{\sim} \mathcal{P}$.
5: Make decision $b_t \sim \text{Bern}(0.5)$ at random.
6: end for
7: for $i = 1, 2, \ldots, n$ do // Extract a finite subset of policies
8: Let $i_{1, 2, \ldots, m_i} \in [\tau]$ be the set of indices where $h(x_{i_j}) = i$ for all $j \in \{1, 2, \ldots, m_i\}$
9: Define $\mathcal{V}_i = \{0, p_{i_1}, p_{i_2}, \ldots, p_{i_{m_i}}\}$
10: end for
11: Define $\mathcal{V} = \times_{i=1}^n \mathcal{V}_i$
12: Set $\gamma = \sqrt{\frac{\log |\mathcal{V}|}{2(T - \tau)}}$ and $w_{t+1}^v = 1$ for all $v \in \mathcal{V}$.
13: for $t = \tau + 1, \ldots, T$ do // Exp. 4 subroutine
14: Receive $h(x_t)$, price $p_t$ where $x_t \overset{iid}{\sim} \mathcal{P}$.
15: Get advice vectors $\xi_t^v \in \{0, 1\}^2$ for all $v \in \mathcal{V}$ where $\xi_t^v = (1 - \pi_v(p_t, h(x_t)), \pi_v(p_t, h(x_t)))$.
16: Set $W_t = \sum_{v \in \mathcal{V}} w_t^v$ and define $\tilde{\xi}_t \in (0, 1)^2$ as

\[
\tilde{\xi}_t[0] = (1 - 2\gamma) \sum_{v \in \mathcal{V}} \frac{w_t^v \xi_t^v[0]}{W_t} + \gamma
\]

\[
\tilde{\xi}_t[1] = (1 - 2\gamma) \sum_{v \in \mathcal{V}} \frac{w_t^v \xi_t^v[1]}{W_t} + \gamma.
\]

17: Draw decision $b_t \sim \text{Bern}(\tilde{\xi}_t[1])$ and receive reward $u_t = (v^*(x_t) - p_t)b_t$.
18: Set $\hat{r}_t = (b_t u_t/\xi_t[1], 0)^\top$.
19: for $v \in \mathcal{V}$ do
20: Set

\[
C_t^v = \frac{\gamma}{2} \left( \xi_t^v \cdot \hat{r}_t + \sum_{b=0}^{1} \frac{\xi_t^v[b]}{\xi_t^v[b]} \sqrt{\frac{\log |\mathcal{V}|/\delta}{2(T - \tau)}} \right)
\]

21: Set $w_{t+1}^v = w_t^v \exp C_t^v$
22: end for
23: end for

Policy classes with finite VC dimension. Algorithm 9 begins with an initialization phase of length $\tau$. In this phase, the buyer chooses their action uniformly at random and collects
tuples \( \{(h(x_t), p_t)\}_{t=1}^{\tau} \). The algorithm then uses these tuples to identify a finite (though exponentially large), representative subset of policies in \( \Pi \). In particular, using the collected tuples, the algorithm partitions \( \Pi \) into a finite set of equivalence classes where two policies \( \pi, \pi' \) are equivalent if they agree on the set of \( \tau \) collected tuples. Then the buyer constructs a finite set of policies \( \Pi' \) by selecting one policy from each equivalence class. Algorithm 9 does this by first defining for each \( i \in [n] \) a set \( V_i \subset \mathbb{R} \) which is the set of all prices from the first \( \tau \) rounds for items \( x_t \) with \( h(x_t) = i \). The finite set \( \Pi' \) of policies is then defined as \( \Pi' = \{ \pi_v : v \in \times_{i=1}^{n} V_i \} \). We prove that \( \Pi' \) contains a policy from each equivalence class in Lemma 5.4.2.

In the remaining rounds, Algorithm 9 follows the \textsc{Exp4.P} strategy [36] which runs multiplicative weight updates on each of the selected policies \( \pi_v \) with \( v \in \times_{i=1}^{n} V_i \). Out-of-the-box, \textsc{Exp4.VC} would therefore have a per-round runtime that is exponential in \( n \) since \( \times_{i=1}^{n} V_i \) is exponentially large. However, with a careful analysis, we show that in our setting these multiplicative weight updates can be computed in polynomial time.

**Regret**

The key first step is to show that although the set of all policies we need to consider \( \Pi \) is infinite, it has a finite VC dimension. The full proof is in Appendix 5.8.

**Lemma 5.4.1.** The VC dimension of \( \Pi \) is \( n \).

*Proof sketch.* First, we show that the functions in \( \Pi \) cannot be used to label \( n + 1 \) contexts in all possible ways. Given \( n + 1 \) contexts \( (h(x_1), p_1), \ldots, (h(x_{n+1}), p_{n+1}) \), by the pigeonhole principle there must exist at least two items \( x_i \) and \( x_j \) that have the same index: \( h(x_i) = h(x_j) \). Therefore, for any policy \( \pi_v \), the decisions for these two items are determined by the same threshold \( v[h(x_i)] = v[h(x_j)] \). Without loss of generality, assume that \( p_i < p_j \). There is no policy \( \pi_v \) where the decision is to purchase item \( j \) but not purchase item \( i \) because this would imply that \( p_j \leq v[h(x_j)] = v[h(x_i)] < p_i \). However, with fewer than \( n + 1 \) items, since all items can use a different threshold, their decisions do not interfere with each other.

Next, in order to invoke the regret bound of \textsc{Exp4.VC}, we verify that \( \Pi' \) is a representative set of policies. Formally, suppose we partition \( \Pi \) into a set of equivalence classes where policies \( \pi \) and \( \pi' \) are equivalent if they agree on the set of \( \tau \) tuples collected in the initialization phase. We prove that \( \Pi' \) contains a policy from each equivalence class.

**Lemma 5.4.2.** Let \( V \) be defined as in Algorithm 9. Then

\[
\{(\pi_v(h(x_1), p_1), \ldots, \pi_v(h(x_{\tau}), p_{\tau})) : v \in [0, H]^n \}
= \{(\pi_v(h(x_1), p_1), \ldots, \pi_v(h(x_{\tau}), p_{\tau})) : v \in V \}.
\]

The proof of this lemma can be found in Appendix 5.8.
CHAPTER 5. NO-REGRET LEARNING IN PARTIALLY-INFORMED AUCTIONS

Lemmas 5.4.1 and 5.4.2 imply the following regret bound:

**Theorem 5.4.3.** With probability $1 - \delta$, Algorithm 9 achieves a regret rate that is $R_T = O(\sqrt{T(n \log T/n + \log 1/\delta)}).

*Proof.* This theorem follows directly from Lemmas 5.4.1 and 5.4.2 and Theorem 5 of Beygelzimer et al. [36].

**Computational Complexity**

The key challenge in applying Exp4.VC out-of-the-box is that it computes multiplicative weight updates over every policy $\pi_v$ with $v \in \mathcal{V}$—an exponential number of policies. We show that by exploiting our problem structure, we can perform these multiplicative weight updates in each round in polynomial time. In particular, we show that we can efficiently compute the purchase probabilities $\bar{\xi}_t[0]$ and $\bar{\xi}_t[1]$ without computing the multiplicative weights $w^v_t$ for each $v \in \mathcal{V}$ explicitly, and therefore Algorithm 9 can be run with polynomial per-round runtime. Intuitively, rather than sum over every vector in $\mathcal{V} = \times_{i=1}^n \mathcal{V}_i$ as in the definitions of $\bar{\xi}_t[0]$ and $\bar{\xi}_t[1]$, we show how to sum over individual elements in $\bigcup_{i=1}^n \mathcal{V}_i$, of which there are $\tau + n = O(\sqrt{Tn} + n)$. We provide the complete proof in Appendix 5.8.

**Theorem 5.4.4.** The purchase probabilities $\bar{\xi}_t[0]$ and $\bar{\xi}_t[1]$ in Algorithm 9 can be computed in $O(n + \tau) = O(n + \sqrt{Tn \log(T/n) + \log(1/\delta)})$ time.

*Proof sketch.* Our proof begins with the observation that for each index $i \in [n]$, the thresholds $0 \leq p_{i_1} \leq \cdots \leq p_{i_m} \in \mathcal{V}_i$ divide the price range $[0, H]$ into $m_i + 1$ non-overlapping “buckets”: $[0, p_{i_1}), [p_{i_2}, p_{i_3}), \ldots, [p_{i_m}, H]$. Using the notation $m = \max_i m_i$, the total number of buckets is $O(mn)$. Each context $(h(\mathbf{x}_t), p_t)$ corresponds to exactly one bucket: the bucket $[p_{i_j}, p_{i_{j+1}})$ containing $p_t$ where $h(\mathbf{x}_t) = i$. Moreover, the decision of each policy in each bucket is constant since the policies all use the same thresholds, namely, the boundaries of these buckets. Given a vector $\mathbf{v} \in \mathcal{V}$ and a bucket $k$, let $a^\mathbf{v}_k \in \{0, 1\}$ be the policy’s recommendation of “buy” or “do not buy” for any item that falls in that bucket. This allows us to rewrite the policy decision $\xi^\mathbf{v}_t$ as an alternative sum: $\xi^\mathbf{v}_t = \left(\sum_{k=0}^{a^\mathbf{v}_k=0} \mathbb{1}(\text{item in } k), \sum_{k=0}^{a^\mathbf{v}_k=1} \mathbb{1}(\text{item in } k)\right)^\top$. Intuitively, $\mathbb{1}(\text{item in } k)$ is only nonzero for the bucket that this item belongs to, and the policy’s decision for the item is the same as the policy’s decision for that bucket. Using this fine-grained argument, we then show that all the purchase probabilities $\bar{\xi}_t[0]$ and $\bar{\xi}_t[1]$ can be computed in polynomial time without explicitly computing the exponentially many weights $w^v_t$.

**Remark 5.4.5.** Under adversarial prices, we can run $n$ independent copies of an algorithm for Lipschitz contextual bandits (for example, the algorithm from Section 8.3 of the textbook by Slivkins et al. [198]) to obtain an expected regret bound of $O(T^{3/4} T^{1/4})$.

---

3By running $n$ copies of Exp4.VC in parallel for each context, we would obtain a regret bound of $O(\sqrt{Tn \log(Tn/\delta)}$, but by using a more careful analysis in this section, we improve the dependence on $n$. 
5.5 Conclusion and future directions

We presented learning algorithms for buyers who participate in auctions with limited item information. This model captures a broad set of practical applications, including advertising auctions. Our algorithms are no-regret with respect to an oracle buyer who has perfect knowledge of the distribution over items and the masking function that the seller uses to obfuscate the item information. We proposed no-regret learning algorithms in a variety of settings, including when the distribution over items is either known or unknown to the buyer, and when the prices are either stochastic or adversarial.

To the best of our knowledge, this is the first result on no-regret learning strategies for buyers with partial item information. Many interesting questions remain open for future research. First, we have assumed that the valuation is bounded, and it would be an interesting direction for future research to extend our results to unbounded distributions. Second, we focused on posted-prices in this work. It would be interesting to consider extensions to second-price auctions with partial item information. With stochastic prices, the problem seems potentially feasible, but adversarial prices might pose challenges because the adversary could block the learner from estimating the second-highest bid. Moreover, can the platform release partial information in a way that optimally trades off between revenue and privacy? When the distribution over items is unknown, our algorithm works with general masking functions. Can better purchasing strategies be developed by exploiting the properties of a specific set of masking functions?

5.6 Appendix: Proofs for Section 5.2

Proposition 5.2.3. The strategy $s^*$ that maximizes $\mathbb{E}_{x \sim \mathcal{P}}[(v^*(x) - p(x))s^*(h(x), p(x), h, \mathcal{P}) \mid h(x)]$ is

$$s^*(h(x), p(x), h, \mathcal{P}) = \mathbb{1} \left( \mathbb{E}_{x \sim \mathcal{P}}[v^*(x) \mid h(x)] > p(x) \right).$$

Proof. For a decision $b \in \{0, 1\}$, let $R_b$ denote the expected utility of buying or not buying an item given the published information and price:

$$R_b \overset{\text{def}}{=} \mathbb{E}[(v^*(x) - p(x)) \cdot b \mid h(x), p(x)]$$

$$= \mathbb{E}[(v^*(x) - p(x)) \cdot b \mid v^*(x) \geq p(x), h(x), p(x)] \cdot \mathbb{P}[v^*(x) \geq p(x) \mid h(x), p(x)]$$

$$- \mathbb{E}[(p(x) - v^*(x)) \cdot b \mid v^*(x) < p(x), h(x), p(x)] \cdot \mathbb{P}[v^*(x) < p(x) \mid h(x), p(x)].$$

Then, by definition, the optimal strategy $s^*(h(x), p(x), h, \mathcal{P}) = \mathbb{1} (R_1 > R_0) = \mathbb{1} (R_1 > 0)$. Further, letting $x^+ = \max\{0, x\}$, by the law of total expectation,

$$\mathbb{E}[(v^*(x) - p(x))^+ \mid h(x), p(x)]$$

$$= \mathbb{E}[(v^*(x) - p(x)) \mid v^*(x) \geq p(x), h(x), p(x)] \cdot \mathbb{P}[v^*(x) \geq p(x) \mid h(x), p(x)]$$

$$+ \mathbb{E}[0 \mid v^*(x) < p(x), h(x), p(x)] \cdot \mathbb{P}(v^*(x) < p(x) \mid h(x), p(x))$$
\[= \mathbb{E}[(v^*(x) - p(x)) | v^*(x) \geq p(x), h(x), p(x)] \cdot \mathbb{P}[v^*(x) \geq p(x) | h(x), p(x)].\]

Similarly, letting \(x^\prime = -\min \{0, x\}\),
\[
\mathbb{E}[(v^*(x) - p(x))^+ | h(x), p(x)] = \mathbb{E}[(p(x) - v^*(x)) | v^*(x) < p(x), h(x), p(x)] \cdot \mathbb{P}(v^*(x) < p(x) | h(x), p(x)).
\]

Therefore, the optimal strategy is:
\[
s^*(h(x), p(x), h, p, \mathcal{P}) = 1 \left( \mathbb{E}[(v^*(x) - p(x))^+ | h(x), p(x)] - \mathbb{E}[(v^*(x) - p(x))^+ | h(x), p(x)] > 0 \right)
\]
\[
= 1 \left( \mathbb{E}[(v^*(x) - p(x)) | h(x), p(x)] > 0 \right)
\]
\[
= 1 \left( \mathbb{E}[v^*(x) | h(x), p(x)] > p(x) \right).
\]

The lemma statement then follows from Equation (5.1).

\[\Box\]

**5.7 Appendix: Proofs for Section 5.3**

**Definition 5.7.1** (Lovász and Vempala [157]). Define the centroid of \(f_\pi\) as \(c_f = \int x df_\pi\).
Define the variance of \(f_\pi\) as \(\text{var}(f_\pi) = \int \|x - c_f\|^2 df_\pi\). Also denote \(L(\theta)\) as the level set \(\{x : v^*(x)\pi(x) \geq \theta\}\).

**Theorem 5.3.5.** With probability at least \(1 - \delta\), the regret of Algorithm 8 is \(R_T = \mathcal{O}(\sqrt{T\delta\log(T\delta)})\).

**Proof.** First, in the exploration phase, the total regret is upper bounded by \(HT\).

Now consider the regret in the exploitation phase. Notice that, we would have obtained \(\{x_i, h_w(x_i)\}_{i=1}^T\) number of i.i.d. samples from the exploration phase.

Let \(\epsilon = \frac{\ell}{\delta} \left( d \ln \frac{2T\ell}{d} + \ln \frac{2\ell^2}{\delta^2} \right)\).

By Lemma 5.3.4 and a union bound over all rounds, with probability at least \(1 - \delta T\), the total expected regret incurred by Algorithm 8 is \(R_T \leq HT' + 2cH(T - t')\).

Let \(t' = \sqrt{T\delta\log(\frac{2\ell}{\delta})}\), we have
\[
R_T \leq H \sqrt{T\ell \log\left( \frac{2\ell}{\delta'} \right)} + 2H \ell d \sqrt{\frac{T}{d \delta \log\left( \frac{2\ell}{\delta} \right)}} \log\left( \frac{2\ell}{d} \sqrt{T\delta \log\left( \frac{2\ell}{\delta} \right)} \right) + 2H \ell \sqrt{\frac{T}{d \delta \log\left( \frac{2\ell}{\delta} \right)}} \log\left( \frac{2\ell^2+2}{\delta'} \right).
\]

Note that \(\log\left( \frac{2\ell^2+2}{\delta'} \right) = \log\left( \frac{\ell}{\delta} \right) + \ell \log(4) \leq \log\left( \frac{\ell}{\delta} \right) + d \log(4)\).

Setting \(\delta' = \delta/\ell\), we have that with probability at least \(1 - \delta\),
\[
R_T = \tilde{O}\left( \sqrt{T\delta\ell \log\left( \frac{2\ell T}{\delta} \right)} \right). \quad (5.3)
\]

This completes the proof. \[\Box\]
Algorithm for an unknown horizon $T$

In Theorem 5.3.5, we assumed that we knew the time horizon $T$, which allowed us to set the correct length for the exploration phase. This assumption can be lifted by using the doubling trick which runs the algorithm in independent intervals that are doubling in length, as summarized by Algorithm 10. The regret bound remains the same up to constant factors.

**Algorithm 10** Explore-then-Commit with Unknown Horizon

1: **Input:** starting epoch length $T_0$.
2: **for** $i = 1, 2, \ldots$ **do**
3: $T_i \leftarrow 2^iT_0$.
4: Run Algorithm 8 with $T = T_i$.
5: **end for**

**Corollary 5.7.2.** Suppose that $v^*(x)\pi(x)$ is logconcave and well-rounded. Then with probability at least $1 - \delta$, the regret of Algorithm 10 is $R_T = \tilde{O}(Td\ell \log(T\ell/\delta))$.

**Proof.** Denote the total expected accumulated regret as $R_T$, and the expected accumulated regret in each interval with length $T_i$ as $R_{T_i}$. Denote the number of intervals as $m \leq \log_2 \frac{2T}{T_0}$. Then, by Theorem 5.3.5 we have that for some universal constant $C$ and with probability at least $1 - \delta'm$:

$$R_T \leq \sum_{i=1}^{m} R_{T_i}$$

$$\leq \sum_{i=1}^{m} C \sqrt{T_i d\ell \log \left( \frac{2T_i}{\delta'} \right)}$$

$$\leq C \sqrt{d\ell} \sum_{i=1}^{m} \sqrt{T_i \left( \log \left( \frac{2\ell}{\delta'} \right) + \log T_i \right)}$$

$$\leq C \sqrt{d\ell} \left( \sqrt{\log \left( \frac{2\ell}{\delta'} \right)} \cdot \sum_{i=1}^{m} \sqrt{T_0} + \sum_{i=1}^{m} \sqrt{2^iT_0 \log(2^iT_0)} \right)$$

$$= \tilde{O} \left( \sqrt{d\ell T \log \left( \frac{2\ell}{\delta} \right)} \right).$$

Let $\delta' = \delta/m$ and note that $m \leq \log_2 \frac{2T}{T_0}$, applying a union bound over all intervals, we have that with probability at least $1 - \delta$,

$$R_T = \tilde{O} \left( \sqrt{d\ell T \log \left( \frac{2\ell}{\delta} \right)} \right).$$

This completes the proof. ■
5.8 Appendix: Proofs for Section 5.4

Lemma 5.4.1. The VC dimension of \( \Pi \) is \( n \).

Proof. We argue that any function contained in \( \Pi \) cannot be used to label \( n + 1 \) input points in all possible ways. For simplicity denote \( h(\mathbf{x}) = y \in [n] \). Consider a set of input points \( \{y_i, p_i\}_{i=1}^{n+1} \). By the pigeonhole principle there must exist at least two elements \((y_i, p_i), (y_j, p_j)\) such that \( y_i = y_j \) and \( p_i \neq p_j \). Therefore by definition, we have that for any \( \mathbf{v} \in \mathbb{R}^n \),

\[
\pi_{\mathbf{v}}(y_i, p_i) = \mathbb{1}(\mathbf{v}[y_i] > p_i) = \mathbb{1}(\mathbf{v}[y_j] > p_i),
\]

\[
\pi_{\mathbf{v}}(y_j, p_j) = \mathbb{1}(\mathbf{v}[y_j] > p_j) = \mathbb{1}(\mathbf{v}[y_i] > p_j).
\]

Without loss of generality, assume that \( p_i < p_j \). Then the pair of labels \( \pi_{\mathbf{v}}(y_i, p_i) = 1 \) and \( \pi_{\mathbf{v}}(y_j, p_j) = 0 \) can never be achieved for any \( \mathbf{v} \in \mathbb{R}^n \). Thus \( VCdim(\Pi) < n + 1 \).

Next, consider a set of \( n \) input points \( \{(i, 0.5)\}_{i=1}^n \). Each point in this set is labeled using a different index \( i \), so all possible combinations of labels can be achieved using vectors \( \mathbf{v} \in \{0, 1\}^n \). Thus we conclude that \( VCdim(\Pi) = n \). ■

Lemma 5.4.2. Let \( \{(h(\mathbf{x}_1), p_1), \ldots, (h(\mathbf{x}_r), p_r)\} \) be a subset of \([n] \times [0, H]\). For each \( i \in [n] \), let \( i_1, i_2, \ldots, i_{m_i} \in [r] \) be the set of indices where \( h(\mathbf{x}_{i_j}) = i \) for all \( j \in \{1, 2, \ldots, m_i\} \). Define \( V_i = \{0, p_{i_1}, p_{i_2}, \ldots, p_{i_{m_i}}\} \) and \( V = \times_{i=1}^n V_i \). Then

\[
\begin{pmatrix}
\pi_{\mathbf{v}}(h(\mathbf{x}_1), p_1) \\
\vdots \\
\pi_{\mathbf{v}}(h(\mathbf{x}_r), p_r)
\end{pmatrix}_{\mathbf{v} \in [0, H]^n} = \begin{pmatrix}
\pi_{\mathbf{v}}(h(\mathbf{x}_1), p_1) \\
\vdots \\
\pi_{\mathbf{v}}(h(\mathbf{x}_r), p_r)
\end{pmatrix}_{\mathbf{v} \in V}.
\]

Proof. We will show that for every \( \mathbf{v} \in [0, H]^n \), there exists a vector \( \mathbf{v}_0 \in \times_{i=1}^n V_i \) such that \( \pi_{\mathbf{v}}(h(\mathbf{x}_j), p_j) = \pi_{\mathbf{v}_0}(h(\mathbf{x}_j), p_j) \) for every \( j \in [r] \). To this end, fix an index \( i \in [n] \) and without loss of generality, let \( i_1, i_2, \ldots, i_{m_i} \) be sorted such that \( 0 := p_{i_0} < p_{i_1} < p_{i_2} < \cdots < p_{i_{m_i}} \). Let \( i' \in \{0, 1, 2, \ldots, i_{m_i}\} \) be the largest index such that \( \mathbf{v}[i] \geq p_{i'} \). Define \( \mathbf{v}_0[i] = p_{i'} \). For every index \( i_j < i' \), we know that \( \mathbf{v}[i] \geq p_{i'} = \mathbf{v}_0[i] \geq p_{i_j} \), so \( \pi_{\mathbf{v}}(h(\mathbf{x}_{i_j}), p_{i_j}) = \mathbb{1}(\mathbf{v}[i] \geq p_{i_j}) = 1 = \mathbb{1}(\mathbf{v}_0[i] \geq p_{i_j}) = \pi_{\mathbf{v}_0}(h(\mathbf{x}_{i_j}), p_{i_j}) \). Meanwhile, for every index \( i_j > i' \), we know that \( p_{i'} = \mathbf{v}_0[i] \leq \mathbf{v}[i] < p_{i_j} \). Therefore, \( \pi_{\mathbf{v}}(h(\mathbf{x}_{i_j}), p_{i_j}) = 0 = \pi_{\mathbf{v}_0}(h(\mathbf{x}_{i_j}), p_{i_j}) \). In either case, we have that \( \pi_{\mathbf{v}}(h(\mathbf{x}_{i_j}), p_{i_j}) = \pi_{\mathbf{v}_0}(h(\mathbf{x}_{i_j}), p_{i_j}) \). Since this is true for every index \( i \in [n] \), the lemma statement holds. ■

Theorem 5.4.4. The purchase probabilities \( \xi_t[0] \) and \( \xi_t[1] \) in Algorithm 9 can be computed in \( O(n + \tau) = O(n + \sqrt{Tn \log(T/n)} + \log(1/\delta)) \) time.

Proof. Label the elements of \( V_i \) as \( 0 := p_{i,0} < p_{i,1} < \cdots < p_{i,m_i} \). Let \( m = \max m_i \). For the ease of notation, define the variables \( p_{i,m_i+1} = p_{i,m_i+2} = \cdots = p_{i,m} = H \). For each \( i \in [n] \), \( j \in \{1, \ldots, m\} \), and \( t \in \{\tau + 1, \tau_2, \ldots, T\} \), we define the variable

\[
d_{i,j}(t) = \mathbb{1}(h(\mathbf{x}_t) = i \text{ and } p_t \in (p_{i,j-1}, p_{i,j}]).
\]
We also set \( d_{i,0}(t) = 1(h(x_i) = i) \) and \( p_t = 0 \). Next, for each \( \mathbf{v} \in \times_{i=1}^n \mathcal{V}_i, \ i \in [n], \) and \( j \in \{0, \ldots, m\} \), we define the variable \( a^v_{i,j} = 1(\mathbf{v}[i] \geq p_{i,j}) \).

**Claim 5.8.1.** For \( b \in \{0, 1\} \),

\[
\xi^v_t[b] = \sum_{(i,j):a^v_{i,j}=b} d_{i,j}(t). \tag{5.4}
\]

**Proof of Claim 5.8.1.** First, let \( i_t = h(x_t) \). If \( p_t = 0 \), define \( j_t = 0 \) and otherwise, define \( j_t \) such that \( p_t \in (p_{i_t,j_t-1}, p_{i_t,j_t}] \). Therefore, \( d_{i,j}(t) = 1 \) if \( (i,j) = (i_t,j_t) \) and \( d_{i,j}(t) = 0 \) otherwise. This means that

\[
\sum_{(i,j):a^v_{i,j}=b} d_{i,j}(t) = 1(\mathbf{v}[t] = b). \tag{5.5}
\]

We split the proof into two cases: \( b = 0 \) and \( b = 1 \).

**Case 1: \( b = 0 \).** We know that \( \xi^v_t[0] = 1 - \pi_v(p_t, h(x_t)) = 1(\mathbf{v}[h(x_t)] < p_t) = 1(\mathbf{v}[i_t] < p_t) \).

If \( \xi^v_t[0] = 0 \), then \( \mathbf{v}[i_t] \geq p_t \). Since \( \mathbf{v} \in \mathcal{V} \), we know that \( \mathbf{v}[i_t] = p_{i_t,j_t} \) for some \( j \in [m] \). Moreover, since \( p_t \in (p_{i_t,j_t-1}, p_{i_t,j_t}] \), the fact that \( \mathbf{v}[i_t] \geq p_t \) means that \( \mathbf{v}[i_t] \geq p_{i_t,j_t} \). Therefore, \( a^v_{i_t,j_t} = 1 \). By Equation (5.5), this means that \( \sum_{(i,j):a^v_{i,j}=0} d_{i,j}(t) = 0 \), so Equation (5.4) holds.

Meanwhile, if \( \xi^v_t[0] = 1 \), then \( \mathbf{v}[i_t] < p_t \leq p_{i_t,j_t} \). Therefore, \( a^v_{i_t,j_t} = 0 \). By Equation (5.5), this means that \( \sum_{(i,j):a^v_{i,j}=0} d_{i,j}(t) = 1 \), so Equation (5.4) holds.

**Case 2: \( b = 1 \).** We know that \( \xi^v_t[1] = 1(\mathbf{v}[i_t] \geq p_t) \).

If \( \xi^v_t[1] = 0 \), then \( \mathbf{v}[i_t] < p_t \). By the same logic as the previous case, this means that \( a^v_{i_t,j_t} = 0 \). By Equation (5.5), this means that \( \sum_{(i,j):a^v_{i,j}=1} d_{i,j}(t) = 0 \), so Equation (5.4) holds.

Meanwhile, if \( \xi^v_t[1] = 1 \), then \( \mathbf{v}[i_t] \geq p_t \). By the same logic as the previous case, \( a^v_{i_t,j_t} = 1 \). By Equation (5.5), this means that \( \sum_{(i,j):a^v_{i,j}=1} d_{i,j}(t) = 1 \), so Equation (5.4) holds.

This means that

\[
\xi^v_t \cdot \mathbf{r}_t = \frac{1}{\xi^v_t[b]} \sum_{b=0}^{1} \sum_{(i,j):a^v_{i,j}=b} d_{i,j}(t) \mathbf{r}_t[b] = \sum_{i=1}^{\infty} \sum_{j=0}^{m} d_{i,j}(t) \left( \tilde{\mathbf{r}}_t[0] \mathbf{1}(a^v_{i,j} = 0) + \tilde{\mathbf{r}}_t[1] \mathbf{1}(a^v_{i,j} = 1) \right) = \sum_{i=1}^{\infty} \sum_{j=0}^{m} d_{i,j}(t) \tilde{\mathbf{r}}_t[a^v_{i,j}].
\]

Similarly,

\[
\frac{1}{\xi^v_t[b]} \sum_{b=0}^{1} \xi^v_t[b] = \sum_{b=0}^{1} \sum_{(i,j):a^v_{i,j}=b} d_{i,j}(t) \xi^v_t[b] = \sum_{i=1}^{\infty} \sum_{j=0}^{m} d_{i,j}(t) \xi^v_t[a^v_{i,j}].
\]
Therefore,

\[ w_{t+1}^v = w_t^v \exp \left( \frac{\gamma}{2} \left( \xi_t^v \cdot \hat{r}_t + \sum_{b=0}^{1} \xi_t^v[b] \sqrt{\frac{\log |\mathcal{V}| / \delta}{2(T - \tau)}} \right) \right) = w_t^v \exp \left( \sum_{i=1}^{n} \sum_{j=0}^{m} d_{i,j}(t) f_{a_{i,j}^v}(t) \right), \]

where

\[ f_{a_{i,j}^v}(t) = \gamma \left( \hat{r}_t[a_{i,j}^v] + \frac{1}{\xi_t^v[a_{i,j}^v]} \sqrt{\frac{\log |\mathcal{V}| / \delta}{2(T - \tau)}} \right). \]

We can therefore write

\[ w_t^v = \prod_{\tau=1}^{t} \exp \left( \sum_{i=1}^{n} \sum_{j=0}^{m} d_{i,j}(\tau) f_{a_{i,j}^v}(\tau) \right) \]

\[ = \exp \left( \sum_{\tau=1}^{t} \sum_{i=1}^{n} \sum_{j=0}^{m} d_{i,j}(\tau) f_{a_{i,j}^v}(\tau) \right) \]

\[ = \exp \left( \sum_{i=1}^{n} \sum_{j=0}^{m} \sum_{\tau=1}^{t} d_{i,j}(\tau) f_{a_{i,j}^v}(\tau) \right) \]

\[ = \prod_{i=1}^{n} \prod_{j=0}^{m} \exp \left( \sum_{\tau=1}^{t} d_{i,j}(\tau) f_{a_{i,j}^v}(\tau) \right). \]

Letting \( g_{i,j}(t, b) = \exp \left( \sum_{\tau=1}^{t} d_{i,j}(\tau) f_{a}(\tau) \right) \), we have that

\[ w_{t+1}^v = \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, a_{i,j}^v). \]

Let \( b_1, \ldots, b_m \) be the set of \( m \) increasing bit vectors \( b_1 = (1, 0, 0, \ldots, 0), b_2 = (1, 1, 0, \ldots, 0), b_3 = (1, 1, 1, \ldots, 0), \ldots, b_m = (1, 1, 1, \ldots, 1) \). For each \( i \in [n] \) and \( b_j \), define

\[ g_i(t, b_j) = g_{i,1}(t, b_{j}[1]) g_{i,2}(t, b_{j}[2]) \cdots g_{i,m}(t, b_{j}[m]). \]

We now prove the following claim.

**Claim 5.8.2.** The normalizing constant \( W_t \) can be computed in polynomial time as

\[ W_t = \prod_{i=1}^{n} \sum_{j=1}^{m_i} g_i(t, b_j). \]

**Proof of Claim 5.8.2.** We first write

\[ W_t = \sum_{v \in \mathcal{V}} w_t^v. \]
\[= \sum_{v \in \mathcal{V}} \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, a_{i,j}^v)\]
\[= \sum_{v \in \mathcal{V}} \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, \mathbb{1}(v[i] \geq p_{i,j}))\]
\[= \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, \mathbb{1}(p_{i,j_i} \geq p_{i,j_i})).\]

This last equality holds because \(\mathcal{V} = \times_{i=1}^{n} \mathcal{V}_i\) and \(\mathcal{V}_i = \{p_i, 0, \ldots, p_i, m_i\}\). Moreover,
\[W_t = \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, 1) \prod_{j=j_i+1}^{m} g_{i,j}(t, 0)\]
because \(p_{i,j_i} \geq p_{i,j}\) for all \(j \leq j_i\) and \(p_{i,j_i} < p_{i,j}\) for all \(j > j_i\).

By definition of the vectors \(b_1, \ldots, b_m\),
\[W_t = \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \prod_{i=1}^{n} g_i(t, b_{j_i}) = \prod_{i=1}^{n} \sum_{j=1}^{m_i} g_i(t, b_j),\]
as claimed. \(\blacksquare\)

We next prove that \(\bar{\xi}_t\) can be computed in polynomial time. To do so, let \(h(x_t) = i_t\). If \(p_t = 0\), define \(j_t = 0\) and otherwise, define \(j_t\) such that \(p_t \in (p_{i_t,j_t-1}, p_{i_t,j_t}]\). Next, define \(\bar{m}_i\) as follows:
\[\bar{m}_i = \begin{cases} j_t - 1 & \text{if } i = i_t \\ m_i & \text{otherwise.} \end{cases}\]

Similarly, define \(m_i\) as follows:
\[m_i = \begin{cases} j_t & \text{if } i = i_t \\ 0 & \text{otherwise.} \end{cases}\]

Then \(\bar{\xi}_t\) has the following form:

**Claim 5.8.3.** The probabilities \(\bar{\xi}_t\) can be computed in polynomial time as:
\[\bar{\xi}_t[0] = \frac{1}{W_t} \prod_{i=1}^{n} \sum_{j_i=0}^{\bar{m}_i} g_i(t, b_{j_i})\]
and
\[\bar{\xi}_t[1] = \frac{1}{W_t} \prod_{i=1}^{n} \sum_{j_i=1}^{m_i} g_i(t, b_{j_i}).\]
Proof of Claim 5.8.3. Recall that $\xi_t^{v}[0] = \mathbb{1}(v[i_t] < p_t)$. Therefore,

$$
\sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[0] = \sum_{v \in \mathcal{V}} \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, a_{i,j}^{v}) \xi_t^{v}[0]
$$

$$
= \sum_{v \in \mathcal{V}} \prod_{i=1}^{n} \prod_{j=0}^{m} g_{i,j}(t, a_{i,j}^{v}) \mathbb{1}(v[i_j] < p_t)
$$

$$
= \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \mathbb{1}(p_{it,j_{it}} < p_t).
$$

This last equality holds because $\mathcal{V} = \times_{i=1}^{n} \mathcal{V}_i$ and $\mathcal{V}_i = \{p_{i,0}, \ldots, p_{i,m_i}\}$. Without loss of generality, suppose that $i_t = 1$, so $\mathbb{1}(p_{it,j_{it}} < p_t) = \mathbb{1}(p_{1,j_1} < p_t)$. Then

$$
\sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[0] = \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \mathbb{1}(p_{1,j_1} < p_t)
$$

$$
= \sum_{j_1=0}^{m_1} \mathbb{1}(p_{1,j_1} < p_t) \left( \sum_{j_2=0}^{m_2} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \right).
$$

Since $p_t = 0$ if $j_t = 0$ and otherwise $p_t \in (p_{1,j_t-1}, p_{1,j_t}]$ we have that $\mathbb{1}(p_{1,j_1} < p_t) = 1$ if and only if $j_1 \leq j_t - 1$. Therefore,

$$
\sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[0] = \sum_{j_1=0}^{j_t-1} \left( \sum_{j_2=0}^{m_2} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \right)
$$

$$
= \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) = \prod_{i=1}^{n} \sum_{j_i=0}^{m_i} g_i(t, b_{j_i}).
$$

Similarly, since $\xi_t^{v}[1] = \mathbb{1}(v[i_t] \geq p_t)$, we have

$$
\sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[1] = \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \mathbb{1}(p_{it,j_{it}} \geq p_t).
$$

Without loss of generality, suppose that $i_t = 1$, so $\mathbb{1}(p_{it,j_{it}} \geq p_t) = \mathbb{1}(p_{1,j_1} \geq p_t)$. Then

$$
\sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[1] = \sum_{j_1=0}^{m_1} \mathbb{1}(p_{1,j_1} \geq p_t) \left( \sum_{j_2=0}^{m_2} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \right).
$$

Since $p_t = 0$ if $j_t = 0$ and otherwise $p_t \in (p_{1,j_t-1}, p_{1,j_t}]$ we have that $\mathbb{1}(p_{1,j_1} \geq p_t) = 1$ if and only if $j_1 \geq j_t$. Therefore,

$$
\sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[1] = \sum_{j_1=j_t}^{m_1} \left( \sum_{j_2=0}^{m_2} \cdots \sum_{j_n=0}^{m_n} \left( \prod_{i=1}^{n} g_i(t, b_{j_i}) \right) \right)
$$

$$
= \sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[0] + \sum_{v \in \mathcal{V}} w_t^v \xi_t^{v}[1].
$$
\[= \sum_{j_1=m_1}^{m_1} \cdots \sum_{j_n=m_n}^{m_n} \prod_{i=1}^{n} g_i(t, b_{j_i}) \]
\[= \prod_{i=1}^{n} \sum_{j_i=m_i}^{m_i} g_i(t, b_{j_i}). \]

Lastly, note that in the initialization phase of Algorithm 9, every decision \(b_i\) is computed with \(O(1)\) time. In the \texttt{Exp4} subroutine, by Claim 5.8.2 and Claim 5.8.3, every iteration is also computed in polynomial time. Therefore the theorem statement holds.
Chapter 6

Off-Policy Evaluation with Policy-Dependent Optimization Response

6.1 Introduction

The interface of causal inference and machine learning offers to “deliver the right intervention, at the right time, to the right person”. An extensive line of research studies off-policy evaluation (OPE) and learning—evaluating the average causal outcomes under alternative personalized treatment assignment policies that differ from the treatment assignment which generated the data (and may have introduced confounding), so that one may optimize over the best such treatment rule \([13, 73, 126, 135, 159, 202, 226]\). Most of this work is based on the assumption that the appropriate decision criterion is an \textit{average} of individuals across a population. But various operational restrictions or settings imply that a decision-maker’s utility is often not realized as an \textit{average} but rather as an \textit{output} of a downstream planning or decision-making problem.

For example, in studying the effects of price incentives in a matching market (e.g., on a ride-share platform), a firm’s revenue is not realized until it matches riders to drivers under certain constraints \([158, 162]\). While the marketplace may offer incentives to drive or accept rides and induce causal effects on individuals, the final utility is determined by the \textit{new} matches, taking into account operational constraints and structure.

As another example, although job training (and personalized provision thereof) is commonly touted in causal inference and machine learning papers as a promising example for personalized treatment policy assignment \([13, 135, 136]\), labor economists voice a general concern that “the possible existence of equilibrium effects on the efficiency of the programs seems quite real” \([56, \text{p.541}]\). The equilibrium concern is that personalized provision of job training may not lead to actual beneficial gains at \textit{the population} level due to externalities (substitution effects/congestion in matching) of the labor search process in a finite market.
While impressive cluster-randomized trials have been deployed to assess these effects [57], it would be useful if there exists a framework that can model the equilibrium effect and evaluate treatment policies directly based on available data of individual-level causal effects. In some settings, population-level impacts may be well-modeled as a downstream optimization response. The development of such a framework is our focus in the current paper.

We study a new framework for policy evaluation and optimization where there is a personalized treatment policy on individual-level outcomes, and a policy-dependent optimization response. The key difference between this model and previous work on off-policy evaluation and optimization is that: although treatments realize causal effects on individuals, a treatment policy’s value depends on a further downstream policy-dependent optimization. We study how to evaluate different policies without bias (off-policy evaluation) and how to optimize for the optimal policy under this framework (policy optimization).

Our contributions are as follows: we first introduce the model of policy-dependent optimization response\(^1\), which we formulate as a nonconvex stochastic optimization problem. For off-policy evaluation, we develop a framework of policy-dependent optimization response, decompose the bias that arises in this framework (“optimization bias”) and show how to control it via the design of estimators for the policy-dependent estimand. Finally, we provide a general algorithm for optimizing causal interventions. We corroborate the theoretical results with experimental comparisons.

**Related work**

We highlight the most relevant work from causal inference, off-policy evaluation, and optimization under uncertainty in the main text. We include additional or tangential discussion in Section 6.7.

There is an extensive literature on off-policy evaluation and optimization [see, e.g., 73, 159, 200, 226]. Relative to this line of work, we focus on the introduction of a downstream decision response, arising for example from operational constraints.

The case of constrained policies has been considered in the OPE literature. Our setting is conceptually different but overlaps in some application contexts. Specifically, we decouple the downstream policy-dependent response, i.e. over a similar constraint space, from treatment decisions that have causal effects. For example, Bhattacharya [37] studies the setting of “roommate assignment” with discrete types; i.e., perfect bipartite matching. A crucial difference is that in their setting, the causal treatment of interest is the assignment decision to the other individual type; while in our setting the causal treatment only affects certain parameters of the assignment decision, such as edge costs. We instantiate an analogous example in our framework to highlight our decoupled causal intervention and prediction decisions. Consider a setting with a causal intervention, such as a diversity information intervention affecting a student’s probability of getting along with various types. Here the policy

\(^1\)For terminology, we use policy-dependent (optimization) response or downstream policy-dependent response to refer to the same concept.
performs treatments on individual’s diversity information, and the final assignment decision is policy-dependent response. Other work considers resource-budgeted allocation [139], which is structured because of reformulation of thresholds [156]. Sun [199] studies sharp asymptotics for the additional challenge of stochasticity in the budget.

Some works that illustrate the embedding of causal effect estimates in optimization-based decision problems include [184], although their formulation is ultimately a mixed-integer optimization.

In contrast to an extensive line of work on heterogeneous causal effect estimation [140, 193, 212], often crucially leveraging simpler structure of the treatment contrast rather than the conditional outcomes, in this work we require estimation of the latter due to the downstream optimization and distributional convergence for the perturbation method. In turn, combining causal outcome estimation with adjustments for optimization bias requires different properties of the estimation strategy, namely plug-in estimation of a modified regression model; we focus on estimators that modify the first-order conditions of a regression model to algebraically achieve an AIPW-type adjustment as discussed in Bang and Robins [25]. See also Chernozhukov et al. [50], Scharfstein et al. [192], Shi et al. [195], Tran et al. [205].

This work focuses on the challenge of optimization bias for policy evaluation introduced in our setting, for generic linear optimization problems. This well-known challenge of in-sample optimization bias (“sample average approximation bias”) fundamentally demarcates the statistical regime of optimization under uncertainty from sample mean estimation [27, 194]. Recent work develops bagging, jackknife, perturbation and variance-corrected perturbation approaches for bias adjustment [106, 121, 131, 144]. We extend a perturbation method of Ito et al. [121] to the setting of nonlinear predictions.

6.2 Preliminaries

We first define the setting for off-policy evaluation with policy-dependent responses. We distinguish between the causal decision policy \( \pi \) and the downstream optimization response \( x \). The causal decision policy \( \pi \) intervenes on individual units, while the policy-dependent responses are solutions to a downstream optimization problem on the causal responses of all the units.

1. Off-policy evaluation. We first describe the single time step off-policy policy evaluation and optimization problem [see 74, 114, for further context]. Let covariates be \( W \in \mathcal{W} \subseteq \mathbb{R}^d \), binary treatment be \( T \in \{0, 1\}^2 \), and potential outcomes be \( c(T) \). Denote the covariates’ distribution as \( \mathcal{P} \). Without loss of generality we consider lower is better for \( c \); e.g. we minimize costs. We consider a setting of learning causal responses from a dataset of tuples \( \mathcal{D}_1 = \{(W_i, T_i, c_i)\}_{i=1}^n \) where treatment is assigned randomly or in an observational setting; henceforth we call this the observational / experimental dataset.

\(^2\)The extension to non-binary treatments is immediate.
We let \( \pi_t : \mathcal{W} \mapsto [0, 1] \) denote a personalized policy mapping from covariates to a (probability of) treatment \( t \). Later we will focus on parameterized policies, such as \( \pi_t(w) = \text{sigmoid}(\varphi^\top w) \) or policies that admit global enumeration. The goal of off-policy learning is to optimize the causal interventions (aka policies) by estimating average outcomes induced by any given policy. Throughout we will follow the convention that, a random variable \( c(\pi_t) \) denotes \( c(\pi_t) = c(t) \mathbb{1}(Z_{\pi} = t) \), where \( Z_{\pi} \in \{0, 1\} \) is a Bernoulli random variable of policy assignment: \( Z_{\pi} \sim \text{Bern}(\pi_1) \). Then, the (random) outcome for a given covariate with policy \( \pi \) is:
\[
c(\pi) = \sum_t c(\pi_t) = \sum_t c(t) \mathbb{1}(Z_{\pi} = t).
\]
The average treatment effect (ATE) of a policy \( \pi(\cdot) \) is then \( \mathbb{E}[c(\pi)] \), where the expectation is taken over the randomness of the covariates \( W \sim \mathcal{P} \), assignments induced by \( \pi \), and \( c \) conditional on realized treatment \( t \) and covariates.

2. Policy-dependent responses. Policy-dependent optimization solves a downstream stochastic linear optimization problem over a decision problem \( x \in \mathcal{X} \subseteq \mathbb{R}^m \) on the \( m \) units given a causal intervention policy. In particular, \( m \) represents the dimension of the downstream decision problem. Relative to the downstream decision problem, causal outcomes may enter either as uncertain objective coefficients (in \( c \)) or constraint capacities (in \( b \)).

Dimensionality of the responses. We consider two different asymptotic regimes: an out-of-sample, fixed-dimension, fixed-\( m \) regime and an in-sample, growing-dimension, growing-\( n \) regime. We formalize the former regime, the main focus of the paper, in the following assumption.

Assumption 6.2.1 (Out-of-sample, fixed-dimension regime). As \( n \to \infty \), the dimension of the optimization problem \( m \), given by a new draw of contexts \( \mathcal{D}_2 = \{W_i\}_{i=1}^m \) remains finite. The decision-dependent response on \( m \) units is measurable with respect to \( \mathcal{D}_2 \). Let \( c_i(\pi) \) be defined as \( \mathbb{E}[c(\pi(w)|w = W_i) \), we have that the policy value \( v^*_\pi \) is:
\[
v^*_\pi = \mathbb{E}[\min_x \{\sum_{i=1}^m c_i(\pi) x_i : Ax \leq b\}]. \tag{6.1}
\]

Assumption 6.2.1 defines our policy-dependent estimand in this regime. The expectation is taken over the randomness of the policy \( \pi \) and the randomness of the finite samples \( \{w_i\}_{i=1}^m \).

The main text focuses on statements in the regime of Assumption 6.2.1. Evaluating regret with respect to a fixed dimension is standard or implicit in the predictive optimization literature.\(^3\)\(^4\)

\(^3\)Throughout the text we focus on uncertainty in \( c \) for notational clarity; strong duality implies the same results hold for uncertainty in the constraint right-hand-side, \( b \). The decision is made conditionally on context information \( W \) but prior to realizations of potential outcomes, aka a policy-dependent response.

\(^4\)The predictive optimization literature instead views each dimension of the decision variable as a multivariate outcome; relative to that, our regime can be interpreted as the setting of a scalar-valued contextual response.
**Assumption 6.2.2** (In-sample, growing-dimension regime). As \( n \to \infty \), the limit of the objective function is an expectation over contexts.\(^5\) The estimand is:

\[
v^*_x = \mathbb{E}[\min_x \{ \mathbb{E}[c(\pi)x] : Ax \leq b \}] .
\]

(6.2)

Recall that a policy maps from covariates to a (probability of) treatment. Assumption 6.2.2 precisely takes an expectation over the two sources of randomness: the outer expectation is taken over the randomness of the policy, and the inner expectation is taken over the randomness of the covariates \( w \).

The limiting object in the growing-dimension regime is a “fluid limit” or asymptotic regime: informally we assume a meaningfully constrained optimization in the limit. We instantiate our framework in the following example.

**Example 6.2.3** (Min-cost bipartite matching). Our framework is precisely motivated by the practical challenges in causal inference tasks, where the problem of “policy dependent” optimizations pops up repeatedly. For instance, for price incentives in a matching market (such as a rideshare platform), the revenue/welfare outcome is not realized until the riders and drivers are matched under constraints. As another example, consider a manager wants to assign agents to different jobs, and assigning an agent to a job is associated with some cost. Our goal is to assign each agent to at most one job such that the overall cost is minimized. To incentivize the workers to complete the jobs, the company might want to provide some bonus to the agents. However, the overall efficiency and total payments are not realized until all the assignments are determined.

The above type of application can be modeled as a min-cost bipartite matching problem, which is well known to have a totally unimodular linear relaxation. Clearly, the agents (or riders) and the jobs (or passenger requests) form the two sides of nodes for the matching. The edge costs in the matching stand for the cost or payment for an agent to complete that job. A treatment \((T = 1)\) serves as intervention on the edge costs for that agent, and the covariates \( W \) could be any observable features of the agents, such as preferences, demographic information, etc. Given any allocation rule of the bonuses, the manager faces a downstream min-cost bipartite matching:

\[
\min_{x \in \{0,1\}^{|\mathcal{E}|}} \left\{ \sum_{e \in \mathcal{E}} c_e(\pi)x_e : \sum_{e \in \mathcal{N}(i)} x_e = 1, \forall i \in \mathcal{V} \right\} .
\]

(6.3)

Here \( \mathcal{N}(i) \) is the set of all edges contains node \( i \), the \( c_e \) are the edge costs, and \( x = \{x_e\}_{e \in \mathcal{E}} \) represents the matching where \( x_e = 1 \) means that edge \( e \) is selected.\(^6\)

In Section 6.11 we include an additional example of predictive risk optimization, beyond linear optimization, which requires a different estimation strategy.

---

\(^5\)Assume the constraint \( b \) scales with \( n \) in a meaningful problem-dependent way so that constraints are neither all slack nor infeasible in the limit.

\(^6\)In the later analysis we use the linear relaxation with \( x_e \in [0,1] \) (continuous interval). For bipartite matching because of total unimodularity the linear relaxation is tight and equivalent to integral formulation.
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3. Policy optimization with policy-dependent responses. Putting together the pieces of the previous subsections, the off-policy optimization over candidate policies \( \pi \in \Pi \) is:

\[
\min_{\pi \in \Pi} \min_{x \in X} \left\{ \sum_{i=1}^{m} c_i(\pi) x_i : Ax \leq b \right\},
\]

(6.4)

where \( m \) represents the dimension of the decision problem (e.g., the number of edges in Example 6.2.3), and \( x \) denotes the whole response vector \( \{x_i\}_{i \in [m]} \).

We illustrate this framework by revisiting our examples.

Example 6.2.4 (Policy optimization for Example 6.2.3, min-cost matching). In the min-cost bipartite matching example, the optimal assignments with a given policy \( \pi \) can be solved via the linear program in Equation (6.3). Suppose that we want to find the best intervention policy which gives the lowest matching cost. Then, the policy optimization problem is:

\[
\min_{\pi \in \Pi} \min_{x \in X} \left\{ \sum_{e \in E} c_e(\pi) x_e : \sum_{e \in N(i)} x_e = 1, \forall i; x_e \geq 0, \forall e \right\},
\]

where \( \Pi \) denotes the set of all policies that are of interest.

6.3 Problem description: optimization bias

We focus on off-policy evaluation in view of the downstream optimization over the decision variables \( x = \{x_i\}_{i \in [m]} \). We first discuss plug-in estimation approaches without causal adjustment to introduce the challenge of optimization bias in this regime. We then discuss causal estimation in Section 6.4.

From estimation bias to optimization bias. Denote \( \mu_t(w) = \mathbb{E}[c(t) \mid W = w] \) as the conditional outcome mean of the population with treatment \( t \) and covariates \( w \). We consider “predict-then-optimize” approaches which learn some \( \hat{\mu}_t(w) = \mathbb{E}[c \mid W = w, T = t] \) and optimize with respect to it, so that our estimator is:

\[
\hat{v}_\pi = \min_{x \in X} \left\{ \sum_{i=1}^{m} \sum_{t \in \{0,1\}} \pi_t(w_i) \hat{\mu}_t(w_i) x_i : Ax \leq b \right\}.
\]

Note that due to the estimation and minimization step, \( \hat{v}_\pi \) is not an unbiased estimator for \( v_\pi^* \). Define the overall error of \( \hat{v}_\pi \) with respect to the target estimand of Equation (6.1) as:

\[
\text{err} = v_\pi^* - \mathbb{E} [\hat{v}_\pi].
\]

We decompose the overall error into two parts: the estimation bias of the plug-in estimator, and the optimization bias. Denote \( \tilde{v}_\pi \), the best-in-class feasible estimate using the true conditional expectations \( \mu_t^* \):

\[
\tilde{v}_\pi = \min_{x \in X} \left\{ \sum_{i=1}^{m} \sum_{t \in \{0,1\}} \pi_t(w_i) \mu_t(w_i) x_i : Ax \leq b \right\}.
\]

Then, the estimation and optimization biases are:

(by triangle inequality, \(|\text{err}| \leq |\text{bias}_{\text{est}}| + |\text{bias}_{\text{opt}}|\))

\[
\text{bias}_{\text{est}} = \mathbb{E}[\hat{v}_\pi] - \mathbb{E}[\tilde{v}_\pi], \quad \text{bias}_{\text{opt}} = v_\pi^* - \mathbb{E}[\tilde{v}_\pi].
\]
Table 6.1: Summary of regimes and estimation properties. The main text provides methods for Assumption 6.2.1. Additional structural restrictions permit extensions for Assumption 6.2.2.

**In-sample estimation bias due to optimization.** It is well known that in-sample estimation of the value of optimization problems is biased; e.g., \( \hat{v} \) is a biased estimate for the true objective value \( v_\pi^* \) due to optimization. Ito et al. [121] studies a bias correction for affine linear objectives with an unbiased estimate of a parameter \( \theta \). To understand the source of the bias due to optimization, observe that clearly \( \sum_{i=1}^{m} \mu_t(w_i)x_i \geq \min_x \sum_{i=1}^{m} \mu_t(w_i)x_i \).

The inequality remains valid when evaluating expectations over training datasets so that \( \mathbb{E}[\sum_{i=1}^{m} \mu_t(w_i)x_i] \geq \mathbb{E}[\min_x \sum_{i=1}^{m} \mu_t(w_i)x_i] \). Noting that the RHS is the true objective \( v_\pi^* \), we obtain in general the well-known optimistic bias, that \( \mathbb{E}[\tilde{v}_\pi] \geq v_\pi^* \).

In the policy evaluation setting, our estimates converge to the LHS, \( \tilde{v}_\pi \), so that our estimator \( \hat{v}_\pi \) is in general a biased estimate of the decision-dependent policy value even if we obtain unbiased estimates of the cost coefficient.

### 6.4 Causal estimation with policy-dependent responses

In this section we present an estimation approach building upon a perturbation method that adjusts for the aforementioned optimization bias. We summarize tradeoffs among estimation strategies in different regimes in Table 6.1 and possible extensions and additional structure in Section 6.10.

**Estimating causal effects: estimation bias**

**Assumption 6.4.1** (Ignorability, overlap, SUTVA). For all \( t, c(t) \perp \perp T \mid W \). The evaluation policy is absolutely continuous with respect to treatment probabilities in the training dataset. Assume the stable unit treatment value assumption.

**Confounding-adjusted plug-in estimators.** In general, plug-in estimation of \( \hat{\mu}_t(W) \) does not admit unbiased predictions because of selection bias and model misspecification. Existing importance-sampling based estimators, e.g. the inverse propensity weighting (IPW)
estimator and the doubly-robust augmented inverse probability weighting (AIPW) uses the propensity score to adjust confounding, under Assumption 6.4.1. Note importance sampling cannot directly be applied in our main regime of interest with out-of-sample evaluation as in Assumption 6.2.1, see Section 6.8 for a detailed overview.

We depart from previous work in off-policy evaluation, in view of the optimization bias adjustment (detailed in the next section), and study estimation methods that are plug-in estimates for OPE:

\[ E[c(\pi)] = \sum_t E[\pi_t(W)\hat{\mu}_t(W)], \]

for some outcome model \( \hat{\mu} \) that is confounding-adjusted.

Note that IPW/AIPW-type estimators cannot be applied in the out-of-sample regime of Assumption 6.2.1. However, we may obtain out-of-sample risk bounds on the decision regret in this regime by virtue of out-of-sample generalization risk bounds on the generated regressors. We include more detailed discussion in Appendix 6.10.

**Weighted direct method (WDM).** Outcome regression, learning \( \hat{\mu}_t(W) = E[c \mid T = t, W] \) directly from \( D_1 \), is sometimes called the direct method. However, when \( \hat{\mu} \) is a misspecified regression model such a method incurs bias. Nonetheless, re-weighting the estimation \( \hat{\mu} \) (maximum likelihood, empirical risk minimization) by the inverse probability weights \( 1/e \) is known to adjust for the covariate shift; by a similar argument as that of \([45, 196, 215]\). We call this approach weighted direct method (WDM), which solves:

\[ \hat{\mu}_{WDM} \in \arg \min \mu \ E\left[ \frac{(T=1)}{e_t(W)} (c - \mu_t(W))^2 \right]. \tag{6.5} \]

**Doubly-robust direct method (GRDR).** We also consider an approach that achieves doubly-robust estimation of the treatment-effect due to Bang and Robins \([25]\). \([\text{See also} 192, 205]\). This approach has been used for CATE estimation \([50, 195]\). The inverse propensity score reweighted treatment indicator is added as a covariate in the model, inducing coefficients \( \epsilon_0, \epsilon_1 \). Define

\[ \hat{\mu}_{GRDR} = \mu(W) + \epsilon_1(T/e_1(W)) + \epsilon_0((1 - T)/e_0(W)). \]

Optimizing over \( \hat{\mu} \) by (nonlinear) least-squares yields the following first-order optimality conditions for \( \theta_{GRDR} = [\hat{\theta}, \epsilon_1, \epsilon_0] \):

\[ E[(c - \hat{\mu})\nabla_{\theta}\hat{\mu}] = 0, E[(c - \hat{\mu})(T/e_1(W))] = 0, E[(c - \hat{\mu})(1 - T)/e_0(W))] = 0. \tag{6.6} \]

Bang and Robins \([25]\) show that the first-order optimality conditions ensure that plug-in estimation of an average treatment effect with the model is equivalent to AIPW, hence doubly-robust. Because it is designed primarily for estimation of the ATE, its use as an outcome predictor is more speculative. Although one can verify that its output is covariate-conditionally equivalent to CATE in expectation, and one can use this fact to again regress upon the pseudooutcomes, this final procedure would require re-verifying asymptotic convergence; we don’t outline those arguments here. We include further discussion on the different estimation interpretations of GRDR in the two regimes in Appendix 6.10.
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Estimating the decision-dependent estimand

Our procedure is adapted from the perturbation method of Ito et al. [121] which we describe here for completeness; we extend it from linear to nonlinear predictors. The method of Ito et al. [121] focuses on one parameter that we denote \( \xi = [\theta, \gamma] \), where we assume as outlined in Assumption 6.4.4 that it encompasses parameters of the outcome and propensity model (respectively). Define the policy-induced outcome model, \( \mu_\pi(w) = \sum_t \pi_t(w)\mu_t(w) \), the estimation error \( \delta = \hat{\xi} - \xi^* \), and the (parametrized) optimal solution at a given predictive model \( x(\xi) \). The perturbation method is motivated by a finite-difference approximation to the optimization bias induced by estimation error \( \delta \). Define the auxiliary functions given a scalar \( \epsilon \) parametrizing the direction of \( \delta \):

\[
\eta(\epsilon) = \mathbb{E}_\delta \left[ \sum_{i=1}^m x(\xi^* + \epsilon \delta)\pi(W; \xi^*) \right], \quad \phi(\epsilon) = \mathbb{E}_\delta \left[ \sum_{i=1}^m x(\xi^* + \epsilon \delta)\pi(W; \xi^* + \epsilon \delta) \right].
\]

We require regularity conditions for derivatives of these functions to exist:

**Assumption 6.4.2** (Perturbation method assumptions). (i) The optimal solution \( x(\xi) \) is unique. (ii) \( \hat{\xi} \) is an unbiased estimator of \( \xi^* \).

We generalize Prop. 3 of Ito et al. [121] for nonlinear models.

**Proposition 6.4.3.** We have \( \eta(\epsilon) = \phi(\epsilon) - \epsilon \phi'(\epsilon) + O(\epsilon^2) \).

The plug-in estimated optimal value \( \hat{v}_\pi \) unbiasedly estimates \( \phi(1) \). Note \( \phi'(1) \) is equivalent to the value of the bias. The perturbation method estimates \( \phi'(1) \) by \( (\phi(1+h) - \phi(1))/h \) for some small \( h \).

It remains to estimate \( \phi(1+h) \). First we obtain \( s \) samples of the perturbed parameter \( \hat{\xi}_h = \xi^* + (1+h)\delta \), denoted as \( \{\hat{\xi}_h^{(j)}\}_{j=1}^s \). Each replicate of \( \hat{\xi}_h^{(j)} \) leads to an optimization estimate \( \hat{v}^{(j)} = \min_x \sum_{i=1}^m x_i\hat{\mu}_\pi(w_i, \hat{\xi}_h^{(j)}) \). The debiased estimator is:

\[
\rho_h = \hat{v}(0) - \frac{1}{h}(\hat{v}(0) - \frac{1}{s} \sum_{j=1}^s \hat{v}^{(j)}).
\]

Our Proposition 6.4.3 then implies asymptotic unbiasedness (cf. Prop. 4 of Ito et al. [121]) so that \( \lim_{h \to 0} \mathbb{E}[\rho_h] = \mathbb{E}[\min_x \sum_{i=1}^m x_i\hat{\mu}_\pi(w_i, \xi^*)] \). We summarize the method in Algorithm 11.

**Asymptotic variance of estimation methods.** We discuss the asymptotic variance of the weighted direct method and GRDR via classical asymptotic analysis of generated regressors (specifically, stacked estimation equations of GMM) [177]. We summarize this framework in Section 6.8 for completeness and include the main result here that we invoke.\(^7\)

\(^7\)Asymptotic normality of these approaches is taken as given in Bang and Robins [25], Cao et al. [45] and so we include these statements for completeness. For exposition and context of Donsker-type conditions in semiparametric inference, see Kennedy [134] or other references.
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Algorithm 11 Perturbation method, Alg. 2 of [121])

1: **Input:** Estimation strategy \( \diamond \in \{ \text{WDM, GRDR} \}; \ h: \) finite different parameter; \( \pi: \) policy.
2: Estimate \( \hat{\xi}_o = [\hat{\theta}_o, \hat{\gamma}_o] \) for \( \mu^o \) from \( \mathcal{D}_1 \)
3: \( \hat{v}^{(0)} \leftarrow \min_{x \in X} \sum_{i=1}^{m} x_i \sum_{t \in \{0,1\}} \pi_t(w_i) \hat{\mu}_t^i(w_i; \hat{\xi}_o) \)
4: Generate \{\( \xi^{(j)}_o \}_{j=1}^{s}\): if by parametric bootstrap, learn \( \hat{\xi}^{(j)}_o \) from \( \frac{N}{(1 + h)^2} \) samples randomly chosen from \( \mathcal{D}_1 \) with replacement.
   Otherwise if using \( \hat{\Sigma} \), estimator of asymptotic variance of \( \xi \), approximate the distribution of \( \xi^* + (1 + h)\delta \). Add \( \hat{\xi} \) to \( \hat{\theta} \) where \( \hat{\delta} \sim N(0, \frac{(1 + h)^2 - 1}{N}\hat{\Sigma}) \). Then set \( \hat{\xi}^{(j)}_o = \hat{\xi} + \hat{\delta}_j \).
5: for \( j = 1, \ldots, S \): do
6: \( \hat{v}^{(j)} \leftarrow \min_{x \in X} \sum_{i=1}^{m} x_i \sum_{t \in \{0,1\}} \pi_t(w_i) \hat{\mu}_t^i(w_i; \hat{\xi}^{(j)}_o) \).
7: end for
8: Output \( \rho_h = \hat{v}_0 - \frac{1}{h}(\hat{v}^{(0)} - \frac{1}{s} \sum_{j=1}^{s} \hat{v}^{(j)}) \).

Assumption 6.4.4 (Estimators via GMM with generated regressors). Suppose the propensity score \( e \) and outcome model \( \mu \) are indexed by true parameters \( \gamma^*, \theta^* \) that solve the respective estimating equations \( \mathbb{E}[h(W; \gamma^*)] = 0, \ \mathbb{E}[g(W, \theta^*, \gamma^*)] = 0 \). The functions \( e_t(w), \mu_t(w) \) are in a Donsker class.

Remark 6.4.5 (Strength of assumptions). **Algorithm 11** requires both unbiased and asymptotically normal predictions—stronger conditions than merely inference on the ATE. The Donsker assumption preserves asymptotic normality with generated regressors. The framework allows for nonparametric estimation via linear sieves (but not some high-dimensional regimes; see Ackersberg et al. [3]).

Theorem 6.4.6 (Thm. 6.1, eq. 6.12 of Newey and McFadden [177]). Suppose Assumption 6.4.4 holds. Let \( \mathcal{G}_\alpha, \mathcal{G}_\theta, \mathcal{H} \) denote the Jacobian matrices of partial derivatives of the moment conditions \( g, h \) with respect to the respective parameters, i.e. \( \mathcal{G}_\gamma = n^{-1} \sum_{i=1}^{n} \nabla_{\gamma} g(w_i, \hat{\theta}, \hat{\gamma}) \).
Let \( \hat{V}_\gamma = (\hat{\mathcal{H}}^{-1} \hat{h}_i)(\hat{\mathcal{H}}^{-1} \hat{h}_i)^T \). Then an estimator of the asymptotic variance is:
\[
\hat{V}_\theta = \mathcal{G}_\theta^{-1}(n^{-1} \sum_{i=1}^{n} \mathcal{g}_i \mathcal{g}_i^T)(\mathcal{G}_\theta^{-1})^T + \mathcal{G}_\theta^{-1} \hat{V}_\gamma \mathcal{G}_\gamma \mathcal{G}_\gamma^T (\mathcal{G}_\theta^{-1})^T.
\]

Since \( \hat{V}_\gamma \) depends only on the specification of the propensity score, to completely specify the asymptotic variance for the above formula we state the mixed terms \( \mathcal{G}_\gamma, \mathcal{G}_\theta \).

Proposition 6.4.7 (Asymptotic normality of WDM). Let \( e_t(w), \mu_t(w) \) satisfy Assumption 6.4.4 with the moment condition \( g_t(W, \theta, \gamma) = e_t(W; \gamma)^{-1}(c - \mu_t(W; \theta))^2 \) and \( g = [g_0, g_1] \). Then
\[
\mathcal{G}_\gamma = \begin{bmatrix}
\mathbb{E}_n[2T(c - \mu(W; \theta))^2 \frac{\partial}{\partial \beta_0}(e_t^{-1}(W; \gamma)) \frac{\partial}{\partial \beta_2}]
\mathbb{E}_n[2(1-T)(c - \mu(W; \theta))^2 \frac{\partial}{\partial \beta_0}(e_t^{-1}(W; \gamma)) \frac{\partial}{\partial \beta_2}]
\end{bmatrix}.
\]
Algorithm 12 Subgradient method for policy optimization

1: Input: step size \( \eta \), linear objective function \( f \).

2: for \( j = 1, 2, \ldots \) do
3: At \( \varphi^k \), obtain a subgradient in subdifferential \( \mathcal{S}^*(\pi^k_\varphi) = \{ x^* : f(x^*; \pi^k_\varphi) = \min_x f(x; \pi^k_\varphi) \} \)
4: Compute subgradient \( \nabla_{\varphi} (\min_x f(x; \pi^k_\varphi)) \leftarrow \nabla_{\varphi} f(x^*; \pi^k_\varphi) \)
5: Update subgradient step: \( \varphi^{k+1} \leftarrow \varphi^k - \eta \nabla_{\varphi} (\min_x f(x; \pi^k_\varphi)) \)
6: end for

These formulas are generally computable from standard output of optimization solvers for nonlinear least squares: gradients and Hessians. In practice, using the parametric bootstrap may be simpler at a higher computational cost.

Optimizing Causal Interventions

Algorithm 11 provides estimation for a fixed policy. We now discuss how to optimize over policies; e.g., implementing the outer optimization over policies \( \min_{\pi \in \Pi} \) in Equation (6.4). We focus on the case where the policy \( \pi_t(w) \) is parametrized by and differentiable in a parameter \( \varphi \in \Psi \). For example, for the logistic policy parameterization, \( \pi_t(w) = \text{sigmoid}(\varphi^T w) \). We consider a robust subgradient method, based on Danskin’s theorem, detailed in Algorithm 12. Such an approach is a common heuristic used in adversarial machine learning.

We solve the inner optimization problem to full optimality in line 3 and take (sub)gradient steps for the outer optimization. We evaluate (sub)gradients of the inner optimization solution in line 3 by evaluating the gradient of the objective with respect to \( \varphi \), fixing the inner optimization variable \( x^* \). Danskin’s theorem implies that \( \nabla_{\varphi} \) is a subgradient [60]. The inner minimization can be solved via a linear optimization oracle for any fixed choice of policy. This use of the linear optimization oracle can be beneficial when special problem structures, such as matching and network flows, may also admit readily-available algorithmic solutions to full optimization.

The perturbation method is compatible with our optimization procedure because the bias-adjusted perturbation estimated from Algorithm 11 is affine in the optimization problems corresponding to each parameter replicate. Hence, run Algorithm 11 with an expanded linear objective over the \( s \)-product space \( x' \in \mathcal{X}^s \) where \( f(\tilde{x}, \pi) = \tilde{v}^{(0)}(\tilde{x}_0) - \frac{1}{s} (\tilde{v}^{(0)}(\tilde{x}_0) - \frac{1}{s} \sum_{j=1}^{s} \tilde{v}^{(j)}(\tilde{x}_j)) \).

So, re-optimize \( \tilde{x}^*_j \in \arg \min_{x \in \mathcal{X}} \sum_{i=1}^{m} x_i \hat{\mu}^\pi (w_i; \xi^{(j)}) \) and apply Danskin’s theorem to each optimization problem in the sum over \( \tilde{v}^{(j)} \) comprising \( f(x', \pi) \). In fact, though adversarial machine learning focuses on min-max rather than our min-min optimization problem, this particular approach is simply subgradient descent on a nonconvex function (the solution to the inner optimization).
6.5 Experimental evaluations

Since real data suitable for both policy evaluation and downstream optimization is unavailable, we focus on synthetic data and downstream bipartite matching. We first illustrate estimation properties of the different approaches before showing the improvement obtained via policy optimization. Though we are not aware of prior approaches that are directly comparable for optimizing causal policy with a downstream optimization-dependent response, we include more comparisons to nonparametric estimators (e.g. causal forests [212]), and full implementation details.

1. Causal effect estimation. First, we investigate and illustrate the properties of different estimators. We generated dataset $D_1 = \{(W,T,c)\}$ with covariate $W \sim \mathcal{N}(0,1)$, confounded treatment $T$, and outcome $c$. Treatment is drawn with probability

$$
\pi^b_t(W) = (1 + e^{-\varphi_1 W + \varphi_2})^{-1}
$$

, $\varphi_1 = \varphi_2 = 0.5$. The true outcome model is given by a degree-2 polynomial,\(^8\)

$$
c_t(w) = poly_\theta(t, w) + \epsilon
$$

, where $\epsilon \sim \mathcal{N}(0, 1)$. In Figure 6.1a and 6.1b, we illustrate the (covariate-conditional) estimation error of the three estimators. In the mis-specified setting that induces confounding, the outcome model is a vanilla linear regression over $W$ without the polynomial expansion. The direct method results in more bias under mis-specification, while WDM and GRDR are robust as expected.

\(^8\)If not stated otherwise we spread the coefficients as $poly_\theta(t, w) = (1, w, t, w^2, wt, t^2) \cdot ([5, 1, -1, 2, 2, -1])^T$. Additional supporting experiments under other nonlinear data-generating processes are in Appendix 6.12.
2. Policy evaluation. We compare the perturbation method (Algorithm 11) with three different estimators (direct, WDM, and GRDR). In both the well-specified / mis-specified model setting, we evaluate the mean-squared-error (MSE) of the estimated policy value with the three estimators, where the MSE is computed with regard to the ground-truth outcome model. Training data size $n$ increases from 500 to 2000 samples. We scaled the MSE down by the number of edges (a constant) and computed the MSE in terms of the averaged cost per edge in the matching.

For the policy-dependent optimization, we evaluate a min-cost bipartite matching problem, where the causal policy intervene on the edge costs (as detailed in Example 6.2.3). Specifically, the bipartite graph contains $m = 500$ left side nodes $W_1, \ldots, W_m$, and $m' = 300$ right side nodes. The policy $\pi_t$ applies treatments to the left side nodes and the outcome is the edge cost of edges with that node. While we grow the training data size, we fixed $m, m'$ (with $m > m'$) and evaluate over ten random draw of train/test data for each value of $n$. Figure 6.2 plots the results. When there is mis-specification, even a large training dataset cannot bring bias correction for the direct method, where both WDM and GRDR enjoy smaller and decreasing MSE.

We also conduct an ablation study for the corresponding performance in the mis-specified setting (i.e., no bootstrapping in Alg. 11). Results indicate that the perturbation method is helpful for MSE reduction for both WDM and GRDR. We further conduct evaluations with different bootstrap replicates’ sizes, and the above conclusions remain robust for different replicate sizes (additional results in Appendix 6.12).

3. Policy optimization. Lastly, we integrate the policy evaluation and the sub-gradient method (Alg 12) to conduct policy optimization. At each iteration of Alg 12, the perturbation algorithm (Alg 11) and one of the three different estimation methods are applied to evaluate
the policy objective. We consider a logistic policy \( \pi_t(W) = \text{sigmoid}(\varphi_1 \cdot W + \varphi_2) \). To study the convergence and the effectiveness of the subgradient algorithm for minimization, we fix a test set and perform subgradient descent over 60 iterations for each run. We average the policy values at each iteration over ten runs, where in each run we generate a random set of training data and a random initialization of the starting policy.

We compare to the oracle estimator using the ground truth outcome model (Oracle OPT). Results are presented in Figure 6.3. Again, WDM and GRDR quickly converge to the oracle estimation, while the large bias of the direct method leads to poor policy optimization. We further evaluate the impact of average random selected initial policies to the performance, and compared Figure 6.3 with the results using a fixed initial policy. We observe that in this relatively low-dimensional example, the policy value converges to estimation-oracle-optimal after a few iterations (additional results and full training details in Appendix 6.12).

### 6.6 Conclusion and future directions

We studied a new framework for causal policy optimization with a policy-dependent optimization response. We proposed evaluation algorithms and analysis to address the fundamental challenge of an additional optimization bias. Simulations for both the policy evaluation and optimization algorithms demonstrate the effectiveness of this approach. Interesting further directions include studying individual fairness of optimal allocations in applications such as school assignments or job matching, and/or computational improvements to the policy optimization algorithms.

### 6.7 Appendix: Further related works and comparisons

Other variants of off-policy evaluation and optimization with global dependence on the population. There is also a line of work on off-policy evaluation, for example evaluating policies by non-average functionals over populations (median [148], quantile [46, 182]); but estimation crucially depends on specific reformulations based on problem structure. These functionals are typically risk deviations and reformulated in relation to estimation of quantiles rather than generic optimization formulations. In contrast, our debiasing is more general and independent of the functional form of the risk deviation beyond the second-stage problem being a stochastic linear optimization problem. However, risk deviations typically lead to min-max problems, while our formulation has aligned objective functions of treatment and response and is inherently a partial optimization of a nonconvex problem, hence a min-min problem.

Such min-max formulations also appear in sensitivity analysis and approaches to unobserved confounding via min-max robustness [125, 127] and similar algorithms for policy optimization appear there. However, the formulation of this work focuses specifically on
generic optimization problems in a different conceptual setting. Estimation is quite different due to the requirement of compatibility of estimation and a perturbation approach.

Our focus on the downstream global system response bears a distant conceptual resemblance to interference [117], but is fundamentally very different: we require the causal response satisfies the stable unit treatment value assumption (SUTVA), while the source of interaction across units (analogous to the exposure mapping) is completely known to and under the control of the decision-maker.

Lastly, recent work develops specialized estimation more closely using the structure of economic systems, such as marketplace interference [151] or mean-field equilibrium [169, 213]. This work is often closely coupled with the application structure. Our use of policy-dependent structure is coarse, considering only a generic linear optimization response and in turn adjusting for the introduced optimization bias.

**Decision-dependent classifier shift.** Our last example of estimating decision-dependent predictive loss is broadly motivated by decision-dependent distribution shifts but focuses on settings with distinct treatments, rather than other frameworks where a classifier is a treatment studying model-based or utility-model based approaches [109, 180].

**Structured prediction.** Finally, although there is extensive work on structured prediction in machine learning, our framework is very different: while structured prediction maps contextual inputs to the space of complex outputs (the space of network flows, matchings; the optimization decision vector), our data environment consists of contexts and separable, unit-dependent outcomes.

### 6.8 Appendix: Additional details for estimation

#### Preliminaries

**Adjusting for confounding: IPW and AIPW.** In general, plug-in estimation of $\hat{\mu}_t(W)$ does not admit unbiased predictions because of selection bias and model misspecification. A key object that adjusts for selection bias is the

*propensity score:* $e_t(W) = \mathbb{P}(T = t \mid W)$.

Although importance sampling cannot directly be applied in our main regime of interest with out-of-sample evaluation as in Assumption 6.2.1, we introduce key properties which can be used to debias outcome models. (See Section 6.10 for discussion of an alternative in-sample OPE regime).

*Inverse propensity weighting (IPW)* transforms treatment-conditional expectations to the population expectation—by iterated expectations and Assumption 6.4.1 (ignorability), we have:

$$
\sum_t \mathbb{E} \left[ \mathbb{E} \left[ \frac{\mathbb{I}[Z_\pi = t]}{e_t(W)} \mid W \right] \right] = \sum_t \mathbb{E} \left[ \frac{\mathbb{I}[Z_\pi = t]}{e_t(W)} \right] = \sum_t \mathbb{E}[c(\pi_t)] = \mathbb{E}[c(\pi)]. \quad (6.7)
$$
In general, doubly-robust augmented inverse probability weighting (AIPW) estimation improves the variance when both models are well-specified and achieves overall unbiasedness under unbiasedness of either outcome or propensity:

\[
\sum_t E\left[\pi_t(W)I[Z_t = t]\left(\frac{1}{P_t(W)}(c - \mu_t(W)) + \mu_t(W)\right)\right] = E[c(\pi)].
\]

### 6.9 Appendix: Proofs

**Asymptotic variance of two-step estimation via GMM asymptotic variance** We first recall a general framework for deriving asymptotic variance with generated regressors as discussed in [177]. This section is summarized from the presentation in there to keep derivations self-contained.

We focus on the approach based on the asymptotic variance for GMM, viewing the nuisance estimations as “stacked” moment equations for \(\hat{\theta}\) (second-stage estimate) and \(\hat{\gamma}\) (the first-stage estimation). Then, applying blockwise inversion to the GMM asymptotic variance obtains the asymptotic variance of the (parameter) vector, \(\begin{bmatrix} \theta \\ \gamma \end{bmatrix}\) in terms of the first component (top left block).

Stack the moment equations for \(\hat{\theta}, \hat{\gamma}\) to get:

\[
E[g(W, \theta_0, \gamma_0)] = 0,
E[h(W, \gamma_0)] = 0.
\]

Note adaptivity occurs iff \(G_{\gamma} = \nabla_{\gamma} E[g(W, \theta_0, \gamma_0)] = 0\).

Define the following sample Jacobians of moment conditions with respect to the parameters:

\[
\hat{G}_{\theta} = n^{-1} \sum_{i=1}^{n} \nabla_{\theta} g(w_i, \hat{\theta}, \hat{\gamma}), \quad \hat{G}_{\gamma} = n^{-1} \sum_{i=1}^{n} \nabla_{\gamma} g(w_i, \hat{\theta}, \hat{\gamma}), \quad \hat{H} = n^{-1} \sum_{i=1}^{n} \nabla_{\gamma} h(w_i, \hat{\gamma}).
\]

For short introduce notation for the empirical moments \(\hat{g}_i, \hat{h}_i\):

\[
\hat{g}_i = g(w_i, \hat{\theta}, \hat{\gamma}), \quad \hat{h}_i = h(w_i, \hat{\gamma}),
\]

so that we can define the sample second moment matrix \(\hat{\Omega}\) as follows:

\[
\hat{\Omega} = n^{-1} \sum_{i=1}^{n} (\hat{g}_i, \hat{h}_i)^\top (\hat{g}_i, \hat{h}_i).
\]

The estimator for asymptotic variance is given by:

\[
\hat{V} = \left[\begin{array}{cc} \hat{G}_{\theta} & \hat{G}_{\gamma} \\ 0 & \hat{H} \end{array}\right]^{-1} \hat{\Omega}^{-1} \left[\begin{array}{cc} \hat{G}_{\theta} & \hat{G}_{\gamma} \end{array}\right]^{-1}.
\]
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\[
\begin{bmatrix}
\hat{G}_\theta^{-1} & -\hat{G}_\theta^{-1} \hat{G}_\gamma \hat{H}^{-1} \\
0 & \hat{H}^{-1}
\end{bmatrix} \Theta \begin{bmatrix}
\hat{G}_\theta^{-1} & -\hat{G}_\theta^{-1} \hat{G}_\gamma \hat{H}^{-1} \\
0 & \hat{H}^{-1}
\end{bmatrix}.
\]

If the moment functions are uncorrelated then the first-step estimation increases the second-step variance. We may obtain a simplification as follows. Let \( \hat{\phi}_i = -\hat{H}^{-1} \hat{h}_i \). Then the upper left block is

\[
\hat{V}_\theta = \hat{G}_\theta^{-1} \left[ n^{-1} \sum_{i=1}^{n} \{ \hat{g}_i + \hat{G}_\gamma \hat{\psi}_i \} \{ \hat{g}_i + \hat{G}_\gamma \hat{\psi}_i \}' \right] \hat{G}_\theta^{-1}.
\]

For \( \hat{V}_\gamma = n^{-1} \sum_{i=1}^{n} \hat{\phi}_i \hat{\phi}_i' \), an asymptotic variance estimator for \( \hat{\theta} \) is

\[
\hat{V}_\theta = \hat{G}_\theta^{-1} \left[ n^{-1} \sum_{i=1}^{n} \{ \hat{g}_i \hat{g}_i' \} \{ \hat{G}_\gamma^{-1} \} + \hat{G}_\theta^{-1} \hat{G}_\gamma \hat{G}_\gamma^{-1} \hat{G}_\gamma' \right].
\]

Outcome regressions with generated regressors

In the appendix we also discuss an approach based on GRDR.

**Proposition 6.9.1** (Asymptotic normality of GRDR). Let \( e_t(w), \mu(w) \) satisfy Assumption 6.4.4 with the moment condition for \( \mu \) given by Equation (6.6). Then

\[
\hat{G}_\gamma = \left[ \begin{array}{c}
\mathbb{E}_n [2(\epsilon_1(W; \gamma)) + \epsilon_0(\hat{G}_\gamma^{-1}(W; \gamma))] \frac{\partial e}{\partial \gamma} \\
- \mathbb{E}_n [2(c - \mu(W; \theta))(\hat{G}_\gamma^{-1}(W; \gamma))] \\
- \mathbb{E}_n [2(1 - T)(c - \mu(W; \theta)) \frac{\partial e}{\partial \theta}]
\end{array} \right].
\]

Proof of Proposition 6.4.7.

\[
\mathbb{E}_n [\nabla g(W; \theta)] = \mathbb{E}_n \left[ T(\frac{\partial e}{\partial \gamma})^{-1} : 2(c - \mu(W; \theta)) \frac{\partial \mu}{\partial \theta} \right].
\]

**Proof of Proposition 6.9.1**, GRDR, [25]. The stacked estimation equations are as follows, for the parameters \([\gamma, \theta, \epsilon_1, \epsilon_0]\):

\[
- \mathbb{E} \left[ 2(T - e_T(W; \gamma)) \frac{\partial e}{\partial \gamma} \right] = 0,
- \mathbb{E} \left[ 2(c - \tilde{\mu}(W; \theta)) \frac{\partial \mu}{\partial \theta} \right] = 0,
- \mathbb{E} [2T(c - \tilde{\mu}(W; \theta) e_1^{-1}(W; \gamma))] = 0,
- \mathbb{E} [2(1 - T)(c - \tilde{\mu}_0(W; \theta) e_0^{-1}(W; \gamma))] = 0
\]
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and the Jacobian of partial derivatives is:

\[
G_\gamma = \begin{bmatrix}
    \mathbb{E}[2(\epsilon_1(\frac{\partial}{\partial \gamma}e_1^{-1}(W; \gamma))) + \epsilon_0(\frac{\partial}{\partial \gamma}e_0^{-1}(W; \gamma)))\frac{\partial \mu}{\partial \theta}]
    \
    - \mathbb{E}[2(c - \mu(W; \theta))T(\frac{\partial}{\partial \gamma}e_1^{-1}(W; \gamma))]
    \
    - \mathbb{E}[2(c - \mu(W; \theta))(1 - T)(\frac{\partial}{\partial \gamma}e_0^{-1}(W; \gamma))]
\end{bmatrix}.
\]

Nonlinear Generalization of Perturbation Method

Preliminaries. We include the proof for completeness. It is the same argument of Ito et al. [121] with the addition of linear expansions of the nonlinear model \(\mu\) around the parameter \(\xi\).

Let \(\mu\) denote a generic prediction model which may depend nonlinearly upon its parameter \(\xi\). Define for our context the true-optimal-decision \(x^*(\xi^*)\), and sample-optimal-decision \(\hat{x}(\hat{\xi})\):

\[
x^* \in \arg \max \sum_{i=1}^{m} \mu^*(W_i; \xi^*)x_i,
\]

\[
\hat{x} \in \arg \max \sum_{i=1}^{m} \mu(W_i; \hat{\xi})x_i.
\]

Define the auxiliary functions \(\eta, \phi\) evaluated along paths indexed by \(\epsilon\):

\[
\eta(\epsilon) = \mathbb{E}_\delta \left[ \sum_{i=1}^{m} x(\xi^* + \epsilon \delta)\mu(W_i; \xi^*) \right],
\]

\[
\phi(\epsilon) = \mathbb{E}_\delta \left[ \sum_{i=1}^{m} x(\xi^* + \epsilon \delta)\mu(W_i; \xi^* + \epsilon \delta) \right].
\]

We focus on the case exclusively where the function \(f\) of interest is affine, i.e. so that \(f(z^*, \xi^*) = \sum_{i=1}^{m} z_i^* g(\xi^*; X_i)\).

Proof of Proposition 6.4.3. Let \(\xi^*_\epsilon = \xi^* + \epsilon \delta\). First, we will show

\[
\eta(\epsilon) - \phi(\epsilon) = \epsilon \mathbb{E}_\delta \left[ \sum_{i=1}^{m} \hat{x}_i(\nabla_{\xi} \mu) \bigg| \delta \right] + O(\epsilon^2).
\]

(6.8)

and then that \(\epsilon \phi'(\epsilon)\) equals the right-hand-side of the above.

Step 1 (Showing Equation (6.8)):

Expand the definition of \(\eta, \phi\) and apply a Taylor expansion of \(\mu(W_i; \xi^* + \epsilon \delta)\) from \(\mu(W_i; \xi^*)\).

\[
\eta(\epsilon) - \phi(\epsilon) = \mathbb{E}_\delta \left[ \sum_{i=1}^{m} \left( \hat{x}_i \mu(W_i; \xi^*) - \hat{x}_i \mu(W_i; \hat{\xi}) \right) \right] = \mathbb{E}_\delta \left[ \sum_{i=1}^{m} \hat{x}_i \left( \mu(W_i; \xi^*) - \mu(W_i; \hat{\xi}) \right) \right]
\]
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\[ = \mathbb{E}_\delta \left[ \sum_{i=1}^{m} \hat{x}_i \left( \epsilon (\nabla_{\xi} \mu)_{\xi} \delta \right) + O(\|\epsilon \delta\|_2^2) \right]. \]

Step 2: \( \epsilon \phi'(\epsilon) = \text{RHS of Equation (6.8)}. \)

Let \( \xi_{\epsilon+h}^* = \xi^* + (\epsilon + h) \delta \).

By definition,

\[
\phi'(\epsilon) = \lim_{h \to 0} \frac{\phi(\epsilon + h) - \phi(\epsilon)}{h} = \lim_{h \to 0} \frac{1}{h} \left( \mathbb{E}_\delta \left[ \sum_{i=1}^{m} x_i(\xi_{\epsilon+h}^*) \mu(W_i; \xi_{\epsilon+h}^*) - \sum_{i=1}^{m} x_i(\xi_{\epsilon}^*) \mu(W_i; \xi_{\epsilon}^*) \right] \right). 
\]

Add / subtract \( \hat{x}(\xi_{\epsilon}) \mu(W_i; \xi_{\epsilon}) \):

\[
\phi'(\epsilon) = \lim_{h \to 0} \left\{ \frac{1}{h} \left( \mathbb{E}_\delta \left[ \sum_{i=1}^{m} \left( x_i(\xi_{\epsilon+h}^*) \mu(W_i; \xi_{\epsilon}^*) + x_i(\xi_{\epsilon}^*) \left( \mu(W_i; \xi_{\epsilon+h}^*) - \mu(W_i; \xi_{\epsilon}^*) \right) \right) \right] \right) - \frac{1}{h} \left( \mathbb{E}_\delta \left[ \sum_{i=1}^{m} x_i(\xi_{\epsilon}^*) \mu(W_i; \xi_{\epsilon}^*) \right] \right) \right\} 
= \lim_{h \to 0} \left\{ \frac{1}{h} \left( \mathbb{E}_\delta \left[ \sum_{i=1}^{m} (x_i(\xi_{\epsilon+h}^*) - x_i(\xi_{\epsilon}^*)) \mu(W_i; \xi_{\epsilon}^*) + \sum_{i=1}^{m} (x_i(\xi_{\epsilon}^*) \mu(W_i; \xi_{\epsilon+h}^*) - \mu(W_i; \xi_{\epsilon}^*)) \right] \right) \right\} 
= \lim_{h \to 0} \left\{ \frac{1}{h} \left( \mathbb{E}_\delta \left[ \sum_{i=1}^{m} (x_i(\xi_{\epsilon+h}^*) - x_i(\xi_{\epsilon}^*)) \mu(W_i; \xi_{\epsilon}^*) + \sum_{i=1}^{m} (x_i(\xi_{\epsilon}^*) \mu(W_i; \xi_{\epsilon+h}^*) - \mu(W_i; \xi_{\epsilon}^*)) \right] \right) \right\}. 
\]

The last line follows by a Taylor expansion of \( \mu \) from \( \xi_{\epsilon}^* \) to \( \xi_{\epsilon+h}^* \) and noting that the first term converges as \( x \) does, \( \lim_{h \to 0} \frac{1}{h} \left( \sum_{i=1}^{m} (x_i(\xi_{\epsilon+h}^*) - x_i(\xi_{\epsilon}^*)) \mu(W_i; \xi_{\epsilon}^*) \right) = 0 \). under regularity conditions common in perturbation analysis of stochastic programs, such as uniqueness of the solution.

Therefore, interchanging limits and the expectation:

\[
\phi'(\epsilon) = \mathbb{E}_\delta \left[ \lim_{h \to 0} \left\{ \frac{1}{h} \left( \sum_{i=1}^{m} x_i(\xi_{\epsilon+h}^*) (\nabla_{\xi} \mu)_{\xi} (h \delta) + O(h^2) \right) \right\} \right] 
= \mathbb{E}_\delta \left[ \sum_{i=1}^{m} x_i(\xi_{\epsilon}^*) (\nabla_{\xi} \mu)_{\xi} \delta + O(h) \right] 
= \mathbb{E}_\delta \left[ \sum_{i=1}^{m} x_i(\xi_{\epsilon}^*) (\nabla_{\xi} \mu)_{\xi} \delta \right].
\]

\[\blacksquare\]
6.10 Appendix: Alternative asymptotic regime (Assumption 6.2.2)

In the main text we focused on a fixed-dimension regime. We describe some extensions that may be possible to handle an in-sample, growing dimension, growing-\( n \) regime described in Assumption 6.2.2. We do generally require additional structural information to apply more familiar OPE estimators such as IPW/AIPW and other adaptations of bias adjustment methods.

The strongest such additional structural knowledge is that the optimization is highly structured so as to admit a finite VC dimension; to circumvent issues related to the growing dimension.

**Assumption 6.10.1.** \( x(\pi, W) \) has finite VC dimension.

Such a structural characterization is established in special cases such as multi-knapsack linear programs [206], or large-market limits of stable matching markets [16]; but need not hold in general.

**Preliminaries**

For completeness, we describe the analogous estimands/estimators for the in-sample, growing-\( n \) regime as described in the main text for the out-of-sample, fixed-\( m \) regime.

Plug-in estimation is evaluated on the training dataset as follows:

\[
\hat{v}_\pi = \min_{x \in \mathcal{X}} \left\{ n^{-1} \sum_{i=1}^{n} \sum_{t \in \{0,1\}} \pi_t \hat{\mu}_t(w_i)x_i: Ax \leq b \right\}. \tag{6.9}
\]

We describe extensions of approaches to handle in-sample bias in this growing-dimension setting, although we generally require more structure on the problem. As described in Assumption 6.2.2 we typically require a problem-dependent asymptotic scaling; for example that we jointly scale up the problem size as well as the constraints. We provide a concrete example for Example 6.2.3.

**Example 6.10.2** (Fluid limit for Example 6.2.3). The number of workers is \( \alpha n \) and the number of jobs is \( \beta n \).

**Sample splitting**

We first discuss an analogous sample splitting extension of Ito et al. [121] which combines their sample splitting procedure with standard cross-fitting for doubly robust estimators [49]. However, a naive extension requires four folds and is therefore expected to perform poorly in finite samples.
Let $K$ denote the number of folds, we will exposit the case of two folds and the $K$-fold generalization is standard. Denote two main folds of the data, $\mathcal{I}_{k_1}, \mathcal{I}_{k_2}$, denoting the index sets for the data, and $\mathcal{I}_{k_1_\epsilon}, \mathcal{I}_{k_1_\mu}$ be subfolds of $\mathcal{I}_{k_1}$ (respectively subfolds for $\mathcal{I}_{k_2}$). As suggested by the notation, we use distinct subfolds $\mathcal{I}_{k_1_\epsilon}, \mathcal{I}_{k_1_\mu}$ to learn the nuisance estimates $\epsilon, \mu$ (from the respective subfold).

The main difference from standard cross-fitting is that in Assumption 6.10.1 we assume the optimization problem is well-parametrized in covariates: the optimization solution is well-described as a function of $x(W)$. We also require that there is a sensible way of sampling datapoints and projecting the feasible set $X$ onto each subsampled index set. E.g. when subsampling in a matching example, after subsampling nodes the new feasible set in each index set $X_1, X_2$ preserves all edges between nodes in the original feasible set $\mathcal{X}$.

Let $\Gamma_t(O; \epsilon, \mu)$ denote the score associated with observation $O_i = (W_i, T_i, c_i)$ under either IPW or AIPW, with input nuisance functions $\epsilon, \mu$. For example, as in Section 6.4, $\Gamma_{IPW}^t(O; \epsilon, \mu) = \mathbb{I}[T = t]c^t(W_i)$ and $\Gamma_{AIPW}^t(O; \epsilon, \mu) = \mathbb{I}[T = t](c - \mu_t(W_i) + \mu_t(W_i))$.

As is standard in cross-fitting we use distinct main folds in order to estimate nuisances (indexed by parameters $\xi$) for input into $\hat{x}$: that is,

$$\hat{x}_1(\hat{\xi}_2; W) \in \arg\min_{x(W) \in \mathcal{X}_2} \frac{1}{|\mathcal{I}_2|} \sum_{i \in \mathcal{I}_2} \sum_{t \in \{0, 1\}} \pi_t(W_i)\Gamma_t(O_i; \epsilon^{-k(i)}, \mu^{-k(i)})x_i,$$

and analogously for $\hat{x}_2$.

Then evaluation estimates the value within each fold using the optimal solution from the other fold:

$$\hat{v}_1 = \frac{1}{|\mathcal{I}_2|} \sum_{i \in \mathcal{I}_2} \sum_{t \in \{0, 1\}} \pi_t(W_i)\Gamma(O_i; \epsilon^{-k(i)}, \mu^{-k(i)})x_1(\hat{\xi}_1, W_i),$$

and we return the average over folds, $\frac{1}{2}(\hat{v}_1 + \hat{v}_2)$ or more generally the average of $\{\hat{v}_k\}_{k \in K}$.

When $K > 2$, for each fold $k$, we will use two subfolds $I_{-k_\epsilon}$ and $I_{-k_\mu}$ to estimate $\epsilon, \mu$, and then obtain $\hat{x}_{-k}$ from $I_{-k}$. We evaluate the estimated objective with $\hat{x}_{-k}, \hat{\epsilon}_k$ and $\hat{\mu}_k$ and average over all folds.

**Proposition 6.10.3** (Unbiased estimation by sample splitting.) $\frac{1}{K} \sum_{k=1}^{K} \hat{v}_k = \mathbb{E}[\tilde{v}]$

**Proof.** Immediate from standard analysis of AIPW and sample-splitting of [121].

**Comparison of estimation properties in the two regimes** (Table 6.1)

**Out-of-sample, fixed-dimension.** IPW/AIPW-type estimators cannot be applied in the out-of-sample regime of Assumption 6.2.1, by definition of the regime. However, we may obtain out-of-sample risk bounds on the decision regret in this regime, simply by virtue of out-of-sample generalization risk bounds on the generated regressors. For example, we effectively assume near-parametric regimes for the propensity score so that the conditions of Theorem 1
of Bertail et al. [34], providing a generalization risk bound for two-stage reweighted empirical risk minimization with estimated weights (as in our Section 6.4), are met. Under assumption of uniformly bounded decision variables, applying the Cauchy-Schwarz inequality directly implies that statistical estimation consistency of our estimation approaches imply decision regret consistency, so that the estimation bias vanishes at a $O_p(n^{-\frac{1}{2}})$ rate. (However the statistical rate of optimization bias adjustment remains unclear).

**In-sample, growing-dimension, growing-n.** An analogous extension to sample splitting as in Ito et al. [121] is possible in highly structured situations satisfying Assumption 6.10.1. For a fixed optimization solution $x$, uniform generalization over $\pi \in \Pi$ is a consequence of uniform generalization with a stochastic (bounded) envelope function. However, in this regime, uniform generalization over both $\pi \in \Pi$ and $x \in \mathcal{X}$ is difficult because in the regime of Assumption 6.2.2, the dimension of the optimization grows as $n \to \infty$. Typical approaches to uniform convergence would require $x^*(\pi, W)$ (the optimal optimization solution at a fixed $\pi$) to converge uniformly over the space of policies and $W$.

**Different estimation interpretations of GRDR in the two regimes.** Note that benefits of GRDR in terms of doubly-robust estimation of the ATE (mixed-bias, rate double-robustness) are only relevant in the in-sample regime of Assumption 6.2.2. Recent work does show this specification obtains empirical benefits for confounded outcome estimation, in appeal to the sufficient balancing properties of the propensity score, that may also apply to the regime of Assumption 6.2.1.

### 6.11 Appendix: Beyond linearity: decision-dependent classifier risk

The downstream optimization can also in turn be a prediction risk problem: treatments shift distributions upon which predictive risk models are trained [179]. For example, the medical system simultaneously treats individuals but is also interested in large-scale predictive models from passively collected electronic health records, trained upon the realizations of health outcomes of the entire population, and so may generate distribution shifts in these predictive risk models [6, 85]. Therefore, the post-treatment predictive risk model introduces a downstream causal-policy dependent optimization response.

In the previous sections, we focused on linear optimization because plug-in estimation is consistent when the random variable enters linearly into the optimization problem. The challenge with nonlinearity is that such plug-in-approaches are no longer consistent and can introduce policy-dependent nuisance estimation functions.

Nonetheless, special structure of the problem can admit alternative estimation strategies.
Problem setup

Example 6.11.1 (Decision-dependent classifier drift.). We shift to notation more typical in statistics/machine learning to emphasize the setting. We model decision-dependent shift of predictive risk models in a repeated measurement setting. Our observation trajectories each comprise of \((L_0, Y_0, T_0, L_1(T_0), Y_1(T_0))\): baseline covariates \((L_0, Y_0)\), time-0 treatment \(T_0 \in \{0, 1\}\), and post-treatment covariates and outcome \((L_1(T_0), Y_1(T_0))\).

For example, \(L\) could measure patient state and \(Y\) a cardiac event within a given time period. Upon observation of \((L_0, Y_0)\) a patient is treated with \(T_0\); for example with more aggressive or wait-and-see treatment depending on \(Y_0(T_0)\). While optimal treatment regimes focus on averages of individual-level outcomes \(Y_1(T_0)\); in our policy-dependent response setting we model the problem of, for example, continuously monitoring “feedback loops” that may surface in predictive risk models that may generally be trained using large electronic health record databases. Said differently, we could have modeled this abstractly as a policy evaluation with the augmented set of “covariates”, jointly \((L_0, Y_0)\), and “outcomes” \((L_1(T_0), Y_1(T_0))\). However, we focus on the ultimate downstream predictive risk model which depends (nonlinearly) on all the outcomes of the population’s units. The policy evaluation problem could evaluate the predictive loss of the downstream predictive model \(f(L_1(\pi), \beta)\), where there is downstream optimization of the squared loss over \(\beta\).

\[
\min_{\pi} \min_{\beta} \mathbb{E}[(Y_1(\pi) - f(L_1(\pi), \beta))^2].
\] (6.10)

The causal graph of Section 6.11 describes the two-stage observation of individuals, comprising observation trajectories \((L_0, Y_0, T_0, L_1(T_0), Y_1(T_0))\). We consider in the general case a two-stage setting with a treatment affecting covariates and outcomes; upon which a predictive risk model is trained.

Example 6.11.2 (Policy optimization for Example 6.11.1, policy-dependent prediction.). Consider the case of two different treatments with similar (conditional) average treatment effects, but one induces higher variability in outcomes which increases the fundamental noise level in the regression: harming the population prediction model and incurring higher loss. Optimizing between these two treatments, scalarizing population outcomes by the global term would result in choosing the less variable treatment.

Therefore, in this framework we may be interested in the following scalarized policy optimization problem:

\[
\min_{\pi} \min_{\beta} \lambda \mathbb{E}[Y_1(\pi)] + (1 - \lambda) \mathbb{E}[(Y_1(\pi) - f(L_1(\pi), \beta))^2].
\]
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Figure 6.4: Causal diagram for decision-dependent classifier drift.

Estimation

**Plug-in estimators.** Our goal is off-policy evaluation of predictive risk model (parameter) solving the downstream prediction risk optimization after treatment under treatment regime π:

\[ \beta^* \in \arg \min_{\beta} \mathbb{E}[(Y_1(\pi) - f(L_1(\pi); \beta)^2)]. \]

However for the special case that we consider of linear regression response (squared loss, linear parametrization), we may orthogonalize the first-order optimality conditions of the policy-dependent optimization, e.g. recognizing that, \( \beta^* \) solves the first order conditions

\[ \mathbb{E}[L_1^\top (Y_1 - L_1 \beta)] = 0. \] (6.11)

Hence for the case of least squares and linear regression, we may focus on estimation refinements for \( \beta \): observe that the estimation requires estimation of certain transformations of \((X_1, Y_1)\) unit’s downstream outcome, \(x_1y_1\) and \(x_1^\top x_1\), and we may estimate the following matrix-regression or vector-valued regression nuisance estimates:

\[ \mathbb{E}[L_1 Y_1 | T = t, X_0, Y_0], \quad \mathbb{E}[L_1 L_1^\top | T = t, L_0, Y_0] \]

Hence standard AIPW-type approaches can be applied with the above nuisances and the censored observations \(l_1y_1(t), l_0y_0(t)\).

This suggests that when \( \beta \) is our parameter of interest (or functions thereof), we can leverage double robustness. And, if we have a small space of policies we can optimize by enumeration. However the same challenges regarding nonlinearity remain if we want to estimate the final squared loss of \( \theta \).

**Remark 6.11.3** (Restriction to linear models and the challenge for generalization to nonlinear models). Note that the challenge with generalizing to non-least-squares losses or nonlinear predictors is that due to nonlinearity, doubly-robust estimation of outcome \( X_1 \) need not provide the same benefits of bias reduction. Although an alternative approach is to instead estimate the squared loss as the composite outcome \( \mathbb{E}[(Y_1(t) - \theta^\top L_1(t))^2 | t, L_0, Y_0] \) because of our policy-dependent response optimizing over \( \theta \), we would have policy-dependent nuisance functions so this becomes intractable.
In this section, we provide more details on the experimental setup as well as further results.

Causal effect estimation setup

For the causal effect estimation we generated the training dataset $\mathcal{D}_1 = \{(W, T, c)\}$ with covariate $W \sim \mathcal{N}(0, 1)$, confounded treatment $T$, and outcome $c$. Treatment is drawn with probability $\pi^T(W) = \frac{1}{1 + e^{-\varphi_1 W + \varphi_2}}$, $\varphi_1 = \varphi_2 = 0.5$. The true outcome model is given by a degree-2 polynomial:

$$poly_\theta(t, w) = (1, w, t, w^2, wt, t^2) \cdot ([5, 1, -1, 2, 2, -1])^\top.$$

We generate the outcome samples as $c_t(w) = poly_\theta(t, w) + \epsilon$, where $\epsilon \sim \mathcal{N}(0, 1)$. All random samples are generated using numpy.random package. In the mis-specified setting that induces confounding, the outcome model is a vanilla linear regression over $W$ without the polynomial expansion.

In Fig. 6.1a and Fig. 6.1b in the main text, we illustrate the (covariate-conditional) estimation over the covariates’ landscape for the direct method, the weighted direct method (WDM), and the doubly robust method (GRDR) when there is a model mis-specification. We provide the estimation results without model mis-specification in Fig. 6.5.

![Figure 6.5](image.png)

**Figure 6.5:** (In-sample estimation of $\hat{\mu}_1(W) - \hat{\mu}_0(W)$, no model mis-specification). Comparison of direct / weighted direct (WDM) / doubly robust method (GRDR) to the oracle estimator for estimation of conditional ATE over different covariate values. Results are averaged over ten random training datasets; shading area indicates the standard error.

When there is no model mis-specification that induces confounding, we observe that both the three estimation methods perform well against the oracle estimation.
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Policy evaluation

For policy evaluation, we compare the perturbation method (Algorithm 11) when being applied with three different estimators (direct, WDM, and GRDR). For consistency, throughout the evaluations, we follow the same true outcome model and covariate distribution as in the previous subsection for causal effect estimation. In both the well-specified model setting and the mis-specified model setting, the mean-squared-error (MSE) of the estimated policy value with the three estimators is computed with regard to the ground truth outcome model (aka oracle).

When evaluating Algorithm 11, we generated $S = 20$ bootstrap replicates. The downstream matching problem is evaluated with $m = 500$ left-hand-side nodes, and $m' = 300$ right-hand-side nodes. The min-cost matching requires each node to be matched to no more than one node on the other side, and was computed by the `linear_sum_assignment` function of the `scipy.optimize` package in Python 3. We evaluated a fixed logistic policy $\pi_t(W) = \text{sigmoid}(\phi \cdot W + b)$ with $\phi = 1, b = 0.5$.

![Figure 6.6](image-url)

**Figure 6.6:** (In-sample estimation of $\hat{\mu}_1(W) - \hat{\mu}_0(W)$ with model mis-specification, no perturbation applied). Comparison of direct / weighted direct (WDM) / doubly robust method (GRDR) over increasing size of training data. Results are averaged over ten random training datasets; shading area indicates the standard error.

Figure 6.2 shows that when there is mis-specification, even a large training dataset cannot bring bias correction for the direct method, where both WDM and GRDR enjoy smaller and decreasing MSE. As an ablation study, we also compare to the corresponding performance in the mis-specified setting when we do not perform the perturbations (i.e. no bootstrapping in Alg. 11). In detail, we directly return $\hat{\nu}^{(0)}$ without doing the later bootstrap procedure. Figure 6.6 indicates that the perturbation method is helpful for MSE reduction for both WDM and GRDR.

We further conduct evaluations with different bootstrap replicates’ sizes (controlled by variable $h$ in Algorithm 11). We include these results in Table 6.2. Results in Table 6.2 show
Table 6.2: (Perturbation method, varying replicate size.) Performance for different estimator/model combinations. Mean-squared-errors (MSE) are computed with regard to the oracle outcome model.

<table>
<thead>
<tr>
<th>Estimation</th>
<th>$h = 1$</th>
<th>$h = 2$</th>
<th>$h = 3$</th>
<th>$h = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mis-specified model</td>
<td>Direct</td>
<td>0.59±0.05</td>
<td>0.70±0.05</td>
<td>0.76±0.06</td>
</tr>
<tr>
<td></td>
<td>WDM</td>
<td>0.00031±0.0001</td>
<td>0.00042±0.0002</td>
<td>0.00041±0.0002</td>
</tr>
<tr>
<td></td>
<td>GRDR</td>
<td>0.00040±0.0002</td>
<td>0.00046±0.0002</td>
<td>0.00031±0.0001</td>
</tr>
<tr>
<td>Well-specified model</td>
<td>Direct</td>
<td>0.00079±0.0004</td>
<td>0.00067±0.0004</td>
<td>0.00062±0.0003</td>
</tr>
<tr>
<td></td>
<td>WDM</td>
<td>0.00076±0.0004</td>
<td>0.00067±0.0003</td>
<td>0.00080±0.0002</td>
</tr>
<tr>
<td></td>
<td>GRDR</td>
<td>0.00082±0.0002</td>
<td>0.00067±0.0002</td>
<td>0.00080±0.0002</td>
</tr>
</tbody>
</table>

that WDM and GRDR remain more superior and that is robust with different replicate sizes. For the evaluations over different $h$ values, we used training data with 3000 samples. In each iteration, the number of bootstrap replicates is 20.

**Policy optimization**

For policy optimization, we implemented the subgradient method as in Algorithm 12, and obtained causal effect estimators from Algorithm 11.

In detail, for a given training dataset, we first obtained $S + 1$ outcome estimators (i.e. $\{\hat{\mu}_i^c(w_i; \xi_o), \hat{\mu}_i^c(w_i; \xi_o)^{(j)}, j = 1 \cdots S\}$ in Algorithm 11) via bootstrap. Then, at each iteration of running subgradient descent, we evaluate the current policy using the $S + 1$ outcome estimators respectively, and obtain $S + 1$ subgradients of it. We then aggregate these subgradients by the bootstrap aggregation (as in Step 6, Algorithm 11).

We evaluate subgradients of the inner optimization solution in Algorithm 12 (step 4) by evaluating the gradient of the objective with respect to $\varphi$, fixing the inner optimization variable $x^*$. The fact that $\nabla \varphi$ is a subgradient is a consequence of Danskin’s theorem [60]. The inner minimization (the matching problem) is again solved by the `linear_sum_assignment` function of the `scipy.optimize` package in Python 3.

To further study the impact of the random initial policies to begin with the subgradient descent algorithm, in Figure 6.7 we obtained the corresponding results of Figure 6.3, but with a fixed initial policy. We observe that again WDM and GRDR quickly converges to the oracle estimation, while the large bias of the direct method leads to poor policy optimization. Moreover, in this relatively low-dimension example, although random initialization of the policy leads to a larger variance in earlier iterations, the policy value convergences to oracle policy objective quickly after a few iterations.

For the evaluations of policy optimization, we used training datasets with size 1000, and a downstream min-cost matching with $m = 100, m' = 60$. The learning rate was tuned over $[0.01, 0.1, 1]$. All of our evaluations were run on a 2.3 GHz 8-Core Intel Core i9 CPU. All the differentiation operations were handled by the automatic differentiation library in JAX.
Figures 6.7: (Policy optimization (fixed test set)). Results of subgradient policy optimization with direct / weighted direct (WDM) / doubly robust (GRDR) estimation methods and a fixed test set. Averaged over ten random training datasets of size 1000.

Additinal comparisons and evaluations

Additional evaluations with more complex non-linear outcome model. We conduct further robustness checks with nonlinear data-generating processes: exponential and quadratic. The outcome is \( c_t(w) = a_1 + a_2 \exp(b_1 + b_2 w) + c_1 t + c_2 t w^2 + \epsilon \), where \( \epsilon \sim \mathcal{N}(0,1) \) is an external noise, and \( [a_1, a_2, b_1, b_2, c_1, c_2] = [5, 0.05, 0.5, -2, -2, -1] \). We fit this function with nonlinear least squares (scipy.optimize.curve_fit). Indeed, Figure 6.8 shows that the direct method is sensitive to the model mis-specification bias without using a near-specified nonlinear curve fit. However the weighted direct method (WDM) and the doubly robust estimator (GRDR) remain robust; even if starting with misspecified parametric models.

Figure 6.8: (In-sample estimation of \( \hat{\mu}_1(W) - \hat{\mu}_0(W) \) for exponential function, (a) without / (b) with curve fit. Comparisons of the CATE estimates with nonparametric estimators. (c) without / (d) with model mis-specification.)
Additional comparison to non-parametric estimators. We further compare our estimators against existing CATE estimators (although in general, these estimators tuned to estimate contrasts may improve upon differencing outcome models). We compared the DM/WDM/GRDR to the Causal Random Forests estimator proposed in (Wager and Athey, 2018)\(^\text{12}\), following the setup in Section 5.1. Moreover, we also compared how the CATE estimators affect the policy evaluation task with the perturbation method (section 5.2). In Figure 6.8(c,d) comparing CATE estimates, the non-parametric random forest estimator is indeed unbiased, while the naive direct method has a large bias under model mis-specification.

Figure 6.9: *(Policy evaluation via perturbation method (Algorithm 1). Comparison of direct / WDM / GRDR / Causal Forests estimators over increasing size of training data.*

\(^{12}\)Based on implementation by Battocchi et al, *EconML: A Python Package for ML-Based Heterogeneous Treatment Effects Estimation.*
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