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Abstract

Learning-Based Program Synthesis: Towards Synthesizing Complex Programs from
Multi-Modal Specifications in the Wild

by
Xinyun Chen
Doctor of Philosophy in Computer Science
University of California, Berkeley

Professor Dawn Song, Chair

With the advancement of modern technologies, programming becomes ubiquitous not only
among professional software developers, but also for general computer users. However,
gaining programming expertise is time-consuming and challenging. Therefore, program
synthesis has many applications, where the computer automatically synthesizes programs
from specifications such as natural language descriptions and input-output examples. In this
dissertation, we present our work on learning-based program synthesis, where we demonstrate
deep learning techniques for synthesizing programs from different specification formats.

First, we present our work on synthesizing programs from multi-modal specifications with
real-world applications. In particular, our SpreadsheetCoder work has been integrated into
Google Sheets to support the formula suggestion feature, showing the power of learning-based
program synthesis in real products. Second, we present our work on execution-guided program
synthesis, which brings significant performance gain for synthesizing more complex programs
from input-output examples. Our work on program translation and code optimization then
demonstrate the importance of representing the program structures and designing learning
algorithms correspondingly, which improve the generalization of the learned model and the
complexity of programs that can be correctly generated. Finally, our work on neural-symbolic
frameworks show that integrating symbolic components into neural networks empower the
models with better reasoning and generalization capabilities.
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Chapter 1

Introduction

Nowadays, programming is ubiquitous among not only professional software developers, but
also general computer users. However, gaining programming expertise is time-consuming
and challenging. Therefore, program synthesis has many applications, where the computer
automatically synthesizes the programs from the specification, i.e., the required program
functionality that can be described in various formats such as natural language descriptions
and input-output examples. Program synthesis transforms the way we interact with computers,
which makes programming more friendly and accessible to general users, aids data scientists
in data processing, and improves the programming efficiency of software developers.

Classic program synthesis techniques are largely based on heuristic-guided search and
rule-based generation. These hand-engineered systems require a lot of manual effort to tune
the search heuristics and synthesis rules for different applications, and they are not capable of
handling program specifications that are noisy and less well-defined, such as natural language
descriptions. On the other hand, recent advancements in deep learning have shown impressive
performance in a variety of areas. With abundant open-source projects available online, deep
neural networks have become a great fit for representing different specification formats and
efficiently learning the synthesis rules from data. In the end, learning-based techniques are
necessary for broadening the impact of program synthesis.

Despite the recent progress of program synthesis, including learning-based approaches,
prior works still suffer from limited complexity and generalizability, i.e., the predicted programs
tend to become inconsistent with the specification when the specification and its corresponding
program are long and complicated. Meanwhile, understanding heterogeneous specification
formats remains a challenge for the real-world deployment of program synthesizers.

In this dissertation, we present deep learning-based techniques towards addressing the
aforementioned challenges and demonstrating the real-world impact of learning-based program
synthesis. Meanwhile, our work also aim to address the core challenges of artificial intelli-
gence and machine learning regarding generalization, compositionality, interpretability, and
reasoning. Specifically, we have designed neural-symbolic frameworks that interleave neural
and symbolic modules, which learn to produce problem solutions represented as programs.

In terms of program synthesis applications, we present learning-based program synthesis
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approaches to synthesize programs from various types of specifications, including natural
language descriptions (Part , input-output examples (Part , and reference programs
(Part . Our SpreadsheetCoder model, which predicts spreadsheet formulas from the
tabular context, was integrated into Google Sheets. The formula suggestion feature could
potentially benefit hundreds of millions of users, and makes data analysis easier and more
efficient (Chapter . Meanwhile, our execution-guided synthesis technique brings significant
performance gains for synthesizing more complex programs from input-output examples
(Chapters [4f and |5)) .

Furthermore, we also introduce a new methodology to reason over data via program
synthesis, where the neural networks are trained to make predictions as programs (Part .
Existing deep neural networks have been primarily designed to learn what to predict, instead
of the rationale behind the predictions. As a result, despite the remarkable success of deep
neural networks in various applications, they are insufficient for more complex reasoning
beyond superficial pattern matching, such as numerical calculation and logical reasoning.
Furthermore, deep neural networks have exposed limitations in generalization, even if the
test input only slightly deviates from the training distribution. Facing these challenges of
reasoning and generalization, we have developed neural-symbolic techniques that empower
neural networks with the ability to synthesize programs that represent the reasoning process.
By integrating the symbolic component into deep neural networks, our neural-symbolic
reader demonstrates decent performance on challenging numerical reasoning over text, which
is not naturally achievable even with massive pre-training (Chapter . Meanwhile, our
neural-symbolic stack machines learn execution traces that reveal the compositional rules for
language understanding, which achieve full generalization to unseen test cases (Chapter E[)
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Synthesis with Natural Language



Chapter 2

SpreadsheetCoder: Formula Prediction
from Semi-structured Context

Spreadsheet formula prediction has been an important program synthesis problem with
many real-world applications. Previous works typically utilize input-output examples as the
specification for spreadsheet formula synthesis, where each input-output pair simulates a
separate row in the spreadsheet. However, this formulation does not fully capture the rich
context in real-world spreadsheets. First, spreadsheet data entries are organized as tables,
thus rows and columns are not necessarily independent from each other. In addition, many
spreadsheet tables include headers, which provide high-level descriptions of the cell data.
However, previous synthesis approaches do not consider headers as part of the specification.
In this chapter, we present the first approach for synthesizing spreadsheet formulas from
tabular context, which includes both headers and semi-structured tabular data. In particular,
we propose SpreadsheetCoder, a BERT-based model architecture to represent the tabular
context in both row-based and column-based formats. We train our model on a large dataset
of spreadsheets, and demonstrate that SpreadsheetCoder achieves top-1 prediction accuracy
of 42.51%, which is a considerable improvement over baselines that do not employ rich tabular
context. Compared to the rule-based system, SpreadsheetCoder assists 82% more users in
composing formulas on Google Sheets 1]

2.1 Introduction

Spreadsheets are ubiquitous for data storage, with hundreds of millions of users. Helping users
write formulas in spreadsheets is a powerful feature for data analysis. Although spreadsheet
formula languages are relatively simpler than general-purpose programming languages for
data manipulation, writing spreadsheet formulas could still be tedious and error-prone for
end users [98] (111}, 59]. Systems such as FlashFill [98, [99] help end-users perform string
transformation tasks in spreadsheets using a few input-output examples by automatically

!The material in this chapter is based on Chen et al. [57].
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synthesizing a program in a domain-specific language (DSL). Recently, several learning
approaches based on different neural architectures have been developed for learning such
programs from examples, and have demonstrated promising results [201} |74} 252].

All these previous works formalize the spreadsheet program prediction problem as a
programming by example task, with the goal of synthesizing programs from a small number
of input-output examples. We argue that this choice engenders three key limitations. First,
this setup assumes that each data row is independent, and each formula is executed on data
cells of the same row. However, real spreadsheets are less structured than this. Data in
spreadsheets is typically organized as semi-structured tables, and cells in different rows could
be correlated. As shown in Figure [2.1] in the same table, different data blocks could have
different structures, and formulas can take cell values in other rows as function arguments.
Second, because spreadsheets are semi-structured, they also contain rich metadata. In
particular, many spreadsheet tables include headers that provide high-level descriptions of
the data, which could provide important clues for formula prediction. However, table headers
are not utilized in prior work. Finally, programming-by-example methods output programs
in a DSL, which is typically designed to facilitate synthesis, and is much less flexible than the
language in which users write formulas. For example, the FlashFill DSL only covers a subset
of spreadsheet functions for string processing, and it does not support rectangular ranges, a
common feature of spreadsheet formulas. In contrast, spreadsheet languages also support
a wide variety of functions for numerical calculation, while the argument selection is more
flexible and takes the spreadsheet table structure into account. In total, these limitations can
compromise the applicability of such prior efforts to more diverse real-world spreadsheets
and to richer language functionality.

Instead, we propose synthesizing spreadsheet formulas without an explicit specification.
To predict a formula in a given cell, the context of data and metadata is used as an implicit
(partial) specification of the desired program. For example (Figure 2.1D), if predicting a
formula at the end of a column of numbers labeled “Score”, and a cell in the same row
contains the text “Total”, this context might specify the user’s intent to compute a column
sum. Our problem brings several new challenges compared to related work in programming
by example [98] 35, |22, semantic parsing [211} 292, |283] and source code completion [215]
157] 242]. Spreadsheet tables contain rich two-dimensional relational structure and natural
language metadata, but the rows do not follow a fixed schema as in a relational database.
Meanwhile, our tabular context is more ambiguous as the program specification, and the
spreadsheet language studied in this work is more flexible than languages studied in the
program synthesis literature.

In this paper, we present SpreadsheetCoder, a neural network architecture for spreadsheet
formula prediction. SpreadsheetCoder encodes the spreadsheet context in its table format,
and generates the corresponding formula in the target cell. A BERT-based encoder [72]
computes an embedding vector for each input token, incorporating the contextual information
from nearby rows and columns. The BERT encoder is initialized from the weights pre-trained
on English text corpora, which is beneficial for encoding table headers. To handle cell
references, we propose a two-stage decoding process inspired by sketch learning for program
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Figure 2.1: Illustrative synthetic examples of our spreadsheet formula prediction setup. (a):
The formula manipulates cell values in the same row. (b): The formula is executed on the
rows above. (c¢) and (d): Formulas involve cells in different rows and columns. The data
value in the target cell is excluded from the input. All of these formulas can be correctly
predicted by our model.

synthesis [234] 185, 79| [192]. Our decoder first generates a formula sketch, which does not
include concrete cell references, and then predicts the corresponding cell ranges to generate
the complete formula.

For evaluation (Section , we construct a large-scale benchmark of spreadsheets publicly
shared within our organization. We show that SpreadsheetCoder outperforms neural network
approaches for programming by example [74], and achieves 42.51% top-1 full-formula accuracy,
and 57.41% top-1 formula-sketch accuracy, both of which are already high enough to be
practically useful. In particular, SpreadsheetCoder assists 82% more users in composing
formulas than the rule-based system on Google Sheets. Moreover, SpreadsheetCoder can
predict cell ranges and around a hundred different spreadsheet operators, which is much more
flexible than DSLs used in prior works. With various ablation experiments, we demonstrate
that both implicit specification from the context and text from the headers are crucial for
obtaining good performance.

2.2 Problem Setup

In this section, we discuss the setup of our spreadsheet formula prediction problem. We
first describe the input specification, then introduce the language and representation for
spreadsheet formulas.
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Input specification. We illustrate the input context in Figure 2.1} The input context
consists of two parts: (a) context surrounding the target cell (e.g., all cell values in rows 27,
and columns A-D, excluding cell D4 in Figure 2.1a]), and (b) the header row (e.g., row 1).

In contrast to prior programming-by-example approaches |98 201}, [74} 252], our input
specification features (a) tabular input, rather than independent rows as input-output
examples, and (b) header information. Tabular input is important for many cases where
formulas are executed on various input cells from different rows and columns (Figure 7 and
headers hold clues about the purpose of a column as well as its intended type, e.g, the header
cell ”Score” in Figure is likely to indicate that the column data should be numbers.

Note that we do not include the intended output of the target cell in our input specification,
for three reasons. First, unlike programming-by-example problems, we do not have multiple
independent input-output examples available from which to induce a formula, so providing
multiple input-output examples is not an option. Second, even for our single input instance,
the evaluated formula value may not be known by the spreadsheet user yet. Finally, we tried
including the intended formula execution result in our specification, but it did not improve
the prediction accuracy beyond what the contextual information alone allowed.

The spreadsheet language. Our model predicts formulas written in the Google Sheets
languagd? Compared to the domain-specific language defined in FlashFill, which focuses on
string transformations, the spreadsheet language supports a richer set of operators. Besides
string manipulation operators such as CONCATENATE, LOWER, etc., the spreadsheet language
also includes operators for numerical calculations (e.g., SUM and AVERAGE), table lookups
(e.g., VLOOKUP) and conditional statements (IF, IFS). As will be discussed in Section
around a hundred different base formula functions appear in our dataset, many more than
the operators defined in the FlashFill DSL.

In this work, we limit our problem to formulas with references to local cells in a spreadsheet
tab, thus we exclude formulas with references to other tabs or spreadsheets, and absolute
cell ranges. As will be discussed in Section we also exclude formulas with relative cell
references outside a bounded range, i.e., farther than D = 10 rows and columns in our
evaluation. We consider improving the computational efficiency to support larger D and
enabling the synthesis of formulas with more types of cell references as future work.

Formula representation. One of the key challenges in formula representation is how
to represent cell references, especially ranges, which are prevalent in spreadsheet formulas.
Naively using the absolute cell positions, e.g., A5, may not be meaningful across different
spreadsheets. Meanwhile, a single spreadsheet can have millions of cells, thus the set of
possible ranges is very large.

To address this, we design a representation for formula sketches inspired by prior work on
sketch learning for program synthesis [234) [185| 79, |192]. A formula sketch includes every
token in the prefix representation of the parse tree of the spreadsheet formula, except for
cell references. References, which can be either a single cell or a range of cells, are replaced
with a special placeholder RANGE token. For example, the sketch of the formula in Fig-

2Google Sheets function list: https://support.google.com/docs/table/252737hl=en.
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<Range> := $R$ <R> <C> $ENDR$
|  $R$ <R> <C> $SEP$ <R> <C> $ENDR$
<R> == R[-10] |R[-9]1|...R[9] | R[10]
<C> == C[-10] |C[-9]|...c[9]]|c[10]

Figure 2.2: The full grammar for range representation.

ure 2.1alis IF <= RANGE 1 "A" IF <= RANGE 2 "B" IF <= RANGE 3 "C" IF <= RANGE 4
"D" "E" $ENDSKETCH$, where $ENDSKETCH$ denotes the end of the sketch. Notice that the
sketch includes literals, such as the constants 1 and "A".

To complete the formula representation, we design an intermediate representation for
ranges, relative to the target cell, as shown in Figure For example, B5 in Figure is
represented as $R$ R[0] C[1] $ENDRS since it is on the next column but the same row as
the target cell A5, and range C2:C6 in Figure is represented as $R$ R[-5] C[0] $SEP$
R[-1] C[0] $ENDR$. The special tokens $R$ and $ENDR$ start and conclude a concrete range,
respectively, and $SEP$ separates the beginning and end (relative) references of a rectangular
multi-cell range.

A complete spreadsheet formula includes both the sketch and any concrete ranges; e.g., the
formula in Figure is represented as SUM RANGE $ENDSKETCH$ $R$ R[-5] C[0] $SEP$
R[-1] C[0] $ENDR$ EOF, where EOF denotes the end of the formula. In Section 2.3 we will
discuss our two-stage decoding process, which sequentially predicts the formula sketch and
ranges.

2.3 SpreadsheetCoder Model Architecture

In this section, we present our SpreadsheetCoder model architecture for spreadsheet formula
prediction. We provide an overview of our model design in Figure 2.3

Tabular Context Encoder

Input representation. Our model input includes the surrounding data values of the target
cell as a table, and the first row is the header. When there is no header in the spreadsheet
table, we set the header row to be an empty sequence. We include data values in cells that
are at most D rows and D columns away from the target cell, so that the input dimension is
(2D +2) x (2D + 1), and we set D = 10 in our experiments.

Row-based BERT encoder. We first use a BERT encoder |72] to compute a row-based
contextual embedding for each token in the target cell’s context. Since our 2D + 1 + 1 rows
contain many tokens and we use a standard BERT encoder of 512-token inputs, we tile our
rows into bundles of N = 3 adjacent data rows, plus the header row, which is included in
every bundle. Then we compute a token-wise BERT embedding for each bundle separately;
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Figure 2.3: An overview of our model architecture.

the BERT weights are initialized from a pre-trained checkpoint for English. Specifically, in
our experiments where D = 10, we concatenate all cell values for each row 7 in the context
into a token sequence R;, which has length L = 128 (we trim and pad as needed). We
combine rows in bundles S,, = [H,, R3p_1, Rap, R3pr1], for b € [—3, 3]; here H, is the header
row. We set the BERT segment IDs to 0 for the header tokens, and 1 for data tokens in each
bundle. There are 2D + 1 = 21 rows of context, so each of the 21 data rows is covered exactly
once by the seven bundles. The header row is assigned a different BERT representation in
each bundle. To obtain a single representation of the header row, we average per token across
the embeddings from all of the bundles.

The number of data rows N = 3 is set to seek the balance between the size of the tabular
context fed into the encoder and the computational efficiency. Since the BERT we use takes
512 input tokens, we can feed at most L = 512/(N + 1) tokens per row. To generate formulas
referring to cells within D = 10 rows and columns, L = 128 is a good fit in our evaluation. If
we further decrease N and increase L, it imposes extra computational overhead due to more
forward passes over BERT (21/N).

Column-based BERT encoder. As shown in Figure [2.1b] some formulas manipulate
cells in the same column, in which case a column-based representation may be more desirable.
Therefore, we also compute a column-based contextual embedding for all context tokens.
We perform similar tiling as for the row-based BERT encoding, yielding column bundles S,
for b € [—3, 3]. Unlike with row-wise tiling, where we include the header row H, with every
bundle, for column-wise tiling we use the column of the target cell, H. = Cj, as the “header
column” in every bundle. After obtaining all token embeddings from this tiled computation
by the BERT encoder, we discard token embeddings of Cj in its role as header column, and
only use its regular token embeddings from the bundle S,.
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Row-wise and column-wise convolution layers. Although the output vectors of
BERT encoders already contain important contextual information, such as headers, nearby
rows and columns, they still do not fully embed the entire input table as the context. To
encode the context from more distant rows and columns, we add a row-wise convolution layer
and a column-wise convolution layer on top of each BERT encoder. Specifically, the row-wise
convolution layer has a kernel size of 1 x L, and the column-wise convolution layer has a
kernel size of (2D +2) x 1 for row-based BERT, and (2D + 1) x 1 for column-based BERT. In
this way, the convolution layer aggregates across BERT embeddings from different bundles,
allowing the model to take longer range dependencies into account. For each input token,
let e, be its BERT output vector, ¢, be the output of the row-wise convolution layer, and
c. be the output of the column-wise convolution layer. The final embedding of each input
token is the concatenation of the BERT output and the output of convolution layers, i.e.,
e=[c, + ccep]

Two-stage Formula Decoder

We train an LSTM [115] decoder to generate the formula as a token sequence. Meanwhile,
we use the standard attention mechanism [20] to compute two attention vectors, one over
the input header, and one over the cell data. We concatenate these two attention vectors
with the LSTM output, and feed them to a fully-connected layer with the output dimension
|V'|, where |V] is the vocabulary size of formula tokens. Note that the token vocabularies are
different for sketches (formula operators, literals, and special tokens) and ranges (relative row
and column tokens and special range tokens). The output token prediction is computed with
the softmax.

As mentioned in Section we design a two-stage decoding process, where the decoder
first generates the formula sketch, and then predicts the concrete ranges. In the first stage,
the sketch is predicted as a sequence of tokens by the LSTM, and the prediction terminates
when an $ENDSKETCH$ token is generated. Then in the second stage, the range predictor
sequentially generates formula ranges corresponding to each RANGE token in the sketch, and
the prediction terminates when an EOF token is generated. Both sketch and range predictors
share the same LSTM, but with different output layers.

2.4 Experiments

We evaluate SpreadsheetCoder on spreadsheet formula prediction tasks in different settings.
We first describe our dataset, then introduce our experimental setup and discuss the results ﬂ

3The code and data are available at https://github.com/google-research/google-research/tree/
master/spreadsheet_coder.
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Dataset

We constructed our dataset from a corpus of Google Sheets publicly shared within our
organization. We collected 46K Google Sheets with formulas, and split them into 42K for
training, 2.3K for validation, and 1.7K for testing.

Although in principle, our model could generate formulas using any operator in the
spreadsheet language, some kinds of value references are impossible to predict from local
context, thus we remove formulas with such values from our dataset. Specifically, we exclude
formulas that use the HYPERLINK function with a literal URL, since those are merely ”stylistic”
formulas that perform no computation beyond presenting a URL as a clickable link. As
discussed in Section we also filtered out formulas with cross-references from other tabs
or spreadsheets, with cell references farther than 10 rows or columns from the target cell in
either direction, or with absolute cell ranges. Finally, our dataset includes 770K training
samples, 42K for validation, and 34K for testing.

About the length distribution of target spreadsheet formulas, about 32% formulas have
sketch lengths of 2, 53% formulas have sketch lengths of 3, 11% formulas have sketch lengths
of 4-5, and 4% formulas have sketch lengths of at least 6. As discussed in Section 2.2 even
if the formula sketches are mostly short, it is still challenging to generate the full formulas
correctly. For example, the formula in Figure is represented as SUM RANGE $ENDSKETCH$
$R$ R[-5] C[0] $SEP$ R[-1] C[0] $ENDR$ EQOF, which has a sketch length of 2, but the
full formula length is 10 if excluding the EOF token for length calculation. In total, around a
hundred operators are covered in our output vocabulary, including 82 spreadsheet-specific
functions, and other general-purpose numerical operators (e.g., +, =). We defer more details
about dataset construction process and dataset statistics to Appendix [A.3]

By default, each sample includes both the header row and surrounding data values of
relative cell positions within [—10,10]. Note that we do not include the data of the target
cell, and we leave an empty value there. We perform the header detection according to the
spreadsheet table format, i.e., we recognize the first row of a table as the header when it is
frozen. Though some spreadsheet tables may include header-like descriptions in the leftmost
column, e.g., “Total Score” in Figure [2.1a] we only extract headers as a row, to ensure the
precision of header detection. In Section [2.4] we also discuss settings when the model input
does not include headers, and when we only include a few data rows above the target cell as
the input context.

Evaluation Setup

Metrics. We evaluate the following metrics: (1) Formula accuracy: the percentage of
predicted formulas that are the same as the ground truth. (2) Sketch accuracy: the percentage
of predictions with the same formula sketches as the ground truth. As discussed in Section [2.2]
formula sketches do not include ranges, but include both functions and literals. (3) Range
accuracy: the percentage of predictions with the same ranges as the ground truth. Note that
the order of predicted ranges should also be the same as the ground truth. In addition, the
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model may predict the ranges correctly even if the sketch prediction is wrong, as shown in
Figure [2.5b]

Note that our formula accuracy metric could be an underestimate of the semantic
equivalence, because different spreadsheet formulas may be semantically equivalent. For
example, to predict arguments for SUM and MULTIPLY, different orders of the cell ranges have
the same meaning. However, it is hard to systematically define the semantic equivalence in our
evaluation, because we aim to support a wide range of operators in the spreadsheet language.
Some existing works on program synthesis have evaluated the semantic equivalence based on
the execution results |74} 35| 238]. However, it is hard to sample different input spreadsheets
requiring the same formula, thus evaluating the execution accuracy is challenging. Therefore,
we still focus on our current metric to measure the formula accuracy, where we compare
whether the predicted formula is exactly the same as the single ground truth formula included
in the spreadsheet.

Model details. For models with the BERT encoder [72], including our full Spread-
sheetCoder model, we use the BERT-Medium architecture, and initialize from the English
pre-trained model by defaultE] We compared our full model with several variants:

(1) Different encoder architectures. i) Using a single BERT encoder, either row-based or
column-based; ii) removing convolution layers, where the BERT output is directly fed into
the decoder.

(2) Different decoding approaches. We compare our two-stage decoding discussed in
Section to a simpler model that uses the same predictor for both the sketch and ranges,
with a single joint output vocabulary for both.

(3) Different model initialization. When not using the pre-trained BERT model weights,
we randomly initialize BERT encoders. This tests whether pre-training on generic natural
language text is useful for our spreadsheet data.

We compare to previous approaches for related program synthesis tasks. First, we evaluate
RobustFill, which demonstrates the state-of-the-art performance on string manipulation tasks
for Excel spreadsheets [74]. Specifically, RobustFill encodes the cell context as independent
rows, rather than a 2D table as in SpreadsheetCoder. Afterwards, at each decoding step, a
shared LSTM decoder generates a hidden state per data row, which are then fed into a max
pooling layer. Finally, the pooled hidden state is fed into a fully-connected layer to predict
the formula token. We trained two variants of RobustFill on our dataset: one encodes each
row independently, and another encodes each column independently, denoted as row-based
RobustFill and column-based RobustFill respectively. In addition, we compared to a baseline
that does not utilize any input context, thus the model only includes the LSTM decoder,
similar to prior work on language modeling [239, |136].

4We downloaded the pre-trained BERT from: https://github.com/google-research/bert.


https://github.com/google-research/bert

CHAPTER 2. SPREADSHEETCODER: FORMULA PREDICTION FROM
SEMI-STRUCTURED CONTEXT 13

Results

In this section, we present the results using different variants of spreadsheet contexts as the
model inputs. We perform a beam search during the inference time. Empirically, we find
that results with different beam sizes (2, 4, 8, 16, 32, 64, 128) are similar, i.e., the accuracies
vary within 0.3%. Therefore, we set the beam size to be 64 for all settings.

Results with the Full Input Context

Using both headers and the full surrounding data cell values as the model input, we present
the formula accuracy in Table[2.1] where top-k accuracy measures how often the ground truth
appears in the top k predictions using beam search. Compared to the model without the
input context, all other models are able to use the contextual data to provide more accurate
predictions. In particular, our full model achieves over 40% top-1 full formula prediction
accuracy, which is 4 times as high as the model without context. We also observe that the
full SpreadsheetCoder model has much better accuracy than either of the RobustFill models,
demonstrating that our model is more capable of leveraging the implicit specification provided
by the tabular context.

Different encoder architectures. Appropriately encoding the input context is im-
portant. Comparing with RobustFill models, we observe that it is beneficial to model the
dependency among different rows and columns, instead of encoding each row or column
independently. Meanwhile, adding convolution layers brings additional performance gain,
because it enables the representation of each input token to aggregate broader contextual
information beyond a few nearby rows or columns, i.e., 3 for our BERT encoders as discussed
in Section 2.3 Finally, although models representing the input context as column-based
tables generally perform worse than those using row-based tables, including both row-based
and column-based encoders improves the overall accuracies by 2-3 percentage points. Note
that the improvement is not due to the larger model size: to test this, we trained row-based
and column-based BERT models with the larger BERT-base and BERT-large architectures,
but the results were no better, while taking longer to train. In addition, initializing from
pre-trained BERT encoders increases the formula accuracy by around 10 percentage points,
suggesting that although spreadsheet headers are generally short natural language phrases,
pre-training on a large-scale text corpus with much more complex text still enables the model
to better understand the spreadsheet context.

Breakdown analysis of sketch and range prediction. We present the sketch and
range accuracies in Table On the one hand, sketch accuracies are generally much higher
than range accuracies, since formulas are more likely to share common sketches with similar
spreadsheet context, while range prediction requires a more careful investigation of the table
structure. On the other hand, sketch prediction becomes more challenging when literals are
included. In Figure [2.5a] we present a prediction with the correct sketch but the wrong range.
Specifically, the model could easily infer that the formula should call a SUM function, since it
is a common prediction given the input token “Total”. However, the model wrongly selects all
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Table 2.1: Formula accuracy on the test set. means the corresponding component is

removed from our full model.

Approach Top-1 Top-5 Top-10

Full Model 42.51% 54.41% 58.57%
— Column-based BERT 39.42%  51.68%  56.50%
— Row-based BERT 20.37%  40.87%  48.37%
—  Convolution layers 38.43%  51.31%  55.87%
—  Two-stage decoding 41.12%  53.57%  57.95%
—  Pretraining 31.51%  42.64%  49.77%

Row-based RobustFill 31.14%  40.09%  47.10%
Column-based RobustFill 20.65%  39.69%  46.96%
No context 10.56%  23.27%  31.96%

cells above as the function argument, and ignores the fact that the cell B5 is already the sum
of cells B2-B4, indicated by the text “Total price” in cell A5. Figure shows a prediction
with the correct range but the wrong sketch, where the predicted formula misses a “/” as
an argument to the string concatenation operator “&”. Two-stage decoding disentangles
the generation of sketches and ranges, so that the two predictors could focus on addressing
different difficulties in formula prediction, and this mechanism improves the overall accuracy.

Prediction on formulas with different sketch lengths. We present the top-1 formula
accuracy on formulas with different sketch lengths in Figure 2.4, Note that we exclude
the $ENDSKETCH$ token from length calculation. First, all models achieve higher performance
on formulas with sketch lengths of 2-3 than longer formulas. It is harder to make exactly the
same prediction as the ground truth when the formula becomes longer, especially given that
the input context is often an ambiguous specification for formula prediction. Fortunately,
users typically do not need to write complicated formulas for spreadsheet data manipulation.
Specifically, 85% of our collected formulas have sketch lengths of 2-3. Despite the performance
degradation, our full model consistently performs better than other models on formulas with

different sketch lengths.

The Effect of Header Information

In this section, we evaluate the effect of including the header row as the model input, which
usually provides a short description of the table in natural language. For all models, we
remove the headers from the context by replacing the header tokens with empty values. Thus
the models can only use surrounding data cells as the spreadsheet context.

In Table [2.3] we observe a notable accuracy drop compared to Table 2.1} indicating that
leveraging headers is critical. Figure shows an example that can be correctly predicted by
our full model, but is wrongly predicted by the model without input headers. We can observe
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Figure 2.4: Top-1 formula accuracies for different sketch lengths.

that without the header “Average”, it is much harder to figure out that the formula should
call the AVERAGE function instead of a division. Interestingly, without input headers, using
row-based or column-based table representation no longer makes much difference. However,
our tabular input context encoders still perform better than RobustFill models, suggesting
the importance of modeling the dependency among different rows and columns. In addition,
initializing from pre-trained BERT model weights does not improve the results, and even
slightly hurts the performance. The main reason is that the cell data values are mostly
numeric and string literals. Breakdown results are deferred to Appendix [A.2]

Results in the FlashFill-like Setting

In this section, we conduct experiments in the FlashFill-like setting, where formulas are
always executed on cells in the same row. In total, 2.5K formulas in the test set only include
cells with the relative row position R[0], which constitute around 73% of the test set. More
details are in Appendix [A.4]

In Figure we present the top-1 formula accuracies with different numbers of input
data rows. We observe that even for spreadsheet formulas that only refer to cells in the same
row, our models with tabular input encoders still perform better. In particular, with the
increase of the number of input data rows, the accuracy of the RobustFill model does not
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Table 2.2: Sketch and range accuracy on the test set.

(a) Sketch accuracy.

Approach Top-1 Top-5 Top-10

Full Model 57.41% 172.04% 78.52%
—  Column-based BERT 55.50%  70.88%  77.73%
— Row-based BERT 27.49%  61.95%  73.95%
— Convolution layers 53.68%  69.38%  75.67%
—  Two-stage decoding 56.47%  72.02%  78.30%
— Pretraining 41.26%  64.67%  76.36%

Row-based RobustFill 40.23%  61.50%  72.20%
Column-based RobustFill 29.50%  59.97%  71.31%
No context 25.19%  47.08%  52.70%

(b) Range accuracy.

Approach Top-1 Top-5 Top-10

Full Model 46.93% 59.60% 63.51%
—  Column-based BERT 43.60% 57.12%  62.27%
— Row-based BERT 22.57%  47.84%  55.29%
—  Convolution layers 42.84%  56.64%  61.03%
—  Two-stage decoding 44.59%  58.52%  62.48%
— Pretraining 36.03%  49.85%  54.71%

Row-based RobustFill 33.88%  48.16%  54.83%
Column-based RobustFill 23.97%  47.09%  52.75%
No context 11.80%  25.54%  38.07%

show much improvement, while the accuracies of the other two models increase considerably,
especially our full model. This demonstrates that our model could better utilize the available
cell data context for prediction. Figure shows a formula that can be correctly predicted
by our model when the full input context is given, but is wrongly predicted when the input
only contains the header row and one data row. This example shows that understanding the
cell data is especially important when the header is not informative enough. Notice that
including only a few input rows or columns does not fit our encoder design well, since our
BERT encoders simultaneously embed 3 data rows at a time, while the RobustFill model
independently encodes each row by design. This could be the main reason why models with
BERT-based encoders may perform worse than RobustF'ill when less than 3 data rows are
presented. In addition, including headers still consistently provides a significant performance
gain.
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Figure 2.5: Examples of wrong formula predictions by our full model. (a) The sketch
prediction is correct, but the range is wrong. (b) The range prediction is correct, but the
sketch is wrong. These are synthetic examples for illustrative purposes.

Table 2.3: Formula accuracy on the test set, excluding headers in the context. Corresponding

results with headers are in Table

Approach

Top-1 Top-5 Top-10

Full Model
—  Column-based BERT
— Row-based BERT

— Pretraining

20.47%  40.23%  47.40%
20.63%  40.40% 48.70%
20.38%  40.11%  47.88%
20.94% 40.64% 48.51%

Row-based RobustFill
Column-based RobustFill
No context

19.02%  33.60%  37.38%
17.64%  30.45%  36.79%
10.56%  23.27%  31.96%

Results on Public Excel Spreadsheets

Finally, we evaluate SpreadsheetCoder on the Enron corpus EL which includes over 17K
Excel Spreadsheets extracted from the Enron email corpus [141} [109]. We preprocess the
Enron corpus in the same way as our Google Sheets corpus, and our final dataset includes
178K samples in the training set, 41K samples in the validation set, and 33K samples in
the validation set. About 55% formulas have sketch lengths of 2, 18% formulas have sketch

lengths of 3, 13% formulas have sketch lengths of 4-5, 9% formulas have sketch lengths of

6-7, and 5% formulas have sketch lengths of at least 8. The formulas utilize 13 spreadsheet
functions, and 4 general-purpose numerical operators (i.e., +, =, *, and /). Compared to our

®The raw spreadsheet corpus is here: https://github.com/SheetJS/enron_x1s.
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Figure 2.6: Top-1 formula accuracy in the FlashFill-like setting, with different number of
input rows.

Google Sheets corpus, the Enron dataset is smaller and the formulas include fewer types of
spreadsheet functions, but it contain more formulas with long sketches. More details about
the dataset are deferred to Appendix [A.3]

On the Enron test set, SpreadsheetCoder achieves 29.8% top-1 accuracy, 41.8% top-5
accuracy, and 48.5% top-10 accuracy. These numbers are lower than the results on our Google
Sheets corpus. When investigating into the model predictions, we observe that the main
reason is due to the spreadsheet format difference. Specifically, because Enron spreadsheets
are in Excel, while our data preprocessing pipeline is implemented for Google Sheets, we
import Enron spreadsheets into Google Sheets for data preprocessing. Therefore, a larger
proportion of table headers are not properly detected. However, when comparing to the
prediction results without headers, as shown in Table [2.3] the accuracies on the Enron test
set are still better.

2.5 Related Work

In this section, we present a high-level overview of the related work, and we defer a more in-
depth discussion to Appendix[A.1l Program synthesis has been a long-standing challenge, and
various types of specifications have been discussed, including input-output examples [99, 22,
35|, 125], 227, 47|, natural language descriptions [100} 283, |278, [161, |159, [257], and images [267,
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Figure 2.7: Examples of formulas that are correctly predicted by our full model with the full
context, but wrongly predicted with missing context. (a) The wrong prediction when the
model input does not include headers. Note that the model with headers predicts it correctly
even if only one data row is provided. (b) The wrong prediction when the model input only
includes headers and one data row. These are synthetic examples for illustrative purposes.

167, [238]. In particular, the FlashFill benchmark [99] is the most related to our task, and their
goal is to generate string transformation programs to manipulate the Excel spreadsheet data,
given input-output examples as the specification. Various neural network approaches have
been proposed for FlashFill [201} 74, 252]. On the other hand, Nlyze [100] translates natural
language specifications to programs in an SQL-like DSL for spreadsheet data manipulation;
and Autopandas [25] synthesizes dataframe transformation functions implemented with the
Python Pandas library, given input-output dataframe examples. The spreadsheet formula
prediction task in our work considers the semi-structured tabular spreadsheet context as the
specification, rather than standardized input-output examples or natural language descriptions.
Therefore, our formula specifications are more ambiguous and diverse. Furthermore, we show
that including the header information is a key factor to improving the formula prediction
performance.

In terms of the model input format, our spreadsheet formula prediction task is related to
existing benchmarks on semantic parsing over a tabular database [124] 292, 283]. There are
two key differences between these tasks and ours. First, their program specification contains
a natural language question, while our work predicts spreadsheet formulas based on the
tabular context only. Therefore, our input specification is much more ambiguous. Meanwhile,
our spreadsheet tables are typically less structured than the database tables. As shown in
Figure [2.1], spreadsheet tables do not necessarily satisfy a consistent row-based schema, and
data cell values may be dependent on cells from other rows.

Our tabular context encoder is related to prior works on tabular BERT models, including
TAPAS [113], TaBERT [279], and Table-BERT [46]. Our encoder design differs from these
works in the following ways. First, these models are designed for question answering [113]
279 or fact verification [46], thus their inputs are the concatenation of a natural language
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question/statement and a table. In contrast, our model input only contains a spreadsheet
table. Second, both TAPAS and Table-BERT require that the maximum table size is 512
tokens, which is not enough for our problem. SpreadsheetCoder encodes larger tabular input
by tiling multiple rows/columns in multiple forward passes over BERT, and then doing the
convolution to capture broader context. TaBERT independently embeds each table row with
the question, then applies an attention mechanism over other tokens in the same column but
different rows. This is similar to our row-based BERT without the row-wise convolution. As
shown in Table [2.1] this alternative underperforms our full model.

Our spreadsheet formula prediction problem is also related to code completion tasks [215]
157, [242, |241], |243]. Specifically, the goal of code completion tasks is to synthesize the
subsequent program tokens given the code context, while we aim to generate the formula in
the cell with the missing value to complete the spreadsheet. However, instead of providing a
token sequence to represent the code context, our data context is a semi-structured table,
where data values in different cells are connected in a two-dimensional space.

2.6 Discussion

We presented the first technique to synthesize spreadsheet formulas given a tabular context,
including both headers and cell values. In particular, we develop SpreadsheetCoder, a
BERT-based model to capture the two-dimensional relational structure of the spreadsheet
context, which are typically semi-structured tables. We demonstrate that incorporating the
table headers significantly facilitates the prediction. Furthermore, modeling the dependency
among cells of different rows and columns is important for generating formulas in real-world
spreadsheets with diverse table structures. Compared to the rule-based system on Google
Sheets, SpreadsheetCoder assists 82% more users in composing formulas.

There are a number of promising directions for future research about spreadsheet applica-
tions. First, developing a paradigm for pre-training on spreadsheet data could enable the
encoder to be more specialized for spreadsheet applications. Second, we could infer more
fine-grained knowledge of the table structure from the spreadsheet format information, such
as colors and fonts, which could be utilized to develop more advanced encoder architectures.
Finally, we could also extend our approach to support more spreadsheet applications, such as
bug detection and clone detection.
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Chapter 3

PlotCoder: Synthesizing Visualization
Code in Programmatic Context

Creating effective visualization is an important part of data analytics. While there are many
libraries for creating visualizations, writing such code remains difficult given the myriad of
parameters that users need to provide. In this chapter, we propose the new task of synthesizing
visualization programs from a combination of natural language utterances and code context.
To tackle the learning problem, we introduce PlotCoder, a new hierarchical encoder-decoder
architecture that models both the code context and the input utterance. We use PlotCoder
to first determine the template of the visualization code, followed by predicting the data to be
plotted. We use Jupyter notebooks containing visualization programs crawled from GitHub
to train PlotCoder. On a comprehensive set of test samples from those notebooks, we show
that PlotCoder correctly predicts the plot type of about 70% samples, and synthesizes the
correct programs for 35% samples, performing 3-4.5% better than the baselines. E]

3.1 Introduction

Visualizations play a crucial role in obtaining insights from data. While a number of
libraries [120}, [225, 132] have been developed for creating visualizations that range from simple
scatter plots to complex 3D bar charts, writing visualization code remains a difficult task.
For instance, drawing a scatter plot using the Python matplotlib library can be done using
both the scatter and plot methods, and the scatter method [176] takes in 2 required
parameters (the values to plot) along with 11 other optional parameters (marker type, color,
etc), with some parameters having numeric types (e.g., the size of each marker) and some
being arrays (e.g., the list of colors for each collection of the plotted data, where each color is
specified as a string or another array of RGB values). Looking up each parameter’s meaning

!The material in this chapter is based on Chen et al. [55]. Our code and data are available at https:
//github.com/jungyhuk/plotcoder!
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and its valid values remains tedious and error-prone, and the multitude of libraries available
further compounds the difficulty for developers to create effective visualizations.

In this paper, we propose to automatically synthesize visualization programs using a
combination of natural language utterances and the programmatic context that the visual-
ization program will reside (e.g., code written in the same file as the visualization program
to load the plotted data), focusing on programs that create static visualizations (e.g., line
charts, scatter plots, etc). While there has been prior work on synthesizing code from natural
language 288, 195}, 264, 278], and with addition information such as database schemas [292,
283, 282, 281] or input-output examples [209, 287], synthesizing general-purpose code from
natural language remains highly difficult due to the ambiguity in the natural language input
and complexity of the target. Our key insight in synthesizing visualization programs is to
leverage their properties: they tend to be short, do not use complex programmatic control
structures (typically a few lines of method calls without any control flow or loop constructs),
with each method call restricted to a single plotting command (e.g., scatter, pie) along
with its parameters (e.g., the plotted data). This influences our model architecture design as
we will explain.

To study the visualization code synthesis problem, we use the Python Jupyter note-
books from the JuiCe dataset |3], where each notebook contains the visualization program
and its programmatic context. These notebooks are crawled from GitHub and written
by various programmers, thus a main challenge is understanding the complexity and the
noisiness of real-world programmatic contexts and the huge variance in the quality of natural
language comments. Unfortunately, using standard LSTM-based models and Transformer
architectures [249| fails to solve the task, as noted in prior work [3].

We observe that while data to be plotted is usually stored in pandas dataframes [200],
they are not explicitly annotated in JuiCe. Hence, unlike prior work, we augment the
programmatic context with dataframe names and their schema when available in predicting
the plotted data.

We next utilize our insight above and design a hierarchical deep neural network code
generation model called PlotCoder that decomposes synthesis into two subtasks: generating
the plot command, then the parameters to pass in given the command. PlotCoder uses a
pointer network architecture [253], which allows the model to directly select code tokens in
the previous code cells in the same notebook as the plotted data. Meanwhile, inspired by the
schema linking techniques proposed for semantic parsing with structured inputs, such as text
to SQL tasks [122, 257, |101], PlotCoder’s encoder connects the embedding of the natural
language descriptions with their corresponding code fragments in previous code cells within
each notebook. Although the constructed links can be noisy because the code context is less
structured than the database tables in text-to-SQL problems, we observe that our approach
results in substantial performance gain.

We evaluate PlotCoder’s ability to synthesize visualization programs using Jupyter
notebooks of homework assignments or exam solutions. On the gold test set where the
notebooks are official solutions, our best model correctly predicts the plot types for over 80%
of samples, and precisely predicts both the plot types and the plotted data for over 50%
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Natural Language

Explore the relationship between rarity and a skill of your
choice. Choose one skill (‘Attack’,‘Defense’ or ‘Speed’)
and do the following. Use the scipy package to assess
whether Catch_Rate predicts the skill. Create a scatterplot
to visualize how the skill depends upon the rarity of the
pokemon. Overlay a best fit line onto the scatterplot.

Local Code Context

slope, intercept, r_value, p_value, std_err =
linregress(df['Catch_Rate'], df['Speed'],)

X = np.arange(256)

y = slope * x + intercept

Distant Dataframe Context

df['Weight_kg'].describe()
df['Color'].value_counts().plot(kind="bar")
df['Body_Style'].value_counts().plot(kind="bar")

grouped = df.groupby(['Body_Style', "hasGender',]).mean()
df . groupby('Color')['Attack'].mean()

df . groupby('Color')['Pr_Male'].mean()
df.sort_values('Catch_Rate',ascending=False).head()

Dataframe Schema

df: ['Catch_Rate', 'Speed', 'Weight_kg', 'Color'
'Body_Style']

Ground Truth

plt.scatter(df['Catch_Rate'], df['Speed'])
plt.plot(x,y)

Figure 3.1: An example of plot code synthesis problem studied in this work. Given the
natural language, code context within a few code cells from the target code, and other code
snippets related to dataframes, PlotCoder synthesizes the data visualization code.

of the samples. On the more noisy test splits with notebooks written by students, which
may include work-in-progress code, our model still achieves over 70% plot type prediction
accuracy, and around 35% accuracy for generating the entire code, showing how PlotCoder’s
design decisions improve our prediction accuracy.

3.2 Visualization Code Synthesis Problem

We now discuss our problem setup of synthesizing visualization code in programmatic context,
where the model input includes different types of specifications. We first describe the model
inputs, then introduce our code canonicalization process to make it easier to train our models
and evaluate the accuracy, and finally our evaluation metrics.

Program Specification

We illustrate our program specification in Figure [3.1], which represents a Jupyter notebook
fragment. Our task is to synthesize the visualization code given the natural language
description and code from the preceding cells. To do so, our model takes in the following
inputs:
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e The natural language description for the visualization, which we extract from the
natural language markdown above the target code cell containing the gold program in
the notebook.

e The local code context, defined as a few code cells that immediately precede the target
code cell. The number of cells to include is a tunable hyper-parameter to be described
in Section 3.4l

e The code snippets related to dataframe manipulation that appear before the target
code cell in the notebook, but are not included in the local code context. We refer to
such code as the distant dataframe context. When such context contains code that uses
dataframes, they are part of the model input by default.

As mentioned in Section [3.1] unlike JuiCe, we also extract the code snippets related to
dataframes, and annotate the dataframe schemas according to their syntax trees. As shown
in Section [3.1], knowing the column names in each dataframe is important for our task, as
dataframes are often used for plotting.

Code Canonicalization

One way to train our models is to directly utilize the plotting code in Jupyter notebooks as the
ground truth. However, due to the variety of plotting APIs and coding styles, such a model
rarely predicts exactly the same code as written in Jupyter notebooks. For example, there
are at least four ways in Matplotlib to create a scatter plot for columns ‘y’ against ‘x’ from
a dataframe df: plt.scatter(df[’x’], df[’y’]), plt.plot(df[’x’], df[’y’], ’0’),
df .plot.scatter(x=’x’, y=’y’), df.plot(kind=’scatter’, x=’x’, y=’y’). Moreover,
given that the natural language description is ambiguous, many plot attributes are hard to
precisely predict. For example, from the context shown in Figure [3.1] there are many valid
ways to specify the plot title, the marker style, axis ranges, etc. In our experiments, we find
that when trained on raw target programs, fewer than 5% predictions are exactly the same
as the ground truth, and a similar phenomenon is also observed earlier [3].

Therefore, we design a canonical representation for plotting programs, which covers the
core of plot generation. Specifically, we convert the plotting code into one of the following
templates:

e LIB.PLOT_TYPE(X,{Y}*), where LIB is a plotting library, and PLOT_TYPE is the plot
type to be created. The number of arguments may vary for different PLOT_TYPE, e.g., 1
for histograms and pie charts, and 2 for scatter plots.

e [y \n Ly \n ... L,, where each L; is a plotting command in the above template,
and \n are separators.

For example, when using plt as the library (a commonly used abbreviation of matplotlib.pyplot),
we convert df . plot (kind=’scatter’,x=’x’,y="y’) into plt.scatter(df [’x’],df[’y’]),
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where LIB = plt and PLOT_TYPE = scatter. Plotting code in other libraries could be con-
verted similarly.

The tokens that represent the plotted data, i.e., X and Y, are annotated in the code context
as follows:

e VAR, when the token is a variable name, e.g., x and y in Figure [3.1]
e DF, when the token is a Pandas dataframe or a Python dictionary, e.g., df in Figure 3.1

e STR, when the token is a column name of a dataframe, or a key name of a Python
dictionary, such as ‘Catch_Rate’ and ‘Speed’ in Section [3.1]

The above annotations are used to cover different types of data references. For example,
a column in a dataframe is usually referred to as DF [STR], and sometimes as DF [VAR] where
VAR is a string. In Section [3.3] we will show how to utilize these annotations for hierarchical
program decoding, where our decoder first generates a program sketch that predicts these
token types without the plotted data, then predicts the actual plotted data subsequently.

Evaluation Metrics

Plot type accuracy. To compute this metric, we categorize all plots into several types, and
a prediction is correct when it belongs to the same type as the ground truth. In particular, we
consider the following categories: (1) scatter plots (e.g., generated by plt.scatter); (2) his-
tograms (e.g., generated by plt.hist); (3) pie charts (e.g., generated by plt.pie); (4) a scat-
terplot overlaid by a line (e.g., such as that shown in Figure , or generated by sns.lmplot);
(5) a plot including a kernel density estimate (e.g., plots generated by sns.distplot or
sns.kdeplot); and (6) others, which are mostly plots generated by plt.plot.

Plotted data accuracy. This metric measures whether the predicted program selects the
same data to plot as the ground truth. Unless otherwise specified, the ordering of variables
must match the ground truth as well, i.e., swapping the data used to plot x and y axes result
in different plots.

Program accuracy. We consider a predicted program to be correct if both the plot type
and plotted data are correct. As discussed in Section 3.2, we do not evaluate the correctness
of other plot attributes because they are mostly unspecified.

3.3 PlotCoder Model Architecture

In this section, we present PlotCoder, a hierarchical model architecture for synthesizing
visualization code from natural language and code context. PlotCoder includes an LSTM-
based encoder [115] to jointly embed the natural language and code context, as well as a
hierarchical decoder that generates API calls and selects data for plotting. We provide an
overview of our model architecture in Figure [3.2]
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Figure 3.2: Overview of the PlotCoder architecture. The NL-Code linking component
connects the embedding vectors for underscored tokens in natural language and code context,
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ie., “age’.

NL-Code Context Encoder

PlotCoder’s encoder computes a vector representation for each token in the natural language
description and the code context, where the code context is the concatenation of the code
snippets describing dataframe schemas and the local code cells, as described in Section [3.2]

NL encoder. We build a vocabulary for the natural language tokens, and train an embed-
ding matrix for it. Afterwards, we use a bi-directional LSTM to encode the input natural
language sequence (denoted as LSTM,,), and use the LSTM’s output at each timestep as the
contextual embedding vector for each token.

Code context encoder. We build a vocabulary V, for the code context, and train an
embedding matrix for it. V. also includes the special tokens {VAR, DF, STR} used for sketch
decoding in Section [3.3] We train another bi-directional LSTM (LSTM.,), which computes a
contextual embedding vector for each token in a similar way to the natural language encoder.
We denote the hidden state of LSTM, at the last timestep as H..

NL-code linking. Capturing the correspondence between the code context and natural
language is crucial in achieving a good prediction performance. For example, in Figure
PlotCoder infers that the dataframe column “age” should be plotted, as this column name is
mentioned in the natural language description. Inspired by this observation, we design the
NL-code linking mechanism to explicitly connect the embedding vectors of code tokens and
their corresponding natural language words. Specifically, for each token in the code context
that also occurs in the natural language, let h. and h,; be its embedding vectors computed
by LSTM, and LSTM,,;, respectively, we compute a new code token embedding vector as:

h:: = VVl([hca hnl])
where W, is a linear layer, and [h.; h,y] is the concatenation of h. and h,;. When no natural
language word matches the code token, h,; is the embedding vector of the [EOS] token at the
end of the natural language description. When we include this NL-code linking component in
the model, A/ replaces the original embedding k. for each token in the code context, and the
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new embedding is used for decoding. We observe that many informative natural language
descriptions explicitly state the variable names and dataframe columns for plotting, which
makes our NL-code linking effective. Moreover, this component is especially useful when the
variable names for plotting are unseen in the training set, thus NL-code linking provides the
only cue to indicate that these variables are relevant.

Hierarchical Program Decoder

We train another LSTM to decode the visualization code sequence, denoted as LSTM,,. Our
decoder generates the program in a hierarchical way. At each timestep, the model first
predicts a token from the code token vocabulary that represents the program sketch. As
shown in Figure [3.2] the program sketch does not include the plotted data. After that, the
decoder predicts the plotted data, where it employs a copy mechanism [97, 253] to select
tokens from the code context.

First, we initiate the hidden state of LSTM,, with H., the final hidden state of LSTM,,
and the start token is [GO] for both sketch and full program decoding. At each step t, let s; 1
and o;_1 be the sketch token and output program token generated at the previous step. Note
that s;_1 and o;_; are different only when s, ; € {VAR, DF, STR}, where 0,_; is the actual
data name with the corresponding type. Let es; 1 and eo;_; be the embedding vectors of s; 1
and 0,1 respectively, which are computed using the same embedding matrix for the code
context encoder. The input of LSTM,, is the concatenation of the two embedding vectors,
ie., [es;_1;€0i 1]

Attention. To compute attention vectors over the natural language description and the
code context, we employ the two-step attention in [123]. Specifically, we first use hp; to
compute the attention vector over the natural language input using the standard attention
mechanism [20], and we denote the attention vector as attn;. Then, we use attn; to compute
the attention vector over the code context, denoted as attp,.

Sketch decoding. For sketch decoding, the model computes the probability distribution
among all sketch tokens in the code token vocabulary V.:

Pr(s;) = Softmax(Ws(hp; + attn, + attp,))

Here Wy is a linear layer. For hierarchical decoding, we do not allow the model to directly
decode the names of the plotted data during sketch decoding, so s; is selected only from the
valid sketch tokens, such as library names, plotting function names, and special tokens for
plotted data representation in templates discussed in Section [3.2]

Data selection. For s; € {VAR, DF, STR}, we use the copy mechanism to select the plotted
data from the code context. Specifically, our decoder includes 3 pointer networks [253]
for selecting data with the type VAR, DF, and STR respectively, and they employ similar
architectures but different model parameters.
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Split Train Dev (gold) Test (gold) Dev (hard) Test (hard)
All 38971 o7 48 827 894
Scatter 11895 19 17 254 276
Hist 8856 14 11 182 175
Pie 574 1 1 14 13
Scatter+Plot 1533 3 1 34 57
KDE 2609 3 b} o1 64
Others 13504 17 13 292 309

Table 3.1: Dataset statistics.

We take variable name selection as an instance to illustrate our data selection approach
using the copy mechanism. We first compute v; = W, (attn;), where W, is a linear layer.
For the i-th token ¢; in the code context, let hc¢; be its embedding vector, we compute its

prediction probability as: exp vl he;

Pric) = >, expvf he;

After that, the model selects the token with the highest prediction probability as the next
program token o;, and uses the corresponding embedding vectors for s; and o; as the input
for the next decoding step of LSTM,,.

The decoding process terminates when the model generates the [EOF] token.

3.4 Experiments

In this section, we first describe our dataset for visualization code synthesis, then introduce
our experimental setup and discuss the results.

Dataset Construction

We build our benchmark upon the JuiCe dataset, and select those that call plotting
APIs, including those from matplotlib.pyplot (plt), pandas.DataFrame.plot, seaborn
(sns), ggplot, bokeh, plotly, geoplotlib, pygal. Over 99% of the samples use plt,
pandas.DataFrame.plot, or sns. We first extract plot samples from the original dev and
test splits of JuiCe to construct Dev (gold) and Test (gold). However, the gold splits are too
small to obtain quantitative results. Therefore, we extract around 1,700 Jupyter notebooks
of homeworks and exams from JuiCe’s training set, and split them roughly evenly into Dev
(hard) and Test (hard). All remaining plot samples from the JuiCe training split are included
in our training set. The length of the visualization programs to be generated varies between
6 and 80 tokens, but the code context is typically much longer. We summarize the dataset
statistics in Table B.1l
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Evaluation Setup

Implementation details. Unless otherwise specified, for the input specification we include
K = 3 previous code cells as the local context, which usually provides the best accuracy.
We set 512 as the length limit for both the natural language and the code context. For all
model architectures, we train them for 50 epochs, and select the best checkpoint based on
the program accuracy on the Dev (hard) split. More details are deferred to Appendix

Baselines. We compare the full PlotCoder against the following baselines: (1) - Hierarchy:
the encoder is the same as in the full PlotCoder, but the decoder directly generates the full
program without predicting the sketch. (2) - Link: the encoder does not use NL-code linking,
and the decoder is not hierarchical. (3) LSTM: the model does not use NL-code linking, copy
mechanism, and hierarchical decoding. The encoder still uses two separate LSTMs to embed
the natural language and code context, which performs better than the LSTM baseline in prior
work [3]. (4) + BERT: we use the same hierarchical decoder as the full model, but replace
the encoder with a Transformer architecture [249| initialized from a pre-trained model, and
we fine-tune the encoder with other part of the model. We evaluated two pre-trained models.
One is RoBERTa-base [166], an improved version of BERT-Base [72] pre-trained on a large
text corpus. Another is codeBERT [89], which has the same architecture as RoBERTa-base,
but is pre-trained on GitHub code in several programming languages including Python, and
has demonstrated good performance on code retrieval tasks. To demonstrate the effectiveness
of target code canonicalization discussed in Section we also compare with models that
are directly trained on the raw ground truth code from the same set of Jupyter notebooks.

Results

We present the program prediction accuracies in Table[3.2] First, training on the canonicalized
code significantly boosts the performance for all models, suggesting that canonicalization
improves data quality and hence prediction accuracies. When trained with target code
canonicalization, the full PlotCoder significantly outperforms other model variants on different
data splits. On the hard data splits, the hierarchical PlotCoder predicts 35% of the samples
correctly, improving over the non-hierarchical model by 3 —4.5%. Meanwhile, NL-code linking
enables the model to better capture the correspondence between the code context and the
natural language, and consistently improves the performance when trained on canonicalized
target code. Without the copy mechanism, the baseline LSTM cannot predict any token
outside of the code vocabulary. Therefore, this model performs worse than other LSTM-based
models, especially on plotted data accuracies, as shown in Table [3.3]

Interestingly, while our hierarchical decoding, NL-code linking, and copy mechanism
are mainly designed to improve the prediction accuracy of the plotted data, as shown in
Table we observe that the plot type accuracies of our full model are also mostly better,
especially on the hard splits. To better understand this, we break down the results by
plot type, and observe that the most significant improvement comes from the predictions
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Model Test (hard) Dev (hard) Test (gold) Dev (gold)
With code canonicalization
Full Model 34.79% 34.70% 56.25% 47.37%
— Hierarchy 30.20% 31.56% 45.83% 47.37%

— Link 29.98% 28.05% 43.75% 45.61%
LSTM 26.17% 24.67% 41.67% 40.35%
+ CodeBERT 33.11% 34.58% 54.17% 35.09%
+ RoBERTa 32.77% 33.37% 50.00% 26.32%

Without code canonicalization
Full Model 20.58% 22.73% 22.92% 28.07%
— Hierarchy 20.25% 22.85% 18.75% 26.32%
— Link 20.02% 21.77% 20.83% 24.56%
LSTM 16.22% 16.93% 16.67% 24.56%
+ CodeBERT 20.92% 22.61% 22.92% 24.56%
+ RoBERTa 20.47% 22.37% 20.83% 24.56%

Table 3.2: Evaluation on program accuracy.

of scatter plots (“S”) and plots in “Others” category. We posit that these two categories
constitute the majority of the dataset, and the hierarchical model learns to better categorize
plot types from a large number of training samples. In addition, we observe that the full
model does not always perform better than other baselines on data splits of small sizes, and
the difference mainly comes from the ambiguity in the natural language description. We
defer more discussion to Section [3.4l

Also, using BERT-like encoders does not improve the results. This might be due to the
difference in data distribution for pre-training and vocabularies. Specifically, RoBERTa is pre-
trained on English passages, which does not include many visualization-related descriptions
and code comments. Therefore, the subword vocabulary utilized by RoBERTa breaks down
important keywords for visualization, e.g., “scatterplots” and “histograms” into multiple
words, which limits model performance, especially for plot type prediction. Using codeBERT
improves the performance of RoOBERTa, but it still does not improve over the LSTM-based
models, which may again due to vocabulary mismatch. As a result, in Table [3.4] the plot
type accuracies of both models using BERT-like encoders are considerably lower than the
LSTM-based models.

To better understand the plotted data prediction performance, in addition to the default
plotted data accuracy that requires the data order to be the same as the ground truth, we
also evaluate a relaxed version without ordering constraints. Note that the ordering includes
two factors: (1) the ordering of the plotted data for the different axes; and (2) the ordering of
plots when multiple plots are included. We observe that the ordering issue happens for around
1.5% of samples, and is more problematic for scatter plots (“S”) and “Others.” Figure
shows sample predictions where the model selects the correct set of data to plot, but the
ordering is wrong. Although sometimes the natural language explicitly specifies which axes to
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Model Test (hard) Dev (hard) Test (gold) Dev (gold)
With code canonicalization
Full Model 40.16% 38.69% 60.42% 49.12%
— Hierarchy 35.91% 37.00% 47.92% 47.37%
— Link 35.46% 35.67% 47.92% 47.37%
LSTM 29.87% 28.05% 43.75% 40.35%
+ codeBERT 38.14% 38.33% 58.33% 40.35%
+ RoBERTa 37.47% 38.33% 58.33% 29.82%

Without code canonicalization
Full Model 24.94% 27.69% 29.17% 33.33%
— Hierarchy 26.73% 27.93% 31.25% 31.58%
— Link 25.39% 27.21% 25.00% 28.07%
LSTM 18.90% 21.04% 18.75% 26.32%
+ CodeBERT 26.85% 27.21% 29.17% 31.58%
+ RoBERTa 25.28% 27.81% 27.08% 28.07%

Table 3.3: Evaluation on plotted data accuracy.

Model Test (hard) Dev (hard) Test (gold) Dev (gold)
With code canonicalization
Full Model 70.58% 71.46% 83.33% 78.95%
— Hierarchy 64.65% 68.92% 87.50% 82.46%
— Link 65.32% 64.09% 81.25% 73.68%
LSTM 66.67% 67.47% 85.42% 85.96%
+ codeBERT 65.44% 67.96% 75.00% 57.89%
+ RoBERTa 65.21% 66.38% 66.67% 54.39%
Without code canonicalization
Full Model 63.53% 65.66% 72.92% 80.70%
— Hierarchy 61.41% 67.47% 66.67% 73.68%
— Link 61.30% 63.72% 64.58% 77.19%
LSTM 64.65% 65.78% 81.25% 70.18%
+ CodeBERT 56.04% 57.07% 60.42% 56.14%
+ RoBERTa 61.30% 61.91% 68.75% 49.12%

Table 3.4: Evaluation on plot type accuracy.

plot (e.g., Figure (a)), such descriptions are mostly implicit (e.g., Figure (b)), making
it hard for the model to learn. Full results on different plot types are in Section |3.4}
The Effect of Different Model Inputs

To evaluate the effect of including different input specifications, we present the results in
Table [3.5] Specifically, - NL means the model input does not include the natural language,
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(a) Natural Language

Create a scatter plot of the observations in the ‘credit’
dataset for the attributes ‘Duration’ and ‘Age’ (age should
be shown on the xaxis).

Local Code Context

duration = credit['Duration'].values
age = credit['Age'].values

Ground Truth

plt.scatter(age, duration)

Prediction
plt.scatter(duration, age)

(b) Natural Language

This graph provides more evidence that the higher a state’s
participation rates, the lower that state’s averages scores
are likely to be. The higher the participation rate, the lower
the expected average verbal scores.

Local Code Context
plt.plot(sat_datal['Math'], sat_datal'Verbal'])

Dataframe Schema
sat: ['Rate', 'Math', 'Verbal'l
Ground Truth

plt.plot(sat_datal'Rate’
plt.plot(sat_data['Rate'],

—

, sat_data['Math'])
sat_datal 'Verbal'])

—

Prediction

plt.plot(sat_datal['Math'], sat_datal'Verbal'])
plt.plot(sat_datal'Rate'], sat_datal'Verbal'])

[Ery

Figure 3.3: Examples of predictions where the model selects the correct set of data to plot,
but the order is wrong.

Input Test (hard) Dev (hard) Test (gold) Dev (gold)
Full input 34.79% 34.70% 56.25% 47.37%
— Distant DF's 34.34% 34.10% 52.08% 45.61%
— NL 27.52% 28.42% 43.75% 21.05%

Table 3.5: Evaluation on the full hierarchical model with different inputs.

and - Distant DFs means the code context only includes the local code cells. Interestingly,
even without the natural language description, PlotCoder correctly predicts a considerable
number of samples. Figure [3.4] shows sample correct predictions without relying on the
natural language description. To predict the plotted data, a simple yet effective heuristic is
to select variable names appearing in the most recent code context. This is also one possible
reason that causes the wrong data ordering prediction in Figure (a); in fact, the prediction
is correct if we change the order of assignment statements for variables age and duration in
the code context.

Meanwhile, we evaluated PlotCoder by varying the number of local code cells K. The
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(a) Natural Language

Plot a Gaussian by looping through a range of x values
and creating a resulting list of Gaussian values, g

Local Code Context

x_axis = np.arange(-20, 20, 0.1)
g =[]
for x in x_axis:

g.append(f(mu, sigma2, x))
Ground Truth & Prediction

plt.plot(x_axis, g)

(b) Natural Language

Like in Q9, let’s start by thinking about two dice

Local Code Context

results = []
for i in range(1,7):
for j in range(1,7):
print((i,j),max(i,J))
results.append(max(i,j))

Ground Truth & Prediction
plt.hist(results)

Figure 3.4: Examples of model predictions even without the natural language input.

results show that the program accuracies converge or start to decrease when K > 3 for
different models, as observed in [3]. However, the accuracy drop of our hierarchical model is
much less noticeable than the baselines, suggesting that our model is more resilient to the
addition of irrelevant code context. See Appendix for more discussion.

Prediction Results Per Plot Type

We present the breakdown results per plot type in Tables and To better understand
the plotted data prediction performance, in addition to the default plotted data accuracy
that requires the data order to be the same as the ground truth, we also evaluate a relaxed
version without ordering constraints, described as permutation invariant in Table 3.7 We
compute the results on Test (hard), which has more samples per plot type than the gold
splits. Compared to the non-hierarchical models, the most significant improvement comes
from the predictions of scatter plots (“S”) and plots in “Others” category. We posit that
these two categories constitute the majority of the dataset, and the hierarchical model learns
to better categorize plot types from a large number of training samples. The accuracy of the
hierarchical model on some categories is lower than the baseline’s, but the difference is not

statistically significant since those categories only contain a few examples. A more detailed
discussion is included in Appendix [B.3]
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Natural Language

Problem 5. Age groups (1 point) Create a histogram of
all people’s ages. Use the default settings. Add the label
”Age” on the x-axis and "Count” on the y-axis.

Local Code Context
income_data.columns = ["age"”,"workclass”,”fnlwgt”,
"education”,"education_num”, "marital_status”,

"occupation”,"relationship”,"race"”,"sex",
"capital_gain","capital_loss"”, "hours_per_week”,
"native_country”,"income_class"]

married_af_peoples = \\
income_datalincome_datal["marital_status”].str.contains(
"Married-AF-spouse”)].shape[0]

Dataframe Schema

income_data: ['age', 'workclass', ..., 'income_class']
married_af_peoples: ['age', 'workclass', ..., 'income_class
Ground Truth

plt.hist(income_data.age)

Prediction
plt.hist(married_af_peoples.age)

Figure 3.5: A sample prediction that requires a good understanding of the code context.

Model S H Pie S+P KDE Others

With code canonicalization
Full Model 7TT17% 70.86%  61.54% < 12.28%  29.69% 84.14%
— Hierarchy  70.65%  68.00% 76.92% 15.79% 39.06% 71.20%
— Link 73.55%  68.00%  69.23% 21.05% 35.94%  70.55%
LSTM 73.91% 71.43% 69.23% 21.05% 28.13%  73.79%
+ codeBERT 67.39% 66.29% 76.92% 21.05% 35.94%  77.02%
+ RoBERTa  61.59% 62.29% 61.54% 10.53% 34.38%  80.58%

Without code canonicalization
Full Model 71.01%  74.29%  76.92%  12.28%  37.50%  65.05%
— Hierarchy 75.00%  72.00% 61.54% 14.04% 31.25%  58.25%
— Link 72.10%  60.57%  69.23%  22.81% 37.50%  63.75%
LSTM 74.64%  74.29%  69.23%  19.30%  29.69%  65.70%
+ codeBERT 71.01%  56.00%  46.15%  14.04% 35.94%  55.02%
+ RoBERTa  73.91% 47.13%  46.15% 10.53%  29.69%  74.43%

Table 3.6: Plot type accuracy on Test (hard) per type.

Error Analysis

To better understand the challenges of our task, we conduct a qualitative error analysis and
categorize the main reasons of error predictions. We investigate all error cases on Test (gold)
split for the full hierarchical model, and present the results in Table We summarize the
key observations below, and defer more discussion to Appendix [B.5]
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Model All S H Pie S+P KDE Others

Plotted data accuracy
Full Model 40.16% 42.39% 41.14% 61.54% 10.53% 21.88% 45.95%
— Hierarchy  35.91% 35.87%  40.00% 69.23% 8.77% 21.88% 40.13%
— Link 35.46%  36.96%  39.43% 53.85%  8.77%  14.06%  40.45%
LSTM 20.87%  30.43%  33.14% 61.54%  8.77%  12.50%  33.66%
+ codeBERT 38.14%  38.41% 39.43% 61.54%  877%  20.31%  44.98%
+ RoBERTa  37.47% 39.13% 36.57% 69.23% 3.51%  17.19%  45.63%

Plotted data accuracy (permutation invariant)
Full Model 41.50% 44.57% 41.14% 61.54% 12.28% 21.88% 47.57%
— Hierarchy  37.47%  38.04% 40.00% 69.23% 10.53% 21.88% 42.39%
— Link 41.05%  40.58%  39.43%  53.85%  8.77%  15.62%  43.04%
LSTM 30.65%  31.88%  33.14% 61.54% 10.53%  12.50%  34.30%

Table 3.7: Plotted data accuracy on Test (hard) per type. All models are trained with
canonicalized target code.

e Around half of error cases are due to the ambiguity of the natural language description.

(1-3)

e About 10% samples require longer code context for prediction, because the program
selects the plotted data from distant code context that exceeds the input length limit.

(4)

e Sometimes the model generates semantically same but syntactically different programs
from the ground truth, which can happen when two variables or data frames contain
the same data.(5)

e Besides understanding complex natural language description, as shown in Figure 3.3
another challenge is to understand the code context and reason about the data
stored in different variables. For example, in Figure [3.5 although both dataframes
income_data and married_af peoples include the age column, the model must infer
that married_af peoples is a subset of income_data, thus it should select income_data
to plot the statistics of people from all groups. (6-7)

3.5 Related Work

There has been work on translating natural language to code in different languages [288), [264,
195, 278, [292, |283, |161]. While the input specification only includes the natural language for
most tasks, prior work also uses additional information for program prediction, including
database schemas and contents for SQL query synthesis [292, 283| 282, [281], input-output
examples [209, 287], and code context [123, [3]. There has also been work on synthesizing
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Error Category %

(1) NL only suggests the plot type 28.57
(2) NL only suggests the plotted data 9.52
(3) NL has no plotting information 9.52
(4) Need more code context 9.52
(5) Semantically correct 14.29
(6) Challenging NL understanding 19.05
(7) Challenging code context understanding  9.52

Table 3.8: Error analysis on Test (gold) with the hierarchical model.

data manipulation programs only from input-output examples |82} 258|. In this work, we
focus on synthesizing visualization code from both natural language description and code
context, and we construct our benchmark based on the Python Jupyter notebooks from the
JuiCe [3]. Compared to JuiCe’s input format, we also annotate dataframe schema if available,
which is especially important for visualization code synthesis.

Prior work has studied generating plots from other specifications. Falx [261, 259] synthe-
sizes plots from input-output examples, but do not use any learning technique, and focuses
on developing a domain-specific language for plot generation instead. In [75], the authors
apply a standard LSTM-based sequence-to-sequence model with attention for plot generation,
but the model takes in only raw data to be visualized with no natural language input. The
visualization code synthesis problem studied in our work is much more complex, where both
the natural language and the code context can be long, and program specifications are implicit
and ambiguous.

Our design of hierarchical program decoding is inspired by prior work on sketch learning
for program synthesis, where various sketch representations have been proposed for different
applications [234} 185, |79} 192]. Compared to other code synthesis tasks, a key difference is
that our sketch representation distinguishes between dataframes and other variables, which
is important for synthesizing visualization code.

Our code synthesis problem is also related to code completion, i.e., autocompleting the
program given the code context [215| 157, 241]. However, standard code completion only
requires the model to generate a few tokens following the code context, rather than entire
statements. In contrast, our task requires the model to synthesize complete and executable
visualization code. Furthermore, unlike standard code completion, our model synthesizes
code from both the natural language description and code context. Nevertheless, when the
prefix of the visualization code is given, our model could also be used for code completion, by
including the given partial code as part of the code context.
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3.6 Discussion

In this chapter, we present the first study of visualization code synthesis from natural
language and programmatic context. Built upon the JuiCe dataset, we construct a large-scale
benchmark with Python Jupyter notebooks including natural language descriptions, code
context, and dataframes. We describe PlotCoder, a model architecture that includes an
encoder that links the natural language description and code context, and a hierarchical
program decoder that synthesizes plotted data from the code context and dataframe items.
Results on real-world Jupyter notebooks show that PlotCoder can synthesize visualization
code for different plot types, and outperforms various baseline models. We consider extending
our approach to synthesize other parts of visualization programs (e.g., titles and legends)
as future work, which could require additional specification besides the natural language to
achieve good prediction results, such as input-output examples.
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Chapter 4

Execution-Guided Neural Program
Synthesis

Neural program synthesis from input-output examples has attracted an increasing interest
from both the machine learning and the programming language community. Most existing
neural program synthesis approaches employ an encoder-decoder architecture, which uses
an encoder to compute the embedding of the given input-output examples, as well as a
decoder to generate the program from the embedding following a given syntax. Although
such approaches achieve a reasonable performance on simple tasks such as FlashFill, on more
complex tasks such as Karel, the state-of-the-art approach can only achieve an accuracy of
around 77%. We observe that the main drawback of existing approaches is that the semantic
information is greatly under-utilized. In this work, we propose two simple yet principled
techniques to better leverage the semantic information, which are execution-guided synthesis
and synthesizer ensemble. These techniques are general enough to be combined with any
existing encoder-decoder-style neural program synthesizer. Applying our techniques to the
Karel dataset, we can boost the accuracy from around 77% to more than 90% [f]

4.1 Introduction

Program synthesis is a traditional challenging problem. Such a problem typically takes a
specification as the input, and the goal is to generate a program within a target domain-
specific language (DSL). One of the most interesting forms of the specifications is input-output
examples, and there have been several applications, such as FlashFill [98,[99].

Recently, there is an increasing interest of applying neural network approaches to tackle
the program synthesis problem. For example, Devlin et al. have demonstrated that using
an encoder-decoder-style neural network, their neural program synthesis algorithm called
RobustFill can outperform the performance of the traditional non-neural program synthesis
approach by a large margin on the FlashFill task [74].

!The material in this chapter is based on Chen et al. [47].
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Despite their promising performance, we identify several inefficiencies of such encoder-
decoder-style neural program synthesis approaches. In particular, such a neural network
considers program synthesis as a sequence generation problem; although some recent work
take the syntactical information into consideration during program generation [35, 212, 277,
201}, 271], the semantic information, which is typically well-defined in the target DSL, is not
effectively leveraged by existing work.

In light of this observation, in this work, we develop simple yet principled techniques
that can be combined with any existing encoder-decoder-style neural program synthesizers.
The main novel technique is called ezecution-guided synthesis. The basic idea is to view
the program execution as a sequence of manipulations to transform each input state into
the corresponding output state. In such a view, executing a partial program can result in
intermediate states; thus, synthesizing the rest of the program can be conditioned on these
intermediate states, so that the synthesizer can take the state changes into account in the
followup program generation process. Therefore, we can leverage this idea to combine with
any existing encoder-decoder-style neural synthesizer, and we observe that it can significantly
improve the performance of the underlying synthesizers.

In addition, we also propose a simple yet effective technique called synthesizer ensemble,
which leverages the semantic information to ensemble multiple neural program synthesizers.
In particular, for the input-output program synthesis problem, we can easily verify if a
synthesized program satisfies the input-output specification, which allows us to remove invalid
predictions from the ensemble during inference time. Albeit its simplicity, to the best of our
knowledge, we are not aware of any previous neural program synthesis work applying this
approach. We observe that this technique further boosts the performance substantially.

We evaluate our techniques on the Karel task [35, (73], the largest publicly available
benchmark for input-output program synthesis, on which the most performant model in
the past can achieve only an accuracy of around 77% [35]. We observe that our proposed
techniques can gain better performance than the previous state-of-the-art results. In particular,
by combining both of our techniques, we can achieve an accuracy of 92%, which is around
15 percentage points better than the state-of-the-art results. This shows that our approach
is effective in boosting the performance of algorithms for neural program synthesis from
input-output examples.

4.2 Problem Setup

In this section, we first introduce the input-output program synthesis problem and existing
encoder-decoder-style neural program synthesis approaches, then present an overview of our
approaches.
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Problem Definition

We follow the literature [74, |35, 48] to formally define the input-output program synthesis
problem below.

Problem Definition 1 (Program emulation). Let £ be the space of all valid programs in the
domain-specific language (DSL). Given a set of input-output pairs {(I*, O} (or {IO¥}
in short), where there exists a program P € L, such that P(I*) = O* Vk € {1,...,K}. Our
goal is to compute the output O for a new test input I***, so that O'** = P(I'*").

Although the problem definition only requires to compute the output for a test input,
a typical method is to synthesize a program P’ € L such that P’ is consistent with all
input-output pairs {IO¥X}, and then use P’ to compute the output. In this case, we say
program P’ emulates the program P corresponding to {IOX}.

In particular, in this work, we are mainly interested in the following formulation of the
problem.

Problem Definition 2 (Program synthesis). Let £ be the space of all valid programs in
the domain-specific language (DSL). Given a training dataset of {IOX}; fori = 1,...,N,
where N 1is the size of the training data, compute a synthesizer I', so that given a test
input-output example set {IOX }iot, the synthesizer T({IO0% }iost) = P produces a program P,
which emulates the program corresponding to {I ox st -

Encoder-decoder-style Neural Program Synthesis Approaches

There have been many approaches proposed for different neural program synthesis tasks,
and most of them follow an encoder-decoder-style neural network architecture [35, 74, 201].
Figure shows a general neural network architecture for input-output program synthesis.
First, an encoder converts input-output examples {IO%} into an embedding. For example,
RobustFill |[74] deals with the string transformation tasks, thus it uses LSTMs as the encoder.
For the Karel task, both inputs and outputs are 2D grids (see Figure ; therefore, [35]
employ a CNN as the encoder.

Once the IO embeddings are computed, these approaches employ an LSTM decoder to
generate the programs conditioned on the embeddings. For program synthesis, one unique
property is that the generated program should satisfy the synthax of £. Therefore, a commonly
used refinement is to filter syntactically invalid program prefixes during generation [201}, |74,
35].

In the above approaches, only the syntax information is leveraged; the semantics of L is
not utilized. In particular, standard supervised training procedure could suffer from program
aliasing: for the same input-output examples, there are multiple semantically equivalent
programs, but all except the one provided in the training data will be penalized as wrong
programs. To mitigate this issue, Bunel et al. propose to train with reinforcement learning,
so that it rewards all semantically correct programs once they are fully generated [35]. In our
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Figure 4.1: A neural network architecture for input-output program synthesis (e.g., ) At
each timestep ¢, the decoder LSTM generates a program token ¢; conditioned on both the
input-output pairs {IOX} and the previous program token g; ;. Each IO pair is fed into
the LSTM individually, and a max-pooling operation is performed over the hidden states
{hE}E | of the last layer of LSTM for all IO pairs. The resulted vector is fed into a softmax
layer to obtain a prediction probability distribution over all the possible program tokens in
the vocabulary. More details can be found in Appendix

work, we demonstrate that we can leverage the semantic information in an effective way that
provides a better performance.

An Overview of our Approaches

In this work, we propose two general and principled techniques that can improve the
performance over existing work, which are ezecution-guided synthesis (Section and
synthesizer ensemble (Section . The main idea of our techniques is to better leverage the
semantics of the language £ during synthesis. Meanwhile, our techniques are compatible with
any existing encoder-decoder-style neural program synthesis architecture. We will describe
these techniques in detail in the following sections.

4.3 Execution-Guided Synthesis

Existing approaches generate the entire program only based on the input-output examples
before execution. However, this is an inefficient use of the semantics of £. For example,
when a program consists of a sequence of statements, we can view the output to be a result
by continuously executing each statement in the sequence to convert the input state into a
sequence of intermediate states. Figure illustrates such an example. From this perspective,
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Program: turnLeft() X move() ; putMarker()
+

States:

Figure 4.2: An example of the execution of partial programs to reach the target state in the
Karel domain. The blue dot denotes the marker put by the Karel robot.

P = B;L
= L|S|B;B
| if C then B else B fi
| while C do B end
S,C € L

Table 4.1: Syntax of L.

instead of generating the whole program at once, we can generate one statement at a time
based on the intermediate/output state pairs.

However, most interesting programs are not just sequential. In this work, we explore this
idea using a general control-flow framework. In particular, given any language £, we extend
it with three classical types of control-flow: sequential, branching, and looping. The extended
language is call L.. Then, we develop our above idea based on L, called execution-guided
synthesis. In the following, to make our discussion concise, we first formalize L, (Section |4.3)),
and then present the idea of execution-guided synthesis (Section .

The Formal Specification of the Extended Language L.y

In this work, we assume some additional control-flow syntax on top of £. We define the
extended language Loy in Table [d.1] In particular, we assume that a code block B can be
composed by a sequence of statements S € L or sub code blocks, and each code block can
also be an if-statement or a while-statement. We use C to indicate a condition expression in
L, and L to indicate the termination of a program execution.

The semantics of Ly is specified in Figure [4.3] These rules are largely standard following
the convention in programming language literature. In particular, each rule’s name starts with
S- indicating that they are semantics rules; the suffixes indicate the constructors each rule
specifies, (e.g., Stmt for statements, Seq for sequences, etc.). The judgment (B, s) — (B, s")
indicates a small-step execution of program B over state s to result in a new program B’ and
a new state s’. The judgments (S, s) | s and (C, s) |} b capture the big-step execution in £
that statement S evaluates to a new state s’ from s, and condition C evaluates to a boolean
value b from s. Following the semantics of L., we can formally define a program execution.
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S / B B/ /
R CILA L S-Seq (By,s) = (B, )
<Sa S> - <-L’sl> <B1;B235> — <Bi;B2,s/>
) 1 bistrue
(C,s) U b Zz{ 2 bis false

S-Seq-Bot (_L; By, s) — (Ba,s) S-If

(if C then B, else Bs fi, s) — (B, s)

S-While (while C do B end, s) — (if C then B;while C do B end else | fi, s)
Figure 4.3: Semantic rules (B, s) — (B’,s') for Lox;.

Definition 1 (Program execution). Given a program P € Lo and an input I, the execution
is a sequence Sg...St, such that (1) so = I; (2) By = P; (3) (B, s;) — (Biy1,Si+1) for
i=0,...,T—1; and (4) By = L. The output of the program is O = sr.

Execution-Guided Synthesis Algorithm

In Definition [T, we can observe that the initial and final states are simply two special states
provided as the input-output examples of the synthesis problem. Thus, a synthesizer I" for
input-output pairs should also be able to take any state-pairs as inputs. Our execution-guided
synthesis algorithm takes advantage of this fact to improve the performance of the synthesizer.
In the following, we discuss three cases from the easiest to the hardest to present our approach.

Sequential programs. We now consider the simplest case, where the program is in the
form of Sy;...; Sy, to illustrate the basic idea of execution-guided synthesis algorithm. We
present the algorithm in Algorithm . Assuming the input-output examples are {IO*}, we
can treat them as K state-pairs {(sF, s¥)}X | where sf = I* s = O*. The Exec algorithm
takes the synthesizer I' and the input-output pairs {IOX} as its input. It also takes an
additional input A, which is the ending token to be synthesized. For the top-level program,
A will be the L token. Later we will see that when synthesizing the sub-program for If- and
While-blocks, different ending tokens will be used.

The synthesized program is initially empty (line 3). Then the algorithm iteratively
generates one statement S at a time (line 4-10 and 17), and appends it to the end of P
(line 16). Importantly, if S is not an if-statement or a while-statement, for which we handle
separately, the algorithm executes the newly generated statement S to transit sf into s¥_

(line 11-14). Therefore, in the subsequent iteration, the synthesizer can start from the new

states s¥__ after executing the partial program P generated so far. In doing so, the synthesizer
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Algorithm 1 Execution-guided synthesis (sequential case)

1: function EXEC(T, {(sF, sk} A)

2: // The main algorlthm is called using Exec (T, {IO%}, 1)
3 P+ 1

b S e Tk )

5: while S # A do

6 if S = if-token then // lf-statement synthesis

7 S.A(st, sEVHE, + Execlf(T, {(sf, $5) )

8
9

else

: if & = while-token then // While-statement synthesis
10 S, (55, sE) M, ExecWhile(T', {(sf, s4)}< )
11: else / / Execution of S
12: <S sy > (L sk VYfork=1,... K
13: s sk fork=1 .. K
14: end 1f
15: end if
16: P« P;S
S e T s
18: end while
19: return P

20: end function

can see all intermediate states to better adjust the followup synthesis strategies to improve
the overall synthesis performance.

Branching programs. Dealing with if-statements is slightly more complicated than
sequential programs, since in an if-statement, not all statements will be executed on all
inputs. Following the execution in Algorithm 1| naively, we have to use I' to synthesize the
entire if-statement before being able to execute the partially generated program to derive
intermediate states.

Therefore, in Algorithm [2| we extend the above idea to handle if-statements. When
the next predicted token is an if-token, our execution-guided synthesizer first predicts the
condition of the if-statement C (line 2). Then, we evaluate C over all state-pairs. Based on
the evaluation results, we can divide the IO pairs into two sets Z; and Z; (line 3-4), so that
all states in the former meet the branching condition to go to the true branch, and all states
in the latter go to the false branch. Therefore, in the followup synthesis, we do not need to
consider Z; (or Zy) when synthesizing the true branch (or the false branch) (line 5-6). Note
that in line 5-6, synthesizing both true-branch and false-branch employ execution-guided
synthesis algorithm to leverage intermediate states, and different ending tokens (i.e., else
and fi) are supplied respectively. Once we have done the synthesis of both branches, we
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Algorithm 2 Execution-guided synthesis (if-statement)

1: function EXECIF(I, 7)

2 C«+ I'(7)

3 T, < {(s1,50) € Z|(C, si) | true}
40 I < {(s1, 5) € Z|(C, s1) || false}
5: By <+ Exec(T", Z;, else-token)
6

7

8

9

By + Exec(T, Z, fi-token)
It/ — {(Snewa 50)|(Si7 30) S It A <Bta 5i> U Snew}
If, — {(Snewa So)Ksia 30) € If A <Bfa 3i> U Snew}
: I+ TI{UTI]
10: S <« if C then B; else B; fi
11: return S, 7
12: end function

can execute the generated branches to get the new states Z (line 7-9), and return the newly
generated if-statement and updated states to the caller of this algorithm.

In Algorithm [2| we use (B, s) |} s’ to indicate a big-step execution of code block B over
state s to get s’. In particular, this means that (B,s) — (B, s1) — ... = (L, ).

Looping programs. The remaining problem is to handle while-statements. Due to the
rule S-While (see Figure [£.3), a while-statement

while C do B end (4.1)

is equivalent to
if C then (B;while C do B end) else L fi (4.2)

Therefore, we can employ a procedure similar to Algorithm [2] once a while-token is predicted.
However, there are two differences. First, in , the false-branch is empty, thus we do not
need to deal with the false-branch. Second, although the true-branch is B; while C do B end,
once we have generated B, we do not need to generate the rest of the true-branch, since both
C and B have been generated. The detailed algorithm can be found in Appendix [C.2]

Remarks. The final algorithm is called by Exec (I, {IOX}, 1). Note that our execution-
guided synthesis algorithm can be applied to any neural synthesizer I', and we can train
the synthesizer I' using any supervised or reinforcement learning algorithms that have
been proposed before [74] 35]. In our evaluation, we demonstrate that our execution-guided
synthesis technique helps boost the performance of both supervised and reinforcement learning
algorithms proposed in existing work [35].
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4.4 Synthesizer Ensemble

In our experiments, we observe that when we use different random initializations of the
synthesizer during training, even if the synthesizer architectures are the same, they will be
effective on different subsets of the dataset, although the overall prediction accuracy is similar
to each other. Thus, a natural idea is to train multiple synthesizers, and ensemble them to
build a more performant synthesizer.

Different from other deep learning tasks, for program synthesis task, without knowing
the ground truth, we can already filter out those wrong predictions that cannot satisfy the
input-output specification. Thus, we ensemble multiple synthesizers as follows: we run all
synthesizers to obtain multiple programs, and select from programs that are consistent with
all input-output examples. This provides us with a better chance to select the correct final
prediction that generalizes to held-out 10 pairs.

The main subtlety of such an approach is to deal with the case when multiple generated
programs satisfy the input-output examples. In this work, we consider several alternatives as
follows:

e Majority vote. We can choose the most frequently predicted program as the final
prediction.

e Shortest. Following the Occam’s razor principle, we can choose the shortest program
as the final prediction.

4.5 Evaluation

In this section, we demonstrate the effectiveness of our approaches on the Karel dataset [204,
35]. We first introduce the task, discuss the experimental details, and present the results.

The Karel Task

Karel is an educational programming language proposed in the 1980s [204]. Using this
language, we can control a robot to move inside a 2D grid world and modify the world state,
and our goal is to synthesize a program given a small number of input and output grids as
the specification. Such tasks have been used in Stanford CS introductory courses [65] and
the Hour of Code |114], and have been studied recently in several neural program synthesis
works [73, 135, 228]. Figure shows an example in the Karel domain. We provide the
grammar specification and the state representation in Appendix In particular, the Karel
DSL includes control flow constructs such as conditionals and loops, which is more challenging
than problems well-studied before, such as FlashFill |98, 74].

Our evaluation follows the setup in [35]. We train and evaluate our approaches on their
dataset, which is built by randomly sampling programs from the DSL. For each program, 5
IO pairs serve as the specification, and the sixth one is the held-out test sample. In total,
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there are 1,116,854 programs for training, 2,500 in the validation set, and 2,500 in the test
set. We evaluate the following two metrics, which are the same as in [35]:

e Exact Match. The predicted program is an exact match if it is the same as the ground
truth.

e Generalization. The predicted program is a generalization if it satisfies the input-
output examples in both the specification and the held-out examples.

Training dataset construction for the Exec algorithm. Note that the original Karel
dataset only provides the input-output examples and the ground truth programs. To train
the synthesizer I' with our Exec algorithm in the supervised learning setting, we need
the supervision on intermediate states as well, which can be obtained easily by executing
the ground truth programs following the semantics (Figure . In particular, for each
sample ({IO%}, P) in the original training set, we construct a sequence of training samples
sk, O}, S) (i =1,2,...,T), with each sample containing K; < K state pairs and a
program S; € P. The algorithm to construct this set is largely analogous to the semantics
specification, and we defer the details to Appendix [C.2]

Training algorithms. Once the training set is constructed, the neural synthesizer I' can
be trained on this new dataset using the same algorithm as the one for training I' on the
original dataset. Therefore, our Exec algorithm can be applied to both supervised learning
and reinforcement learning algorithms proposed in [35] for evaluation.

Model details. We employ the same neural network architecture as in [35] to synthesize
the programs, which is briefly discussed in Section 4.2l During the inference time, we set
the beam size B = 64, and select the one with the highest prediction probability from the
remaining programs. More details can be found in Appendix [C.3|

Results

We present our main results in Table We report the results of ensembling 15 models
for our ensemble techniques. For reference, we include MLE and RL results in [35], which
were the state-of-the-art on the Karel task for the exact match and generalization metrics
respectively. We first apply our ensemble techniques to these approaches, and observe that
the performance could be significantly boosted by around 7%.

We next observe that our execution-guided synthesis alone can significantly improve
the generalization accuracy over all approaches from [35], even after we accompany their
approaches with our ensemble techniques. In particular, without the ensemble, “Exec+SL”
already improves “MLE+RL” by 8 points on generalization accuracy; and when ensemble
approaches are applied to “MLE+RL”, this gap is shrunk, but still positive. Similar to [35],
we can also train our Exec model using the RL technique, which improves the generalization
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Training | Ensemble | Generalization | Exact Match From
- 71.91% 39.94% [35]
SL S 78.80% 46.68% This work
MLE MV 78.80% 47.08% This work
- 77.12% 32.17% [35]
RL S 84.84% 46.04% This work
MV 84.16% 46.36% This work
- 85.08% 40.88%
SL S 91.60% 45.84%
MV 91.52% 45.36% .
Exec - 36,017 39 4007 This work
RL S 91.68% 46.36%
MV 92.00% 45.64%

Table 4.2: Accuracy on the Karel test set. In the “Training” column, we use “MLE” and
“Exec” to indicate the training approaches proposed in [35] and this work, “SL” and “RL”
to indicate supervised learning and reinforcement learning respectively. In the “Ensemble”
column, dash indicates that no ensemble is used, “S” and “MV” indicate the shortest and
majority vote principles respectively. For the single model accuracy, we report the results of
the model with the best generalization accuracy. We include 15 models in each ensemble.

accuracy by another 1 point, while slightly decreases the exact match accuracy. These results
show that utilizing intermediate execution states alone is already an effective approach to
boost the performance.

Note that the improvement of Exec on the exact match accuracy is relatively minor,
and sometimes negative when applying the ensemble to baseline training algorithms. This
is because our Exec algorithm is not designed to optimize for exact match accuracy. In
particular, we decouple the full programs in the original training dataset into small pieces,
thus our synthesizer I' is trained with segments of the original training programs instead
of the full programs. In doing so, our synthesizer is more capable of generating programs
piece-by-piece and thus tends to generate semantically correct programs (i.e., with a better
generalization accuracy) rather than the same programs in the training and testing sets (i.e.,
with a better exact match accuracy). In fact, for real-world applications, the generalization
accuracy is more important than the exact match accuracy, because exact match accuracy is
more about evaluating how well the synthesizer recovers the language model of the pCFG
sampler used to generate the dataset. More discussion can be found in Appendix [C.4]

Finally, we apply our ensemble approaches on top of Exec+SL and Exec+RL. We observe
that this can further improve the generalization accuracy and exact match accuracy by
around 6% on top of the best single model. These results show that our ensemble approaches
consistently boost the performance, regardless of the underlying models used for ensembling.

In addition, we investigate the performance of ensembling different number of models.
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Figure 4.4: Results of the ensemble model trained with Exec + RL approach. Left: gener-
alization accuracy. Right: exact match accuracy. The corresponding figures using models
trained with Exec approach can be found in Appendix @

We present the results of ensembling Exec + RL models in Figure |4.4] and defer the results
of ensembling Exec models to Appendix [C.4, We observe that using the shortest principle is
generally more effective than using the majority vote principle, especially when fewer number
of models are included in the ensemble. However, when there are more models, majority vote
may achieve a better generalization accuracy than the shortest principle. This is reasonable,
since when there are too few models, there might not be enough effective models to form the
majority.

Interestingly, we observe that Exec+RL-+Ensemble does not significantly improve the
performance over Exec+SL+Ensemble. This may be due to that the improvement from
ensemble hides the improvement from RL. More discussion of our evaluation results can be
found in Appendix [C.4]

To summarize, we make the following key observations:

1. Our execution-guided synthesis technique can effectively improve previous approaches,
which only use the syntactic information, or the final program execution outputs.

2. Our ensemble approaches can effectively improve the performance regardless of the
underlying models being used.

3. The different modules of our proposed approaches, i.e., execution-guided synthesis and
ensemble techniques, can work independently to improve the performance, and thus
they can be applied independently to other tasks as well.

4. By combining all our novel techniques, we improve the state-of-the-art on the Karel
task by 14.88 points (generalization) and 7.14 points (exact match).
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4.6 Related Work

Synthesizing a program from input-output examples is an important challenging problem
with many applications [74, 99, |98, 135, 48, |38, [156|, 217} 286} 285, 90, [268, [91]. There has
been an emerging interest in studying neural networks for program synthesis. A line of work
studies training a neural network to directly generate the outputs given the inputs |74} |73,
95, (131}, 133]. In particular, Devlin et al. study the Karel domain [73]. However, as shown
in [73], this approach is incapable of handling the case when the number of input-output
examples is small, and is hard to generalize to unseen inputs.

Recent work study using neural networks to generate programs in a domain-specific
language (DSL) from a few input-output examples |74}, 35, 201} 209, 295|. Several work
synthesize programs for FlashFill tasks, which are in the string transformation domain [74,
201]. Other work synthesize programs in a LISP-style DSL for array manipulation [209, 295].
In particular, [295] also study the idea of encoding the state of the transformed inputs as it
is updated during execution. However, these DSLs only include sequential programs, and do
not support more complex control flows such as loops and conditionals in our studied Karel
problem. Prior works also consider incorporating syntax constraints and information from
program execution to facilitate program synthesis |74, [260, |35]. However, all these works
generate the whole program, and use its execution results to guide the synthesis process; in
contrast, our work leverages more fine-grained yet generic semantic information that can be
gathered during executing programs in most imperative languages. As a result, our approach’s
performance is significantly better than previous work [35].

Previous work also study program synthesis given intermediate states. For example, [238]
propose to synthesize the program from demonstration videos, which can be viewed as
sequences of states. In such a problem, all intermediate states can be extracted from the
videos. On the contrary, in the input-output program synthesis problem studied in our work,
the input to the program synthesizer provides only the initial state and the final state. Thus,
our synthesizer is required to address the challenge of inferring intermediate states, which is
mainly tackled by our execution-guided synthesis algorithm.

In contrast to training a neural network to generate the entire program, a recent line
of research studies using a neural network to guide the symbolic program search based
on the input-output specification, so that the search process prioritizes the operators that
have higher domain-specific scores predicted by the neural networks [22, 252]. Instead of
predicting such domain-specific scores to guide the program search, we directly incorporate
the domain knowledge by executing partial programs, and utilize the execution results for
program generation of the neural network synthesizer. Meanwhile, recent work propose to
leverage the full execution traces in the context of program repair [262]. Our work is the first
to leverage partial execution traces for the program synthesis task, which is a much harder
task than program repair.
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4.7 Discussion

In this work, we propose two general and principled techniques to better leverage the semantic
information for neural program synthesis: (1) execution-guided synthesis; and (2) synthesizer
ensemble. On a rich DSL with complex control flows, we achieve a significant performance
gain over the existing work, which demonstrates that utilizing the semantic information is
crucial in boosting the performance of neural program synthesis approaches. We believe that
our techniques are also beneficial to other program generation applications, and we consider
extending our techniques to handle programming languages with richer semantics as important
future work. At the same time, we have observed that utilizing existing reinforcement learning
techniques does not provide much performance gain when combined with our approaches. We
believe that there is plenty of room left for further improvement, and we are also interested
in exploring this problem in the future.
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Chapter 5

Latent Execution for Neural Program
Synthesis

Program synthesis from input-output (I0) examples has been a long-standing challenge.
While recent works demonstrated limited success on domain-specific languages (DSL), it
remains highly challenging to apply them to real-world programming languages, such as
C. Due to complicated syntax and token variation, there are three major challenges: (1)
unlike many DSLs, programs in languages like C need to compile first and are not executed
via interpreters; (2) the program search space grows exponentially when the syntax and
semantics of the programming language become more complex; and (3) collecting a large-scale
dataset of real-world programs is non-trivial. As a first step to address these challenges, we
propose LaSynth and show its efficacy in a restricted-C' domain (i.e., C code with tens of
tokens, with sequential, branching, loop and simple arithmetic operations but no library call).
More specifically, LaSynth learns the latent representation to approximate the execution
of partially generated programs, even if they are incomplete in syntax (addressing (1)).
The learned execution significantly improves the performance of next token prediction over
existing approaches, facilitating search (addressing (2)). Finally, once trained with randomly
generated ground-truth programs and their IO pairs, LaSynth can synthesize more concise
programs that resemble human-written code. Furthermore, retraining our model with these
synthesized programs yields better performance with fewer samples for both Karel and C
program synthesis, indicating the promise of leveraging the learned program synthesizer to
improve the dataset quality for input-output program synthesis (addressing (3)). When
evaluating on whether the program execution outputs match the IO pairs, LaSynth achieves
55.2% accuracy on generating simple C code with tens of tokens including loops and branches,
outperforming existing approaches without executors by around 20%. E]

!The material in this chapter is based on Chen et al. [50]. The code is available at https://github.com/
Jungyhuk/latent-execution.
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5.1 Introduction

Program synthesis from input-output (IO) pairs, also called programming by example (PBE),
requires high-level reasoning and remains a challenging problem for deep models. Unlike
Natural Language Processing (NLP) [20} 72| and perceptual tasks such as Computer Vision
(CV) [69, 107], the mapping from IO pairs to the program itself is hard to model. Many
works attempt to learn a direct mapping from training samples, but often found that it is
already difficult to achieve a low training error, and generalization to new problems is even
harder. Alternatively, one might choose to formulate program synthesis as a search problem:
to find the program that satisfies IO pairs. Unfortunately, the search space of programs is
often vast and highly non-smooth, i.e., a small perturbation of the program often leads to a
complete change of the output.

While there are many previous works on programming by example tasks |22, (74, 135], they
mainly focus on Domain Specific Languages (DSLs), and cannot be easily applied to popular
general-purpose programming languages. For example, to synthesize C programs, we need to
deal with both high-level control flows (e.g., branching and loop) and low-level operations (e.g.,
which variable is the target of assignment). Moreover, unlike DSLs (e.g., Karel) for which it
is feasible to implement a per-line interpreter, C programs need compilation and a partial C
program cannot execute. On the other hand, some recent works investigate natural language
descriptions as the auxiliary information of the program specification, and they evaluate
neural program synthesis models on constrained or simplified competitive programming
problems [144, |6, 108, 143} [17]. Although some of these works demonstrate promising results
for synthesizing Python or C code, they require manual annotations of natural language
specifications [144] or large-scale pre-training on human-written programs [43, |17], and
the performance significantly degrades when only input-output examples are fed into the
synthesizer [6].

To synthesize C programs from input-output examples only, we propose LaSynth, which
generates the program in a recurrent and token-by-token manner. As the first contribution on
model architectures for program synthesis, we propose to use two latent parallel representations
in the recurrent model. One representation is learned from regular recurrent models as in
autoregressive language models [115], with the double attention mechanism over 10 pairs
proposed in RobustFill [74] and an operation predictor that models the arithmetic relationship
between the program input and output. The second representation, named Latent Fxecution
Trace (LaET), models the hypothetical input signal for the remaining partial program to
execute to get to the desired output. Motivated by the line of work on execution-guided
program synthesis [238 85, 295} |47], we learn a latent representation for C programs which are
not executed via interpreters, and train the model given only IO pairs without the intermediate
program execution states. The two parallel representations are trained end-to-end.

As the second contribution on dataset construction, we demonstrate that it is possible to
automatically construct a C codebase that is of high quality, controllable and concise through
our proposed program synthesis procedure. Specifically, starting from randomly generated
C programs that might contain a lot of redundant statements, we show that via iterative
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retraining, the subsequent generated code from our learned model becomes more concise and
similar to human-written ones. Moreover, learning directly from the generated code leads to
better performance given the same amount of samples, and improves the sample efficiency.
We observe similar results when applying our iterative retraining technique to Karel [35],
another programming by example benchmark consisting of randomly generated programs.
Although the initial Karel dataset includes a large proportion of complicated programs with
different control flow constructs, we demonstrate that nearly half of the problems can be
solved by straight-line programs, which again confirms that randomly generated programs
tend to be unnecessarily complicated. We envision that the iterative retraining procedure
could greatly reduce laborious efforts in human codebase collection in future research.

As the third contribution, we show for the first time that short C code in a restricted
domain (tens of tokens, no library call) with sequential, branching, loop and simple arithmetic
operations can be effectively synthesized from 1O pairs only. In particular, while LaSynth
tends to generate more concise programs (and does not have exact token match with random
generated ground truth code), when measuring whether the program execution outputs match
the IO pairs, LaSynth achieves 55.2% accuracy, and outperforms existing neural program
synthesis models by around 20%. These results demonstrate the effectiveness of learning
latent execution traces.

5.2 Problem Setup

In programming by example tasks, the program specification is a set of input-output ex-
amples 74, 35]. Specifically, we provide the synthesizer with a set of K input-output pairs
{(I® OW) Y ({I0}X in short). These input-output pairs are annotated with a ground
truth program P*, so that P*(I*) = O® for any k € {1,2,..., K}. To measure the pro-
gram correctness, we include another set of held-out test cases {IO}E!* that differs from
{IO}¥%. The goal of the program synthesizer is to predict a program P from {IO}¥, so that
P(I) = P*(I) = O for any (I,0) € {IO} 4+ {IO}Ere.

C Program Synthesis. In this work, we make the first attempt of synthesizing C code
in a restricted domain from input-output examples only, and we focus on programs for list
processing. List processing tasks have been studied in some prior works on input-output
program synthesis, but they synthesize programs in restricted domain-specific languages
instead of full-fledged popular programming languages |22} 196, 197].

Our C code synthesis problem brings new challenges for programming by example.
Compared to domain-specific languages, the syntax and semantics of C are much more
complicated, which significantly enlarges the program search space. Meanwhile, learning good
representations for partially decoded programs also becomes more difficult. In particular,
prior neural program synthesizers that utilize per-line interpreters for the programming
language to guide the synthesis and representation learning |47} 227, |193, 85| [197] are not
directly applicable to C. Although it is possible to dump some intermediate variable states
during C code execution [39], since partial C programs are not executable, we are able to
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int * func_1(int a[])

{

Random Input
Generator

11:[-4,3,1,2,1]
1>:[3,4,3,2,4]
15:[2,1,4,1,2] —
14:[1,4,1,1,-2]
Is:[2, 4, 4,-1, 4]

int * func_1(int a[l)
i
int p_0 = 3;

12: 11::2 - 2 Random Program

int 1.8 = 0; Generator

AT+ atpol; 0::14,3,3,3,3]

al1.ga) - 0::1[3,4,3,3,3] Neura
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return a;

Synthesizer

for (p_0 = 2; p_0 <= 4; p_0++)
.,
a[p_0] = 3;
return a;

Figure 5.1: Tllustration of the C program synthesis pipeline. For dataset construction, we develop a
random program generator to sample random C programs, then execute the program over randomly
generated inputs and obtain the outputs. The input-output pairs are fed into the neural program
synthesizer to predict the programs. Note that the synthesized program can be more concise than
the original random program.
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Figure 5.2: (a) An overview of LaSynth model architecture. (b), (c), and (d) present the details
of the program decoder, latent executor, and the operation predictor. Note that the operation
predictor is specialized for numerical calculation, and thus is not used for the Karel domain.

obtain all the execution states only until a full C code is generated, which is too late to
include them in the program decoding process. In particular, the intermediate execution
state is not available when the partial program is syntactically invalid, and this happens
more frequently for C due to its syntax design.
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5.3 Program Synthesis with Learned Execution

In this section, we present LaSynth which learns to represent the execution of partial
programs to guide the synthesis process. Figure (a) provides an overview of LaSynth
model architecture which consists of two components, the program decoder and the latent
executor. We present the core design below, and defer more details to Appendix and

Appendix [D.2]

Model Overview

At a high level, the program decoder (Fig. [.2(b)) takes a latent vector h;_; that represents
the generated partial program, the previous (generated) program token p, 1, and outputs the
latent vector h; and the next program token p, to be generated at time step t:

(h¢, pr) = ProgramDecoder(hy_1, pi—1; 1Oy—1) (5.1)

Here the recurrent model is conditioned on the IO pair 10;_y. When 10; = IO := (I,0)
for every t, i.e., IO; remains constant over the entire recurrent generation process, Eqn.
represents the standard recurrent architecture used in most autoregressive natural language
models [115] 249], and is also used in prior works on program synthesis from input-output
examples |74} |35].

For program decoding, the decoder first takes two attention vectors s! and s computed
from IO pairs and latent vector h;_; via double attention [74], and utilizes a max pooling
layer to compute an aggregated embedding m; for all IO pairs (Fig. [5.2(b)):

my = MaxPooljeqi 2.k} (tanh(W[stI(j); sto(j)])) (5.2)

Here the superscript (j) indicates that the representation is for the j-th 10 pair, [a;b] is
vector concatenation of a and b, and W is a trainable matrix. To facilitate the prediction of
long programs, we compute an attention vector d; over previously generated program tokens
using the standard attention mechanism [20, [171]:

d; = Attention(my, {po, ..., Pt-1}) (5.3)

Finally, the next token p; is sampled from P[p;] = Softmax(V'd;),, where V is a trainable
matrix.

Latent Executor Design

As shown in our experiments (Section , the standard program decoder architecture may
not be able to achieve strong performance in program synthesis when the program complexity
increases. One main reason is that the standard program decoder only takes the initial IO
pairs as the input without considering the program execution, thus the learned representation
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for the partial program does not effectively guide the synthesis process. Motivated by prior
works that utilize execution traces for Karel program synthesis [47) 227, |238], in this paper,
we introduce latent executor (Fig. (c)) which maintains a second representation J; during
program decoding. Intuitively, I,_; models the hypothetical input of the partial program p; 7
so that its output becomes O. Given the estimated input ,_; and the latent vector hy, the
latent executor returns I, at the next time step t:

I, = LatentExecutor(I,_1, hy) (5.4)

The collection of {I;}T, is the latent evecution trace (LaET). With the help of latent
executor, we now use the 10 pairs 1O;_; := ([;_1,0) instead of (I,0) for the program

decoder (Eqn. :

End-to-end Training

We train our model with supervised learning, by minimizing the sum of token prediction loss
Lprog, and the latent executor loss Lpgec:

L= EProg + ‘CExec (55)

Specifically, Lp,oq := th:1 Loss(p:, py) is the step-by-step cross-entropy loss between the
predicted programs p; p and the ground truth programs pj .

For latent executor, since the semantics of partial programs (e.g., partial C programs) are
not always well-defined, there is no step-by-step training supervision. However, the output of
the executor should be consistent with the program specification after taking the annotated
ground truth program as the input. Therefore, we set Iy=1 (true input) and minimize the
distance between I and O (true output) after the program finishes:

L pzec = Loss(Ir, O) (5.6)

Note that L£g... does not rely on any assumptions of the partial program semantics, and thus
is applicable to both domain-specific languages and general-purpose programming languages
such as C. In our evaluation, equipping with the latent executor significantly improves the
program prediction performance, where each program could include up to 256 tokens.

Data Regeneration and Iterative Retraining

Interestingly, once our model is trained on the initial random generated programs Dy, the
predicted program becomes more concise and resembles human-written code. While the exact
token match accuracy is low even on the training set, the model still satisfies the 1O pairs
for many problems. We leverage such a phenomenon to construct a new dataset D; with
higher-quality programs from D,. Specifically, we run beam search on the trained model to
predict program pg_r given input-output pairs in the training set. If model prediction pg_ 7
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Table 5.1: The comparison between our restricted C domain and existing programming by example
tasks.

Control flow Variables Arithmetics No helper functions

Restricted C (Ours) v v v v
Karel [35] v - - -
DeepCoder [22] — v v —

FlashFill [08] - - - -

satisfies all the input-output examples and held-out cases, we replace the original program
po.r with po_ 7 in Dy, and keep pj , otherwise. Afterward, we re-train the model on D;.
In Sec. 5.5, we will demonstrate that the retraining process further improves the model
performance, especially with smaller training datasets.

5.4 Restricted C Program Synthesis Domain

In this section, we discuss our restricted C program synthesis domain, and our operation
predictor design for improving the numerical reasoning ability of program synthesis models.

Data Generation

Collecting large-scale high-quality datasets for program synthesis requires a lot of human
efforts, and we aim to reduce the manual work for dataset construction.

Our data generator is built upon Csmith [274], a random C code generation tool originally
designed for finding bugs in compilers. Following the common practice of generating input-
output pairs, for each program, we randomly sample 5 numerical lists as the program inputs,
and execute the program to obtain the corresponding output lists. This is similar to existing
works on PBE problems that sample programs based on a probabilistic context-free grammar,
randomly generate valid inputs for the programs and obtain the outputs [201, 73| |22]. This
creates infinite samples for synthesizing programs in domain-specific languages. While the
programs sampled in this way differ from human-written code, Sec. shows that they can
be converted to be more concise and human-like.

The subset of language features used. Our generated program has variable declaration,
variable assignment, and expressions with addition or subtraction operations. The programs
also have non-sequential statements, including If statements, For loops, Continue and
Break statements. Except for the input argument which is a list, all variables declared are
integers, and all program statements are integer manipulation. Each expression has at most 2
mathematical operations, and chaining the full C program could perform multi-step numerical
calculation (e.g., p0 = p0 - pl + p2; pO = p0 - 1;). Looping statements other than For
(i.e., While or Do-While loops) are not supported. Note that we only constrain the final
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program length (< 256 tokens) and the program can have nested for-loops and complicated
if-conditions.

Post-processing. We perform a few post-processing steps to obtain our final programs
from programs generated by Csmith (see Fig. for an example). We resample different
components of the program, so that (1) each constant numerical value lies in [—4,4], (2)
mathematical operators only contain addition and subtraction, and (3) upper/lower limits of
For loops are positive and within the length of the list. Programs are discarded if they are
trivial (e.g., constant or identity mappings), or the input-output examples include values out
of the range [—4,4].

Final dataset. We reweight the program distribution so that at least half of them
include For loops. Our full dataset includes 500K samples in the training set, 1K samples
in the validation set, and 1K samples in the test set. As shown in Fig. 5.1} the randomly
sampled program may contain redundant statements, which can be easily avoided by human
programmers. We compare our restricted C domain to prior datasets of programming by

example in Table [5.1]

Program Decoding with the Operation Predictor

For program decoder, predicting the next program token p; is non-trivial, especially when
mathematical reasoning is required [222] |152]. To improve the program synthesis performance
for domains involving numerical calculation, such as our restricted C domain, we design an
associative memory structure named operation predictor (Fig.[5.2(d)), based on the following
intuition: given the input I = 2 and output O = 4, human would infer that “O = [ 4+ 2”
might be the desired operation and write down the code accordingly. To materialize such
an intuition, we create a pre-computed table that covers all possible integer addition and
subtraction operations for valid input and output list values. We defer the details of the
model architecture to Appendix The program decoding process remains similar to the
one described in Sec. 5.3, and we highlight the key differences as follows.

The operation predictor takes two attention vectors s/ and s¥ as the representations of
input-output examples, and yields an operator embedding op,. To compute the aggregated
embedding vector for all input-output examples, we modify Eqn. to also take op, as an
input of the max pooling layer:

my = MaXP001j6{172,_._7K}(tanh(W[stI(j); s20), o}oij)})) (5.7)
To train the operation predictor, we add an additional loss Loy:
L= EPrag + EExec + EOp (58)

Loy is designed to ensure that the operation predictor predicts operations related to IO pairs,
and we defer the details to Appendix [D.1]

Limitations. In our current implementation of the operation predictor, the operation
table is only able to enumerate the arithmetic operations over a pre-defined constant set, thus
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Table 5.2: The comparison between LaSynth and baseline neural program synthesis models in our
evaluation.

Exec Shin et al. Bunel et al. | RobustFill Property Signatures
LaSynth | "o a7 B5 [74] 1961
+ Program execution v v v — — —
No interpreter needed v — — v v v

it requires that the set of possible numerical values in input-output pairs is finite. One way of
extending our operation predictor to support potentially unbounded numerical calculation is
to combine it with the subword tokenizer, which has been commonly used in recent language
models [72, |43} |17]. We consider designing general-purpose number representation for better
mathematical reasoning as future work.

5.5 Experiments

In this section, we discuss our results on synthesizing programs in Karel and C languages.
We first show that LaSynth achieves competitive performance on Karel benchmark. Then
we present the results on our restricted C benchmark, and demonstrate that our approach
significantly outperforms existing neural program synthesis models. Finally, we discuss the
effect of iterative retraining.

Karel Program Synthesis
Evaluation Setup

Karel domain. Karel is an educational programming language [204], and has been studied
in recent works on neural program synthesis from input-output examples 73|, 35| |47}, 227].
A Karel program controls a robot in a 2D grid world. There are instructions that control
the robot, e.g., move, turnLeft and PutMarker, as well as conditionals and loops, i.e., if,
repeat and while.

We train and evaluate all models on the Karel dataset introduced in [35]. The dataset
contains randomly sampled programs from the Karel DSL (1.1M training samples, 2.5K
samples in the validation set and 2.5K samples in the test set). Each program includes 5
input-output pairs as the specification, and the sixth pair as the held-out test case. Following
the prior work, we evaluate two metrics: (1) Exact Match: the predicted program is the
same as the ground truth; (2) Generalization: the predicted program satisfies both the
input-output pairs and the held-out input-output test case.

Baselines. Bunel et al. |35] designed the first program synthesis model for the Karel
benchmark with a similar high-level design as RobustFill, but they use convolutional neural
networks (CNN) to encode the Karel grid maps. Compared to LaSynth, this model does
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Shin et al. [227]  81.30% 42.80%  ont training data sizes on Karel. With the full
training set, the accuracies are 86.04%, 89.28%
and 89.36% for training on random programs, re-
training for 1 and 2 iterations.
not utilize any program execution information, and does not include our latent executor.
Instead of directly synthesizing the program from input-output examples, the model in Shin et
al. [227] first predicts the execution traces containing the robot actions from the input-output
pairs, then decodes the program based on the execution traces. This model improves the
prediction performance over Bunel et al., but it requires the full execution traces for model
training and an interpreter for execution. Ezec [47] leverages the execution states of partial
generated programs to guide the subsequent synthesis process, but the execution states are
obtained from the Karel interpreter rather than learned by the model, thus this approach
represents the ideal scenario where the partial programs could be executable.

Our model architecture for Karel is largely similar to the model for C code synthesis,
except that we employ the CNN encoder in Bunel et al. [35] in our program decoder and latent
executor. The comparison with baseline models is shown in the middle block of Table [5.2]
All models use the beam search for decoding programs, with the beam size of 64.

Results

We present the results of LaSynth and baseline model architectures in Table |5.3, First,
LaSynth outperforms all baselines that do not incorporate the partial program execution
information, and achieves competitive performance compared with the Exec algorithm that
requires an interpreter to obtain the partial program execution states. In particular, LaSynth
achieves a higher generalization accuracy than Shin et al. with lower exact match accuracy,
showing that decoded programs by LaSynth are more different from randomly generated
programs. Although Shin et al. also model the program execution by predicting the robot
actions, the prediction of the action traces does not take the program structure into account,
resulting in the inferior performance.
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Figure 5.4: Program distributions after iterative retraining on Karel. (a) The distributions of
different program types. Seg-only: no control flows. If-only: the program includes If statements but
no loops. Repeat/While-only: the program includes Repeat/While loops, but no other control flow
constructs. Mizture: the program includes at least two types of control flow constructs. (b) The
distributions of programs with different token lengths.

C Code Synthesis

Evaluation Setup

Given the variety of C programs, we observe that the exact match accuracies of models
are mostly nearly 0. Therefore, we focus on evaluating the generalization accuracy, and
we consider the predicted program to be correct when it satisfies both the 5 input-output
examples and 5 held-out test cases.

Baselines. We compare the full LaSynth with its multiple ablated versions:

e NoExecutor. The program decoder (Eqn. |5.1|) always takes the initial input-output
pairs as the input; i.e,. I; = I for every t.

e NoPartialExecutor. I, = I = I for every t and additionally hr is regularized so that
LatentExecutor(/y, hr) matches the output O under loss Lg,c.. Therefore, no partial
latent execution.

e NoOpPredictor. The max pooling layer only takes the vectors computed by the double
attention as the input (Eqn. .

e NoAttentionInDecoding. There is no attention over decoded program tokens, and
the output of the max pooling layer is directly fed into the output softmax layer; i.e.,
P[p;] = Softmax(Vmy),, (compared to Eqn. [5.3).

We also compare with existing neural program synthesis models with good performance on
related tasks, as shown in the rightmost block of Table . RobustFill is the state-
of-the-art neural network architecture on FlashFill benchmark, which synthesizes string
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int * func_1(int a[])

{
int * func_1(int a[l) 12§ E‘g : gf
int * func_1(int al]) { int 0= 9: int 1_8 = 1;
{ NE SO al1.8] = (al1_7] - alp_01);
int p_0 = 0; int 112 = 3; for (p_0 = 3; p_0 <= 4; p_0++)
int 1.25 = 4; ior (p-0 = 15 p0 <=2, pOFD)
al[p_0] = 1; alp_0]-; for (int p_1 = 1; p_1 <= 2; p_1++)
--a[1_25]; 3 - ’ {
return a; all 12] = a[l_12] + 4; alp_1] = alp_1] + alp_0]1;
} . alp_1] = alp_1] + 2;
return a; }
¥ }
return a;

Figure 5.5: Sample programs that could be correctly predicted by LaSynth, but wrongly predicted
by models without the latent executor. These programs require multiple different operations for
different input list elements.

manipulation programs in a domain-specific language. As described in Sec. [5.3] the input-
output encoder and the program decoder architectures in RobustFill are similar to LaSynth,
except that it does not include the latent executor, operation predictor, and the attention on
the decoded program sequence.

Property Signatures [196] was designed for synthesizing list manipulation programs in
domain-specific languages, but instead of taking the raw input and output lists as the neural
network input, they design some properties that distinguish different programs, then take
the values of these properties as the model input. A sample property could be whether the
program output is the same as the input, and the property values could be “All True”, “All
False”, or “Mixed”, indicating that the property always holds for any input-output pair in
the specification, never holds, and holds for some pairs but not others, respectively. We
customize the original design [196] for our setting. First, our property set takes the format of
O=C+17and O =C —I7, where C € [—4,4]. For example, O = 2 + 7 means whether
the output O could be calculated by adding 2 to the input I. These properties focus more
on numerical calculation, similar to our operation predictor. Second, different from the task
in [196], our C programs sometimes manipulate only a subset of the input lists, thus encoding
the list with a single property value is inappropriate. Instead, we compute the property value
per element in input-output pairs, use a bi-directional LSTM to encode the property values
as a sequence, then take the outputs of the bi-LSTM for program prediction.

Results

Table [5.4] presents the results, where all models are trained on the initial random programs.
The full LaSynth outperforms other variants, and improves the performance of RobustFill
and Property Signatures by around 20%. We also increase the model size of RobustFill
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Figure 5.7: Results of iterative retraining on the C dataset. (a) Accuracies with different training
data sizes. With the full training set, the accuracies are 55.2%, 56.0% and 56.5% for training on

random programs, retraining for 1 and 2 iterations, respectively. (b) The program distributions
after each retraining iteration.

to see if the improvement comes from larger model size, but the results are not better. In
particular, the latent executor significantly increases the prediction accuracy, and achieves
better results than NoPartialExecutor, which shows that learning latent execution traces
leads to better partial program representations. In Fig. |5.5, we present sample programs
that could be correctly synthesized by LaSynth, but models without the latent executor
provide the wrong prediction. We observe that the latent executor is beneficial when the
program involves different manipulations for different list elements, e.g., more than one
For loop and different mathematical calculations. Our breakdown results on programs of
different complexity also justify this observation. We first present the results on programs
with different control flow constructs in Fig.[5.6] Specifically, Seg-only includes programs with
no control flow constructs, For-only includes programs with For loops but no If statements,
and Mizture includes programs with both For loops and If statements. Then we demonstrate
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Figure 5.8: Results on programs of different token lengths on the C dataset. (a) The program token
length distributions after each retraining iteration. (b) The accuracies on programs of different
token lengths.

the results on different program lengths in Fig. We show that LaSynth achieves decent
performance on long and complicated programs, while the accuracies of baseline models drop
dramatically.

Discussion of Iterative Retraining

In Fig. [5.3] we show the effectiveness of retraining on decoded Karel programs (Sec. .
We observe that retraining for one iteration is sufficient, and it significantly improves the
generalization accuracy by over 3%. To understand the differences between predicted programs
and randomly generated programs, we demonstrate the changes of dataset distributions after
each retraining iteration in Fig. and We observe that the model learns to predict
more concise programs than the ground truth for a large proportion of input-output examples,
and considerably alters the dataset distribution so that it becomes more concentrated on
short programs with simplified control flow structures. Specifically, from Fig. although
the initial Karel dataset seems to include a large proportion of complicated programs with
different control flow constructs, our model synthesizes straight-line programs for nearly half
of the samples, which means that many loops and branches in the annotated ground truth
programs are unnecessary. This distribution shift also explains the gap between the exact
match and generalization accuracies. The program distribution after the second retraining
iteration is largely similar to the first iteration, thus retraining for more iterations does not
considerably improve the performance. Note that in the second iteration, the synthesizer
tends to generate slightly more complicated programs than the first iteration, in order to
deal with the cases when the input-output examples oversimplify the intended program
functionality. For example, sometimes the input-output examples do not cover the edge cases
that the robot may encounter, thus adding additional If branches could avoid the crashes
when testing on held-out cases.

Fig. presents the results of retraining on decoded C programs. Similarly, retraining
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improves the prediction accuracy, especially when the training set is small. From Fig.
and we again observe that the model tends to predict shorter programs than the random
code, and it eliminates unnecessary control flows to simplify the programs. We present more

examples in Appendix [D.3

5.6 Related Work

Programming by example. Programming by example problems have been widely studied
with various applications, and recent works have developed deep neural networks as program
synthesizers [99, 201}, [74} |35]. Most prior works focus on synthesizing programs in domain-
specific languages, such as FlashFill [201] [74, 252] for string transformation, Karel 35| 227,
A7, [102] for simulated robot navigation, and LISP-style languages for list manipulation [22|
209, 295| 192]. In this work, we make the first attempt of synthesizing C code in a restricted
domain from input-output examples only, and we focus on the list manipulation domain.

Some recent works investigate the limitations of synthetic datasets and the ambiguity
in program specifications for neural program synthesis [229| 62, [237), [147]. These works
focus on reducing the bias of data distributions and generating more diverse input-output
pairs, while our data regeneration aims to improve the quality of programs. We consider
incorporating both lines of work to further improve the dataset quality as future work. In
addition, drawing the inspiration from self-training and bootstrapping techniques developed
for other applications [184} |1, [178| |269] to extend our iterative retraining scheme is also
another future direction.

Execution-guided program synthesis. To learn better program representations, some
recent works incorporate the execution information to guide the synthesis process [238|
205, 227, |47, 185, 247, 23} 102, [197, (193, [172]. In particular, leveraging partial program
execution states improves the performance for several program synthesis tasks [47, 295, 85|
193]. However, existing approaches rely on program interpreters to provide the intermediate
execution results whenever applicable. In contrast, we demonstrate that our latent executor
learns the latent execution traces (LaET) without such a requirement. Besides program
synthesis, execution traces have also been utilized for other software engineering applications [5,
179).

Neural execution. Our latent executor is related to prior works on learning to execute
algorithms [284} 251} [273] and programs [29]. They focus on predicting execution results
for full algorithms and programs, but do not utilize them for program synthesis. Latent
state prediction has also been studied in other applications such as task-oriented dialogue
systems 180, [291] and robotics [205].
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5.7 Discussion

In this work, we propose LaSynth, which learns the latent representation to approximate the
execution of partial programs, even if their semantics are not well-defined. We demonstrate
the possibility of synthesizing elementary C code from input-output examples only, and
leveraging learned execution significantly improves the prediction performance by around
20%. Meanwhile, compared to the randomly generated programs, LaSynth synthesizes
more concise programs that resemble human-written code, and training on these synthesized
programs further improves the prediction performance for both Karel and C program synthesis.
Our results indicate the promise of leveraging the learned program synthesizer to improve
the dataset quality for programming by example tasks.

We consider extending our approach to synthesize more complicated real-world code as
future work. For example, we will integrate our latent executor into large-scale pre-trained
language models, which could further improve the performance of those program synthesis
models taking natural language specifications. We will also study program synthesis problems
with unbounded input ranges and different type signatures, which could be approached with
the usage of subword tokenizers.
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Chapter 6

Tree-to-tree Neural Networks for
Program Translation

Program translation is an important tool to migrate legacy code in one language into an
ecosystem built in a different language. In this chapter, we employ deep neural networks
toward tackling this problem. We observe that program translation is a modular procedure,
in which a sub-tree of the source tree is translated into the corresponding target sub-tree
at each step. To capture this intuition, we design a tree-to-tree neural network to translate
a source tree into a target one. Meanwhile, we develop an attention mechanism for the
tree-to-tree model, so that when the decoder expands one non-terminal in the target tree,
the attention mechanism locates the corresponding sub-tree in the source tree to guide the
expansion of the decoder. We evaluate the program translation capability of our tree-to-tree
model against several state-of-the-art approaches. Compared against other neural translation
models, we observe that our approach is consistently better than the baselines with a margin
of up to 15 points. Further, our approach can improve the previous state-of-the-art program
translation approaches by a margin of 20 points on the translation of real-world projects E]

6.1 Introduction

Programs are the main tool for building computer applications, the I'T industry, and the
digital world. Various programming languages have been invented to facilitate programmers
to develop programs for different applications. At the same time, the variety of different
programming languages also introduces a burden when programmers want to combine
programs written in different languages together. Therefore, there is a tremendous need to
enable program translation between different programming languages.

Nowadays, to translate programs between different programming languages, typically
programmers would manually investigate the correspondence between the grammars of the
two languages, then develop a rule-based translator. However, this process can be inefficient

!The material in this chapter is based on Chen et al. [49).
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and error-prone. In this work, we make the first attempt to examine whether we can leverage
deep neural networks to build a program translator automatically.

Intuitively, the program translation problem in its format is similar to a natural language
translation problem. Some previous work propose to adapt phrase-based statistical machine
translation (SMT) for code migration |189] 134, [188]. Recently, neural network approaches,
such as sequence-to-sequence-based models, have achieved the state-of-the-art performance on
machine translation |20}, 60, [86, |106|, 249]. In this work, we study neural machine translation
methods to handle the program translation problem. However, a big challenge making a
sequence-to-sequence-based model ineffective is that, unlike natural languages, programming
languages have rigorous grammars and are not tolerant to typos and grammatical mistakes. It
has been demonstrated that it is very hard for an RNN-based sequence generator to generate
syntactically correct programs when the lengths grow large [136].

In this work, we observe that the main issue of an RNN that makes it hard to produce
syntactically correct programs is that it entangles two sub-tasks together: (1) learning the
grammar; and (2) aligning the sequence with the grammar. When these two tasks can be
handled separately, the performance can typically boost. For example, Dong et al. employ a
tree-based decoder to separate the two tasks [80]. In particular, the decoder in [80] leverages
the tree structural information to (1) generate the nodes at the same depth of the parse tree
using an LSTM decoder; and (2) expand a non-terminal and generate its children in the
parse tree. Such an approach has been demonstrated to achieve the state-of-the-art results
on several semantic parsing tasks.

Inspired by this observation, we hypothesize that the structural information of both source
and target parse trees can be leveraged to enable such a separation. Inspired by this intuition,
we propose tree-to-tree neural networks to combine both a tree encoder and a tree decoder.
In particular, we observe that in the program translation problem, both source and target
programs have their parse trees. In addition, a cross-language compiler typically follows a
modular procedure to translate the individual sub-components in the source tree into their
corresponding target ones, and then compose them to form the final target tree. Therefore,
we design the workflow of a tree-to-tree neural network to align with this procedure: when the
decoder expands a non-terminal, it locates the corresponding sub-tree in the source tree using
an attention mechanism, and uses the information of the sub-tree to guide the non-terminal
expansion. In particular, a tree encoder is helpful in this scenario, since it can aggregate all
information of a sub-tree to the embedding of its root, so that the embedding can be used to
guide the non-terminal expansion of the target tree.

We follow the above intuition to design the tree-to-tree translation model. Some existing
work [233, |146] propose tree-based autoencoder architectures. However, in these models, the
decoder can only access to a single hidden vector representing the source tree, thus they are
not performant on the translation task. In our evaluation, we demonstrate that without
an attention mechanism, the translation performance is 0% in most cases, while using an
attention mechanism could boost the performance to > 90%. Another work [33] proposes
a tree-based attentional encoder-decoder architecture for natural language translation, but
their model performs even worse than the attentional sequence-to-sequence baseline model.
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One main reason is that their attention mechanism calculates the attention weights of each
node independently, which does not well capture the hierarchical structure of the parse trees.
In our work, we design a parent attention feeding mechanism that formulates the dependence
of attention maps between different nodes, and show that this attention mechanism further
improves the performance of our tree-to-tree model considerably, especially when the size of
the parse trees grows large (i.e., 20% — 30% performance gain). To the best of our knowledge,
this is the first successful demonstration of tree-to-tree neural network architecture proposed
for translation tasks in the literature.

To test our hypothesis, we develop two novel program translation tasks, and employ a
Java to C# benchmark used by existing program translation works [188] [189]. First, we
compare our approach against several neural network approaches on our proposed two tasks.
Experimental results demonstrate that our tree-to-tree model outperforms other state-of-
the-art neural networks on the program translation tasks, and yields a margin of up to 5%
on the token accuracy and up to 15% on the program accuracy. Further, we compare our
approach with previous program translation approaches on the Java to C# benchmark, and
the results show that our tree-to-tree model outperforms previous state-of-the-art by a large
margin of 20% on program accuracy. These results demonstrate that our tree-to-tree model
is promising toward tackling the program translation problem. Meanwhile, we believe that
our proposed tree-to-tree neural network could also be adapted to other tree-to-tree tasks,
and we consider it as future work.

6.2 Program Translation Problem

In this work, we consider the problem of translating a program in one language into another.
One approach is to model the problem as a machine translation problem between two
languages, and thus numerous neural machine translation approaches can be applied.

For the program translation problem, however, a unique property is that each input
program unambiguously corresponds to a unique parse tree. Thus, rather than modeling the
input program as a sequence of tokens, we can consider the problem as translating a source
tree into a target tree. Note that most modern programming languages are accompanied
with a well-developed parser, so we can assume that the parse trees of both the source and
the target programs can be easily obtained.

The main challenge of the problem in our consideration is that the cross-compiler for
translating programs typically does not exist. Therefore, even if we assume the existence of
parsers for both the source and the target languages, the translation problem itself is still
non-trivial. We formally define the problem as follows.

Definition 2 (Program translation). Given two programming languages Ls and Ly, each
being a set of instances (pg, Tx), where py is a program, and Ty is its corresponding parse tree.
We assume that there exists a translation oracle w, which maps instances in L, to instances
in L. Given a dataset of instance pairs (is,i;) such that is € Lg, i, € Ly and w(is) = iy, our
problem is to learn a function F that maps each iy € Ly into i, = 7(is).
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Figure 6.1: Translating a CoffeeScript program into JavaScript. The sub-component in the
CoffeeScript program and its corresponding translation in JavaScript are highlighted.

In this work, we focus on the problem setting that we have a set of paired source and
target programs to learn the translator. Note that all existing program translation works |134,
188, |189] also study the problem under such an assumption. When such an alignment is
lacking, the program translation problem is more challenging. Several techniques for NMT
have been proposed to handle this issue, such as dual learning [106], which have the potential
to be extended for the program translation task. We leave these more challenging problem
setups as future work.

6.3 Tree-to-tree Neural Network

In this section, we present our design of the tree-to-tree neural network. We first motivate
the design, and then present the details.

Program Translation as a Tree-to-tree Translation Problem

Figure presents an example of translation from CoffeeScript to JavaScript. We observe
that an interesting property of the program translation problem is that the translation process
can be modular. The figure highlights a sub-component in the source tree corresponding
to x=1 and its translation in the target tree corresponding to x=1;. This correspondence is
independent of other parts of the program. Consider when the program grows longer and this
statement may repetitively occur multiple times, it may be hard for a sequence-to-sequence
model to capture the correspondence based on only token sequences without structural
information. Thus, such a correspondence makes it a natural solution to locate the referenced
sub-tree in the source tree when expanding a non-terminal in the target tree into a sub-tree.
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Figure 6.2: Tree-to-tree workflow: The arrows indicate the computation flow. Blue solid
arrows indicate the flow from/to the left child, while orange dashed arrows are for the right
child. The black dotted arrow from the source tree root to the target tree root indicates that
the LSTM state is copied. The green box denotes the expanding node, and the grey one
denotes the node to be expanded in the queue. The sub-tree of the source tree corresponding
to the expanding node is highlighted in yellow. The right corner lists the formulas to predict
the value of the expanding node.

Tree-to-tree Neural Network

Inspired by the above motivation, we design the tree-to-tree neural network, which follows an
encoder-decoder framework to encode the source tree into an embedding, and decode the
embedding into the target tree. To capture the intuition of the modular translation process,
the decoder employs an attention mechanism to locate the corresponding source sub-tree
when expanding the non-terminal. We illustrate the workflow of a tree-to-tree model in
Figure [6.2] and present each component of the model below.

Converting a tree into a binary one. Note that the source and target trees may contain
multiple branches. Although we can design tree-encoders and tree-decoders to handle trees
with arbitrary number of branches, we observe that encoder and decoder for binary trees can
be more effective. Thus, the first step is to convert both the source tree and the target tree
into a binary tree. To this end, we employ the Left-Child Right-Sibling representation for
this conversion.

Binary tree encoder. The encoder employs a Tree-LSTM [244] to compute embeddings
for both the entire source tree and each of its sub-tree. In particular, consider a node N
with the value ¢, in its one-hot encoding representation, and it has two children N; and Ng,
which are its left child and right child respectively. The encoder recursively computes the
embedding for N from the bottom up.
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Assume that the left child and the right child maintain the LSTM state (hp,cy) and
(hr,cr) respectively, and the embedding of ¢, is . Then the LSTM state (h,c) of N is
computed as

(h,C) = LSTM(([hL;hR],[CL;CR]),Z') (61)

where [a; b] denotes the concatenation of a and b. Note that a node may lack one or both of
its children. In this case, the encoder sets the LSTM state of the missing child to be zero.

Binary tree decoder. The decoder generates the target tree starting from a single root
node. The decoder first copies the LSTM state (h,c) of the root of the source tree, and
attaches it to the root node of the target tree. Then the decoder maintains a queue of all
nodes to be expanded, and recursively expands each of them. In each iteration, the decoder
pops one node from the queue, and expands it. In the following, we call the node being
expanded the expanding node.

First, the decoder will predict the value of expanding node. To this end, the decoder
computes the embedding e; of the expanding node N, and then feeds it into a softmax
regression network for prediction:

t; = argmax softmax(We;) (6.2)

Here, W is a trainable matrix of size V; x d, where V; is the vocabulary size of the outputs
and d is the embedding dimension. Note that e; is computed using the attention mechanism,
which we will explain later.

The value of each node ¢, is a non-terminal, a terminal, or a special (EOS) token. If
t; = (EOS), then the decoder finishes expanding this node. Otherwise, the decoder generates
one new node as the left child and another new node as the right child of the expanding one.
Assume that (b, ), (h”, ") are the LSTM states of its left child and right child respectively,
then they are computed as:

(1, ) = LSTM,((h, c), Bt,) (6.3)
(1", ¢") = LSTMg((h, c), Bt,)

Here, B is a trainable word embedding matrix of size d x V;. Note that the generation of
the left child and right child use two different sets of parameters for LSTM; and LSTMpg
respectively. These new children are pushed into the queue of all nodes to be expanded.
When the queue is empty, the target tree generation process terminates.

Notice that although the sets of terminal and non-terminal are disjoint, it is necessary
to include the (EOS) token for the following reasons. First, due to the left-child-right-
sibling encoding, although a terminal does not have a child, since it could have a right child
representing its sibling in the original tree, (EOS) is still needed for predicting the right
branch. Meanwhile, we combine the terminal and non-terminal sets into a single vocabulary
V; for the decoder, and do not incorporate the knowledge of grammar rules into the model,
thus the model needs to infer whether a predicted token is a terminal or a non-terminal itself.
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In our evaluation, we find that a well-trained model never generates a left child for a terminal,
which indicates that the model can learn to distinguish between terminals and non-terminals
correctly.

Attention mechanism to locate the source sub-tree. Now we consider how to compute
e;. One straightforward approach is to compute e; as h, which is the hidden state attached
to the expanding node. However, in doing so, the embedding will soon forget the information
about the source tree when generating deep nodes in the target tree, and thus the model
yields a very poor performance.

To make better use of the information of the source tree, our tree-to-tree model employs
an attention mechanism to locate the source sub-tree corresponding to the sub-tree rooted at
the expanding node. Specifically, we compute the following probability:

P(Nj is the source sub-tree corresponding to Ny|Ny)

where NV, is the expanding node. We denote this probability as P(Ns|V;), and we compute it
as

P(N,|N;) < exp(hI Woh,) (6.5)

where W, is a trainable matrix of size d x d.
To leverage the information from the source tree, we compute the expectation of the
hidden state value across all N, conditioned on NV, i.e.,

€s — E[hNS

N = hy, - P(N|N,) (6.6)

N5

This embedding can then be combined with A, the hidden state of the expanding node,
to compute e; as follows:

e; = tanh(Wie, + Wah) (6.7)

where Wy, Wy are trainable matrices of size d x d respectively.

Parent attention feeding. In the above approach, the attention vectors e; are computed
independently to each other, since once e; is used for predicting the node value t;, ¢; is
no longer used for further predictions. However, intuitively, the attention decisions for the
prediction of each node should be related to each other. For example, for a non-terminal
node N, in the target tree, suppose that it is related to Ny in the source tree, then it is
very likely that the attention weights of its children should focus on the descendants of Nj.
Therefore, when predicting the attention vector of a node, the model should leverage the
attention information of its parent as well.

Following this intuition, we propose a parent attention feeding mechanism, so that the
attention vector of the expanding node is taken into account when predicting the attention
vectors of its children. Formally, besides the embedding of the node value t;, we modify the
inputs to LSTM; and LSTMp of the decoder in Equations and as below:
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(W, ) = LSTML((h, c), [Bt; &])
(h", ") = LSTMg((h, ¢), [Bts; e])

Notice that these formulas in their formats coincide with the input-feeding method for
sequential neural networks [171], but their meanings are different. For sequential models, the
input attention vector belongs to the previous token, while here it belongs to the parent node.
In our evaluation, we will show that such a parent attention feeding mechanism significantly
improves the performance of our tree-to-tree model.

6.4 Evaluation

In this section, we evaluate our tree-to-tree neural network with several baseline approaches
on the program translation task. To do so, we first describe three benchmark datasets in
Section for evaluating different aspects; then we evaluate our tree-to-tree model against
several baseline approaches, including the state-of-the-art neural network approaches and
program translation approaches.

Datasets

To evaluate different approaches for the program translation problem, we employ three tasks:
(1) a synthetic translation task from an imperative language to a functional language; (2)
translation between CoffeeScript and JavaScript, which are both full-fledged languages; and
(3) translation of real-world projects from Java to C#, which has been used as a benchmark
in the literature. Due to the space limit, we present the translation tasks of real-world
programming languages (i.e., task (2) and (3)) below, and we discuss the synthetic task in
Appendix [E.5]

For the CoffeeScript-JavaScript task, CoffeeScript employs a Python-style succinct syntax,
while JavaScript employs a C-style verbose syntax. To control the program lengths of the
training and test data, we develop a pCFG-based program generator and a subset of the
core CoffeeScript grammar. We also limit the set of variables and literals to restrict the
vocabulary size. We utilize the CoffeeScript compiler to generate the corresponding ground
truth JavaScript programs. The grammar used to generate the programs in our experiments
can be found in Appendix [E.4 In doing so, we obtain a set of CoffeeScript-JavaScript pairs,
and thus we can build a CoffeeScript-to-JavaScript dataset, and a JavaScript-to-CoffeeScript
dataset by exchanging the source and the target. To build the dataset, we randomly generate
100,000 pairs of source and target programs for training, 10,000 pairs as the development
set, and 10,000 pairs for testing. We guarantee that there is no overlap among training,

development and test sets, and all samples are unique in the dataset. More statistics of the
dataset can be found in Appendix [E.2]
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For the evaluation on Java to C#, we tried to contact the authors of [188] for their
dataset, but our emails were not responded. Thus, we employ the same approach as in [18§]
to crawl several open-source projects, which have both a Java and a C# implementation.
Same as in [188], we pair the methods in Java and C# based on their file names and method
names. The statistics of the dataset is summarized in Appendix [E.2] Due to the change of
the versions of these projects, the concrete dataset in our evaluation may differ from [188].
For each project, we apply ten-fold validation on matched method pairs, as in [188].

Metrics

The main metric evaluated in our evaluation is the program accuracy, which is the percentage
of the predicted target programs that are exactly the same as the ground truth in the dataset.
Note that the program accuracy is an underestimation of the true accuracy based on semantic
equivalence, and this metric has been used in [188]. This metric is more meaningful than other
previously proposed metrics, such as syntax-correctness and dependency-graph-accuracy,
which are not directly comparable to semantic equivalence. We also measure another metric
called token accuracy, and we defer the details to Appendix [E.3|

Model Details

We evaluate our tree-to-tree model against a sequence-to-sequence model |20} 254], a sequence-
to-tree model [80], and a tree-to-sequence model [86]. Note that for a sequence-to-sequence
model, there can be four variants to handle different input-output formats. For example,
given a program, we can simply tokenize it into a sequence of tokens. We call this format as
raw program, denoted as P. We can also use the parser to parse the program into a parse
tree, and then serialize the parse tree as a sequence of tokens. Our serialization of a tree
follows its depth-first traversal order, which is the same as [254]. We call this format as parse
tree, denoted as T. For both input and output formats, we can choose either P or T. For a
sequence-to-tree model, we have two variants based on its input format being either P or T;
note that the sequence-to-tree model generates a tree as output, and thus requires its output
format to be T (unserialized). Similarly, the tree-to-sequence model has two variants, and
our tree-to-tree only has one form. Therefore, we have 9 different models in our evaluation.

The hyper-parameters used in different models can be found in Appendix [E.I] The
baseline models have employed their own input-feeding or parent-feeding method that is
analogous to our parent attention feeding mechanism.

Results on the CoffeeScript-JavaScript Task

For the CoffeeScript-JavaScript task, we create several datasets named as XY-ZW: X and
Y (C or J) indicate the source and target languages respectively; Z (A or B) indicates the
vocabulary; and W (S or L) indicates the program length. In particular, vocabulary A uses
{x,y} as variable names and {0, 1} as literals; vocabulary B uses all alphabetical characters
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Tree2tree Seq2seq Seq2tree Tree2seq

T—-T T—-T
T—-T (-PF) | (-Attn) P—P P—T T—P T—T P—T T—-T T—P T—T

CoffeeScript to JavaScript translation
CJ-AS | 99.57% | 98.80% | 0.09% | 90.51% | 79.82% | 92.73% | 89.13% | 86.52% | 88.50% | 96.96% | 92.18%
CJ-BS | 99.75% | 99.67% 0% 97.44% | 16.26% | 98.05% | 93.89% | 91.97% | 88.22% | 96.83% | 78.77%
CJ-AL | 97.15% | 71.52% 0% 21.04% 0% 0% 0% 80.82% | 78.60% | 82.55% | 46.94%
CJ-BL | 95.60% | 78.61% 0% 19.26% | 9.98% | 25.35% | 42.08% | 76.12% | 76.21% | 83.61% | 26.83%
JavaScript to CoffeeScript translation
JC-AS | 87.75% | 85.11% | 0.09% | 83.07% | 86.13% | 73.88% | 86.31% | 86.86% | 86.99% | 71.61% | 86.53%
JC-BS | 86.37% | 80.35% 0% 80.49% | 85.94% | 69.77% | 85.28% | 85.06% | 84.25% | 66.82% | 85.31%
JC-AL | 78.59% | 54.93% 0% 77.10% | 77.30% | 65.52% | 75.70% | 77.11% | 77.59% | 60.75% | 75.75%
JC-BL | 75.62% | 44.40% 0% 73.14% | 73.96% | 61.92% | 74.51% | 74.34% | 71.56% | 57.09% | 73.86%

Table 6.1: Program accuracy for the translation between CoffeeScript and JavaScript.

as variable names, and all single digits as literals. S means that the CoffeeScript programs
has 10 tokens on average; and L for 20.

The program accuracy results are presented in Table [6.1l We can observe that our
tree2tree model outperforms all baseline models on all datasets. Especially, on the dataset
with longer programs, the program accuracy significantly outperforms all seq2seq models
by a large margin, i.e., up to 75%. Its margin over a seq2tree model can also reach around
20 points. These results demonstrate that tree2tree model is more capable of learning the
correspondence between the source and the target programs; in particular, it is significantly
better than other baselines at handling longer inputs.

Meanwhile, we perform an ablation study to compare the full tree2tree model with (1)
tree2tree without parent attention feeding (T—T (-PF)) and (2) tree2tree without attention
(T—T (-Attn)). We observe that the full tree2tree model significantly outperforms the other
alternatives. In particular, on JC-BL, the full tree2tree’s program accuracy is 30 points
higher than the tree2tree model without parent attention feeding.

More importantly, we observe that the program accuracy of tree2tree model without
the attention mechanism is nearly 0%. Note that such a model is similar to a tree-to-tree
autoencoder architecture. This result shows that our novel architecture can significantly
outperform previous tree-to-tree-like architectures on the program translation task.

However, although our tree2tree model performs better than other baselines, it still could
not achieve 100% accuracy. After investigating into the prediction, we find that the main
reason is because the translation may introduce temporary variables. Because such temporary
variables appear very rarely in the training set, it could be hard for a neural network to
infer correctly in these cases. Actually, the longer the programs are, the more temporary
variables that the cross-compiler may introduce, which makes the prediction harder. We
consider further improving the model to handle this problem as future work.

In addition, we observe that for the translation from JavaScript to CoffeeScript, the
improvements of the tree2tree model over the baselines are much smaller than for CoffeeScript
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J2C# ‘ 1pSMT ‘ mppSMT

Tree2tree Reported in [188]
Lucene 72.8% 21.5% | 21.6% 40.0%
POI 72.2% 18.9% | 34.6% 48.2%
Itext 67.5% 25.1% | 24.4% 40.6%
JGit 68.7% 10.7% | 23.0% 48.5%
JTS 68.2% 11.7% | 18.5% 26.3%
Antlr | 31.9% (58.3%) | 10.0% | 11.5% | 49.1%

Table 6.2: Program accuracy on the Java to C# translation. In the parentheses, we present
the program accuracy that can be achieved by increasing the training set.

to JavaScript translation. We attribute this to the fact that the target programs are much
shorter. For example, for a CoffeeScript program with 20 tokens, its corresponding JavaScript
program may contain more than 300 tokens. Thus, the model needs to predict much fewer
tokens for a CoffeeScript program than a JavaScript program, so that even seq2seq models
can achieve a reasonably good accuracy. However, still, we can observe that our tree2tree
model outperforms all baselines.

Results on Real-world Projects

We now compare our approach with three state-of-the-art program translation approaches,
i.e., J2C# [126], 1pSMT [189], and mppSMT [18§], on the real-world benchmark from Java
to C#. Here, J2C# is a rule-based system, 1pSMT directly applies the phrase-based SMT
on sequential programs, and mppSMT is a multi-phase phrase-based SMT approach that
leverages both the raw programs and their parse trees.

The results are summarized in Table [6.2] For previous approaches, we report the results
from [188]. We can observe that our tree2tree approach can significantly outperform the
previous state-of-the-art on all projects except Antlr. The improvements range from 20.2%
to 41.9%.

On Antlr, the tree2tree model performs worse. We attribute this to the fact that Antlr
contains too few data samples for training. We test our hypothesis by constructing another
training and validation set from all other 5 projects, and test our model on the entire Antlr.
We observe that our tree2tree model can achieve a test accuracy of 58.3%, which is 9 points
higher than the state-of-the-art. Therefore, we conclude that our approach can significantly
outperform previous program translation approaches when there are sufficient training data.

6.5 Related Work

Statistical approaches for program translation. Some recent work have applied
statistical machine translation techniques to program translation |7, (134, |188) |189} 190} 195].
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For example, several works propose to adapt phrase-based statistical machine translation
models and leverage grammatical structures of programming languages for code migration [134,
188, 189]. In [190], Nguyen et al. propose to use Word2Vec representation for APIs in
libraries used in different programming languages, then learn a transformation matrix for
API mapping. On the contrary, our work is the first to employ deep learning techniques for
program translation.

Neural networks with tree structures. Recently, various neural networks with tree
structures have been proposed to employ the structural information of the data |80} 212} 201,
277,19, 244} 294}, 232, 186, 289, 233, 146, 33]. In these work, different tree-structured encoders
are proposed for embedding the input data, and different tree-structured decoders are proposed
for predicting the output trees. In particular, in [233, [146|, they propose tree-structured
autoencoders to learn vector representations of trees, and show better performance on tree
reconstruction and other tasks such as sentiment analysis. Another work [33] proposes to use
a tree-structured encoder-decoder architecture for natural language translation, where both
the encoder and the decoder are variants of the RNNG model [84]; however, the performance
of their model is slightly worse than the sequence-to-sequence model with attention, which is
mainly due to the fact that their attention mechanism can not condition the future attention
weights on previously computed ones. In this work, we are the first to demonstrate a successful
design of tree-to-tree neural network for translation tasks.

Neural networks for parsing. Other work study using neural networks to generate
parse trees from input-output examples [80, [254, 4, 212, 277, |9}, 84, 48, [53]. In [80], Dong
et al. propose a seq2tree model that allows the decoder RNN to generate the output tree
recursively in a top-down fashion. This approach achieves the state-of-the-art results on
several semantic parsing tasks. Some other work incorporate the knowledge of the grammar
into the architecture design [277,[212] to achieve better performance on specific tasks. However,
these approaches are hard to generalize to other tasks. Again, none of them is designed for
program translation or proposes a tree-to-tree architecture.

Neural networks for code generation. A recent line of research study using neural
networks for code generation (22| 74, 201} |162, 212, 277]. In [162, 212 277], they study
generating code in a DSL from inputs in natural language or in another DSL. However, their
designs require additional manual efforts to adapt to new DSLs in consideration. In our
work, we consider the tree-to-tree model as a generic approach that can be applied to any
grammar.

6.6 Discussion

In this work, we are the first to consider neural network approaches for the program translation
problem, and are the first to demonstrate a successful design of tree-to-tree neural network



CHAPTER 6. TREE-TO-TREE NEURAL NETWORKS FOR PROGRAM
TRANSLATION 82

combining both a tree-RNN encoder and a tree-RNN decoder for translation tasks. Extensive
evaluation demonstrates that our tree-to-tree neural network outperforms several state-of-
the-art models. This renders our tree-to-tree model as a promising tool toward tackling the
program translation problem. In addition, we believe that our proposed tree-to-tree neural
network has the potential to generalize to other tree-to-tree tasks, and we consider it as
future work.

At the same time, we observe many challenges in program translation that existing
techniques are not capable of handling. For example, the models are hard to generalize to
programs longer than the training ones; it is unclear how to handle an infinite vocabulary set
that may be employed in real-world applications; further, the training requires a dataset of
aligned input-output pairs, which may be lacking in practice. We consider all these problems
as important future work in the research agenda toward solving the program translation
problem.
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Chapter 7

Neural Rewriter for Code
Optimization and beyond

Search-based methods for hard combinatorial optimization are often guided by heuristics.
Tuning heuristics in various conditions and situations is often time-consuming. In this
paper, we propose NeuRewriter that learns a policy to pick heuristics and rewrite the local
components of the current solution to iteratively improve it until convergence. The policy
factorizes into a region-picking and a rule-picking component, each parameterized by a neural
network trained with actor-critic methods in reinforcement learning. NeuRewriter captures
the general structure of combinatorial problems and shows strong performance in three
versatile tasks: expression simplification, online job scheduling and vehicle routing problems.
NeuRewriter outperforms the expression simplification component in Z3 [68]; outperforms
DeepRM [174] and Google OR-tools [92] in online job scheduling; and outperforms recent
neural baselines [186} [142] and Google OR-tools [92] in vehicle routing problems. []

7.1 Introduction

Solving combinatorial problems is a long-standing challenge and has a lot of practical
applications (e.g., job scheduling, theorem proving, planning, decision making). While
problems with specific structures (e.g., shortest path) can be solved efficiently with proven
algorithms (e.g, dynamic programming, greedy approach, search), many combinatorial
problems are NP-hard and rely on manually designed heuristics to improve the quality of
solutions [2, 218, [135].

Although it is usually easy to come up with many heuristics, determining when and where
such heuristics should be applied, and how they should be prioritized, is time-consuming. It
takes commercial solvers decades to tune to strong performance in practical problems [68|
235, 192].

!The material in this chapter is based on Chen et al. [51]. The code is available at https://github.com/
facebookresearch/neural-rewriter!


https://github.com/facebookresearch/neural-rewriter
https://github.com/facebookresearch/neural-rewriter
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To address this issue, previous works use neural networks to predict a complete solution
from scratch, given a complete description of the problem [253, 174} (142, 95]. While this
avoids search and tuning, a direct prediction could be difficult when the number of variables
grows.

Improving iteratively from an existing solution is a common approach for continuous
solution spaces, e.g, trajectory optimization in robotics |[177, 245, |154]. However, such
methods relying on gradient information to guide the search, is not applicable for discrete
solution spaces due to indifferentiablity.

To address this problem, we directly learn a neural-based policy that improves the
current solution by iteratively rewriting a local part of it until convergence. Inspired by the
problem structures, the policy is factorized into two parts: the region-picking and the rule-
picking policy, and is trained end-to-end with reinforcement learning, rewarding cumulative
improvement of the solution.

We apply our approach, NeuRewriter, to three different domains: expression simplification,
online job scheduling, and vehicle routing problems. We show that NeuRewriter is better
than strong heuristics using multiple metrics. For expression simplification, NeuRewriter
outperforms the expression simplification component in Z3 [68]. For online job scheduling,
under a controlled setting, NeuRewriter outperforms Google OR-tools [92] in terms of both
speed and quality of the solution, and DeepRM [174], a neural-based approach that predicts
a holistic scheduling plan, by large margins especially in more complicated setting (e.g.,
with more heterogeneous resources). For vehicle routing problems, NeuRewriter outperforms
two recent neural network approaches [186, 142] and Google OR~tools [92]. Furthermore,
extensive ablation studies show that our approach works well in different situations (e.g.,
different expression lengths, non-uniform job/resource distribution), and transfers well when
distribution shifts (e.g., test on longer expressions than those used for training).

7.2 Problem Setup

Let S be the space of all feasible solutions in the problem domain, and ¢ : & — R be the cost
function. The goal of optimization is to find arg minges ¢(s). In this work, instead of finding
a solution from scratch, we first construct a feasible one, then make incremental improvement
by iteratively applying local rewriting rules to the existing solution until convergence. Our
rewriting formulation is especially suitable for problems with the following properties: (1)
a feasible solution is easy to find; (2) the search space has well-behaved local structures,
which could be utilized to incrementally improve the solution. For such problems, a complete
solution provides a full context for the improvement using a rewriting-based approach, allowing
additional features to be computed, which is hard to obtain if the solution is generated from
scratch; meanwhile, different solutions might share a common routine towards the optimum,
which could be represented as local rewriting rules. For example, it is much easier to decide
whether to postpone jobs with large resource requirements when an existing job schedule is
provided. Furthermore, simple rules like swapping two jobs could improve the performance.
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Formally, each solution is a state, and each local region and the associated rewriting rule
is an action.

Optimization as a rewriting problem. Let U be the rewriting ruleset. Suppose s,
is the current solution (or state) at iteration ¢. We first compute a state-dependent region
set (s;), then pick a region w; € §2(s;) using the region-picking policy m,(w|s:). We then
pick a rewriting rule u,; applicable to that region w; using the rule-picking policy m,(u|s¢|wy]),
where s;|w;] is a subset of state s;. We then apply this rewriting rule u; € U to s;|w;], and
obtain the next state sq;y1 = f(s¢, wy, uy). Given an initial solution (or state) sq, our goal is
to find a sequence of rewriting steps (so, (wo, uo)), (51, (W1, u1)), vy (S7—1, (Wr—1,ur_1)), ST SO
that the final cost ¢(sr) is minimized.

To tackle a rewriting problem, rule-based rewriters with manually-designed rewriting
routines have been proposed [105]. However, manually designing such routines is not a trivial
task. An incomplete set of routines often leads to an inefficient exhaustive search, while a set
of kaleidoscopic routines is often cumbersome to design, hard to maintain and lacks flexibility.

In this paper, we propose to train a neural network instead, using reinforcement learning.
Recent advance in deep reinforcement learning suggests the potential of well-trained models
to discover novel effective policies, such as demonstrated in Computer Go [230] and video
games [198]. Moreover, by leveraging reinforcement learning, our approach could be extended
to a broader range of problems that could be hard for rule-based rewriters and classic search
algorithms. For example, we can design the reward to take the validity of the solution into
account, so that we can start with an infeasible solution and then move towards a feasible
one. On the other hand, we can also train the neural network to explore the connections
between different solutions in the search space. In our evaluation, we demonstrate that our
approach (1) mitigates laborious human efforts, (2) discovers novel rewriting paths from
its own exploration, and (3) finds better solution to optimization problem than the current
state-of-the-art and traditional heuristic-based software packages tuned for decades.

7.3 Neural Rewriter Model

In the following, we present the design of our rewriting model, i.e., NeuRewriter. We first
provide an overview of our model framework, then present the design details for different
applications.

Model Overview

Figure illustrates the overall framework of our neural rewriter, and we describe the two
key components for rewriting as follows. More details can be found in Appendix [F.3]

Score predictor. Given the state s;, the score predictor computes a score Q(s;,w;) for
every wy € €(s;), which measures the benefit of rewriting s;[w;]. A high score indicates that
rewriting s;[w;] could be desirable. Note that €(s;) is a problem-dependent region set. For
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expression simplification, Q(s;) includes all sub-trees of the expression parse trees; for job
scheduling, Q(s;) covers all job nodes for scheduling; and for vehicle routing, it includes all
nodes in the route.

Rule selector. Given s;[w;| to be rewritten, the rule-picking policy predicts a probability
distribution m,(s;[w;]) over the entire ruleset U, and selects a rule u; € U to apply accordingly.

Training Details

Let (so, (wo,u0)), -y (S7—1, (Wr_1,ur_1)), ST be the rewriting sequence in the forward pass.

Reward function. We define 7 (s, (wi, ur)) as r(sg, (wi, ug)) = ¢(s¢) — c(S441), where ¢(-)
is the task-specific cost function in Section [7.2]

Q-Actor-Critic training. We train the region-picking policy 7, and rule-picking policy
7, simultaneously. For m,(w;|ss;0), we parameterize it as a softmax of the underlying
Q(s¢, wy; 6) function:

exp(Q(sy, w3 0))

>, XP(Q(st, wis 0))

and instead learn Q(s;, wy; ) by fitting it to the cumulative reward sampled from the current
policies m, and m,:

(7.1)

T (wy|se;0) =

L) = o S A (st () — Qs 0))? (7.2

Where T is the length of the episode (i.e., the number of rewriting steps), and + is the decay
factor.

For rule-picking policy 7, (u|si[w;]; ¢), we employ the Advantage Actor-Critic algo-
rithm [240] with the learned Q(s;,wi; @) as the critic, and thus avoid boot-strapping which
could cause sample insufficiency and instability in training. This formulation is similar in
spirit to soft-Q learning [104]. Denoting A(sy, (wi, uy)) = Sop_y vF (s}, (Wl 1)) — Q(sy, wi; 0)
as the advantage function, the loss function of the rule selector is:

T-1

Lu(¢) = = Alsy, (wi, ur)) log my (ue]s[wy]; 6) (7.3)

t=0

The overall loss function is L(0, ¢) = L,(¢) + L, (0), where « is a hyper-parameter.
7.4 Applications
In the following sections, we discuss the application of our rewriting approach to three different

domains: expression simplification, online job scheduling, and vehicle routing. In expression
simplification, we minimize the expression length using a well-defined semantics-preserving
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Figure 7.1: The instantiation of NeuRewriter for different domains: (a) expression simplification;
(b) job scheduling; and (c) vehicle routing. In (a), s; is the expression parse tree, where each square
represents a node in the tree. The set (s;) includes every sub-tree rooted at a non-terminal node,
from which the region-picking policy selects wy ~ 7, (w¢|s¢)) to rewrite. Afterwards, the rule-picking
policy predicts a rewriting rule u; € U, then rewrites the sub-tree w; to get the new tree s;11. In
(b), s; is the dependency graph representation of the job schedule. Each circle with index greater
than 0 represents a job node, and node 0 is an additional one representing the machine. Edges in
the graph reflect job dependencies. The region-picking policy selects a job w; to re-schedule from all
job nodes, then the rule-picking policy chooses a moving action wu; for w;, then modifies s; to get a
new dependency graph s;11. In (c), s; is the current route, and w; is the node selected to change
the visit order. Node 0 is the depot, and other nodes are customers with certain resource demands.
The region-picking policy and the rule-picking policy work similarly to the job scheduling ones.

rewriting ruleset. In online job scheduling, we aim to reduce the overall waiting time of jobs.
In vehicle routing, we aim to minimize the total tour length.

Expression Simplification

We first apply our approach to expression simplification domain. In particular, we consider
expressions in Halide, a domain-specific language for high-performance image processing [213],
which is widely used at scale in multiple products of Google (e.g., YouTube) and Adobe
Photoshop. Simplifying Halide expressions is an important step towards the optimization
of the entire code. To this end, a rule-based rewriter is implemented for the expressions,
which is carefully tuned with manually-designed heuristics. The grammar of the expressions
considered in the rewriter is specified in Appendix [F.1]

Notice that the grammar includes a more comprehensive operator set than previous works
on finding equivalent expressions, which consider only boolean expressions [8, 87] or a subset
of algorithmic operations [8]. The rewriter includes hundreds of manually-designed rewriting
templates. Given an expression, the rewriter checks the templates in a pre-designed order,
and applies those rewriting templates that match any sub-expression of the input.

After investigating the rewriting templates in the rule-based rewriter, we find that a large
number of rewriting templates enumerate specific cases for an uphill rule, which lengthens
the expression first and shortens it later (e.g., “min/max” expansion). Similar to momentum
terms in gradient descent for continuous optimization, such rules are used to escape a local
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optimum. However, they should only be applied when the initial expression satisfies certain
pre-conditions, which is traditionally specified by manual design, a cumbersome process that
is hard to generalize.

Observing these limitations, we hypothesize that a neural network model has the potential
of doing a better job than the rule-based rewriter. In particular, we propose to only keep the
core rewriting rules in the ruleset, remove all unnecessary pre-conditions, and let the neural
network decide which and when to apply each rewriting rule. In this way, the neural rewriter
has a better flexibility than the rule-based rewriter, because it can learn such rewriting
decisions from data, and has the ability of discovering novel rewriting patterns that are not
included in the rule-based rewriter.

Ruleset. We incorporate two kinds of templates from Halide rewriting ruleset. The first
kind is simple rules (e.g., v — v — 0), while the second one is the uphill rules after removing
their manually designed pre-conditions that do not affect the validity of the rewriting. In
this way, a ruleset with [U| = 19 categories is built. See Appendix for more details.

Model specification. We use expression parse trees as the input, and employ the N-ary
Tree-LSTM designed in [244] as the input encoder to compute the embedding for each node
in the tree. Both the score predictor and the rule selector are fully connected neural networks,
taken the LSTM embeddings as the input. More details can be found in Appendix [F.3]

Job Scheduling Problem

We also study the job scheduling problem, using the problem setup in [174].

Notation. Suppose we have a machine with D types of resources. Each job j is specified
as v; = (pj, A;,T;), where the D-dimensional vector p; = [p;qa] denotes the required portion
0 < pja < 1 of the resource type d, A; is the arrival timestep, and 7} is the duration. In
addition, we define B; as the scheduled beginning time, and C; = B; + T} as the completion
time.

We assume that the resource requirement is fixed during the entire job execution, each
job must run continuously until finishing, and no preemption is allowed. We adopt an online
setting: there is a pending job queue that can hold at most W jobs. When a new job arrives,
it can either be allocated immediately, or be added to the queue. If the queue is already
full, to make space for the new job, at least one job in the queue needs to be scheduled
immediately. The goal is to find a time schedule for every job, so that the average waiting
time is as short as possible.

Ruleset. The set of rewriting rules is to re-schedule a job v; and allocate it after another
job vy finishes or at its arrival time A;. See Appendix for details of a rewriting step.
The size of the rewriting ruleset is |U/| = 2WW, since each job could only switch its scheduling
order with at most W of its former and latter jobs respectively.

Representation. We represent each schedule as a directed acyclic graph (DAG), which
describes the dependency among the schedule time of different jobs. Specifically, we denote
each job v; as a node in the graph, and we add an additional node vy to represent the machine.
If a job v; is scheduled at its arrival time A; (i.e., B; = A;), then we add a directed edge



CHAPTER 7. NEURAL REWRITER FOR CODE OPTIMIZATION AND BEYOND 89

(v, vj) in the graph. Otherwise, there must exist at least one job vy such that Cjy = B; (i.e.,
job j starts right after job j'). We add an edge (v;/,v;) for every such job v; to the graph.
Figure (b) shows the setting, and we defer the embedding and graph construction details
to Appendix [F.3|

Model specification. To encode the graphs, we extend the Child-Sum Tree-LSTM
architecture in [244], which is similar to the DAG-structured LSTM in [293]. Similar to
the expression simplification model, both the score predictor and the rule selector are fully
connected neural networks, and we defer the model details to Appendix [F.3]

Vehicle Routing Problem

In addition, we evaluate our approach on vehicle routing problems studied in [142, [186].
Specifically, we focus on the Capacitated VRP (CVRP), where a single vehicle with limited
capacity needs to satisfy the resource demands of a set of customer nodes. To do so, we
construct multiple routes starting and ending at the depot, i.e., node 0 in Figure (c), SO
that the resources delivered in each route do not exceed the vehicle capacity, while the total
route length is minimized.

We represent each vehicle routing problem as a sequence of the nodes visited in the
tour, and use a bi-directional LSTM to embed the routes. The ruleset is similar to the job
scheduling, where each node can swap with another node in the route. The architectures of
the score predictor and rule selector are similar to job scheduling. More details can be found

in Appendix [F.3

7.5 Experiments

We present the evaluation results in this section. To calculate the inference time, we run all
algorithms on the same server equipped with 2 Quadro GP100 GPUs and 80 CPU cores.
Only 1 GPU is used when evaluating neural networks, and 4 CPU cores are used for search
algorithms. We set the timeout of search algorithms to be 10 seconds per instance. All neural
networks in our evaluation are implemented in PyTorch [203].

Expression Simplification

Setup. To construct the dataset, we first generate random pipelines using the generator in
Halide, then extract expressions from them. We filter out those irreducible expressions, then
split the rest into 8/1/1 for training/validation/test sets respectively. See Appendix for
more details.

Metrics. We evaluate the following two metrics: (1) Average expression length reduction,
which is the length reduced from the initial expression to the rewritten one, and the length is
defined as the number of characters in the expression; (2) Average tree size reduction, which
is the number of nodes decreased from the initial expression parse tree to the rewritten one.
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Figure 7.2: Experimental results of the expression simplification problem. In (b), we train
NeuRewriter on expressions of different lengths (described in the brackets).
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Figure 7.3: Experimental results of the job scheduling problem varying the following aspects: (a)
the number of resource types D; (b) job frequency; (c) resource distribution; (d) job length. For
NeuRewriter, we describe training job distributions in the brackets. Workloads in (a) are with steady
job frequency, non-uniform resource distribution, and non-uniform job length. In (b), (¢) and (d),
D =20. In (b) and (c), we omit the comparison with some approaches because their results are
significantly worse; for example, the average slowdown of EJF is 14.53 on the dynamic job frequency,
and 11.06 on the uniform resource distribution. More results can be found in Appendix EI}
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Figure 7.4: Experimental results of the vehicle routing problem with different number of customer
nodes and vehicle capacity; e.g., VRP100, Cap50 means there are 100 customer nodes and the
vehicle capacity is 50. (a) NeuRewriter outperforms multiple baselines and previous works
. More results can be found in Appendix (b) We evaluate the generalization performance
of NeuRewriter on problems from different distributions, and we describe the training problem
distributions in the brackets.

Baselines. We examine the effectiveness of NeuRewriter against two kinds of baselines.
The first kind of baselines are heuristic-based rewriting approaches, including Halide-rule
(the rule-based Halide rewriter in Section and Heuristic-search, which applies beam
search to find the shortest rewriting with our ruleset at each step. Note that NeuRewriter
does not use beam search.

In addition, we also compare our approach with Z3, a high-performance theorem prover
developed by Microsoft Research . 73 provides two tactics to simplify the expres-
sions: Z3-simplify performs some local transformation using its pre-defined rules, and
Z3-ctx-solver-simplify traverses each sub-formula in the input expression and invokes
the solver to find a simpler equivalent one to replace it. This search-based tactic is able to
perform simplification not included in the Halide ruleset, and is generally better than the
rule-based counterpart but with more computation. For Z3-ctx-solver-simplify, we set
the timeout to be 10 seconds for each input expression.

Results. Figure presents the main results. We can notice that the performance
of Z3-simplify is worse than Halide-rule, because the ruleset included in this simplifier
is more restricted than the Halide one, and in particular, it can not handle expressions
with “max/min/select” operators. On the other hand, NeuRewriter outperforms both the
rule-based rewriters and the heuristic search by a large margin. In particular, NeuRewriter
could reduce the expression length and parse tree size by around 52% and 59% on average;
compared to the rule-based rewriters, our model further reduces the average expression
length and tree size by around 20% and 15% respectively. We observe that the main
performance gain comes from learning to apply uphill rules appropriately in ways that
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are not included in the manually-designed templates. For example, consider the expres-
sion 5 < max(max(v0,3) + 3, max(v1,v2)), which could be reduced to True by expanding
max(max(v0,3) + 3, max(vl,v2)) and max(v0,3). Using a rule-based rewriter would require
the need of specifying the pre-conditions recursively, which becomes prohibitive when the
expressions become more complex. On the other hand, heuristic search may not be able to
find the correct order of expanding the right hand size of the expression when more “min/max’
are included, which would make the search less efficient.

Furthermore, NeuRewriter also outperforms Z3-ctx-solver-simplify in terms of both
the result quality and the time efficiency, as shown in Figure and Table [7.1a] Note that
the implementation of Z3 is in C++ and highly optimized, while NeuRewriter is implemented
in Python; meanwhile, Z3-ctx-solver-simplify could perform rewriting steps that are not
included in the Halide ruleset. More results can be found in Appendix [F.6]

Generalization to longer expressions. To measure the generalizability of our approach,
we construct 4 subsets of the training set: Train<qy, Train<sg, Train<sy and Train<igp, which
only include expressions of length at most 20, 30, 50 and 100 in the full training set. We also
build Test~199, a subset of the full test set that only includes expressions of length larger
than 100. The statistics of these datasets can be found in Appendix

We present the results of training our model on different datasets above in Figure [7.2b]
Even trained on short expressions, NeuRewriter is still comparable with the Z3 solver. Thanks
to local rewriting rules, our approach can generalize well even when operating on very different
data distributions.

9

Job Scheduling Problem

Setup. We randomly generate 100K job sequences, and use 80K /10K /10K for training,
validation and testing. Typically each job sequence includes ~ 50 jobs. We use an online
setting where jobs arrive on the fly with a pending job queue of length W = 10. Unless
stated otherwise, we generate initial schedules using Earliest Job First (EJF), which can be
constructed with negligible overhead.

When the number of resource types D = 2, we follow the same setup as in [174]. The
maximal job duration T},,, = 15, and the latest job arrival time A,,,, = 50. With larger D,
except changing the resource requirement of each job to include more resource types, other
configurations stay the same.

Metric. Following DeepRM [174], we use the average job slowdown n; = (C; — A;)/T; > 1
as our evaluation metric. Note that 7; = 1 means no slow down.

Job properties. To test the stability and generalizability of NeuRewriter, we change
job properties (and their distributions): (1) Number of resource types D: larger D leads to
more complicated scheduling; (2) Average job arrival rate: the probability that a new job
will arrive, Steady job frequency sets it to be 70%, and Dynamic job frequency means the job
arrival rate changes randomly at each timestep; (3) Resource distribution: jobs might require
different resources, where some are uniform (e.g., half-half for resource 1 and 2) while others
are non-uniform (see Appendix for the detailed description); (4) Job lengths: Uniform
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job length: length of each job in the workload is either [10, 15] (long) or [1,3] (short), and
Non-uniform job length: workload has both short and long jobs. We show that NeuRewriter is
fairly robust under different distributions. When trained on one distribution, it can generalize
to others without performance collapse.

We compare NeuRewriter with three kinds of baselines.

Baselines on Manually designed heuristics: Farliest Job First (EJF) schedules each
job in the increasing order of their arrival time. Shortest Job First (SJF) always allocates the
shortest job in the pending job queue at each timestep, which is also used as a baseline in [174].
Shortest First Search (SJFS) searches over the shortest k jobs to schedule at each timestep,
and returns the optimal one. We find that other heuristic-based baselines used in [174]
generally perform worse than SJF, especially with large D. Thus, we omit the comparison.

Baselines on Neural network. We compare with DeepRM [174], a neural network also
trained with RL to construct a solution from scratch.

Baselines on Offline planning. To measure the optimality of these algorithms, we also
take an offline setting, where the entire job sequence is available before scheduling. Note that
this is equivalent to assuming an unbounded length of the pending job queue. With such
additional knowledge, this setting provides a strong baseline. We tried two offline algorithms:
(1) SJF-offline, which is a simple heuristic that schedules each job in the increasing order
of its duration; and (2) Google OR-tools [92], which is a generic toolbox for combinatorial
optimization. For OR-tools, we set the timeout to be 10 seconds per workload, but we find
that it can not achieve a good performance even with a larger timeout, and we defer the
discussion to Appendix [F.4]

Results on Scalability. As shown in Figure[7.3, NeuRewriter outperforms both heuristic
algorithms and the baseline neural network DeepRM. In particular, while the performance of
DeepRM and NeuRewriter are similar when D = 2, with larger D, DeepRM starts to perform
worse than heuristic-based algorithms, which is consistent with our hypothesis that it becomes
challenging to design a schedule from scratch when the environment becomes more complex.
On the other hand, NeuRewriter could capture the bottleneck of an existing schedule that
limits its efficiency, then progressively refine it to obtain a better one. In particular, our results
are even better than offline algorithms that assume the knowledge of the entire job sequence,
which further demonstrates the effectiveness of NeuRewriter. Meanwhile, we present the
running time of OR-tools, DeepRM and NeuRewriter in Table [7.15] We can observe that both
DeepRM and NeuRewriter are much more time-efficient than OR-tools; on the other hand, the
running time of NeuRewriter is comparable to DeepRM, while achieving much better results.
More discussion can be found in Appendix [F.4]

Results on Robustness. As shown in Figure [7.3] NeuRewriter excels in almost all
different job distributions, except when the job lengths are uniform (short or long, Figure[7.3),
in which case existing methods/heuristics are sufficient. This shows that NeuRewriter can
deal with complicated scenarios and is adaptive to different distributions.

Results on Generalization. Furthermore, NeuRewriter can also generalize to different
distributions than those used in training, without substantial performance drop. This shows
the power of local rewriting rules: using local context could yield more generalizable solutions.
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. Time (5) VRP20 | VRP50 | VRP100
Time (s) OTtools 0.0 OR-tools 0.010 | 0.053 0.231
Z3-solver 1.375 DeepRM 0 0'20 Nazari et al. 0.162 0.232 0.445
NeuRewriter 0.159 NeuRewriter O. 037 AM 0.036 0.168 0.720
- NeuRewriter | 0.133 0.211 0.398

(a)
(b) ()

Table 7.1: Average runtime (per instance) of different solvers (OR-tools [92] and the tactic
Z3-ctx-solver-simplify of Z3 [68]) and RL-based approaches (NeuRewriter, DeepRM [174],
Nazari et al. [186] and AM [142]) over the test set of: (a) expression simplification; (b) job
scheduling; (c) vehicle routing.

Vehicle Routing Problem

Setup and Baselines. We follow the same training setup as [142} |186] by randomly
generating vehicle routing problems with different number of customer nodes and vehicle
capacity. We compare with two neural network approaches, i.e., AM [142] and Nazari et
al. |[186], and both of them train a neural network policy using reinforcement learning to
construct the route from scratch. We also compare with OR-tools and several classic heuristics
studied in [186].

Results. We first demonstrate our main results in Figure [7.4a where we include the
variant of each baseline that performs the best, and defer more results to Appendix Note
that the initial routes generated for NeuRewriter are even worse than the classic heuristics;
however, starting from such sub-optimal solutions, NeuRewriter is still able to iteratively
improve the solutions and outperforms all the baseline approaches on different problem
distributions. In addition, for VRP20 problems, we can compute the exact optimal solutions,
which provides an average tour length of 6.10. We observe that the result of NeuRewriter
(i.e., 6.16) is the closest to this lower bound, which also demonstrates that NeuRewriter is
able to find solutions with better quality.

We also compare the runtime of the most competitive approaches in Table Note
that the OR-Tools solver for vehicle routing problems is highly tuned and implemented in
C++, while the RL-based approaches in comparison are implemented in Python. Meanwhile,
following [186], to report the runtime of RL models, we decode a single instance at a time,
thus there is potential room for speed improvement by decoding multiple instances per batch.
Nevertheless, we can still observe that NeuRewriter achieves a better balance between the
result quality and the time efficiency, especially with a larger problem scale.

Results on Generalization. Furthermore, in Figure [7.4b] we show that NeuRewriter
can generalize to different problem distributions than training ones. In particular, they still
exceed the performance of the classic heuristics, and are sometimes comparable or even better

than the OR-tools. More discussion can be found in Appendix [F.5]
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Figure 7.5: The framework of our neural rewriter. Given the current state (i.e., solution to the
optimization problem) s;, we first pick a region w; by the region-picking policy 7, (w;|s¢), and
then pick a rewriting rule u; using the rule-picking policy m,(u¢|s¢[w]), where m, (us|siwi]) gives
the probability distribution of applying each rewriting rule v € U to the partial solution. Once
the partial solution is updated, we obtain an improved solution s;y; and repeat the process until
convergence.

7.6 Related Work

Methods. Using neural network models for combinatorial optimization has been explored
in the last few years. A straightforward idea is to construct a solution directly (e.g., with a
Seq2Seq model) from the problem specification 253, [26, (174, [138]. However, such approaches
might meet with difficulties if the problem has complex configurations, as our evaluation
indicates. In contrast, our paper focuses on iterative improvement of a complete solution.

Trajectory optimization with local gradient information has been widely studied in robotics
with many effective techniques [177, 134}, 255| 245, (155, [154]. For discrete problems, it is
possible to apply continuous relaxation and apply gradient descent [36]. In contrast, we learn
the gradient from previous experience to optimize a complete solution, similar to data-driven
descent [248] and synthetic gradient [125].

At a high level, our framework is closely connected with the local search pipeline. Specifi-
cally, we can leverage our learned RL policy to guide the local search, i.e., to decide which
neighbor solution to move to. We will demonstrate that in our evaluated tasks, our approach
outperforms several local search algorithms guided by manually designed heuristics, and
softwares supporting more advanced local search algorithms, i.e., Z3 [68] and OR-tools [92].

Applications. For expression simplification, some recent work use deep neural networks
to discover equivalent expressions [37, 8, 284]. In particular, [37] trains a deep neural network
to rewrite algebraic expressions with supervised learning, which requires a collection of
ground truth rewriting paths, and may not find novel rewriting routines. We mitigate these
limitations using reinforcement learning.

Job scheduling and resource management problems are ubiquitous and fundamental in
computer systems. Various work have studied these problems from both theoretical and
empirical sides [30, 94} 16|, 224} |246| |174, 45]. In particular, a recent line of work studies deep
reinforcement learning for job scheduling [174] 45] and vehicle routing problems [142, |186].

Our approach is tested on multiple domains with extensive ablation studies, and could
also be extended to other closely related tasks such as code optimization [223, 44|, theorem
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proving [118] 153, |19, [116], text simplification [63, [199, 88|, and classical combinatorial
optimization problems beyond routing problems |71}, 138 27} 253| [135], e.g., Vertex Cover
Problem [24].

7.7 Discussion

In this work, we propose to formulate optimization as a rewriting problem, and solve the
problem by iteratively rewriting an existing solution towards the optimum. We utilize deep
reinforcement learning to train our neural rewriter. In our evaluation, we demonstrate the
effectiveness of our neural rewriter on multiple domains, where our model outperforms both
heuristic-based algorithms and baseline deep neural networks that generate an entire solution
directly.

Meanwhile, we observe that since our approach is based on local rewriting, it could become
time-consuming when large changes are needed in each iteration of rewriting. In extreme
cases where each rewriting step needs to change the global structure, starting from scratch
becomes preferrable. We consider improving the efficiency of our rewriting approach and
extending it to more complicated scenarios as future work.
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Chapter 8

Neural Symbolic Reader for Reading
Comprehension

Integrating distributed representations with symbolic operations is essential for reading
comprehension requiring complex reasoning, such as counting, sorting and arithmetics, but
most existing approaches rely on specialized neural modules and are hard to adapt to multiple
domains or multi-step reasoning. In this chapter, we propose the Neural Symbolic Reader
(NeRd), which includes a reader, e.g., BERT, to encode the passage and question, and
a programmer, e.g., LSTM, to generate a program for multi-step reasoning. By using operators
like span selection, the program can be executed over text to generate the answer. Compared
to previous works, NeRd is more scalable in two aspects: (1) domain-agnostic, i.e., the same
neural architecture works for different domains; (2) compositional, i.e., complex programs can
be generated by compositionally applying the symbolic operators. Furthermore, to overcome
the challenge of training NeRd with weak supervision, we apply data augmentation techniques
and hard Expectation-Maximization (EM) with thresholding. On DROP; a challenging reading
comprehension dataset requiring discrete reasoning, NeRd achieves 1.37%/1.18% absolute
gain over the state-of-the-art on Exact-Match/F1 metrics. With the same architecture, NeRd
significantly outperforms the baselines on MathQA, a math problem benchmark that requires
multiple steps of reasoning, by 25.5% absolute gain on accuracy when trained on all the
annotated programs, and more importantly, still beats the baselines even with only 20% of
the program annotations E]

8.1 Introduction

Deep neural networks have achieved remarkable successes in natural language processing
recently. In particular, pretrained language models, e.g., BERT [72], have significantly ad-
vanced the state-of-the-art in reading comprehension. While neural models have demonstrated
performance superior to humans on some benchmarks, e.g., SQuAD [214], so far such progress

!The material in this chapter is based on Chen et al. [54].
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is mostly limited to extractive question answering, in which the answer is a single span from
the text. In other words, this type of benchmarks usually test the capability of text pattern
matching, but not of reasoning. Some recent datasets, e.g., DROP [83] and MathQA [10], are
collected to examine the capability of both language understanding and discrete reasoning,
where the direct application of the state-of-the-art pre-trained language models, such as
BERT or QANet [280], achieves very low accuracy. This is especially challenging for pure
neural network approaches, because discrete operators learned by neural networks, such as
addition and sorting, can hardly generalize to inputs of arbitrary size without specialized
design [217, |38, [133|. Therefore, integrating neural networks with symbolic reasoning is
crucial for solving those new tasks.

The recent progress on neural semantic parsing [128, [160] is sparked to address this
problem. However, such success is mainly restricted to question answering with structured
data sources, e.g., knowledge graphs [28] or tabular databases [202]. Extending it to reading
comprehension by parsing the text into structured representations suffers severely from the
cascade errors, i.e., the issues of the structured parsing for data preprocessing account for
the poor performance of the learned neural model [83].

A recent line of work [83,|117, [11] extends BERT/QANet to perform reasoning on the
DROP dataset. However, they cannot easily scale to multiple domains or multi-step complex
reasoning because: (1) they usually rely on handcrafted and specialized modules for each
type of questions; (2) they don’t support compositional applications of the operators, so it is
hard to perform reasoning of more than one step.

In this work, we propose the Neural Symbolic Reader (NeRd) for reading comprehension,
which consists of (1) a reader that encodes passages and questions into vector representations;
and (2) a programmer that generates programs, which are executed to produce answers. The
key insights behind NeRd are as follows: (1) by introducing a set of span selection operators,
the compositional programs, usually executed against structured data such as databases in
semantic parsing, can now be executed over text; (2) the same architecture can be applied to
different domains by simply extending the set of symbolic operators.

A main challenge of training NeRd is that it is often expensive to collect program
annotations, so the model needs to learn from weak supervision, i.e., with access only to the
final answers. This raises two problems for learning: (1) cold start problem. There are no
programs available at the beginning of training, so the training cannot proceed. We address
this problem through data augmentation that generates noisy training data to bootstrap the
training; (2) spurious program problem, where some programs produce the right answer for
wrong rationales. We propose an iterative process using hard EM with thresholding, which
filters out the spurious programs during training.

In our evaluation, NeRd demonstrates three major advantages over previous methods: (1)
better accuracy. It outperforms the previous state-of-the-art on DROP by 1.37%/1.18% on
EM/F1, and the baselines on MathQA by a large margin of 25.5% on accuracy if trained with
all annotated programs. Notably, it still outperforms the MathQA baselines using only 20%
of the program annotations; (2) more scalable (domain-agnostic and compositional). Unlike
previous approaches, which rely on specialized modules that do not support compositional
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Figure 8.1: Comparison of NeRd with previous approaches for reading comprehension
requiring complex reasoning. The components in grey boxes are the neural architectures.
Previous works mainly take two approaches: (1) augmenting pre-trained language model
such as BERT with specialized modules for each type of questions, which is hard to scale to
multiple domains or multi-step complex reasoning; (2) applying neural semantic parser to the
structured parses of the passage, which suffers severely from the cascade error. In contrast,
the neural architecture of NeRd is domain-agnostic, which includes a reader, e.g., BERT, and
a programmer, e.g., LSTM, to generate compositional programs that are directly executed
over the passages.

application of the operators, NeRd can be applied to tasks of different domains, e.g., DROP
and MathQA, without changing the architecture, and more complex programs can be simply
generated by extending the set of operators and compositionally applying them; (3) better
interpretability. It is easier to interpret and verify an answer by inspecting the program that
produces it, especially for the questions involving complex reasoning such as counting and
sorting.

8.2 Neural Symbolic Reader

In this section, we present the design of NeRd. It consists of a reader that encodes the
passages and questions into vector representations, and a programmer that generates programs
in a domain specific language. The overall comparison between NeRd and previous works is
visualized in Figure 8.1}
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Neural Architecture

We provide an overview of the two components in NeRd, and defer more details to Ap-

pendix

Reader. Given the natural language text including a question and a passage, the reader
component encodes each token ¢; in the text into an embedding e;. Note that our framework
is agnostic to the architecture choice of the encoder, so any neural module that turns words
into vectors is applicable, e.g., BERT [72].

Programmer. The programmer takes the output of the reader as input, and then decodes
a program as a sequence of tokens. Again, our model is agnostic to the design of decoder.
For simplicity, we use an LSTM [115] decoder with attention [20] over the encoded text, and
self-attention [249] over the previously generated tokens.

A major advantage of our architecture is that it is domain-agnostic, i.e., the same
architecture can be used for different domains. Compared to previous approaches that craft
separate specialized modules for each answer type, we use a unified programmer component
to generate programs for multi-step reasoning, and we can simply extend the operator set
in the domain specific language (see the next section) to adapt to a different domain. See
Section [8.4] for a more detailed discussion.

Domain Specific Language

In this section, we introduce our domain specific language (DSL), which is used to interpret
the tokens generated by the programmer component as an executable program.

We list the operators in our DSL in Table [8.1] To handle discrete reasoning, the DSL
includes operators that perform arithmetics (DIFF, SUM), counting (COUNT) and sorting
(ARGMAX, ARGMIN, MAX, MIN). These operators have been used in previous work in semantic
parsing over structured data sources such as a knowledge graph or a tabular database.

However, the main challenge of applying such operations for reading comprehension is that
the model needs to manipulate unstructured data, i.e., natural language text, and parsing
the text into structured representations may introduce a lot of cascade errors. For example,
Dua et al. [83] found that their best performing semantic parsing pipeline using SRL [40] can
only find the logical forms for 35% of the questions, resulting in poor performance.

To address this issue, a key insight in our DSL design is to introduce the span selection
operators, so that all the arithmetics, counting and sorting operators can be applied to text.
Specifically, we introduce PASSAGE_SPAN, QUESTION_SPAN, VALUE, KEY-VALUE for selecting
spans or numbers from the passage and question. For example, COUNT can use PASSAGE_SPAN
to pick out the spans that mention the relevant entities or events, e.g., touchdowns made by
a certain person, and then returns the total number; ARGMAX relies on applying KEY-VALUE
to pick out the spans (keys) for relevant mentions and their associated numbers (values),
e.g., touchdowns and their lengths, and then returns the key with the highest value, e.g.,
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Operator Arguments Outputs Description

PASSAGE_SPAN  vO: the start index. a span. Select a span from the passage

QUESTION_SPAN v1: the end index. or question.

VALUE v0: an index. a number.  Select a number from the passage.

KEY-VALUE (KV) vO: a span. a key-value Select a key (span) value (number)
v1: a number. pair. pair from the passage.

DIFF v0: a number or index. a number.  Compute the difference or

SUM v1: a number or index. sum of two numbers.

COUNT v: a set of spans. a number.  Count the number of given spans.

MAX v: a set of numbers. a number.  Select the maximum / minimum

MIN among the given numbers.

ARGMAX v: a set of key-value a span. Select the key (span)

ARGMIN pairs. with the highest / lowest value.

Table 8.1: Overview of our domain-specific language. See Table for the sample usage.

the player kicking the longest touchdown. More examples can be found in Table 8.7 In
summary, the introduction of span selection operators in the DSL enables the application of
the discrete reasoning operators to text, and the resulting programs act as executable and
interpretable representations of the reasoning process.

As mentioned above, our architecture is domain-agnostic and the only change needed, to
apply to a different domain, is to extend the DSL with new operators. For example, MathQA
benchmark requires adding more advanced mathematical operations beyond addition and
subtraction, which are defined in [10]. We defer the details to Section

A major advantage of our DSL is its compositionality, i.e., complex programs can be
generated by compositionally applying the operators. Previous works [11] only allow applying
the operators for one step, which requires them to introduce operators to mimic two-step
compositions, e.g., Merge (selecting two spans) and Sum3 (summing up three numbers).
However, this would not scale to more steps of reasoning, as the number of required operators
will grow exponentially w.r.t the number of steps. In contrast, NeRd can compose different
operators to synthesize complex programs for multi-step reasoning. For example, on MathQA,
the average number of operations per question is 5, and some programs apply more than 30
operations to compute the final answer.

8.3 Training with Weak Supervision

Although it is relatively easy to collect question-answer pairs, it is often hard and expensive
to obtain program annotations that represent the reasoning behind the answers. Thus, how
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to train NeRd with only weak supervision becomes a main challenge. In this section, we
revisit the cold start and spurious program problems described in Section [8.1] and present
our solutions.

Data Augmentation for Cold Start

The cold start problem means that the training cannot get started when there isn’t any
program available. For example, a question “How many touchdowns did Brady throw”
annotated with only an answer “3” cannot be directly used to train our model due to the lack
of the target program to optimize on. To obtain program annotations from question-answer
pairs, we first follow previous work to find programs for questions answerable by span selection
or arithmetic operations via an exhaustive search, and we defer the details to Section [8.4]
However, for questions involving counting or sorting operations, the space becomes too large
for an exhaustive search, since these operations rely on the span selection as their sub-routines.
For example, the number of possible spans in a text with 200 words is in the order of 10*,
and what’s more, counting and sorting operators usually include more than one span as their
arguments.

We apply data augmentation to address the search space explosion problem for counting
and sorting operations. For counting, we augment the span selection questions by replacing
the interrogatives, e.g., “what” and “who”, with “how many” when applicable, and adding a
call to COUNT over the selected spans in the answer. For example, a question “What areas have
a Muslim population of more than 50000 people?” is changed into “How many areas...”. For
sorting, we extract the key-value pairs by first applying CoreNLP [173] for entity recognition,
and then heuristically find an associated number for each entity. If including them as the
arguments of any sorting operator yields the correct answer, then such programs are added
to the training set. More details can be found in Appendix Although the programs
found for counting and sorting through this data augmentation process is noisy, they help
bootstrap the training. Throughout the training, we also use the model to decode programs,
and add those leading to correct answers into our training set.

Hard EM with thresholding against Spurious Programs

After collecting a set of programs for each question-answer pair, another obstacle is the
spurious program problem, the phenomenon that a wrong program accidentally predicts
a right answer. For example, per arithmetic question in DROP, there are on average 9.8
programs that return correct answers, but usually only one of them is semantically correct. To
filter out spurious programs, we adopt hard EM [159, [181] due to its simplicity and efficiency.
Specifically, this approach uses the current model to select the program with the highest
model probability among the ones that return the correct answer, and then maximizes the
likelihood of the selected program. In other words, it relies on the neural model itself to filter
out spurious programs. This algorithm is usually faster than the marginalized approach [2§]
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because at most one program per question-answer pair is used to compute the gradient, and
the selection process is fast since it only has a forward pass.

Hard EM assumes that for any
question-answer pair, at least one of the

Algorithm 3 Hard EM with Thresholding

Input: question-answer pairs {(z;, v;)}Y,, generated programs is correct. However,
a model py, initial threshold «y, decay factor v  there exist questions without any seman-
for each (z;,y;) do tically correct program found, e.g., when
Z; < DataAugmentation(x;, y;) the annotated answer itself is wrong. In
end for this case, when directly applying the
T+ 0 hard EM algorithm, even if the model
repeat probabilities for all the programs are
a4 ag*x L very small, it will still select a pro-
D+« gram for training. RL-based approaches
for each (z;,y;) do such as MAPO [159] avoid this issue by

2F = argmaxy, pg(2F|x;), 2F € Z; optimizing the expected return, which

if pg(2f) >a or T =0 and |Z;| = 1 then weighs the gradient by the model prob-

D« DU (x;,2) ability. Thus, when all the programs of

end if a question-answer pair have very small

end forUpdate 6 by maximizing probabilities, they will be largely ignored

> plogpe(2*|x) during training. We incorporate this
T+T+1 intuition into hard EM by introducing
until converge or early stop a decaying threshold «, so that a pro-

gram’s probability has to be at least «
in order to be included for training. Our
experiments show that both hard EM and thresholding are crucial for successful training.
The pseudo-code of our training procedure is presented in Algorithm [3, and we defer more

details to Appendix

8.4 Evaluation

In this section, we demonstrate the effectiveness of our approach on DROP [83] and
MathQA [10], two recent benchmarks that require discrete reasoning over passages.

Datasets

DROP. DROP (Discrete Reasoning Over Paragraphs) [83] is designed to combine the
challenges from both reading comprehension and semantic parsing communities. Specifically,
the passages are collected from Wikipedia, each having at least twenty numbers. The question-
answer pairs are crowdsourced in an adversarial way that they are accepted only when the
questions cannot be correctly answered by the BIDAF model [226]. The dataset has 96.6K
question-answer pairs from 6.7K passages. Unlike most existing datasets that are solely
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Question Answer

Someone on a skateboard is | Program:

traveling 8 miles per hour. | multiply(5,divide(multiply(8,5280),const_3600))
How many feet does she travel | Result: 5 * ((8 * 5280) / 3600) = 58.67 ft

in 5 seconds? (1 mile = 5280
feet)

Table 8.2: An example in MathQA dataset.

based on the single span selection, the questions in DROP require complex reasoning, such
as selecting multiple spans, arithmetic operations over numbers in the passage, counting and
sorting, etc., which poses extra challenge for existing models. For example, vanilla BERT
only gets around 30% F1 score. Table provides some sample questions in DROP, and
their corresponding programs in our DSL (Table .

For evaluation, we use the same metrics in [83]: (1) Exact Match (EM), where the score
is 1 if the prediction exactly matches the ground truth, and 0 otherwise; (2) F1 score, which
gives partial credits to a prediction that is not exactly the same as the ground truth, but
overlaps with it.

MathQA. MathQA [10] is a dataset with 37K question-answer pairs selected from AQuA [163],
but it is further annotated with gold programs in their domain-specific language. The passage
length in MathQA is 38 on average, much shorter than DROP with 224. However, the
questions in MathQA require more complex and advanced mathematical reasoning than
DROP. To this aim, they design 58 math operations, which cover various advanced math
topics including geometry, physics, probability, etc. Accordingly, we augment our DSL with
those operators to support more advanced numerical reasoning. In these annotated programs,
the average number of operations per question is 5, and some programs involve more than 30
steps of computation. Table shows an example from MathQA.

Note that each question in MathQA is accompanied with 4 options, where 1 of them
is the correct answer. However, since we do not have the full knowledge of the operation
semantics, we choose a conservative metric to evaluate the accuracy: a predicted program is
considered to be correct only if it is exactly the same as the annotated program. Thus, this
metric is an under-estimation of the accuracy based on the execution results. Despite that
we use a much stricter measurement in our evaluation, we show that NeRd still outperforms
the baselines by a large margin.

Implementation Details

DROP. Similar to previous work [83], for span prediction, we perform an exhaustive search
to find all mentions of the ground truth spans in the passage, then include all of them as
candidate programs. For numerical questions, we perform another exhaustive search over
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all expressions applying addition and subtraction over up to 3 numbers. In this way, we are
able to find at least one program for over 95% of the training samples with a number as the
answer. Our data augmentation approach for counting and sorting questions can be seen in

Section B.3]

MathQA. Besides the setting where all the ground truth programs are provided during
training, we also evaluate the weak supervision setting on MathQA. Due to the lack of
program executor, we are unable to perform the search similar to what we have done on
DROP. To enable the first training iteration of the model, we assume that we have access
to the ground truth programs for a small fraction of training samples at the beginning, and
only know the final answer for the rest of training samples. In the first training iteration,
the model only trains on the samples annotated with programs. In each of the following
iterations, we first run a beam search with a beam size 64 to generate programs for each
training sample that has not been annotated in previous iterations, and add the generated
program only if it is exactly the same as the ground truth annotation.

For a fair comparison, our reader uses the same pre-trained model as [117, |11], i.e.,
BERT arge. For both benchmarks, we perform greedy decoding during the evaluation.

Baselines

DROP. We evaluate NeRd against three types of baselines: (1) previous models on DROP;
(2) NeRd with and without counting and sorting operations; (3) NeRd with different training
algorithms, and we discuss the details below.

Previous approaches. We compare with NAQANet [83], NABERT [117], MTMSN [117],
and BERT-Calc [11]. We have discussed the key differences between NeRd and BERT-Calc,
the baseline with the best performance, in Section On the other hand, NAQANet,
NABERT, MTMSN share the same overall framework, where they augment an existing model
to include individual modules for span selection, numerical expression generation, counting,
negation, etc. While NAQANet is based on QANet, other baselines as well as NeRd are
based on BERT. Note that the span selection modules themselves are not able to handle
questions that return multiple spans as the answer, which causes the exact match accuracy
to be zero on multiple-span selection questions for both NAQANet and NABERT. To tackle
this issue, MTMSN adapts the non-maximum suppression algorithm [219] to select multiple
spans from the candidates with the top prediction probabilities.

Operator variants of NeRd. To show that NeRd learns to apply counting and sorting
operations appropriately, we also evaluate the following two variants: (1) NeRd without
counting: we remove the COUNT operation in Table [8.1] and introduce 10 operations COUNT_O,
COUNT_1, ..., COUNT_9, where the execution engine returns the number x for operation COUNT_X.
This counting process is the same as [11]. (2) NeRd without sorting: we remove ARGMAX,
ARGMIN, MAX and MIN operations, so that the model needs to use span selection operations
for sorting questions.
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Overall Dev | Overall Test | Number (62%) | Span (32%) | Spans (4.4%) | Date (1.6%)
EM F1 EM F1 EM F1 EM F1 EM F1 EM F1
NAQANet 46.75 50.39 | 44.24 47.77 | 449 45.0 58.2  64.8 0.0 27.3 32.0  39.6
NABERT 1 ARcE | 64.61  67.35 — — 63.8 64.0 75.9  80.6 0.0 22.7 55.7  60.8
MTMSNpARGE | 76.68  80.54 | 75.85 79.85 | 80.9 81.1 775 828 25.1 62.8 55.7  69.0
BERT-Calc 78.09  81.65 | 76.96 80.53 | 82.0 82.1 788 834 5.1 45.0 58.1 61.8
NeRd 78.55 81.85 82.4 82.6 76.2 81.8 | 51.3 77.6 58.3 67.2

+0.27 £0.20 78.33 8171 + 0.3 + 0.2 +04 +£02|£08 +12 |18 £1.7

Table 8.3: Results on DROP dataset. On the development set, we present the mean and
standard error of 10 NeRd models, and the test result of a single model. For all models, the
performance breakdown of different question types is on the development set. Note that the
training data of BERT-Calc model [11] for test set evaluation is augmented with CoQA [216].

Training variants of NeRd. To show the effectiveness of our training algorithm, we
compare with the following baselines: (1) Hard EM described in Section[8.3} and (2) Mazimum
Likelihood, which maximizes the likelihood of each program that returns the correct answer
for a training sample.

MathQA. We compare with Seq2prog and Seq2prog+cat models in |10], which are
LSTM-based encoder-decoder architectures implemented in OpenNMT [140]. In partic-
ular, Seq2prog+-cat extracts the category label of each question, then trains separate LSTMs
to handle different categories, which improves the accuracy by 2.3%.

Results

DROP. Table|8.3[summarizes our main evaluation results on DROP dataset, with 9.5K sam-
ples in the development set and 9.6K hidden samples in the test set. Note that NABERT AraE
was not evaluated on the test set [117]. Specifically, we train 10 NeRd models with the best
configuration from different random initialization, present the mean and standard error of the
results on the development set, and submit a single model to obtain the result on the hidden
test set. We can observe that on test set, NeRd outperforms previous models by 1.37% on
exact match, and 1.18% on F1 score. Notice that in [11], they train their BERT-Calc model
on CoQA [216] in addition to DROP, and they also evaluate an ensemble with 6 models,
resulting in the exact match of 78.14, and F1 score of 81.78 on test set. However, we can see
that without additional training data and ensembling, NeRd still beats their single model,
and the performance is on par with their ensemble model.

To understand the strengths of NeRd, we first show examples of correct predictions in
Table [8.7, We can observe that NeRd is able to compose multiple operations so as to obtain
the correct answer, which helps boost the performance. In particular, for questions that
require the selection of multiple spans, the exact match accuracy of NeRd is more than double
of the best previous approach that specially designed for multi-span prediction, and the F1
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with Count Op | w/o Count op with Sort Ops | w/o Sort Ops
EM 73.1 71.2 EM 83.9 82.1
F1 73.1 71.2 F1 86.8 85.5

(a) (b)

Table 8.4: Results of counting and sorting questions on DROP development set, where we
compare variants of NeRd with and without the corresponding operations. (a): counting;
(b): sorting. For each setting, we present the best results on development set.

EM F1
Hard EM
with thresholding 80.58 | 83.42
Hard EM 73.72 | 77.46
Maximum Likelihood | 63.96 | 67.98

Table 8.5: Results of different training algorithms on DROP development set. For each
setting, we present the best results on the development set.

score also improves around 15%. Meanwhile, NeRd is able to generate more complicated
arithmetic expressions than [11], thanks to the compositionality of our approach.

We further present our ablation studies of counting and sorting operations in Tables 8.4
and [8.8. Specifically, we evaluate on two subsets of DROP development set that include
counting and sorting questions only, using the variants of NeRd with and without the
corresponding operations. We can observe that adding these advanced operations can not
only boost the performance, but also enable the model to provide the rationale behind its
predictions. For counting problems, NeRd is able to select the spans related to the question.
For sorting problems, NeRd first associates the entities with their corresponding values to
compose the key-value pairs, then picks the most relevant ones for prediction. None of
the previous models is able to demonstrate such reasoning processes, which suggests better
interpretability of NeRd.

Finally, we present the results of different training algorithms in Table 8.5 First, we
observe that by filtering spurious programs, the hard EM significantly boosts the performance
of the maximum likelihood training for 10%, which may be due to the fact that the exhaustive
search finds plenty of spurious programs that yield the correct answer. Adding the threshold
for program selection provides further improvement of about 7%, indicating that our training
algorithm can better handle the issue of spurious programs and be more tolerant to the noise
of answer annotations. In Appendix we show some examples discarded by NeRd using
the threshold, which mostly have the wrong answer annotations, e.g., incorrect numerical
operations or missing part of the information in the question.
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Accuracy
Seq2prog 51.9
Seq2prog-+cat 54.2
NeRd 79.7
NeRd (-pretraining) 71.6
NeRd (20%) 56.5

Table 8.6: Results on MathQA test set, with NeRd and two variants: (1) no pre-training; (2)
using 20% of the program annotations in training.

MathQA. We present the results on MathQA test set with around 3K samples in Table
NeRd dramatically boosts the accuracy of the baselines by 25.5%. In addition, we also
evaluate a variant of NeRd with the same model architecture, but the BERT encoder is not
pre-trained and is randomly initialized. We observe that this variant still yields a performance
gain of 17.4%. Note that NeRd is measured by the program accuracy, which is a much
stricter criterion and thus is an underestimation of the execution accuracy computed in [10].
Moreover, even with only 20% training data labeled with ground truth programs, NeRd still
outperforms the baseline.

8.5 Related Work

Reading comprehension and question answering have recently attracted a lot of attention
from the NLP community. A plethora of datasets have been available to evaluate different
capabilities of the models, such as SQuAD [214], CoQA [216], GLUE [256], etc. A bunch
of representative models are proposed for these benchmarks, including BiDAF [226], r-
net [263], DrQA [42], DCN [270] and QANet [280]. More recently, massive text pre-training
techniques, e.g., ELMo [206], BERT [72], XLNet [275] and Roberta [166], have achieved
superior performance on these tasks. However, for more complicated tasks that require logical
reasoning, pre-trained models alone are insufficient.

On the other hand, semantic parsing has recently seen a lot of progress from the neural
symbolic approaches. One line of work applied neural sequence-to-sequence and sequence-to-
tree models to semantic parsing with full supervision [128 80, [292] . Some other work have
advanced the state-of-the-art in weakly supervised semantic parsing on knowledge graphs and
tabular databases [160, 187, 143|103, 159]. However, most of the successes of semantic parsing
are limited to structured data sources. In contrast, our work naturally extends the complex
reasoning in semantic parsing to reading comprehension by introducing the span selection
operators. Several methods for training with weak supervision have been proposed in the
context of weakly supervised semantic parsing including Maximum Marginal Likelihood [28,
143}, 66, 103], RL [160, [159] and Hard EM [160, |181]. Our approach is based on Hard EM
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due to its simplicity and efficiency, and extends it by adding a decaying threshold, which
improves its robustness against spurious programs.

In the broader context, neural symbolic approaches have been applied to Visual Question
Answering |13} |175, |130], where the neural architecture is composed with sub-modules based
on the structured parses of the questions. Another line of work studied neural symbolic
approaches to learn the execution of symbolic operations such as addition and sorting [95,
217,38, [7§]. In this work, we study neural symbolic approaches for reading comprehension
tasks that require discrete reasoning over the text |83, |117} |11} [10].

8.6 Discussion

We presented the Neural Symbolic Reader (NeRd) as a scalable integration of distributed
representations and symbolic operations for reading comprehension. NeRd architecture
consists of a reader that encodes text into vector representation, and a programmer that
generates programs, which will be executed to produce the answer. By introducing the span
selection operators, our domain-agnostic architecture can generate compositional programs
to perform complex reasoning over text for different domains by only extending the set of
operators. We also overcome the challenge of weak supervision by applying data augmentation
techniques and hard EM with thresholding. In our evaluation, using the same model
architecture without any change, NeRd significantly surpasses previous state-of-the-arts on
two challenging reading comprehension tasks, DROP and MathQA. We hope to motivate
future works to introduce complex reasoning to other domains or other tasks in NLP, e.g.,
machine translation and language modeling, by extending the set of operators.
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‘ Passage

‘ Question & Answer

‘ Multiple spans

...the population was spread out with
26.20% under the age of 18,
9.30% from 18 to 24, 26.50% from
25 to 44, 23.50% from 45 to 64,
and 14.60% who were 65 years of age
or older...

Question: Which groups in percent are larger
than 16%?

Program:

PASSAGE_SPAN(26,30),
PASSAGE_SPAN(46,48),
PASSAGE_SPAN(55,57)

Result: ‘under the age of 18, ‘25 to 44’, ‘45 to
64’

Date

When major general Nathanael
Greene took command in the south,
Marion and lieutenant colonel Henry
Lee were ordered in January 1781...
On August 31, Marion rescued a
small American force trapped by 500
British soldiers...

Question: When did Marion rescue the Ameri-
can force?

Program:

PASSAGE_SPAN(71,71),
PASSAGE_SPAN(72,72),
PASSAGE_SPAN(32,32)

Result: "August’, ’31°, '1781’

‘ Numerical operations

...Lassen county had a population
of 34,895. The racial makeup of
Lassen county was 25,532 (73.2%)
white (U.S. census), 2,834 (8.1%)
African American (U.S. census)...

Question: How many people were not either
solely white or solely African American?
Program: DIFF(9,SUM(10,12))

Result: 34895 - (25532 + 2834) = 6529

Counting

...the Bolshevik party came to power
in November 1917 through the si-
multaneous election in the so-
viets and an organized uprising
supported by military mutiny...

Question: How many factors were involved in
bringing the Bolsheviks to power?
Program:
COUNT( PASSAGE_SPAN(62,
SAGE_SPAN(69, 74))
Result:
COUNT(
’simultaneous election in the soviets’,
‘organized uprising supported by military
mutiny’) = 2

66), PAS-

Sorting

...Jaguars kicker Josh Scobee man-
aged to get a 48-yard field goal...with
kicker Nate Kaeding getting a 23-
yard field goal...

Question: Who kicked the longest field goal?

Program:

ARGMAX(
KV(PASSAGE_SPAN(50,53),VALUE(9)),
KV(PASSAGE_SPAN(92,94), VALUE(11)))

Result:

ARGMAX( KV(‘Josh Scobee’, 48), KV (‘Nate

Kaeding’, 23))

= ‘Josh Scobee’

...Leftwich flipped a 1-yard touch-
down pass to Wrighster...Leftwich
threw a 16- yard touchdown pass to
Williams for a 38-0 lead...

Question: How many yards was the shortest
touchdown pass?

Program: MIN(VALUE(17), VALUE(19))
Result: MIN(1, 16) =1

Table 8.7: Examples of correct predictions on DROP development set.
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Passage
...with field goals of

‘ Question & Prediction

Question: How many total field goals were kicked in the game?

38 and 36 yards by
kicker Dan Carpen-
ter ... followed by a
43-yard field goal
by Carpenter ... 52-
yard field goal ...

Predicted Program:
COUNT(
PASSAGE_SPAN(75,75), PASSAGE_SPAN(77,78),
PASSAGE_SPAN(133,135), PASSAGE_SPAN(315,317))
Result: COUNT( ‘38,36 yards’, ‘43-yard’,‘52-yard’) = 4

Predicted Program (-counting): COUNT5 Result: 5

with the five
most common surg-
eries being breast
augmentation, li-
posuction, breast
reduction, eyelid
surgery and ab-

Question: How many of the five most common procedures are not
done on the breasts?

Predicted Program:
COUNT(
PASSAGE_SPAN(132,135),
SAGE_SPAN(144,149))
Result: COUNT( ‘liposuction’, ‘eyelid surgery’, ‘abdominoplasty’) =

PASSAGE_SPAN(140,142), PAS-

dominoplasty ... 3
Predicted Program (-counting): COUNT4 Result: 4
(a)
‘ Passage ‘ Question & Prediction

...In the third quarter, Ari-
zona’s deficit continued to
climb as Cassel completed a
76-yard touchdown pass to
wide receiver Randy Moss ...
quarterback Matt Leinart
completed a 78-yard touch-
down pass to wide receiver
Larry Fitzgerald ...

Question: Who threw the longest touchdown pass?
Predicted Program:
ARGMAX(
KV(PASSAGE_SPAN(205,208),VALUE(18)),
KV(PASSAGE_SPAN(142,143), VALUE(14)))
Result: ARGMAX(KV(‘Matt Leinart’, 78),KV(‘Cassel’, 76)) =
‘Matt Leinart’
Predicted Program (-sorting): PASSAGE_SPAN(82,84) Re-
sult: Matt Cassel

Question: How many yards was the longest field goal?
Predicted Program: MAX(VALUE(14),VALUE(11))
Result: MAX(39, 38) = 39

Predicted Program (-sorting): VALUE(11) Result: 38

(b)

... Carney got a 38-yard field
goal ... with Carney connect-
ing on a 39-yard field goal

Table 8.8: Examples of counting and sorting questions on DROP development set, where
NeRd with the corresponding operations gives the correct predictions, while the variants
without them do not. (a): counting; (b): sorting.
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Chapter 9

Compositional Generalization via
Neural-Symbolic Stack Machines

Despite achieving tremendous success, existing deep learning models have exposed limitations
in compositional generalization, the capability to learn compositional rules and apply them
to unseen cases in a systematic manner. To tackle this issue, we propose the Neural-Symbolic
Stack Machine (NeSS). It contains a neural network to generate traces, which are then
executed by a symbolic stack machine enhanced with sequence manipulation operations.
NeSS combines the expressive power of neural sequence models with the recursion supported by
the symbolic stack machine. Without training supervision on execution traces, NeSS achieves
100% generalization performance in four domains: the SCAN benchmark of language-driven
navigation tasks, the task of few-shot learning of compositional instructions, the compositional
machine translation benchmark, and context-free grammar parsing tasks [[]

9.1 Introduction

Humans have an exceptional capability of compositional reasoning. Given a set of basic
components and a few demonstrations of their combinations, a person could effectively capture
the underlying compositional rules, and generalize the knowledge to novel combinations [61,
183], 1151, |150]. In contrast, deep neural networks, including the state-of-the-art models for
natural language understanding, typically lack such generalization abilities [148 137, |168|,
although they have demonstrated impressive performance on various applications.

To evaluate the compositional generalization, [148| proposes the SCAN benchmark for
natural language to action sequence generation. When SCAN is randomly split into training
and testing sets, neural sequence models |20, 115] can achieve perfect generalization. However,
when SCAN is split such that the testing set contains unseen combinations of components in
the training set, the test accuracies of these models drop dramatically, though the training
accuracies are still nearly 100%. Some techniques have been proposed to improve the

!The material in this chapter is based on Chen et al. [52].



CHAPTER 9. COMPOSITIONAL GENERALIZATION VIA NEURAL-SYMBOLIC
STACK MACHINES 114

performance on SCAN, but they either still fail to generalize on some splits [221, 149, [158|
93, 12], or are specialized for SCAN-like grammar learning [194].

In this paper, we propose the Neural-Symbolic Stack machine (NeSS), which integrates
a symbolic stack machine into a sequence-to-sequence generation framework, and learns
a neural network as the controller to operate the machine. NeSS preserves the capacity
of existing neural models for sequence generation; meanwhile, the symbolic stack machine
supports recursion 38| 48], so it can break down the entire sequence into components, process
them separately and then combine the results, encouraging the model to learn the primitives
and composition rules. In addition, we propose the notion of operational equivalence, which
formalizes the intuition that semantically similar sentences often imply similar operations
executed by the symbolic stack machine. It enables NeSS to categorize components based on
their semantic similarities, which further improves the generalization. To train our model
without the ground truth execution traces, we design a curriculum learning scheme, which
enables the model to find correct execution traces for long training samples.

We evaluate NeSS on four benchmarks that require compositional generalization: (1)
the SCAN benchmark discussed above; (2) the task of few-shot learning of compositional
instructions |150]; (3) the compositional machine translation task [148]; and (4) the context-
free grammar parsing tasks [48]. NeSS achieves 100% generalization performance on all these
benchmarks.

9.2 Neural-Symbolic Stack Machine (NeSS)

In this section, we demonstrate NeSS, which includes a symbolic stack machine enhanced
with sequence manipulation operations, and a neural network as the machine controller that
produces a trace to be executed by the machine. We present our stack machine in Section [9.2]
describe the model architecture of our machine controller in Section [0.2] and discuss the
expressiveness and generalization power of NeSS in Section [9.2]

Enhanced Stack Machine for Sequence Manipulation

We design a stack machine that supports recursion, a key component to achieving compo-
sitional generalization. In particular, this machine supports general-purpose sequence-to-
sequence tasks, where an input sequence in a source language is mapped into an output
sequence in a target language. We present an overview of the machine operations in Table
Specifically, SHIFT is used for reading the input sequence, PUSH and POP are standard stack
operations, REDUCE is used for output sequence generation, CONCAT M and CONCAT_S concate-
nate the generated sequences to form a longer one, and the FINAL operation terminates the
machine operation and produces the output. We provide an illustrative example in Figure (9.1,
and defer more descriptions to the supplementary.
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Table 9.1: Instruction semantics of our stack machine. See Figure for the sample usage.

Operator Arguments Description

SHIFT — Pull one token from the input stream to append to the end of the stack top.
REDUCE [t1, t2, ..., t] Reduce the stack’s top to a sequence [ty, o, ..., t;] in the target language.
PUSH — Push a new frame to the stack top.

POP — Pop the stack top and append the popped data to the new stack top.

Concatenate the items from the stack top and the memory with indices 4, is, ..., i,

NCAT_M 11, 12,y ceey 1 .
CONC [ix, 2, .., 4] then put the concatenated sequence in the memory.

Concatenate the items from the stack top and the memory with indices iy, 4o, ..., i,

CONCAT_S 1, 19y veey 1 .
[ix, i, .., 4] then put the concatenated sequence in the stack top.

FINAL — Terminate the execution, and return the stack top as the output.
"""" Input Queue  : step1: ©  InputQueue Step 2: 7" inputQueue
...... '.".P.“.t. e : jump around right * SHIFT : around right : REDUCE [JUMP] around right :
. L . Stack Memory : : Stack Memory : .. Stack Memory :
‘jump around right - . _ : : :
i T we e s L [ump O [puvpr ] 1
Step 3: input gueﬁe - Stop 4: input (%ueue " Step 5: :.' Inpu:i;?eue .f Step 6: : |nputEggeue
: around right : : right : : : : :
_PUSH Stack 3emory : SHIFT © Stack 9 Memory &, Stack Memory ;_%,; Stack Memory :
[ ‘[ around | 1 : \—1 right :
: [ [UMP] : C [ PUMP | around : ;| around
BT R R : B EARatE : ;[ 9UMP] : [ oumP]
] - Input Queue . < Input Queue TR ONRRRRR A
Step 7: : EOS : Step 8: : EOS \ Step9: Input Queue :
REDUCE [RTURN] :  Stack Memory: CONCAT M[0] : Stack Memory : POP " :
— > [RTBRN]] ¥ [around| [[RTURN]| Stack emory -
S a— : - [pUMP] : ;_.| [WUMP] around | \[RTURN]\_:
SOV : _ U
Spl0: o iiQuese . Stepl: ST inputQueue . step1z: | Output
CONCAT M [2, 0] EOS CONCAT S[1,1,1,1] EOS FINAL RTURN, JUMP,
. Stack Memory 5 — stack Memory ™ RTURN, JUMP;:
: [around] [[RTURN, JUMP]] : JIRTURN, JUMP, | 1 ‘RTURN, JUMP;:
Tieietetetetetatatat st atasasas . : RTURN,JUMP, E -RTURN'JUMP‘
.| RTURN, JUMP, :
RTURN, JUMP]

Figure 9.1: An illustrative example of how to use the stack machine for SCAN benchmark.
A more complex example can be found in the supplementary material.

Operational Equivalence

Inspired by Combinatory Categorial Grammar (CCG) |236], we use component categorization
as an ingredient for compositional generalization. As shown in Figure[9.2] from the perspective
of categorical grammars, categories for source language may be considered as the primitive
types of the lexicon, while predicting categories for the target language may be considered
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run and walk twice ; jump and walk thrice
Csy: RUN Csj: concat(0, 2) Csp: WALK Csj: repeat(0, 0) | Csp: JUMP Csjy: concat(0, 2) Csp: WALK  Csj: repeat(0Q, 0, 0)
Cty- WALK WALK Cty- WALK WALK WALK
Ct;: RUN WALK WALK Cty: JUMP WALK WALK WALK

Figure 9.2: An illustration of component categorization, where Cs; and Ct; denote the i-th
category of source and target languages respectively.

as the type inference. By mapping “jump” and “run” into the same category, we can easily
infer the meaning of “run and walk” after learning to “jump and walk”. Meanwhile, mapping
“twice” and “thrice” into the same category indicates the similarity of their combinatorial
rules, e.g., both of them should be processed before parsing the word “and”. From the
perspective of parsing, categorical information is encoded in non-terminals of the (latent)
parse tree, which provides higher-level abstraction of the terminal tokens’ semantic meaning.
However, annotations of tree structures are typically unavailable or expensive to obtain.
Faced with this challenge similar to unsupervised parsing and grammar induction [14, 67,
31|, we leverage the similarities between the execution traces to induce the latent categorical
information. This intuition is formalized as operational equivalence below.

Operational Equivalence (OE). Let L, £; be the source and target languages, 7 be
a one-to-one mapping from L, to L;; Op.(s) be the operator to perform the mapping m,
given the current machine status s; S be the set of valid machine statuses; s' = R(s, s;, s})
means replacing the occurrences of s; in s with s,. Components s; and s, are operationally
equivalent if and only if Vs € S, ' = R(s, s;,5,) € S and Opx(s) = Opx(s').

In Figure [9.3] we present some examples of operational equivalence captured by the
execution traces. We observe that, when two sequences only differ in the arguments of
REDUCE, their corresponding tokens could be mapped to the same category, which is the main
focus of most prior work on compositional generalization (93, [158], [149]. For example, [93]
proposes the notation of local equivariance to capture such information. On the other hand,
by grouping sequences only differing in CONCAT_M and CONCAT_S arguments, we also allow
the model to capture structural equivalence, as shown in Figure [9.3D] which is the key to
enabling generalization beyond primitive substitutions.

Neural Controller

With the incorporation of a symbolic machine into our sequence-to-sequence generation
framework, NeSS does not directly generate the entire output sequence. Instead, the neural
network in NeSS acts as a controller to operate the machine. The machine runs the execution
trace generated by the neural network to produce the output sequence. Meanwhile, the design
of our machine allows the neural controller to make predictions based on the local context of
the input, which is a key factor to achieving compositional generalization. We provide an
overview of the neural controller in Figure [9.4] describe the key components below, and defer
more details to the supplementary.



CHAPTER 9. COMPOSITIONAL GENERALIZATION VIA NEURAL-SYMBOLIC

STACK MACHINES 117
__________________ ’ . Output
Input Queue - Step 1: Input Queue : Step 2: Input Queuwe @ FEREE
‘walk leftand run ©  SHIFT left and run . REDUCE [WALK] : left and run : LTURN WALK RUN
. Stack Memory : Stack Memory  : : Stack Memory : T
R s (— [wALK] | 70
" Input Queue : Step 1 Input Queue  ©  Step 2: Input Queue  © output
jumpleftandrun ©  SHIFT left and run . REDUCE [JUMP] left and run : LTURN JUMP RUN
. Stack Memoty : Stack Memory . Stack Memory : T T
0 o I — jump| C— puvPl |
(a)
............................................................. ‘ output
Input Queue : Input Queue : Input Queue R R TR S AR TR ERRE )
 jump around right twice : __ : EOS CONCAT_S[0,0] EOS ‘... RTURN JUMP RTURN JUMP :
: Stack Memory ; : Stack Memory : Stack Memory : : RTURN JUMP RTURN JUMP :
:] : [ : RTURNJUMP RTURN JUMP :
......................... twice :. RTURN JUMP RTURN JUMP _Z
4444444444444444444444444444444444444444444444444 ... Output
: Input Queue s Input Queue B : Input Queue © RTURN JUMP RTURN JUMP "
gjump around right thrice © | : EOCS : CONCAT_S [0, 0, 0] : EOS © . RTURN JUMP RTURN JUMP :
Stack Memory : Stack Memory : —————— Stack Memory:  : RTURN JUMP RTURN JUMP :
W :] H[[RTURN JUMP] x 12]" ] RTURN JUMP RTURN JUMP '
......................... thrice : :

: RTURN JUMP RTURN JUMP :

*. . RTURN JUMP RTURN JUMP .

Figure 9.3: An illustration of the operational equivalence captured by the execution traces
on SCAN benchmark. (a) With primitive replacement, e.g., changing “walk” into “jump”,
the operator trace remains the same, while the REDUCE arguments differ, thus “walk” and
“jump” can be grouped into the same category. Such equivalence is also characterized by local
equivariance defined in [93]. (b) By changing “twice” into “thrice”, the operator trace remains
the same, while the CONCAT_M and CONCAT_S arguments could differ, thus “twice” and “thrice”
are in the same category. Such equivalence is crucial in achieving length generalization on
SCAN;, which is not characterized by primitive equivariance studied in prior work [93, (158
149

Machine status encoder. A key property of NeSS is that it enables the neural
controller to focus on the local context that is relevant to the prediction, thanks to the
recursion supported by the stack machine. Specifically, the input to the neural controller
consists of three parts: (1) the next token in the input queue tok, e.g., the token “around”
before executing step 4 in Figure [9.1; (2) the top 2 frames of the stack and (3) the memory.
Note that including the second stack frame from the top is necessary for determining the
association rules of tokens, as discussed in [48]. Take arithmetic expression parsing as an
example, when the top stack frame includes a variable xR

[43 77

and the next input token is ,
we continue processing this token when the previous stack frame includes a “+”, while we
need a POP operation when the previous stack frame includes “*”. We use 4 bi-directional
LSTMs as the machine status encoders to encode the input sequence, the top 2 stack frames
and the memory respectively. Then we denote the 4 computed embedding vectors as e,
Ccurs Epre and epy.
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Target Category 1

Target Category Predictor

4 Source Category 3 \—u Operator
Source Category Predictor > ‘

> Predictor
T .
|
[LTURN] turn opposite twice
and Machine Status Argument
n

Encoder Predictors
Memory Stack Next Toke

Machine Status

Figure 9.4: An overview of the neural architecture for the machine controller. A more detailed
illustration is included in the supplementary material.

Operator predictor. The operator predictor is a multi-layer fully connected network
with a |Op|-dimensional softmax output layer, where |Op| = 7 is the number of operators
supported by the machine, as listed in Table Its input is the concatenation of e, €cur,
epre and epy.

Argument predictors. We include three neural modules for argument prediction, which
are used for REDUCE, CONCAT M and CONCAT_S respectively. We design the REDUCE argument
predictor as a standard LSTM-based sequence-to-sequence model with attention, which
generates a token sequence in the target vocabulary as the arguments. For both CONCAT_M
and CONCAT_S argument predictors, we utilize the pointer network architecture [253] to select
indices from an element list as arguments, where the list contains the elements from the top
stack frame and the memory.

Latent category predictors. We introduce two latent category predictors for source
and target languages. The source category predictor, denoted as ps.(€sr), computes an
embedding vector ecy,;, to indicate the categorical information given the input e;. Similarly,
we denote the target category predictor as pi.(es), where the input ey is the embedding of
the token sequence s in the target language. For the input to the operator predictor, we
replace ey, with ecyr as the representation of the next input token tok, which encourages the
neural controller to predict the same operator for tokens of the same category. Similarly, the
categorical predictions for the target language are used for subsequent instruction predictions.

Discussion

In the following, we discuss the expressiveness and generalization power of NeSS. In particular,
NeSS preserves the same expressive power as sequence-to-sequence models, while our neural-
symbolic design enhances its compositional generalization capability.

Expressive power. When we impose no constraints to regularize the machine, e.g., we
do not restrict the argument length for REDUCE instruction, there is a degenerate execution
trace that is valid for every input-output example. Specifically, this trace keeps running the
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SHIFT instruction until an [E0S] is observed as the next input token, then executes a REDUCE
instruction with the entire output sequence as its argument. In this way, NeSS preserves
the capacity of existing sequence-to-sequence models [20, 266, 115, 249, |72]. To leverage the
recursion property of the machine, we could set a length limit for REDUCE arguments, so that
the neural model mainly calls REDUCE instruction to generate phrases in the target language,
and utilizes other instructions to combine the generated primitives to form a longer sequence.
We call such compositional traces as non-degenerate traces hereafter.

Generalization. Some recent work proposes neural-symbolic architectures to achieve
length generalization for program induction [38] |48, [268, 207]. The core idea is to incorporate
a stack into the symbolic machine, so that the neural network model could restrict its
attention to only part of the input important for the current decision. This recursion design
principle is also crucial in achieving compositional generalization in our case. Meanwhile,
capturing the operational equivalence enables NeSS to simultaneously obtain generalization
capability and expressive power.

9.3 Training

As discussed in Section (9.2, without the ground truth execution traces as training supervision,
the model may exploit the REDUCE argument generator and predict degenerate traces without
compositionality. To avoid this degenerate solution, we apply a curriculum learning scheme.
At a high level, the model first performs a trace search for each sample in the lesson, and then
categorizes components based on the operational equivalence. We discuss the key sub-routines
below. The full training procedure can be found in the supplementary material.

Curriculum learning. We sort the training samples in the increasing order of their input
and output lengths to construct the curriculum. Before training on the first lesson, the neural
model is randomly initialized. Afterwards, for each new lesson, the model is initialized with
the parameters learned from previous lessons. To obtain training supervision, for each input
sequence within the current lesson, we search for an execution trace that leads to the ground
truth output, based on the probability distribution predicted by the neural model, and we
prioritize the search for non-degenerate execution traces. If the model could not find any
non-degenerate execution trace within the search budget, a degenerate execution trace is used
for training. The model proceeds to the new lesson when no more non-degenerate execution
traces can be found.

Learning to categorize. To provide training supervision for latent category predictors,
we leverage the operational equivalence defined in Section [9.2] Specifically, after the trace
search, we collect the non-degenerate operator traces, and compare among different samples
within a training batch. If two samples share the same operator trace, we first assign their
target sequences with the same target category for training. Note that their input sequences
have the same length, because the same SHIFT instructions are executed. Therefore, we
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enumerate each index within the input length, pair up the tokens with the same index, and
assign them with the same source category for training.

9.4 Experiments

We evaluate NeSS in four domains: (1) the SCAN splits that require compositional gen-
eralization |148]; (2) the task of few-shot learning of compositional instructions proposed
in [150]; (3) the compositional machine translation benchmark proposed in [148]; and (4)
the context-free grammar parsing benchmarks proposed in [48]. We present the setup and
key results below, and defer more experimental details to the supplementary material. Note
that we perform greedy decoding to generate the execution traces during the inference time,
without any search.

SCAN Benchmark

The SCAN benchmark has been widely used to evaluate the compositional generalization
of neural networks, where the input sequence is a navigation command in English, and the
output is the corresponding action sequence [148|. See Figure for a sample usage of NeSS
for the SCAN tasks.

Evaluation setup. Similar to prior work [149| 93, 194], we evaluate the following four
settings. (1) Length generalization: the output sequences in the training set include
at most 22 actions, while the output lengths in the test set are between 24 and 48. (2)
Template generalization for “around right”: the phrase “around right” is held out from
the training set; however, both “around” and “right” occurs in the training set separately.
For example, the phrases “around left” and “opposite right” are included in the training
set. (3) Primitive generalization for “jump”: all commands not including “jump” are
included in the training set, but the primitive “jump” only appears as a single command in
the training set. The test set includes commands combining “jump” with other primitives
and templates, such as “jump twice” and “jump after walk”. (4) Simple split: randomly
split samples into training and test sets. In this case, no compositional generalization is
required.

Previous approaches. We compare NeSS with two classes of existing approaches on
SCAN benchmark. The first class of approaches propose different neural network architectures,
without additional data to provide training supervision. Specifically, sequence-to-sequence
models (seq2seq) [148] and convolutional neural networks (CNN) [70] are standard neural
network architectures, Stack LSTM learns an LSTM to operate a differentiable stack [96],
while the equivariant sequence-to-sequence model [93] incorporates convolution operations into
the recurrent neural networks, so as to achieve local equivariance discussed in Section[9.2l On
the other hand, the syntactic attention model [221] and primitive substitution [15§] learn two
attention maps for primitives and templates separately. The second class of approaches design
different schemes to generate auxiliary training data. Specifically, GECA [12] performs data
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augmentation by replacing fragments of training samples with different fragments from other
similar samples, while the meta sequence-to-sequence model [149] and the rule synthesizer
model (synth) [194] are trained with samples drawn from a meta-grammar with the format
close to the SCAN grammar.

Results. Table[0.3 summarizes our results on
Table 9.2: Learned categories on SCAN. SCAN tasks. In the top block, we compare with
The words in a pair of brackets belong to models trained without additional data. Among

the same Category‘ The Categories con- these approaCheS, NeSS is the Only one aChieVing
tained in the three lines are respectively 100% test accuracies on tasks that require com-

learned from input sequences of length 1, positional generalization, and the performance
2 and 3. is consistent among 5 independent runs. In par-
ticular, the best generalization accuracy on the
length split is only around 20% for the baseline
{run, look, jump, look} models. Note that the stack LSTM does not

{left, right}, {twice, thrice}, {turn} achieve bettelj results, dem9nstrating that with-
out a symbolic stack machine that supports re-
{and, after}, {around}, {opposite} cursion and sequence manipulation, augmenting
neural networks with a stack alone is not sufficient.

Meanwhile, without category predictors, NeSS still achieves 100% test accuracy in 2 runs, but
the accuracy drops to around 20% for other 3 runs. A main reason is that existing models
could not generalize to the input template “around left/right thrice”, when the training
set only includes the template “around left/right twice”. Although NeSS correctly learns
the parsing rules for different words, without category predictors, NeSS still may not learn
that the parsing rule for “thrice” has the same priority as “twice”. For example, in the test
set, there is a new pattern “jump around right thrice”. The correct translation is to parse
“jump around right” first, then repeat the action sequence thrice, resulting in 24 actions.
Without category prediction, NeSS could mistakenly parse “right thrice” first, concatenate
the action sequences of “jump” and “right thrice”, then repeat it for four times, resulting in
16 actions. Such a model could still achieve 100% training accuracy, because this pattern
does not occur in the training set, but the test accuracy drops dramatically due to the wrong
order for applying rules. Therefore, to achieve generalization, besides the parsing rules for
each individual word, the model also needs to understand the order of applying different rules,
which is not captured by the primitive equivalence [149, |158| 221] or local equivariance [93]
studied in prior work. On the other hand, as shown in Table [0.2] the operational equivalence
defined in Section enables the model to learn the priorities of different parsing rules, e.g.,
categorizing “twice” and “thrice” together, which is crucial in achieving length generalization.
Next, we compare NeSS with models trained with additional data. In particular, the meta
sequence-to-sequence model is trained with different permutations of primitive assignment,
i.e., different one-to-one mapping of {run, look, jump, walk} to {RUN, LOOK, JUMP,
WALK}, denoted as “(perm)”. We consider two evaluation modes of the rule synthesizer
model (synth) |194], where the first variant performs greedy decoding, denoted as “(no
search)”; the second one performs a search process, where the model samples candidate
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Table 9.3: Test accuracy on SCAN splits. All models in the top block are trained without
additional data. In the bottom, GECA is trained with data augmentation, while Meta Seq2seq
(perm) and both variants of Synth are trained with samples drawn from a meta-grammar,
with a format close to the SCAN grammar. In particular, Synth (with search) performs
a search procedure to sample candidate grammars, and returns the one that matches the
training samples; instead, other models always return the prediction with the highest decoding
probability.

Approach Length Around right Jump Simple
NeSS (ours) 100.0 100.0 100.0 100.0
Seq2seq [148] 13.8 - 0.08 99.8
CNN |70 0.0 56.7 69.2 100.0
Stack LSTM [06! 17.0 0.3 0.0  100.0
Syntactic Attention [221] 15.2 28.9 91.0 —
Primitive Substitution [158 20.3 83.2 98.8 99.9
Equivariant Seq2seq [93 15.9 92.0 99.1 100.0
GECA [12 - 82 87 -
Meta Seq2seq (perm) [149]  16.64 98.71 99.95 —
Synth (no search) [194] 0.0 0.0 3.5 13.3
Synth (with search) [194] 100.0 100.0 100.0  100.0

grammars, and returns the one that matches the training samples. We observe that even
with additional training supervision, Synth (with search) is the only baseline approach that
is able to achieve 100% generalization on all these SCAN splits.

Although both Synth and NeSS achieve perfect generalization, there are key differences
we would like to highlight. First, the meta-grammar designed in Synth restricts the search
space to only include grammars with a similar format to the SCAN grammar [194]. For
example, each grammar has between 4 and 9 primitive rules that map a single word to
a single primitive (e.g., run — RUN), and 3 to 7 higher order rules that encode variable
transformations given by a single word (e.g., x1 and x2 — [x1] [x2]). Therefore, Synth cannot
be applied to other two benchmarks in our evaluation. Unlike Synth, NeSS does not make
such assumptions about the number of rules nor their formats. Also, NeSS does not perform
any search during the inference, while Synth requires a search procedure to ensure that the
synthesized grammar satisfies the training samples.

Few-shot Learning of Compositional Instructions

Next, we evaluate on the few-shot learning benchmark proposed in [150], where the model
learns to produce abstract outputs (i.e., colored circles) from pseudowords (e.g., “dax”).
Compared to the SCAN benchmark, the grammar of this task is simpler, with 4 primitive
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Table 9.4: Accuracy on the few-shot learning Table 9.5: Accuracy on the compositional
task proposed in [150]. machine translation benchmark in [148],

measured by semantic equivalence.

Approach Accuracy
NeSS (ours) 100.0 Approach Accuracy
Seq2seq |158] 2.5 NeSS (ours) 100.0
Primitive Substitution [158] 76.0 Seq2seq |148] 12.5
Human [150 84.3 Primitive Substitution [158] 100.0

Table 9.6: Results on the context-free grammar parsing benchmarks proposed in [48]. “Test-
LEN” indicates the testset including inputs of length LEN.

NeSS Neural Seq2seq Seq2tree Stack
(ours) Parser 4e5ed 4 LSTM

Training 100%  100%  81.29% 100% 100%
Test-10  100%  100% 0% 0.8% 0%
Test-5000 100%  100% 0% 0% 0%

Test

rules and 3 compositional rules. However, while the SCAN training set includes over 10K
examples, there are only 14 training samples in this benchmark, thus models need to learn
the grammar from very few demonstrations. In [150], they demonstrate that humans are
generally good at such few-shot learning tasks due to their inductive biases, while existing
machine learning models struggle to obtain this capability.

Results. We present the results in Table (9.4 where we compare with the standard
sequence-to-sequence model, the primitive substitution approach discussed in Section and
the human performance evaluated in [150]. We didn’t compare with the meta sequence-to-
sequence model and the rule synthesizer model discussed in Section because they require
meta learning with additional training samples. Despite that the number of training samples
is very small, NeSS achieves 100% test accuracy in 5 independent runs, demonstrating the
benefit of integrating the symbolic stack machine to capture the grammar rules.

Compositional Machine Translation

Then we evaluate on the compositional machine translation benchmark proposed in [148].
Specifically, the training set includes 11,000 English-French sentence pairs, where the English
sentences begin with phrases such as “I am”, “you are” and “he is”, and 1,000 of the
samples are repetitions of “I am daxy” and its French translation, which is the only sentence
that introduces the pseudoword “daxy” in the training set. The test set includes different
combinations of the token “daxy” and other phrases, e.g., “you are daxy”, which do not
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appear in the training set. Compared to the SCAN benchmark, the translation rules in this
task are more complex and ambiguous, which makes it challenging to be fully explained with
a rigorous rule set.

Results. We present the results in Table 9.5, where we compare NeSS with the standard
sequence-to-sequence model [148], and the primitive substitution approach discussed in
Section Note that instead of measuring the exact match accuracy, where the prediction is
considered correct only when it is exactly the same as ground truth, we measure the semantic
equivalence in Table [9.5] As discussed in [158], only one reference translation is provided for
each sample in the test set, but there are 2 different French translations of “you are” that
appear frequently in the training set, which are both valid translations. Therefore, if we
measure the exact match accuracy, the accuracy of the Primitive Substitution approach is
62.5%, while NeSS achieves 100% in 2 runs, and 62.5% in 3 other runs. Although both NeSS
and the Primitive Substitution approach achieves 100% generalization, by preserving the
sequence generation capability of sequence-to-sequence models with the REDUCE argument
generator, NeSS is the only approach that simultaneously enables length generalization for
rule learning tasks and achieves 100% generalization on machine translation with more diverse
rules, by learning the phrase alignment.

Context-free Grammar Parsing

Finally we evaluate NeSS on the context-free grammar parsing tasks in [48]. Following [48],
we mainly consider the curriculum learning setting, where we train the model with their
designed curriculum, which includes 100 to 150 samples enumerating all constructors in the
grammar. NeSS parses the inputs by generating the serialized parse trees, as illustrated in
the supplementary material. The average input length of samples in the curriculum is around
10. This benchmark is mainly designed to evaluate length generalization, where the test
samples are much longer than training samples.

Results. We present the main results in Table [9.6] where we compare NeSS with the
sequence-to-sequence model [254], sequence-to-tree model [80], LSTM augmented with a
differentiable stack structure [96], and the neural parser [48]. All these models are trained
on the curriculum of the While language designed in [48], and we defer the full evaluation
results of more setups and baselines to the supplementary material, where we draw similar
conclusions. Again, NeSS achieves 100% accuracy in 5 independent runs. We notice that
none of the models without incorporating a symbolic machine generalizes to test inputs that
are 500 x longer than training samples, suggesting the necessity of the neural-symbolic model
design. Meanwhile, compared to the neural parser model, NeSS achieves the same capability
of precisely learning the grammar production rules, while it supports more applications that
are not supported by the neural parser model, as discussed in Section
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9.5 Related Work

There has been an increasing interest in studying the compositional generalization of deep
neural networks for natural language understanding [148, |137, 21, 220]. A line of literature
develops different techniques for the SCAN domain proposed in [148], including architectural
design [221} 158 93], training data augmentation [12], and meta learning [149, 194]. Note that
we have already provided a more detailed discussion in Section [0.4] In particular, the rule
synthesis approach in [194] also achieves 100% generalization performance as NeSS. However,
they design a meta-grammar space to generate training samples, which contains grammars
with the format close to the SCAN grammar, and their model requires a search process to
sample candidate grammars during the inference time. On the other hand, NeSS does not
assume the knowledge of a restricted meta-grammar space as in [149| |194]. In addition, no
search is needed for model evaluation, thus NeSS could be more efficient especially when the
task requires more examples as the test-time input specification.

Some recent work also studies compositional generalization for other applications, including
semantic parsing [137, [12], visual question answering [129] |21}, (175 [250, 276, 119], image
captioning [191], and other grounded language understanding domains [220]. In particular, a
line of work proposes neural-symbolic approaches for visual question answering [175] [250, 276,
119], and the main goal is to achieve generalization to new composition of visual concepts,
as well as scenes with more objects than training images. Compared to vision benchmarks
measuring the compositional generalization, our tasks do not require visual understanding,
but typically need much longer execution traces.

On the other hand, length generalization has been emphasized for program induction,
where the learned model is supposed to generalize to longer test samples than the training
ones [95, 286|217, |38, 48]. A line of approaches learn a neural network augmented with a
differentiable data structure or a differentiable machine [95] 286| 131} 133] 145, |96]. However,
these approaches either can not achieve length generalization, or are only capable of solving
simple tasks, as also shown in our evaluation. Another class of approaches incorporate a
symbolic machine into the neural network [217, 38, |285|, 48, 268, [207|, which enables length
generalization either with training supervision on execution traces [38|, or well-designed
curriculum learning schemes 48] 268, [207]. In particular, our neural-symbolic architecture
is inspired by the neural parser introduced in [48], which designs a parsing machine based
on classic SHIFT-REDUCE systems [64, (182} 164, 48]. By serializing the target parse tree,
our machine fully covers the usages supported by the parsing machine. Meanwhile, the
incorporation of a memory module and enhanced instructions for sequence generation enables
NeSS to achieve generalization for not only algorithmic induction, but also natural language
understanding domains. Some recent work also studies length generalization for other tasks,
including relational reasoning 78], multi-task learning |41], and structure inference [169].
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9.6 Discussion

In this work, we presented NeSS, a differentiable neural network to operate a symbolic
stack machine supporting general-purpose sequence-to-sequence generation, to achieve com-
positional generalization. To train NeSS without supervision on ground truth execution
traces, we proposed the notation of operational equivalence, which captured the primitive and
compositional rules via the similarity of execution traces. NeSS achieved 100% generalization
performance on four benchmarks ranging from natural language understanding to gram-
mar parsing. For future work, we consider extending our techniques to other applications
that require the understanding of compositional semantics, including grounded language
understanding and code translation.
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Chapter 10

Conclusion

In this thesis, we present our work on learning-based techniques for program synthesis, and
neural-symbolic reasoning for language understanding. For program synthesis applications
from different specification formats, we have developed neural network architectures that
learn structured representations of the input specifications and output programs, which
better capture the syntactic and semantic characteristics of the programming languages under
consideration. Our work demonstrate the importance of structured representation learning
for a wide range of applications, including spreadsheet formula synthesis (Chapter , visual-
ization code synthesis (Chapter , program translation (Chapter @, and code optimization
(Chapter [7)).

For program synthesis from input-output examples, we present our execution-guided
synthesis techniques to incorporate partial program execution states (Part . The principle
of execution-guided synthesis is to view the program execution as a sequence of manipulations
to transform a program input into the corresponding output. From this perspective, when
a partial program is synthesized, we can obtain the intermediate execution state, which
explicitly reveals the synthesis progress, and guides the followup program generation process
to move on to reach the target program output. When an interpreter is available to obtain
the execution states of partial programs, we demonstrate that feeding the execution states
as the synthesizer input significantly improves the synthesis performance (Chapter . For
programming languages that do not support partial program execution, such as C, we further
show that we can learn a neural executor to approximate the partial program execution
states, which still provides remarkable performance gain (Chapter [5)).

Besides developing learning techniques for program synthesis applications, in Part [[V] we
introduce program synthesis as a new learning formulation. Specifically, we present neural-
symbolic frameworks that integrate symbolic modules into neural networks, which allows the
neural network to compose and execute symbolic operators to represent its knowledge of the
data. In particular, our neural-symbolic models learn to interpret and reason over complex
text (Chapter , comprehend grammar rules that reveal the compositionality in languages,
and generalize the knowledge to new inputs (Chapter @
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10.1 Future Work

We envision that low-code development is the future of the programming paradigm, where
coding skills are no longer required for programming computers, hence everyone is able to
create new software. There are several grand challenges of developing learning-based program
synthesis techniques towards the goal: (1) limited scalability and efficiency of program search;
(2) a lack of understanding of the mechanism driving the predicted outputs; and (3) the
weaknesses and vulnerabilities of learning models. In the following, we highlight some concrete
future directions.

Learning-based program synthesis for scalable software tool development. Our
past work has demonstrated the feasibility of learning-based program synthesis approaches
for various synthetic benchmarks and real-world applications. However, we still observe
significant challenges in scaling up the techniques to handle more sophisticated code in large-
scale projects. Moreover, existing learning-based program synthesis models generally suffer
from sample inefficiency for synthesizing general-purpose code; e.g., tens or even hundreds
of samples might be required to correctly predict a Python utility function implemented
in 10 lines of code. We plan to continue improving neural network architectures to better
capture the underlying semantics of programs. Meanwhile, we aim to develop new program
search algorithms to further improve the sample efficiency. For example, we will extend our
execution-guided synthesis framework to more specification formats, and draw inspiration
from classic divide-and-conquer algorithms to leverage the compositionality in programming
languages and explore the program search space more efficiently.

Human-friendly interactive programming from multi-modal specifications. Our
work on program improvement shows the importance of iteratively updating the predicted
program according to the execution results [102]. Besides program execution, we can also
directly seek user feedback to gradually refine the program. In our work on visualization code
synthesis (Chapter [3)), we demonstrated that we can learn a model to synthesize code in real-
world Python Jupyter notebooks crawled from GitHub, where the input specification contains
interleaved code blocks and natural language markdown. This interactive programming
paradigm allows users to break down the full program and provide step-by-step natural
language descriptions of each building block, so that the program synthesizer does not have to
absorb the full program specification all at once. One important future research direction is to
develop interactive program synthesis systems that learn to adapt the predictions according
to the user feedback, and ask for clarifications when necessary. To give users more flexibility
in specifying the program intents, we also plan to develop neural network architectures
to effectively aggregate the information from input specifications of different types, e.g.,
simultaneously supporting natural language descriptions, input-output examples, and other
external resources as the reference.
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Symbolic reasoning towards better robustness and generalization. In our work
on neural-symbolic reasoning (Part , we have revealed several types of weaknesses and
limitations of existing deep neural networks, including their generalizability and reasoning
capability. Besides that, our work on adversarial machine learning also highlighted the
security risks of deep neural networks, such as test-time attacks [165| 272] and training-time
data poisoning [58|, |56]. By learning to generate a symbolic representation as the model
output, neural-symbolic models could potentially be more robust to distribution shift, while
the predictions are also more interpretable and easier to verify. In the future, we plan to work
on more systematic investigation of the success and failure modes of deep neural networks,
including large-scale pre-trained models for program synthesis and other domains. Meanwhile,
we are passionate about extending our neural-symbolic framework to support more diverse
and noisy inputs, such as open-domain images and natural language text, and designing new
pre-training and data augmentation schemes to strengthen the reasoning capability.
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Appendix A

SpreadsheetCoder: Formula Prediction
from Semi-structured Context

A.1 An Extended Discussion of Related Work

Various neural network approaches have been proposed for the FlashFill benchmark [201} 74]
252]. Specifically, both R3NN [201] and RobustFill |74] are purely statistical models, and
RobustFill performs better. In a RobustFill model, each formula is executed on a single data
row, thus each row is independently fed into a shared encoder. Afterwards, at each decoding
step, a shared LSTM decoder generates a hidden state per data row, which are then fed into
a max pooling layer. Finally, the pooled hidden state is fed into a fully-connected layer to
predict the formula token. On the other hand, in [252], they design a neural network to guide
the deductive search performed by PROSE [210], a commercial framework for input-output
program synthesis. A recent work proposes neural-guided bottom-up search for program
synthesis from input-output examples, and they extend the domain-specific language of
FlashFill to support more spreadsheet programs [197].

Besides formula prediction, some previous work has studied other applications related to
spreadsheets, including smell detection [110, |59} 231} 18], clone detection [112, 81} 290], and
structure extraction for spreadsheet tables [76] 77]. Our proposed encoder architecture could
potentially be adapted for these spreadsheet tasks as well, and we leave it for future work.

A.2 More Experimental Results

For the setting where the model input does not include headers, corresponding to Table
in Section we present the sketch and range accuracies in Table [A.1] and the breakdown
accuracies on formulas of different sketch lengths in Figure [A.I We observe that the
performance degradation is more severe for formulas of sketch lengths 2—3.



APPENDIX A. SPREADSHEETCODER: FORMULA PREDICTION FROM
SEMI-STRUCTURED CONTEXT 151

50

BN Full Model

B Row-based BERT

sz Row-based RobustFill
Column-based BERT

<> Column-based RobustFill

mmm No Context

B~
o

w
o

N
o

Full formula accuracy (%)

2 3 4-5 6-20

Sketch length

Figure A.1: Top-1 formula accuracies for different sketch lengths, excluding headers in the
context.

A.3 More Dataset Details

Although in principle, our model could generate formulas using any operator in the spreadsheet
language, some kinds of value references are impossible to predict from local context, thus we
remove formulas with such values from our dataset. Specifically, we exclude formulas that
use the HYPERLINK function with a literal URL, since those are merely ”stylistic” formulas
that perform no computation beyond presenting a URL as a clickable link. As discussed in
Section [2.2, we also filtered out formulas with cross-references from other tabs or spreadsheets.
In total, the formulas filtered out after these two steps constitute around 40% of all formulas.
We further filtered out formulas with cell references farther than 10 rows or columns from
the target cell in either direction, and formulas with absolute cell ranges. In this way, about
45% of the original set of formulas are kept in our dataset.

Meanwhile, we observe that some spreadsheets may have tens of thousands of rows
including the same formula, and including all of them in the dataset could bias our data
distribution. Therefore, when multiple rows in the same spreadsheet table include the same
formula in the same column, we keep the first 10 occurrences of such a formula, and create one
data sample per formula. In this way, we extract around 846K formulas from 20M formulas
before this filtering step, and we split them into 770K training samples, 42K for validation,
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Table A.1: Breakdown accuracies on the test set, excluding headers in the context.

(a) Sketch accuracy.

Approach Top-1 Top-5 Top-10
Full Model 28.33% 62.55% 72.89%
— Column-based BERT 28.40%  61.60% 74.92%
— Row-based BERT 27.71%  60.84%  73.43%
— Pretraining 28.78% 62.37T%  T4.61%

Row-based RobustFill 25.78%  42.66% 50.17%
Column-based RobustFill 26.15%  47.78%  57.72%
No context 25.19%  47.08%  52.70%

(b) Range accuracy.

Approach Top-1 Top-5 Top-10
Full Model 22.60%  47.11%  53.84%
—  Column-based BERT 22.82% 47.76% 54.98%
— Row-based BERT 22.47%  46.14%  54.51%
—  Pretraining 23.48% 47.27%  54.59%
Row-based RobustFill 21.01%  38.21%  43.89%
Column-based RobustFill  21.27%  37.80%  43.77%
No context 11.80%  25.54%  38.07%

and 34K for testing.

In total, around 100 operators are covered in our output vocabulary. Among all spreadsheet
formulas included in our filtered dataset, we list the 30 most commonly used spreadsheet func-
tions and operators with their types E] as follows: SUM (Math), + (Operator, equivalent to ADD),
- (Operator, equivalent to MINUS), * (Operator, equivalent to MULTIPLY), / (Operator, equiv-
alent to DIV), & (Operator, equivalent to CONCAT), AVERAGE (Statistical), LEN (Text), UPLUS
(Operator), STDEV (Statistical), COUNTA (Statistical), MAX (Statistical), LEFT (Text), IFERROR
(Logical), ABS (Math), MEDIAN (Statistical), UMINUS (Operator), CONCATENATE (Text), ROUND
(Math), WEEKNUM (Date), AVERAGEA (Statistical), MIN (Statistical), COUNT (Statistical), TRIM
(Text), COS (Math), SIN (Math), SINH (Math), TODAY (Date), IF (Logical), MONTH (Date).
We observe that most of these functions and operators are for mathematical calculation,
statistical computation, and text manipulation. However, people also write conditional
statements, and spreadsheet formulas for calculating the dates.

The spreadsheet functions and operators utilized in the Enron corpus are: + (Operator,
equivalent to ADD), SUM (Math), - (Operator, equivalent to MINUS), UPLUS (Operator), * (Op-
erator, equivalent to MULTIPLY), / (Operator, equivalent to DIV), AVERAGE (Statistical), MIN
(Statistical), MAX (Statistical), UMINUS (Operator), COUNT (Statistical), COUNTA (Statistical),

!The function types are based on the Google Sheets function list here: https://support.google.com/
docs/table/252737hl=en|
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ABS (Math), LN (Math), DAY (Date), WEEKDAY (Date), and STDEV (Statistical).

A.4 More Discussion of the FlashFill-like Setting

Following prior work on FlashFill |74, 201} 252], we evaluate model performance when different
numbers of data rows are presented to the model as input. Specifically, when the input
includes 1-11 data rows, we grow the input from the target row upward. Our full data context
includes 21 data rows, with 10 rows above the target cell, 10 rows below the target cell, and
1 row where the target cell locates. Consistent with prior work, when we vary the number of
input data rows during inference, we always evaluate the same model trained with the full
data context including 21 data rows. Since RobustFill independently encodes each row, it
supports variable number of input rows by design. For our models with the tabular input
representation, we set the rows to be empty when they are out of the input scope, and apply
a mask to indicate that the corresponding data values are invalid.

A.5 Implementation Details

Data preprocessing. The content in each cell includes its data type and value, and we
concatenate them as a token sequence. For example, A2 in Figure is represented as
num 0. As discussed in Section we concatenate all cell values in the same row as a
token sequence, where values of different cells are separated by the [SEP] token. Each
data row fed into the model includes L = 128 tokens, and when the concatenated token
sequence exceeds the length limit, we discard cells that are further away from the target
cell. For column-wise representation, we produce token embeddings independently for each
column-wise bundle Sy, = [H,., C3y_1, Cs3p, C3py1] for b € [—3, 3], where C; is a token sequence
produced by concatenating all tokens of the cells in column Cj.

Output vocabulary construction. To construct the output formula token vocabulary, we
filtered out tokens that appear less than 10 times in the training set, so that the vocabulary
contains 462 tokens, out of 2625 tokens before filtering. In total, around a hundred operators
are covered in our output vocabulary, including 82 spreadsheet-specific functions, and other
general-purpose numerical operators (e.g., +, -).

Hyper-parameters. The formula decoder is a 1-layer LSTM with the hidden size of 512.
We train the model with the Adam optimizer, with an initial learning rate of 5e-5. We train
models for 200K minibatch updates, with a batch size 64. We set the dropout rate to be 0.1
for training. The norm for gradient clipping is 1.0.
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Appendix B

PlotCoder: Synthesizing Visualization
Code in Programmatic Context

B.1 Implementation Details

For the model input, we select the suffix of the code sequence when it exceeds the length
limit, and we select the prefix for the natural language. To construct the vocabularies, we
include natural language words that occur at least 15 times in the training set, and code
tokens that occur at least 1,000 times, so that each vocabulary includes around 10, 000 tokens.
We include an [UNK] token in both vocabularies, which is used to encode all input tokens
not appeared in our vocabularies.

The model parameters are randomly initialized within [—0.1,0.1]. Each LSTM has 2
layers, and a hidden size of 512. The embedding size of all embedding matrices is 512, and the
hidden size of the linear layers is 512. For training, the batch size is 32, the initial learning
rate is 1e-3, with a decay rate of 0.9 after every 6,000 batch updates. The dropout rate is
0.2, and the norm for gradient clipping is 5.0.

For models using the Transformer architecture as the encoder, we use the pre-trained
RoBERTa-base and codeBERT from their official repositories[[] The hyper-parameters are
largely the same as the LSTM-based models, except that we added a linear learning rate

warmup for the first 6,000 training steps, which is the common practice for fine-tuning
BERT-like models.
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Figure B.1: Program accuracy with different number of input code cells. (a) Results of
different model architectures. (b) The comparison between the accuracy of the hierarchical
model and the upper bounds.

B.2 Training with Varying Number of Contextual
Code Cells

As discussed in Section [3.4] we provide the results of including different number of local code
cells as the model input in Figure [B.1] We also evaluated the upper bounds of program
accuracies for different values of K, where we consider an example to be predictable if all
plotted data in the target program are covered in the input code context. We observe that
including dataframe manipulation code in distant code cells improves the coverage, especially
when K is small.

B.3 Detailed Analysis on Results Per Plot Type

In Section [3.4] we present the breakdown results per plot type in Tables and [3.7] where
we observed that “Scatter” and “Others” constitute the majority of the dataset, and the
hierarchical model learns to better categorize plot types from a large number of training
samples.

Note that for categories that the hierarchical model does not perform better than baselines,
even if the accuracy differences are noticeable, the numbers of correct predictions do not
differ much. For example, among the 13 samples in the “Pie” category, the hierarchical model
correctly classifies 8 samples, while the non-hierarchical version makes 10 correct predictions.
When looking at the predictions, we observe that the 2 different predictions are mainly due
to the ambiguity of the natural language descriptions. Specifically, the text descriptions
are “The average score of group A is better than average score of group B in 51% of the

'RoBERTa: https://github.com/pytorch/fairseq/tree/master/examples/roberta
codeBERT: https://github.com/microsoft/CodeBERT
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state” and “I am analyzing the data of all male passengers”. In fact, for both examples, the
hierarchical model still generates a program including the plotted data in the ground truth.
However, the hierarchical model wrongly selects plt.bar as the plotting API for the former
sample, and selects plt.scatter for the latter sample, where it additionally selects another
variable for the x-axis. For these 2 samples, we observe that the code context includes plotting
programs that use other data to generate pie charts, and the non-hierarchical model picks a
heuristic to select the same plot type in the code context when there is no cue provided in
the natural language description, while the hierarchical model selects plot types that happen
more frequently in the training distribution. A similar phenomenon holds for other categories
or data splits with a small number of examples.

B.4 Other Plot Types

In the “Others” category discussed in Section [3.2] besides the plots generated by plt.plot,
there are also other plot types, with much smaller data sizes than plt.plot. In Table[B.I] we
present the breakdown accuracies of some plot types, which constitute the largest percentages
in the “Others” category excluding plt.plot samples. Specifically, around 4% samples use
boxplot, and each of the other 3 plot types include around 1% samples. Due to the lack of
data for such plot types, the results are much lower than the overall accuracies of all plot
categories, but still non-trivial.

Plot Type Plot Type Acc Plotted Data Acc Program Acc

boxplot 51.04% 10.42% 7.29%
pairplot 42.31% 34.62% 23.00%
jointplot 36.36% 9.09% 4.55%
violinplot 47.06% 5.88% 5.88%

Table B.1: Breakdown accuracies of plots in “Others” category on Test (hard), using the full
hierarchical model.

B.5 More Discussion of Error Analysis

As discussed in Section [3.4] the lack of information in natural language descriptions is the
main reason for a large proportion of wrong predictions (categories 1-3 in Table [3.8)).

e Many natural language descriptions only mention the plot type, e.g., “Make a scatter
plot,” which is one reason that the plot type accuracy is generally much higher than
the plotted data accuracy. (1)
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e Sometimes the text only mentions the plotted data without specifying the plot type,
e.g., “Plot the data z; and x5,” where both plt.plot(x;,x,) and plt.scatter(xy,x,)
are possible predictions, and the model needs to infer the plot type from the code
context. (2)

e The text description includes no plotting information at all, e.g., “Localize your search
around the value you found above,” where the model needs to infer which variables are
search results and could be plotted. (3)

We consider several directions to address different error categories as future work. To
mitigate the ambiguity of natural language descriptions, we could incorporate additional
program specifications such as input-output examples. Input-output examples are also helpful
for evaluating the execution accuracy, which considers all semantically correct programs as
correct predictions even if they differ from the ground truth. Most Jupyter notebooks from
GitHub do not contain sufficient execution information, e.g., many of them load external
data for plotting, and the data sources are not public. Therefore, developing techniques to
automatically synthesize input-output examples is a promising future direction. Designing
new models for code representation learning is another future direction, which could help
address the challenge of embedding long code context.
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Appendix C

Execution-Guided Neural Program
Synthesis

C.1 More Descriptions of the Karel Domain

Figure presents the grammar specification of the Karel DSL.
Each Karel grid world has a maximum size of 18 x 18, and is represented as a 16 x 18 x 18

tensor, where each cell of the grid is represented as a 16-dimensional vector corresponding to
the features described in Table

Prog p == def run() : s
Stmt s while(b) : s|repeat(r) :s| s1; s2|a
if(b) : s|ifelse(b) : s else : s9

|
Cond b = frontIsClear() | leftIsClear() | rightIsClear
| markersPresent() | noMarkersPresent() | not b
Action a = move() | turnRight () | turnLeft ()
| pickMarker() | putMarker ()
Cster == 0]1]...]19

Figure C.1: Grammar for the Karel task.

C.2 DMore Details about the Execution-guided
Algorithm

While-statement synthesis algorithm. Algorithm {4 demonstrates the execution-guided
algorithm for while-statement synthesis.
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Robot facing North
Robot facing East
Robot facing South
Robot facing West
Obstacle
Grid boundary
1 marker

2 markers
3 markers
4 markers
5 markers
6 markers
7 markers
8 markers
9 markers
10 markers

Table C.1: Representation of each cell in the Karel state.

Training dataset construction for supervised learning. Consider a program P =
Si;...;S7; L, where each S; is in one of the following forms: (1) S; € £; (2) if C then B; else B fi;
and (3) while C do B end. For each S; € £, we construct a sample of ({(sF ,,OF)}E ' S;)
directly.

For S; = if C then B else B fi, we first construct a training sample ({(s¥_,, O%)}£_ | if C then).
Afterwards, we split the input-output examples into two subsets Zy W Z¢, where for all
(s,0) € Iy, we have (C, s) | true; and C evaluates to false for all (s,0) € Z¢ on the other hand.
Then we obtain two derived samples (Z, By else; S;11;...; St; L) and (Zg, Be fi; Sj11;...;.57; L),
from which we construct training samples respectively using the same approach as discussed
above.

In a similar way, we can deal with S; = while C do B end. Finally, we include
({(O%,O")}5 || 1) in our constructed training set.

C.3 Model Details

Neural Network Architecture

Our neural network architecture can be found in Figure [£.1} which follows the design in [35].
In particular, the IO Encoder is a convolutional neural network to encode the input and
output grids, which outputs a 512-dimensional vector for each input-output pair. The decoder
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Algorithm 4 Execution-guided synthesis (while-statement)

1: function EXECWHILE(T", 7)

2 C«+ I'(7)

3 T, < {(s1,50) € Z|(C, si) | true}

40 I < {(s1, 5) € Z|(C, s1) || false}

5: B, <+ Exec(T", Z;, end-token)

6 Z! < {(Snew; So0)|(Si, So) € Ty N (B, Si) | Snew }
. T« TUTL

8: S < while C do B; end

9: return S, 7

10: end function

is a 2-layer LSTM with a hidden size of 256. The embedding size of the program tokens is
256.

Each program is represented as a sequence of tokens G = [g1, g, ..., 9], where each
program token g; belongs to a vocabulary 3. At each timestep ¢, the decoder LSTM generates
a program token g¢; conditioned on both the input-output pair and the previous program
token g;_1, thus the input dimension is 768. Each IO pair is fed into the LSTM individually,
and we a max-pooling operation is performed over the hidden states {h;}& ; of the last layer
of LSTM for all IO pairs. The resulted 256-dimensional vector is fed into a softmax layer to
obtain a prediction probability distribution over all the 52 possible program tokens in the
vocabulary.

Notice that this neural network architecture can also be applied to other program synthesis
problems, with modifications of the IO encoder architectures for different formats of input-
output pairs. For example, in the domain where input-output examples are text strings, such
as FlashFill [98], the IO encoders can be recurrent neural networks (RNNs) [74].

Training Objective Functions

To estimate the parameters 6 of the neural network, we first perform supervised learning to
maximize the conditional log-likelihood of the referenced programs [201} |74, 35]. In particular,
we estimate 6* such that

N N
* = {IOFVE ) = 1 {IOF K 1
0 = axgug [ {ION ) = angmg D os(m (10D (C)
Where 7; are the ground truth programs provided in the training set.

When training with reinforcement learning, we leverage the policy gradient algorithm
REINFORCE [265] to solve the following objective:
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N
0" = argmeaxzZlogpg(GHIOf}kK:l)Ri(G) (C.2)
-1 G

Where R;(G) is the reward function to represent the quality of the sampled program
G. In our evaluation, we set R;(G) =1 if G gives the correct outputs for given inputs, and
R;(G) = 0 otherwise.

Training Hyper-parameters

We use the Adam optimizer [139] for both the supervised training and the RL training. The
learning rate of supervised training is 10~%, and the learning rate of reinforcement learning is
107°. We set the batch size to be 128 for supervised training, and 16 for RL training.

C.4 Evaluation Details

More Analysis of Evaluation Results

In our evaluation, we observe that while our Exec approach significantly boosts the gener-
alization accuracy, the performance gain of the exact match accuracy is much smaller, and
sometimes even negative. We attribute this to the fact that the ground truth program in the
Karel benchmark is not always the simplest one satisfying the input-output examples; on the
other hand, our approach tends to provide short predictions among all programs consistent
with the input-output specification. For example, Figure shows a predicted program
that is simpler than the ground truth, while also satisfies the input-output pairs. Notice
that different from the MLE approach in [35], our model is not directly optimized for the
exact match accuracy, since the training set not only includes the input-output examples
in the original training set, but also the intermediate state pairs, which constitute a larger
part of our augmented training set. Meanwhile, in our training set, for state pairs resembling
{(s¥, %)}, in Figure[C.2] it is more common for the ground truth program to be a single
“move()” statement than other more complicated ones. Therefore, when training with our
approach, the model is less prone to overfitting to the sample distribution of the original
dataset, and focuses more on the program semantics captured by the intermediate execution.

More Details of the Ensemble

For different training approaches of a single model, we train 15 models with different random
initializations. To do the ensemble, we first sort the 15 models according to the descending
order of their generalization accuracies on the validation set, then select the first £ models to
compute the results of the k-model ensemble. When multiple programs satisfy the ensemble
criterion, e.g., with the shortest length for the Shortest method, we choose the one from the
models with better generalization accuracies on the validation set.
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Ground truth:  putMarker(); while (markersPresent()): move()

Prediction: putMarker(); move()

States: + +
s (1) 5,! s;' (0Y)
T ?_
502 (|2) Sl2 Sz2 (OZ)

Figure C.2: An example of the predicted program that generalizes to all input-output
examples, but is different from the ground truth. Here, we only include 2 out of 5 input-
output examples for simplicity. Notice that the predicted program is simpler than the ground
truth.

Generalization Accuracy Exact Match Accuracy

0.92 0.46
30.91 5.0.45
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Figure C.3: Results of the ensemble model trained with our Exec approach. Left: generaliza-
tion accuracy. Right: exact match accuracy.

Figure shows the results of the ensemble trained with our Exec approach. Tables
and show the numerical results of applying ensemble to our Exec approach and Exec +
RL approach.
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Ensemble 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Exec (S) 40.88% | 42.16% | 42.64% | 43.12% | 43.00% | 43.36% | 44.32% | 44.64% | 44.72% | 45.64% | 45.32% | 45.60% | 45.52% | 45.92% | 45.84%

Exec (MV) 40.88% | 41.24% | 41.36% | 41.52% | 41.96% | 41.76% | 42.64% | 43.12% | 43.48% | 43.56% | 43.92% | 44.44% | 44.80% | 45.32% | 45.36%
Exec + RL (S) | 39.40% | 42.80% | 43.56% | 43.84% | 44.32% | 44.96% | 45.16% | 45.44% | 45.52% | 46.36% | 46.24% | 46.04% | 46.28% | 46.16% | 46.04%
Exec + RL (MV) | 39.40% | 40.76% | 41.56% | 42.92% | 42.84% | 43.84% | 43.68% | 44.36% | 44.48% | 44.60% | 45.24% | 45.52% | 45.48% | 45.64% | 45.64%
Table C.2: Exact match accuracy of the ensemble.

Ensemble 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Exec (S) 85.08% | 86.44% | 87.04% | 87.52% | 87.76% | 88.20% | 89.04% | 89.72% | 90.16% | 90.28% | 90.68% | 91.16% | 91.44% | 91.40% | 91.60%
Exec (MV) 85.08% | 86.08% | 86.84% | 87.36% | 87.72% | 87.84% | 88.68% | 89.36% | 89.80% | 90.00% | 90.44% | 91.12% | 91.48% | 91.40% | 91.52%
Exec + RL (S) | 86.04% | 87.20% | 88.64% | 89.40% | 89.64% | 90.24% | 90.32% | 90.44% | 90.48% | 90.60% | 90.96% | 91.24% | 91.32% | 91.64% | 91.68%
Exec + RL (MV) | 86.04% | 86.88% | 88.24% | 89.16% | 89.20% | 90.04% | 90.08% | 90.20% | 90.56% | 90.68% | 91.28% | 91.48% | 91.76% | 91.96% | 92.00%

Table C.3: Generalization accuracy of the ensemble.
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Appendix D

Latent Execution for Neural Program
Synthesis

D.1 Details in Model Architecture

Program Decoder

Our model follows the encoder-decoder framework in prior work on neural program synthesis
from input-output examples |74, 35|, which includes an encoder for the input-output pairs,
and a decoder to synthesize the program.

The program decoder is an LSTM (denoted as LSTMp), which decodes the program as
a token sequence. Let p;_; be the decoded program token at step ¢t — 1, E,(p;—1) be the
embedding vector of p;_1, h;_1 be the hidden state of the program decoder at step ¢t — 1, and
I,_1 and O be the sequences of vectors representing the input list elements and output list
elements. We first compute attention vectors over both the input and output lists, following
the double attention mechanism in RobustFill:

sO = Attention(hy_1,0), s/ = Attention([hs_1; %], I_1)

The notation [a; b] means the concatenation of vectors a and b. Then we calculate the
output vector of the program decoder at step t as hy = LSTMp (hi_1, [Ey(pi—1); st 59]).

Input-Output Encoder. For C program synthesis, our input-output encoder architecture
is similar to RobustFill [74]. For each input-output pair, we use two bi-directional LSTMs [115]
to encode the input and output lists respectively. To capture the relationship between the
input and output lists, the output list encoder computes attention vectors over the input list
elements, using the standard attention mechanism [20, [171]. We also employ different encoder
architectures for program synthesis tasks with other formats of input-output examples, as

discussed in Sec. B.5l
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To capture the required arithmetic operation to convert from the program input to the
output, we also include the output of the operation predictor op, for program decoding, and
we discuss the details later. Afterwards, the max pooling layer aggregates the representation
of different 10 pairs to generate a single vector:

N OlN (4
(J); ¢ (7) (J)D)

my = MaXPoolje{Lg,_“,K}(tanh(W[stI ; Op;

Here the superscript (j) indicates that the representation is for the j-th IO pair, and W is a
trainable weight matrix.

To facilitate the prediction of long programs, we compute an attention vector over
previously generated program tokens as follows:

dy = Attention(ms, { E,(po), Ep(p1), s Ep(pr—1)})

Finally, the next token p, is sampled from P[p;] = Softmax(V'd;),, where V is a trainable
matrix.

Operation Predictor for Restricted C Domain

Training neural networks for mathematical reasoning is a challenging problem itself [222] 152,
and jointly predicting the mathematical calculations and other program operations imposes
extra burden on the program decoder. To mitigate the difficulty, we include a pre-computed
table as part of the model input, which describes possible mathematical operations to derive
an output value given the input number. For example, Fig. (d) shows that by applying
the O = 2 + I operation to the input I = 2, the output O = 4. For each valid input list
value C', we include two operations O = C'+ I and O = C' — I in the table. Then for each
operation O = C' + I, we enumerate all valid integer list values I, and we include the row
(O = C+1,1,0] in the table when O is also within our bounded range. In this way, the table
covers all possible integer addition and subtraction operations for valid input and output list
values.

With the pre-computed table, the operation predictor aims to predict the most possible
program operation at the next step. First, we re-use the same embedding matrices as those
in the input-output encoder, and compute the embedding vectors for each numerical element
in the table. Let R be the number of table rows. For the i-th row, we refer to the embedding
vector of the input and output values as ! and cl!| respectively. Then we utilize s/ and
s9 to compute the attention weights over the table columns of input and output values as
follows:

will = AttentionWeight(s!, {r|i € {1,2, ..., R}})

woy) = AttentionWeight (s, {c/']i € {1,2, ..., R}})
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Let opl! be the operation in row 7, then the probability of selecting the operation in the
i-th row at step t is
Plop; = op] o will - wol’
Let E,,(op) be the embedding vector of the operation op, then the operation predictor
output is

dpy = Y _Plops = op™| E,p (0p?)

To train the operation predictor, we provide the training supervision at step 0, when no
transformation has been applied to the program input:

Lo, = Loss(will, 1[r! = Iy = I]) + Loss(wol, 1[cl! = O]) (D.1)

Latent Executor

In RobustFill, the encoder only takes the initial input-output pairs as the input. On the other
hand, in recent work on execution-guided program synthesis [47} 238, 295, 85, (197, |193], the
execution states of partial programs are leveraged as the model input to guide the subsequent
program prediction. However, existing approaches mostly assume that the programs are
sequential [295, 85|, or require an interpreter of partial programs [47]. To address these
limitations, Nye et al. design neural networks to represent the partial program semantics
when they are not well-defined [193]. However, they need to train a separate neural module to
represent each program operation, thus it is hard to scale beyond domain-specific languages.

In this work, we include another LSTM to approximate the program execution states,
denoted as LSTMg. Let I, ; be the input of LSTMpg, which is the program input at step
t — 1. The output of LSTMp is:

Exec; = LSTMp(hy, I,_y)

Implementation for Restricted C Domain

For our restricted C domain, the length of Exec; is the same as I,_1, i.e., the input list length.
Let L be the length of input and output lists. Let P[I; = v] be the probability that the
execution result at step ¢ is v, then:

P[I;; = v] = Softmax(WgExect ).,

Here the subscript [ denotes that the representation is for the [-th list element, and W is
a trainable weight matrix.

Finally, the approximated execution state I, is the weighted sum of the embedding vectors
of all possible program input integers ¢ € [—4,4] N Z (where Z is the set of all integers):
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jt,l = Z P[Iul = C]EZ'O(C)

ce[—4,4]NZ

Here E;,(c) denotes the embedding vector of the list value c¢. At the next program decoding
step, I; will be fed into the encoder to replace the previous input list I;_;.

Implementation for Karel Domain

Similar to our restricted C domain, in our latent executor implementation for Karel domain,
ft,l is also the weighted sum of all possible execution states. Each Karel state describes
the following variables: (1) (roboty,roboty) denotes the position of the Karel robot, where
0 < robotx,roboty < 18; (2) robotg;, < {North, South, West, East} denotes the robot
orientation at (robotyx,roboty); and (3) the number of markers in each grid. Therefore, we
train 3 predictors on top of LSTMpg to predict these variables: (1) a trainable layer that
outputs a (18 x 18)-dimensional vector, representing the robot position; (2) a trainable layer
that outputs a 4-dimensional vector, representing the robot orientation; and (3) an LSTM
that generates an 11-dimensional vector at each step, representing the number of markers in
each grid. We apply the softmax to all output vectors to obtain the probability distributions
of different variables.

Afterward, we combine the outputs of the predictors to construct a 16 x 18 x 18-dimensional
vector representing the Karel state, according to Table [C.1], with the value of each dimension
in [0, 1]. Note that Karel programs can not change the grid boundary and obstacles, thus
we apply a mask on the predicted intermediate execution states to ensure that the features
representing the grid boundary and obstacles remain the same, which are the last 2 dimensions
described in Table [C.l

D.2 Implementation Details

All encoders and decoders in our models are 2-layer bi-directional LSTMs with the hidden
size of 512. The embedding size is 1024. We use the Adam optimizer [139] for training. The
learning rate starts from le-3, and is decayed by 0.9 for every 6000 timesteps. The batch
size is 8. The training converges in 200K batch updates. The norm for gradient clipping is
5.0. All models are trained on a single GPU. The beam size is 64 for evaluating the model
performance, and is 8 for iterative retraining due to the large size of the training set.
About the implementation of the Property Signatures [196], we further illustrate the key
difference between our adaption for the restricted C domain and the original implementation
in [196] with the following example. Suppose an input-output pair is ([—4, 3,1, 2, 1], [—4, 3, 3, 3, 3]),
when the feature is “Input == Output?”, the corresponding property signature is “False”
according to the implementation in [196], while the signature is “[True, True, False, False,
False]” in our adapted implementation. Compared to the original implementation of property
signatures, our adaptation better reveals which specific list elements are manipulated in
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Table D.1: Results of iterative retraining on Karel dataset.

Iters 100% | 10%  20%  30%  40%  50%
Generalization Accuracy
1 86.04% | 70.92% 75.16% 78.84% 80.88% 82.08%
89.28% | 76.20% 78.40% 81.08% 82.40% 83.40%
3 89.36% | 78.12% 81.20% 83.68% 84.24% 86.32%
Exact Match Accuracy
1 39.40% | 36.20% 37.20% 38.36% 40.20% 40.04%
41.56% | 37.24% 37.28% 39.24% 39.72% 39.16%
3 41.16% | 36.56% 38.16% 38.68% 38.72% 39.64%

\)

Table D.2: Results of iterative retraining on C dataset.

Iters 100% | 10% 20% 30% 40% 50%

1 55.2% | 11.9% 26.4% 39.1% 45.2% 48.5%
2 56.0% | 39.6% 43.9% 48.7% 51.9% 54.1%
3 56.5% | 41.7% 44.4% 49.4% 52.8% 54.4%

the program. This modification makes our implementation of property signatures a much
stronger baseline for the restricted C domain, because our C programs do not always perform
the same manipulation steps over all elements in the input list, and sometimes change the
values of only a subset of the input numbers.

D.3 More Results of Iterative Retraining

Figure presents more examples of predicted correct programs that are more concise
than the randomly generated ground truth programs on C dataset.

Figure presents more examples of predicted correct programs that are more concise
than the randomly generated ground truth programs on Karel dataset. Note that the
predicted Karel program is not semantically equivalent to the annotated ground truth in
many cases. The main reason is because the randomly generated ground truth program
might include redundant branching statements, i.e., the conditions always evaluate to true or
false for all program inputs in the specification and the held-out test cases.

We present the numerical results of iterative retraining on Karel and C benchmarks in

Table [D.1] and Table respectively.



APPENDIX D. LATENT EXECUTION FOR NEURAL PROGRAM SYNTHESIS

I1:
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01:
I2:
02:
I3:
03:
I4:
04:
I5:
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I1:
01:
I2:
02:
I3:
03:
I4:
04:
I5:
05:

[2, 4, 1, 2, -3]
[2, 4, 3, 2, -3]
[1, 0, 1, -3, 4]
[1, 0, 3, -3, 4]
[2, 2, -4, 2, 0]
[2, 2, 3, 2, 0]
[o, -2, 3, 1, 3]
[o, -2, 3, 1, 3]
[-2, 1, 4, 0, 0]
[-2, 1, 3, 0, 0]

3, 1, 3, -2, -4]
[3, 1, 2, -2, -4]

[2, 0, -1, -1, 3]
[2, 0, 2, -1, 3]
[2, 0, -1, 4, 0]
[2, 0, 2, 4, 0]
[-2, -1, 3, 2, -4]
[-2, -1, 2, 2, -4]
[-4, 0, 3, 0, 1]
[-4, 0, 2, 0, 1]
[0, 4, 0, 4, 21
[o, 4, o, 1, 1]
[4, o, 1, 1, 4]
[4, o, 1, 1, 1]
[3, 2, 3, 0, 0]
[3, 2, 3, 1, 1]
[1, 1, 4, 0, 4]
[1, 1, 4, 1, 1]
[1, 3, 0, 1, 1]
[1, 3, 0, 1, 1]
[o, 3, -1, 0, 0]
[4, 3, -1, 4, 4]
[4, -3, 3, 4, 2]
[4, -3, 3, 4, 4]
[-4, 1, 0, 4, -2]
[4, 1, 0, 4, 4]
[0, 4, 3, 0, 4]
[4, 4, 3, 4, 4]
[2, 2, 0, 3, 2]
[4, 2, 0, 4, 4]

int

{

int

int

int

* func_1(int all)

int p_0 = 4;

int 1.7 = 2;

int 1_8 = 4;
all_7] = 3;
all1_8] = al[p_0];
return a;

* func_1(int all)

int p_0 = 2;

int 1_10 = O;

int 1_1 = 4;

1.10 = 2;

for (p_0 = 2; p_0 >= 1; p_0--)

{
alp_0] = 3;
alp_0] = 2;
if (alp_01)

break;

alp_0] = all_1];
alp_0]++;

}

return a;

* func_1(int al[l)

int p_0 = 0;
int 1_10 = 3;
for (p_0 = 4; p_0 >= 0; p_0--)
{
alp_0] = 3;
alp_0] = al[p_0];
alp_0] = 1;
if (alp_01)
break;
¥
a[1_10] = al[1_10];
al[1_10] = a[p_0];
return a;

* func_1(int a[l)

int p_0 = 0;

int 1_11 = 3;

for (p_0 = 2; p_0 >= 1; p_0--)
{

for (int p_1 = 4; p_1 >= 3; p_1--)

{
alp_11 = 4;
}
}
alp_0] = al[1_11];
return a;

int * func_1(int a[])

{
int p_0 = 2;
alp_0] = 3;
return a;

}

// Training on random programs
int * func_1(int all)

{
int p_0 = 2;
int 1_7 = 2;
al1_7]1 = 2;
return a;

}

// After iterative retraining
int * func_1(int a[l)

{
int p_0 = 2;
alp_0] = 2;
return a;

}

int * func_1(int al[])

{
int p_0 = 4;
for (p_0 = 3; p_0 <= 4; p_0++)
{
alp_0] = 1;
}
return a;
}

int * func_1(int all)

int p_0 = 3;
int 1_7 = 0;
al1_7] = 4;
for (p_0 =
{

alp_0] = 4;
¥

return a;
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Figure D.1: More examples of predicted correct programs that are more concise than the randomly
generated ground truth programs on C dataset. Left: input-output examples. Middle: the randomly
generated ground truth program. Right: the predicted programs. Unless otherwise specified, the
predicted programs come from the model trained on random programs.
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deiozzn(): def run():
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& " repeat (5): repeat (2): .
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) putMarker else:
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Figure D.2: Examples of predicted correct programs that are more concise than the randomly
generated ground truth programs on Karel dataset. 1st and 3rd columns: the randomly generated
ground truth programs. 2nd and 4th: the corresponding predicted programs. The predictions come
from the model trained on random programs.
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Appendix E

Tree-to-Tree Neural Networks for
Program Translation

E.1 Hyper-parameters of Neural Network Models

Seq2seq | Seq2tree | Tree2seq Tree2tree
Batch size 100 20 100 100
Number of RNN layers 3 1 1 1
Encoder RNN cell LSTM LSTM | Tree LSTM Tree LSTM
Decoder RNN cell LSTM
Initial learning rate 0.005

Decay the learning rate by a factor of 0.8x when the

Learning rate decay schedule validation loss does not decrease for 500 mini-batches

Hidden state size 256
Embedding size 256
Dropout rate 0.5
Gradient clip threshold 5.0
Weights initialization Uniformly random from [-0.1, 0.1]

Table E.1: Hyper-parameters chosen for each neural network model.

We present the hyper-parameters of different neural networks in Table These hyper-
parameters are chosen to achieve the best accuracy on the development set through a grid
search.
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E.2 More Statistics of the Datasets

We present more detailed statistics of the datasets for the CoffeeScript-JavaScript task and
the translation of real-world projects from Java to C# in Table and respectively.

CJ-(A/B)S | CJ-(A/B)L
Average input length (P) 10 20
Minimal output length (P) 23 33
Maximal output length (P) 151 311
Average output length (P) 44 69
Minimal input length (T) 34 69
Maximal input length (T) 61 111
Average input length (T) 48 85
Minimal output length (T) 38 73
Maximal output length (T) 251 531
Average output length (T) 71 129

Table E.2: Statistics of the datasets used for the CoffeeScript-JavaScript task.

Project # of matched methods
Lucene [170] 5,516
POT [208§] 3,153
Itext |121] 3,079
JGit [127] 2,780
JTS [132] 2,003
Antlr [15] 465
Total 16,996

Table E.3: Statistics of the Java to C# dataset.

E.3 More Results on the CoffeeScript-JavaScript Task

Besides the program accuracy, we also measure the token accuracy of different approaches,
which is the percentage of the tokens that are exactly the same as the ground truth. This
metric is a finer-grained measurement of the correctness, thus provides some additional
insights of the performance of different models.

Table shows the token accuracy of different approaches for the translation between
CoffeeScript and JavaScript.
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Tree2tree Seq2seq Seq2tree Tree2seq

T—-T T—-T
T—T (-PF) (-Attn) P—P P—T T—P T—T P—T T—T T—P T—T

CoffeeScript to JavaScript translation
CJ-AS | 99.97% | 99.97% | 56.21% | 93.51% | 92.30% | 95.46% | 95.05% | 93.29% | 95.94% | 98.96% | 98.09%
CJ-BS | 99.98% | 99.98% | 47.54% | 99.08% | 87.51% | 99.11% | 96.14% | 98.31% | 98.09% | 99.27% | 98.10%
CJ-AL | 99.37% | 98.16% | 32.99% | 85.84% | 25.65% | 19.13% | 36.18% | 95.64% | 94.74% | 94.18% | 84.71%
CJ-BL | 99.36% | 99.27% | 31.80% | 80.22% | 63.49% | 87.27% | 79.85% | 94.09% | 94.64% | 93.85% | 78.07%
JavaScript to CoffeeScript translation
JC-AS | 99.14% | 98.81% | 65.42% | 88.44% | 96.27% | 88.46% | 98.34% | 98.20% | 99.06% | 86.93% | 98.36%
JC-BS | 98.84% | 98.18% | 55.22% | 86.85% | 97.92% | 85.98% | 98.09% | 96.93% | 98.84% | 84.81% | 97.94%
JC-AL | 96.95% | 92.65% | 42.23% | 88.09% | 95.94% | 87.19% | 95.04% | 93.51% | 96.59% | 84.57% | 94.63%
JC-BL | 96.48% | 92.49% | 39.89% | 87.31% | 94.12% | 85.70% | 96.24% | 94.79% | 96.33% | 83.03% | 94.68%

Table E.4: Token accuracy of different approaches for translation between CoffeeScript and
JavaScript.

E.4 Grammar for the CoffeeScript-JavaScript Task

The grammar used to generate the CoffeeScript-JavaScript dataset, which is a subset of the
core CoffeeScript grammar, is provided in Figure |E.1]

E.5 Evaluation on the Synthetic Task

In the following, we discuss our synthetic translation task from an imperative language to a
functional language.

Evaluation Setup

For the synthetic task, we design an imperative source language and a functional target
language. Such a design makes the source and target languages use different programming
paradigms, so that the translation can be challenging. Figure illustrates an example of
the translation, which demonstrates that a for-loop is translated into a recursive function. We
manually implement a translator, which is used to acquire the ground truth. The grammar
specifications of the source language (FOR language) and the target language (LAMBDA
language) are provided in Figure and Figure respectively. The python source code
to implement the translator from a FOR program to a LAMBDA program is provided in
Figure [E.5

To build the dataset, similar to the CoffeeScript-JavaScript task, we randomly generate
100,000 pairs of source and target programs for training, 10,000 pairs as the development
set, and 10,000 pairs for testing. We guarantee that there is no overlap among training,
development and test sets, and all samples are unique in the dataset. More statistics of the
dataset can be found in Table [E.6l
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<Expr>

<Simple>
<IfShort>
<WhileShort>

<ShortStatement>
<Statement>

<Block>

<Var>

<Const>

<Expr> + <Var>
<Expr> + <Const>
<Expr> * <Var>
<Expr> * <Const>

<Expr> == <Var>
<Expr> == <Const>
<Var> = <Expr>
<Expr>

<Simple> if <Expr>

<IfShort> if <Expr>

<Simple> while <Expr>

<WhileShort> while <Expr>

<Simple> | <IfShort> | <WhileShort>
<ShortStatement>

if <Expr> <br> <indent+> <Block> <indent->

while <Expr> <br> <indent+> <Block> <indent->
if <Expr> <br> <indent+> <Block> <indent-> <br>

else <br> <indent+> <Block> <indent->
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if <Expr> then <ShortStatement> else <ShortStatement>

<Statement>
<Block> <br> <Statement>

Figure E.1: A subset of the CoffeeScript grammar used to generate the CoffeeScript-JavaScript
dataset. Here, <br> denotes the newline character.

Results on the Synthetic Task

We create two datasets for the synthetic task: one with an average length of 20 (SYN-S) and
the other with an average length of 50 (SYN-L). Here, the length of a program indicates the
number of tokens in the source program

We present the results in Table [E.5] Our observations are consistent with the results of
the CoffeeScript-JavaScript task: our tree2tree model outperforms all baseline models; all
models perform worse on longer inputs; both the attention and the parent attention feeding
mechanisms boost the performance of our tree2tree model significantly.
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Source program Target program
for i=1; i<10; i+1 do letrec fi =

if x>1 then if i<10 then

y=1 let _ = if x>1 then
else let y=1in ()
y=2 else let y=2 in ()
endfor in fit+1
else ()
infl

Figure E.2: An example of the translation for the synthetic task.

Tree2tree Seq2seq Seq2tree Tree2seq

T—-T T—T
T—>T (-PF) | (-Attn) P—P P—T T—P T—-T P—T T—T T—P T—-T

Token accuracy
SYN-S | 99.99% | 99.95% | 55.60% | 99.75% | 99.59% | 99.90% | 99.73% | 99.70% | 99.51% | 99.88% | 99.82%
SYN-L | 99.60% | 96.68% | 34.48% | 68.31% | 45.28% | 67.37% | 35.01% | 96.95% | 97.41% | 97.08% | 95.88%
Program accuracy
SYN-S | 99.76% | 98.61% 0% 97.92% | 97.35% | 98.38% | 98.18% | 96.14% | 98.01% | 98.51% | 98.36%
SYN-L | 97.50% | 57.42% 0% 12.19% 0% 9.19% 0% 67.34% | 68.11% | 91.35% | 87.84%

Table E.5: Token accuracy and program accuracy of different approaches for the synthetic
task.

SYN-S | SYN-L
Average input length (P) 20 50
Minimal output length (P) 22 46
Maximal output length (P) 44 96
Average output length (P) 30 71
Minimal input length (T) 40 100
Maximal input length (T) 56 134
Average input length (T) 49 111
Minimal output length (T) 41 90
Maximal output length (T) 82 177
Average output length (T) 55 133

Table E.6: Statistics of the datasets used for the synthetic task.
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<Expr>

<Cmp>
<Assign>
<If>
<For>
<Single>
<Seq>

<Statement>

Figure E.3: Grammar for the source language FOR in the synthetic task.

<Unit>
<App>
<Expr>

<Cmp>

<Term>

<LetTerm>

<IfTerm>

Figure E.4: Grammar for the target language LAMBDA in the synthetic task.

<Var>

<Const>

<Expr> + <Var>
<Expr> + <Const>
<Expr> — <Var>
<Expr> — <Const>
<Expr> == <Expr>

<Expr> > <Expr>
<Expr> < <Expr>
<Var> = <Expr>

if <Cmp> then <statement>
else <statement> endif
for <Var> = <Expr> ;
<Cmp> ; <Expr> do
<Statement> endfor
<Assign> | <If> | <For>
<Single> ; <Single>
<Seg> ; <Single>

<Seg> | <Single>

0

<Var> <Expr>

<App> <Expr>

<Var>

<Expr> + <Var>

<Expr> — <Var>

<Expr> == <Expr>

<Expr> > <Expr>

<Expr> < <Expr>

<LetTerm> | <Expr> | <Unit>
<IfTerm> | <App>

let <Var> = <Term> in <Term>
letrec <Var> <Var> = <Term>
in <Term>

if <Cmp> then <Term>

else <Term>

176
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def translate_from _for(self, ast):
if type(ast) = type ([]):
if ast[0] = '<SEQ>':
t1 = self.translate_from_for (ast[1])
t2 = self.translate_from_for (ast[2])
if t1[0] = '<LET>' and t1[ 1] = '<UNIT>':
t1[—1] = t2
return tl
else:
return [ '<LET>', 'blank' 6 t1, t2]
elif ast[0] = '<IF>":

cmp = ast [1]
t1 = self.translate_from_for (ast[2])

t2 = self.translate_from _for (ast[3])
return [ '<IF>'  cmp, t1, t2]

elif ast[0] = '<FOR>':
var = self.translate_from_for (ast[1])
init = self.translate_from_for (ast[2])
cmp = self.translate_from_for (ast[3])
inc = self.translate_from_for (ast[4])

body = self.translate_from_for (ast[5])
tb = ['<LET>', 'blank', body, ['<APP>', 'func', inc]]
func_body = ['<IF>', cmp, tb, '<UNIT>']
translate = ['<LETREC>', 'func', var, func_body,
[ '<APP>', 'func', inc]]

return translate

elif ast[0] = '<ASSIGN>"':
return [ '<LET>', ast[1], ast[2], '<UNIT>']
elif ast[0] = '<Expr>"':
return ast
elif ast[0] = '<Opt>":
return ast
elif ast[0] = '<Op>"':
return ast
elif ast[0] = '<CMP>'":

return ast
else:
return ast

Figure E.5: The Python code to translate a FOR program into a LAMBDA program in the
synthetic task.
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Appendix F

Neural Rewriter for Code
Optimization and beyond

F.1 More Details of the Dataset

Expression Simplification

Figure presents the grammar of Halide expressions in our evaluation. We use the random
pipeline generator in the Halide repository to build the dataset [] Table presents the
statistics of the datasets.

Job Scheduling

Description of different resource distributions. For each job j, we define dominant
resources dgom as the resources with 0.5 < pjq,. <1, and auziliary resources dau.x as those
with 0.1 < pjq,.. < 0.2. We refer to a job with both dominant and auxiliary resources as a job
with non-uniform resources. We also evaluate on workloads including only jobs with uniform
resources, where each job only includes either dominant resources or auxiliary resources.

Vehicle Routing

Our data generation follows the setup in [186, 142]. The positions of the depot and customer
nodes are uniformly randomly sampled from the unit square [0,1] x [0, 1]. Each node is
denoted as v; = ((x;,y;),9;), where (x;,y;) is the position, and J, is the resource demand.
We set 6y = 0 for the depot (i.e., node 0), and ¢; € {1,2,...,9} for customer nodes (i.e.,
Jj>0).

"https://github.com/halide/Halide/tree/new_autoschedule_with_new_simplifier/apps/
random_pipeline.
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<Expr> 1= <AlgExpr> | <BoolExpr>

<BoolExpr>

<AlgExpr>

<Term>

<AlgExpr> <<AlgExpr>
<AlgExpr> <= <AlgExpr>
<AlgExpr> == <AlgExpr>
(!<BoolExpr>)
(<BoolExpr> && <BoolExpr>)
(<BoolExpr> —— <BoolExpr>)
<Term>

(<AlgExpr> + <Term>)
(<AlgExpr> - <Term>)
(<AlgExpr> * <Term>)
(<AlgExpr> / <Term>)
(<AlgExpr> % <Term>)
<Var> | <Const>
max(<AlgExpr>, <A1gExpr>)
min(<AlgExpr>, <AlgExpr>)
select(<BoolExpr>, <AlgExpr>, <AlgExpr>)

Figure F.1: Grammar of the Halide expressions in our evaluation. “select (¢, el, €2)” means
that when the condition c is satisfied, this term is equal to el, otherwise is equal to e2. In
our dataset, all constants are integers ranging in [—1024,1024], and variables are from the

set {v0,v1,...,v12}.

Number of expressions in the dataset

Length of expressions

Size of expression parse trees

Total: 1.36M
Train/Val/Test: 1.09M /136K /136K
Train<gy: 17K
Traingggi 48K
Train<sp: 170K
Trainglgoi H88K
T68t>10()1 53K

Average: 106.84
Min/Max: 10/579
Average: 16.76
Average: 22.91
Average: 35.62
Average: 63.49
Average: 142.22

Average: 27.39
Min/Max:3/100
Average: 4.66
Average: 6.43
Average: 10.18
Average: 18.72
Average: 42.20

Table F.1: Statistics of the dataset for expression simplification.
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; o 1] R
Min/Max
—_—

| 3] o

34326

5<=6->1

Figure F.2: An example of the rewriting process for Halide expressions. The initial expression
is 5 < max(v0,3) + 3, which could be reduced to 1, i.e., True.

F.2 More Details on the Rewriting Ruleset

More Details for Expression Simplification Problem

The ruleset implemented in the Halide rule-based rewriter can be found in their public
repository E|

More discussions about the uphill rules. A commonly used type of uphill rules is
“min/max” expansion, e.g., min(a,b) < ¢ — a < ¢||b < c¢. Dozens of templates in the ruleset
of the Halide rewriter are describing conditions when a “min/max” expression could be
simplified. Notice that although applying this rewriting rule has no benefit in most cases,
since it will increase the expression length, it is necessary to include it in the ruleset, because
when either a < c or b < ¢ is always true, expanding the “min” term could reduce the entire
expression to a tautology, which ends up simplifying the entire expression. Figure shows
an example of the rewriting process using uphill rules properly.

More Details for Job Scheduling Problem
Algorithm |5 describes a single rewriting step for job scheduling problem.

2 https://github.com/halide/Halide.
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Algorithm 5 Algorithm of a Single Rewriting Step for Job Scheduling Problem

1: function REWRITE(v;, v, s¢)

2 if ij < Aj or Cj/ == Bj then

3 return s;

4: end if

5: if j' # 0 then B} = C} else B = A; fi

6: C}=DB+T

7

8 //Resolve potential resource occupation overflow within [Bj, C7]
9 J = all jobs in s; except v; that are scheduled within [B7, (7]

10: Sort J in the topological order

11: for v; € J do

12: B} = the earliest time that job v; can be scheduled
13: Cl=DB;+1T,

14: end for

15: Forv; ¢ J, Bl = B;, C! = C;

T e}

17: return s;

18: end function

F.3 More Details on Model Architectures

Model Details for Expression Simplification

Input embedding. Notice that in this problem, each non-terminal has at most 3 children.
Thus, let « be the embedding of a non-terminal, (hy,cr), (har, ), (hr, cg) be the LSTM
states maintained by its children nodes, the LSTM state of the non-terminal node is computed

(h,C) = LSTM(([hL;hM;hR],[CL;CM;CR]),m) (Fl)

Where [a; b] denotes the concatenation of vectors a and b. For non-terminals with less than 3
children, the corresponding LSTM states are set to be zero. We use d to represent the size of
h and c, i.e., the hidden size of the LSTM.

Input representation. For each sub-tree w;, its input to both the score predictor and
the rule-picking policy is represented as a 2d-dimensional vector [hg; h;], where hq is the
embedding of the root node encoding the entire tree. The reason why we include hg in the
input is that looking at the sub-tree itself is sometimes insufficient to determine whether it is
beneficial to perform the rewriting. For example, consider the expression max(a,b)+2 < a+2,
by looking at the sub-expression max(a,b) + 2 itself, it does not seem necessary to rewrite
it as maz(a + 2,b + 2). However, given the entire expression, we can observe that this
rewriting is an important step towards the simplification, since the resulted expression



APPENDIX F. NEURAL REWRITER FOR CODE OPTIMIZATION AND BEYONINS&2

Job schedule Job embedding

p1=001,07,A4,=1,T, =2,B; =1 e;=[0.1,0.7,0.1,0.7,0.1,0.7, 0.0, .., 0.0, 1.0]
Job 1 L J

pp =1[02,05],4, =2,T, =3,B, =3 e,=[0.2,0.5,0.8,0.6,0.2,0.5,0.2, 0.5, 0.0, ..., 0.0, 4/3]
Job 2 L )

p3 =[0.6,01],43=3,T3=1,B; =3 e3=[0.6,0.1, 0.8, 0.6, 0.0, ..., 0.0, 1.0]
Job 3

1 2 3 4 5 6

Figure F.3: An example to illustrate the job embedding approach for the job scheduling
problem.

Resource Jobs Scheduling 1 Scheduling 2
Slow
0 Job 1 : T=2A=1 3 down 3 Slow down/ :
N TR ——— \ i 5
Job 3 : T=14=3 1 : Graph representation 1 E Graph representation

1 1 2 3 4 5 6 tme 1 2 3 4 5 ¢ tme

Figure F.4: An example to illustrate two possible job schedules on a single machine and
their corresponding graph representations. Node 0 was added to represent the start of the
scheduling process. For multiple machines, multiple node 0 will be added.

max(a + 2,b+ 2) < a + 2 could be reduced to False. We have tried other approaches of
combining the parent information into the input, but we find that including the embedding
of the entire tree is the most efficient way.

Score predictor. The score predictor is an Lp-layer fully connected network with a
hidden size of Np. For each sub-tree w;, its input to the score predictor is represented as a
2d-dimensional vector [ho; h;], where hg embeds the entire tree.

Rule selector. The rule selector is an Lg-layer fully connected network with the hidden
size Ng, and its input format is the same as the score predictor. A |U/|-dimensional softmax
layer is used as the output layer.

More Details for Job Scheduling Problem

Job embedding. We embed each job into a (D X (T},4: + 1) + 1)-dimensional vector e;,
where T),,, is the maximal duration of a job. This vector encodes the information of the
job attributes and the machine status during its execution. We describe the details of job
embedding as follows. Consider a job v; = (p;, A;,T;). We denote the amount of resources
occupied by all jobs at each timestep t as p} = (p}1, plas ---» Pip). Each job v; is represented as
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a (D X (Tjhae + 1) + 1)-dimensional vector, where the first D dimensions of the vector are
p;, representing its resource requirement. The following D x T} dimensions of the vector
are the concatenation of pjgj, p’Bj 1o p’B], +1,—1, Which describes the machine usage during
the execution of the job v;. When T < T}, the following D x (1},,4, — Tj) dimensions are
zero. The last dimension of the embedding vector is the slowdown of the job in the current
schedule. We denote the embedding of each job v; as e;. The embedding of the machine (i.e.,
vg) is a zero vector eg = 0. Figure shows an example of our job embedding approach,
and Figure illustrates an example of the graph construction.

Model specification. To encode the graphs, we extend the Child-Sum Tree-LSTM
architecture in [244], which is similar to the DAG-structured LSTM in [293]. Specifically, for
a job v;, suppose (hy,c1), (ha, ¢2), ..., (hy, ¢p) are the LSTM states of all parents of v;, then
its LSTM state is:

p p
(hyc) = LSTM(() _hi, Y ci).e)) (F.2)
i=1 =1
For each node, the d-dimensional hidden state h is used as the embedding for other two
components.

Score predictor. This component is an L p-layer fully connected neural network with a
hidden size of Np, and the input to the predictor of job v; is h;.

Rule selector. The rewriting rules are equivalent to moving the current job v; to be a
child of another job v or vy in the graph, which means allocating job v; after job v; finishes
or at its arrival time A;. Thus, the input to the rule selector not only includes h;, but also
hj of all other v; that could be used for rewriting. The rule selector has two modules. The
first module is an Lg-layer fully connected neural network with a hidden size of Ng. For each
job v;, let N; be the number of jobs that could be the parent of v;, and {UJ}Q} denotes the set
of such jobs. For each vjr, the input is [hy; hj};], and this module computes a d-dimensional
vector hj to encode such a pair of jobs. The second module of the rule selector is another
Lg-layer fully connected neural network with a hidden size of Ng. For this module, the
input is a (|| x d)-dimensional vector [h; hy; ...; hiy |, where |[U| = 2W. When N; < |U|,
Wy, 415 Wy 425 - hjyy are set to be zero. The output layer of this module is a |¢/|-dimensional
softmax layer, which predicts the probability of each different move of v;.

More Details for Vehicle Routing Problem

Node embedding. We embed each node into a 7-dimensional vector e;. This vector
encodes the information of the node position, node resource demand, and the current status
of the vehicle. We describe the details of node embedding as follows. Consider a node
v; = ((x,y;),9;), where (x;,y;) is the position, and 0, is the resource demand. We set dy = 0
for the depot (i.e., node 0). Denote Cap as the vehicle capacity. The first three dimensions
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of e; are x;, y;, and J§;/Cap. The next three dimensions of e; are the coordinates of the node
visited at the previous step (set as the depot position for the first visited node) and the
Euclidean distance between v; and the previous node. The last dimension is the amount of
remaining resources carried by the vehicle at the current step, which is also normalized by
the vehicle capacity.

Score predictor. This component is an Lp-layer fully connected neural network with a
hidden size of Np, and the input to the predictor of the node v; is h;, where h; is the output
of the bi-directional LSTM used to encode each node in the route.

Rule selector. The rewriting rules are equivalent to moving a node in the route v; after
another node v/, similar to the job scheduling setting. However, different from job scheduling,
the number of such nodes v, varies among different problems. Thus, we train an attention
module to select v;/, with a similar design to the pointer network [253].

Model hyper-parameters

For both the expression simplification and job scheduling tasks, Ls = Lp = 1. For the vehicle
routing task, Lg = Lp = 2. For all the three tasks, Ng = Np = 256, d = 512.

F.4 More Results for Job Scheduling Problem

We observe that while OR-tools is a high-performance solver for generic combinatorial
optimization problems, it is less effective than both heuristic-based scheduling algorithms and
neural network approaches on our job scheduling problem, especially with more resource types.
After looking into the schedules computed by OR-tools, we find that they often prioritize
long jobs over short jobs, while swapping the scheduling order between them would clearly
decrease the job waiting time. On the other hand, both our neural rewriter and heuristic
algorithms based on the job length would usually schedule short jobs very soon after their
arrival, which results in better schedules.

Table and present the results of ablation study on job frequency and resource
distribution respectively.

To examine how the initial schedules affect the final results, besides earliest-job-first
schedules, we also evaluate initial schedules with different average slowdown. Specifically, for
each job sequence, we generate different initial schedules by randomly allocating one job at a
time.

In Table [F.4] we present the results with D = 20 types of resources. For each job sequence,
we randomly generate 10 different initial schedules. We can observe that although the
effectiveness of initial schedules affects the final schedules, the performance is still consistently
better than other baseline approaches, which demonstrates that our neural rewriter is able to
substantially improve the initial solution regardless of its quality.



APPENDIX F. NEURAL REWRITER FOR CODE OPTIMIZATION AND BEYONINS85

Dynamic Job Frequency | Steady Job Frequency
Earliest Job First (EJF) 14.53 24.23
Shortest Job First (SJF) 3.62 5.00
SJF-offline 2.70 4.26
NeuRewriter (dynamic) 2.56 3.99
NeuRewriter (steady) 2.59 3.94

Table F.2: Experimental results of the job scheduling problem with different distribution of
job frequency.

Uniform Job Resources | Non-uniform Job Resources
Earliest Job First (EJF) 11.06 24.23
Shortest Job First (SJF) 4.51 5.00
SJF-offline 2.76 4.26
NeuRewriter (uniform) 2.73 4.05
NeuRewriter (non-uniform) 3.13 3.94

Table F.3: Experimental results of the job scheduling problem with different distribution of
job resources.

Initial average slowdown <10 [10—-251| > 25

Final average slowdown 3.88 3.90 4.06
Earliest Job First (EJF) 24.23
Shortest Job First (SJF) 5.00
Shortest First Search (SJFS) 4.98
DeepRM 10.18
OR-tools 15.18
SJF-offline 4.26
NeuRewriter 3.94

Table F.4: Experimental results of the job scheduling problem using initial schedules with
different average slowdown. The number of resource types D = 20.

F.5 More Discussion of the Evaluation on Vehicle
Routing Problem

We generate the initial routes for NeuRewriter in the following way: starting from the depot,
at each timestep, the vehicle visits the nearest node that is either: (1) a customer node that
has not been visited yet, and its resource demand can be satisfied; or (2) the depot node, and
the resources carried by the vehicle is less than its capacity. See Figure for examples of



APPENDIX F. NEURAL REWRITER FOR CODE OPTIMIZATION AND BEYONIS86

Model VRP20, Cap30 | VRP50, Cap40 | VRP100, Cap50
NeuRewriter 6.16 10.51 16.10
AM-Greedy 6.40 10.98 16.80
AM-Sampling 6.25 10.62 16.23

Nazari et al. (RL-Greedy) 6.59 11.39 17.23
Nazari et al. (RL-BS(5)) 6.45 11.22 17.04
Nazari et al. (RL-BS(10)) 6.40 11.15 16.96
CW-Greedy 7.22 12.85 19.72
CW-Rnd(5,5) 6.89 12.35 19.09
CW-Rnd(10,10) 6.81 12.25 18.96
SW-Basic 7.59 13.61 21.01
SW-Rnd(5) 7.17 13.09 20.47
SW-Rnd(10) 7.08 12.96 20.33
OR-Tools 6.43 11.31 17.16

Gurobi (optimal) 6.10 - -

Table F.5: Experimental results of the vehicle routing problems.

the initial solutions. In this way, the average tour length is 7.74 for VRP20, 13.47 for VRP50,
and 20.36 for VRP100. Note that these results are even worse than the classic heuristics
compared in Table [F.5

Table presents more results for vehicle routing problems, and Figure [F.5] shows an
example of the rewriting steps performed by NeuRewriter.

For generalization results, note that after training on VRP50, NeuRewriter achieves an
average tour length of 17.33 on VRP100 (See Figure in the mainbody of the paper).
This is better than 18.00 reported in [186], suggesting that our approach could adapt better
to different problem distributions.

F.6 More Results for Expression Simplification

In Figures and we present some success cases of expression simplification, where we
can simplify better than both the Halide rule-based rewriter and the Z3 solver.
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(c) Steps 2-5. (d) Step 6.

Figure F.5: An example of the rewriting steps for a VRP20 problem. The square is the depot,
and circles are customer nodes. The customer node sizes are proportional to their resource
demands. At each stage, red edges are to be rewritten at the next step, and green edges are
rewritten ones. The tour length of the initial route is 7.31, and the final tour length after
rewriting is 5.98.
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Figure F.6: The rewriting process that simplifies the expression ((v0—v1+18)/35%35+35) <

w0 — vl + 119 to 34 < (v0 — v1 + 13)%35.

e —r
(b) Step 1.
34
L
(d) Step 3.
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Figure F.7: The rewriting process that simplifies the expression ((v0 — vl + 12)/137 % 137 +
137) < min((v0 — vl + 149) /137 % 137,00 — v1 + 13) to 136 < (v0 — vl + 12)%137.
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Appendix G

Neural-Symbolic Reader for Reading
Comprehension

G.1 DMore details about the input preprocessing

We preprocess the input passages and questions in a similar way as the input preprocessing
of DROP dataset described in [11]. Specifically, to facilitate the usage of BERT, we split up
the documents longer than L = 512 tokens. Meanwhile, we extract the locations and values
of the numbers, so that they can be retrieved via indices when applying numerical operators.
We apply the same input preprocessing on MathQA as well.

G.2 DMore discussion about the domain specific
language

To better support numerical reasoning, sometimes we need to leverage pre-defined constants
for our computation. On MathQA, we have shown that applying the constant 3600, which is
provided in their pre-defined question-agnostic constant list, is necessary for the calculation
in Table Meanwhile, we find that defining such a constant list is also helpful on DROP
benchmark. For example, a variant of the sample numerical operation question in Table [8.7
is “How many people, in terms of percentage, were not either solely white or solely African
American?”, and such questions are included in DROP dataset as well. In this case, unless we
are able to use the number 100 in our calculation, there is no way to obtain the correct answer.
Again, previous works design specialized modules to deal with such questions, which is the
main role of the negation module illustrated in Figure 8.1} On the contrary, we introduce
a constant list that is callable for every question, so that the model can learn to apply any
constant covered in the list, without the need of manually designing separate modules for
questions requiring different constants.

In our evaluation, for DROP, we used [100, 12, 28,29, 30, 31, 1, 0] as the constant list, which
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is helpful for percentage and date time calculation. For MathQA, we used the constant list
provided in their public dataset, which includes 23 constants that cover common conversion
between different units, domain-specific constants for geometry, physics and probability, etc.

G.3 More details about the model architecture

Reader

The reader implementation is largely the same as [11]. Specifically, for the embedding
representation of the reader component, we feed the question and passage jointly into BERT,
which provides the output vector of each input token t; as e;. Unless otherwise specified,
the encoder is initialized with the uncased whole-word-masking version of BERT arar. We
denote the size of e¢; as Hj.

Programmer

The core architecture of the programmer is a 1-layer LSTM with the hidden size of H = 512.
To formally describe the input space and output space of the programmer, we denote R as the
size of the reserved tokens, which include both operators and constants in a domain-specific
language, and the special start and end tokens [GO] and [EOF]; and L = 512 as the total
number of the question and passage tokens in a single sample. Samples with fewer than
L = 512 tokens will be padded with [EOF] tokens to achieve this length. In the following, we
discuss the details of each component.

Input embedding. At each timestep, the programmer could generate a program token
from: (1) the reserved tokens of the domain-specific language; and (2) the input question
and passage tokens. The embedding of the i-th reserved token is

T
hT’i :ETTZ'

Where E, is a trainable embedding matrix of size R x H, and r; is the one-hot encoding
of the token.
For the i-th token in the input question and passage token list, their embedding is

htl = Ptel-
Where P, is a trainable projection matrix of size H x H,.
Attention module over the input. At each timetstep T, let [pi,po,...,pr—1] denote

the list of program tokens that are already generated in previous timesteps, and we define
[hpo, hp1, hpa, ..., hpr—1] as the decoder history, where hpg is the embedding vector of the [GO]
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token calculated as above; [hpy, hps, ..., hpr_1] are H-dimensional vectors corresponding to
the generated program token list, and we will discuss how they are computed later.
Denote (hr,cr) = LSTM(hpr_1, (hr—1,cr—1)) as the hidden state of the LSTM decoder
at timestep T, where (ho, ¢o) is the trainable initial state, and hpr_; is the LSTM input.
For each of hp; in the decoder history, we compute

vh; = Wphp;

Where W}, is a trainable matrix of size H x H.
The attention weight of each hp; in the decoder history is computed as

exp(hlvh;)
Z;F:_Ol exp(htvh;)

The attention vector of the decoder history is thus

T-1

atty, = thi - hp;
i=0
This formulation is similar to the attention mechanism introduced in prior work [20].
Correspondingly, we compute the attention vector of the passage tokens att,, and the attention
vector of the question tokens att,.
Afterwards, we compute

vp = W, [atty; atty; att,; hy)

Where W, is a trainable matrix of size H x 4H, and [a; b] denotes the concatenation of a

and b.

Program token prediction. We compute another attention vector of the question tokens
att; in a similar way as above, but with a different set of trainable parameters. Then for each
input token, we have

hr; = P'[hr;; hr; o att]]

Where P’ is a trainable matrix of size H x 2H, and o is the Hadamard product.
Let H7. be a (R+ L) x H-dimensional matrix, where the first R rows are hr} for 0 <1i < R,
and the next L rows are ht, for 0 <i < L. Then we compute

!/ /

Where w/,; denotes the weight of selecting the i-th token as the next program token. This
design is similar to the pointer network [253].
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Note that a valid program should satisfy the grammar constraints, for instance, those listed
in Table on DROP dataset. Therefore, we compute a mask my as an (R + L)-dimensional
vector, where mp; = 1 when the i-th token is a valid next program token, and my; = 0 if it
is invalid. In the following, we take the DROP dataset as the example, and list some sample
rules for mask generation:

(1) At the beginning of the program generation, mp; = 1 iff the i-th token denotes an
operator;

(2) When the previous generated program token py_; is PASSAGE_SPAN, then my; = 1 iff
the i-th token is from the passage. Similarly, if pr_; is QUESTION_SPAN, then my; = 1 iff the
i-th token is from the question.

(3) As discussed in Appendix , we preprocess the data to extract the locations and
values of numbers in the input question and passage, thus we can leverage it to generate
masks for numerical calculation operators. Specifically, when pr_; € {DIFF, SUM, VALUE},
myp; = 1 iff the i-th token is from the constant list, or a number from either the input question
or the passage.

With the generated program mask, we compute

wr = wyp — C(1 —my)

Where C' is a large positive constant to ensure that the weight of an invalid program
token is much smaller than the valid program tokens. In practice, we use C' = 1le6. Such
a grammar-based decoding process is a common practice in order to ensure the syntactic
correctness of the generated programs [143], 160, 135].

Afterwards, the model predicts pr = arg max;(wr) as the next program token. We can
also apply the beam search for decoding, but we find that the greedy decoding is already
sufficient to provide good results, while the inference process is also much faster than the
beam search.

Finally, hpr = H’TpT is the vector representation corresponding to pr, which is appended
to the decoder history for generating the next program token.

G.4 More details about training

Data augmentation

In this section, we discuss the details of our data augmentation process for counting and
sorting questions on DROP. To obtain training samples for counting questions with ground
truth annotations, starting from the span selection questions in the training set, we filter out
those questions that either can be answered by using the QUESTION_SPAN operation, or do not
start with any interrogative in [“What”, “Which”, “Who”, “Where”|. Afterwards, we replace
the interrogative with “How many”, and modify the ground truth program correspondingly.
In this way, we can augment 15K additional questions for counting in DROP training set.
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To annotate the key-value pairs, for each entity recognized by the CoreNLP tool, we
search for the numbers that are in the same clause as the entity, i.e., not separated by any
punctuation mark, and discard those entities that do not have any nearby number satisfying
this constraint. Afterwards, we filter out those questions that do not include any superlative
in [“longest”, “shortest”, “largest”, “smallest”, “most” and “least”]. For the remaining
questions, we call each of the sorting operations, i.e., ARGMAX, ARGMIN, MAX, MIN, with all
extracted key-value pairs as the arguments. For ARGMAX and MAX operators, the key-value
pairs are sorted in the descending order of their values; for ARGMIN and MIN operators, they
are sorted in the increasing order of their values. If any of the resulted sorting program
yields the correct answer, the program is included into the training set. In this way, we can
annotate 0.9K questions using ARGMAX or ARGMIN operations, and 1.8K questions using MAX
or MIN operations in DROP training set.

Training configuration

For the training algorithm described in Algorithm [3] the initial threshold ag = 0.5, and the
decay factor v = 0.5. We perform early stopping when both exact match and F1 score on
the development set do not improve for two consecutive training iterations. For both DROP
and MathQA datasets, the training typically takes around 50K ~ 60K training steps.

For both tasks in our evaluation, we train the model with Adam optimizer, with an initial
learning rate of 5e-5, and batch size of 32. Gradients with L, norm larger than 1.0 are
clipped.

G.5 Examples of wrong annotations on DROP

Table lists some examples of wrong annotations in DROP training set. Specifically, the
first annotation is wrong because the crowd worker simply counts the number of field goals
included in the entire passage, without considering the constraints of lengths and the kicker’s
name; on the other hand, the second mistake comes from the wrong numerical calculations.
For both samples, the highest likelihood among all programs with the annotated answer is
smaller than le-4, thus are not included during training, which is why the thresholding helps
significantly.

G.6 Examples of wrong predictions on DROP

Table presents some error cases of NeRd on DROP development set.
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Passage Question Ground truth
... but had to settle for a 23-| How many field goals shorter 3
yard field goal by kicker | than 30 yards did Matt
Matt Bryant ... Bryant kick?
. from a sample of 40 Sher- | How many more Sherman 22

man tanks, 33 tanks burned | tanks burned out than sur-
(82 percent) and 7 tanks re- | vived in the Normandy Cam-
mained unburned ... paign?

Table G.1: Some samples in DROP training set with the wrong annotations, which are
discarded by NeRd because none of the annotated programs passes the threshold of our
training algorithm.
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Question Passage Question Prediction
type
Question The campaigns of 1702 | What happened | Prediction:
span and 1703 showed his lim- | first, the Hague | QUESTION _SPAN(7,10)
itations as a field officer...| campaigns  as | Result: “campaigns as
In early 1704 , he spoke | field officer or | field officer”
with the envoy of Savoy | he spoke with | Ground truth: “cam-
about possible opportunities | envoy of Savoy | paigns of 1702 and 1703”
in their army ... for opportunities
in the army?
Counting The five regions with | How many ar-| Prediction: COUNT(
the lowest fertility rates were | eas had a fertility | PASSAGE_SPAN(216,
Beijing (0.71), Shanghai | rate of .747 216),
(0.74), Liaoning (0.74), PASSAGE_SPAN(223,
Heilongjiang (0.75) ... 223),
PASSAGE_SPAN(230,
231))
Result:
COUNT(“'Beijing”,
“Shanghai”, “Liaoning”) =
3
Ground truth: 2
Sorting ... to set up Nugent’s career- | How many yards | Program:
long 54-yard field goal to | was the longest | MAX(VALUE(16),
give the Jets a 9-3 lead ... | field goal? VALUE(20))
The half ended when Brown Result: MAX(54, 59) =
came up five yards short on 59
a b9-yard field goal attempt Ground truth: 54

Table G.2: Examples of wrong predictions on DROP dev set.
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Appendix H

Compositional Generalization via
Neural-Symbolic Stack Machines

H.1 Discussion of the Benchmark Selection for
Evaluation

Given that NeSS achieves impressive results on synthetic natural language benchmarks in
our evaluation, one question is whether it could also improve the performance on commonly
used natural language datasets, e.g., large-scale machine translation benchmarks. However,
note that most existing natural language benchmarks are not designed for evaluating the
compositional generalization performance of models. Instead, the main challenge of those
datasets is to handle the inherently ambiguous and potentially noisy natural language inputs.
Specifically, their training and test sets are usually from the same distribution, and thus
do not evaluate compositional generalization. As a result, we did not run experiments on
these datasets. Instead, our evaluation focuses on standard sequence-to-sequence generation
benchmarks used in previous works on compositional generalization. Such benchmarks are
typically constructed with synthetic grammars, so that it is easier to change training and test
distributions. We consider improving compositional generalization for more natural inputs as
future work.

H.2 More Details of the Stack Machine

We present the sample usage of our machine with a more complex example on SCAN
benchmark in Figure [H.1 In the following, we provide a more detailed explanation of our
CONCAT_M and CONCAT_S operations based on this example. Specifically, when executing the
CONCAT M operation at step 10, we first concatenate all items in the stack top and the memory
as a list, i.e., [[JUMP], around, [RTURN]] in this case. Next, according to the argument
2, 0], the items with indices 2 and 0 are selected and concatenated, which results in the
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sequence [RTURN, JUMP]. Afterwards, this new sequence replaces the original content in the
memory, and the selected item in the stack top, i.e., [JUMP], is removed from the stack top.
On the other hand, the token “around” is kept in the stack top, because it is not selected for
CONCAT M. The argument selection for CONCAT_S is similar, except that this operation puts
the generated sequence in the stack top.

In Figure [H.2] we present how our machine supports the REDUCE operation defined in the
parsing machine of [48], which is designed for context-free grammar parsing.

H.3 More Details of the Neural Controller
Architecture

We present the neural controller architecture in Figure |[H.3| and we describe the details below.

Machine status encoder. We use a bi-directional LSTM LST M;,, to encode the token
sequence in the input queue, and use the LSTM output for tok as its vector representation
etor- We use two separate bi-directional LSTMs LST'M,,, and LSTM,,. to encode the top 2
stack frames respectively. The LSTM output at the last timestep is used as the embedding
of the 2 stack frames, denoted as e, and ey.. Similarly, another LSTM LST M), is used to
encode the memory, and we denote the embedding as e);. Note that we always add an [EQS]
token when computing the embedding for stack frames and memory, even if they are empty.

REDUCE argument predictor. The REDUCE instruction takes the top stack frame as the
input, and outputs a token sequence in the target vocabulary as the arguments, denoted
as prepuce(arglécur). We design the REDUCE argument predictor as a standard LSTM-based
sequence-to-sequence model with attention, and the argument generation process terminates
when an [E0S] token is predicted. The output at the last timestep of the LSTM decoder is
used as the embedding of the entire reduced sequence, and it replaces the embedding vectors
originally in the top stack frame.

CONCAT M and CONCAT_S argument predictors. We design the same architecture for
CONCAT M and CONCAT_S argument predictors, but with different sets of model parameters,
and we discuss the details for CONCAT M as follows. Firstly, we use a bi-directional LSTM to
compute an embedding vector for each element in the top 2 stack frames and the memory.
Note that the stack frames and memory include tokens in the source vocabulary that are
directly moved from the input queue using the SHIFT instruction, as well as sequences
generated by previous REDUCE, CONCAT M and CONCAT_S instructions that consist of tokens in
the target vocabulary. To select the arguments for CONCAT_M and CONCAT_S, we only consider
token sequences in the target vocabulary that are included in the top stack frame and the
memory as the candidates. However, when computing the embedding vectors, we still include
other elements in the top 2 stack frames and the memory, so as to encode the context
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Figure H.1: A more complicated usage of the stack machine for SCAN benchmark.
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Figure H.2: An illustrative example of our stack machine for context-free grammar parsing.
This example showcases the execution steps that are equivalent to a REDUCE operation defined
in the parsing machine of [48]. CONCAT_M is used to select the children for the generated tree,
REDUCE is used to generate the non-terminal, and CONCAT_S is used to construct the tree.
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Figure H.3: The neural architecture for the machine controller. The dotted arrows indicate
the update of machine status representation after executing the corresponding instructions.
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information. We keep an additional embedding vector of the [E0S] token for argument
prediction, which could be selected to terminate the argument generation process. We utilize
a pointer network architecture [253] to select indices from the input element list as arguments,
and the argument generation process terminates when it selects [EOS] token as the argument.
The output at the last timestep of the pointer network is used as the embedding of the
generated sequence, and it replaces the embedding vectors originally in the memory. We
denote the two generators as peoncar m(arg|ecur; €pre, €rr) and peoncar_s(arglecur, Epre, €rr)-

Latent category predictors. Both source and target category predictors include a classifi-
cation layer followed by an embedding matrix. Specifically, for the source category predictor,
given ey, as the input, the classification layer is a |Cs|-dimensional softmax layer, which
predicts a probability distribution of the category that the input word tok belongs to. Let
cior be the category that tok belongs to, another embedding matrix E. is used to compute
an embedding vector ec;,,. Similarly, given an embedding vector of a token sequence s in the
target language, denoted as ey, the classification layer of the target category predictor predicts
a |Cy]-dimensional probability distribution indicating the category of the sequence s, then
another embedding matrix is used to compute an embedding vector describing the categorical
information of the token sequence. Note that when a SHIFT instruction is executed, we still
put the embedding vector e, to the stack top instead of its categorical embedding, since
different tokens in the same category could be processed with different REDUCE arguments.
For example, “left” should be reduced into “LTURN”, while “right” should be reduced into
“RTURN”. On the other hand, the categorical predictions for the target language are used for
subsequent predictions of both operators and arguments. We set the number of categories |Cy|
and |Cy| for source and target languages as their vocabulary sizes, to support the degenerate
mapping that considers each token as a separate category.

H.4 More Details for Training

We outline the training algorithm in Algorithm [6] In the algorithm, we denote the predic-
tion probability distribution of the operator predictor as p,p, and the argument prediction
probability distribution as pugs.

Rule extraction. Our recursive machine design enables us to extract rules learned from
previous lessons. For each execution step in a learned trace, we denote a tuple of (machine
status, operator) as an extracted rule for operator prediction, where the machine status
includes the contents of the top 2 stack frames, the memory, and the next token tok in the
input queue.

Similarly, we keep 3 rule sets for REDUCE, CONCAT M and CONCAT_S argument prediction
respectively, where the machine status includes the information used as the input to the
corresponding predictors. For example, the ruleset for REDUCE argument prediction includes
tuples of (stack top, argument). Therefore, after we extract the rules from NeSS trained
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Figure H.4: Sample spurious traces on SCAN benchmark, which could be pruned by rule
extraction. The wrong predictions of operators and arguments are marked with red.



APPENDIX H. COMPOSITIONAL GENERALIZATION VIA NEURAL-SYMBOLIC
STACK MACHINES 203

Algorithm 6 Training algorithm for NeSS

Input: training lessons L, the i-th lesson L; = {(x;;, yij)}j-v;'l, a model p’
The extracted ruleset R < ()
The current training data D < ()
for L; € L do
D+ DUL,
repeat
for each batch B; = {(xk,yk)}f:]l € D do
T; < TraceSearch(p’, B;, R)
Ops; < operator traces in T}
args; = REDUCE, CONCAT_M, CONCAT_S arguments in 7T;
// OEs, OEt: latent category supervision for the source and target languages.
OFEs;, OEt; < OEExtraction(B;, T})
Lossqp +— — logpgp(Opsj), LosSgrgs — — logpgrgs(argsj)
Lossog + —(logp?.(OFs;) + log p!.(OEt;))
Loss < LosSop + L05Saes + LOSSoOR
Update 6 to minimize Loss
end for
until No more non-degenerate execution traces are found with the search.
R < RuleExtraction(p’, L;)
end for

on SCAN; its REDUCE ruleset should be as follows: {(run, [RUN]), (jump, [JUMP]), (look,
[LOOK]), (walk, [WALK]), (left, [LTURN]), (right, [RTURN]), (turn left, [LTURN]), (turn
right, [RTURN])}. The extracted ruleset for the few-shot learning and context free grammar
parsing tasks also largely follow the pre-defined ground truth grammar. For the compositional
machine translation benchmark, the main extracted REDUCE rules include: {(i am, [je suis]),
(i am not, [je ne suis pas]), (you are, [tu es]), (you are not, [tu n es pas|), (he is, [il est]), (he
is not, [il n est pas]), (she is, [elle est]), (she is not, [elle n est pas]), (we are, [nous sommes]),
(we are not, [nous ne sommes pasl), (they are, [elles sont]), (they are not, [elles ne sont pas]),
(very, [tres]), (daxy, [daxiste])}.

Note that we do not extract rules for degenerate execution traces, unless the length of
the output sequence is 1, which suggests that the degenerate execution trace is the most
appropriate one.

Speed up the trace search with extracted rules. To further speed up the trace
search during the training process, we utilize the rules extracted from previous lessons, and
prioritize their usage for the trace search in the current lesson. In Figure [H.4] we provide
some examples of spurious traces without leveraging the rules extracted from previous lessons.
For example, in the spurious trace for “walk after jump” shown in Figure [H.4a] “walk” and
“jump” are wrongly reduced into “JUMP” and “WALK?” respectively, and with the wrong
CONCAT_S argument, the output sequence still matches the ground truth. Besides the wrong
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arguments, a spurious trace could also get the operators wrong, as shown in Figure [H.4b In
this spurious trace, a REDUCE operation is applied to the word “twice”. Given that “jump”,
“walk” and “twice” already appear in previous lessons including shorter sentences, ideally,
a well-trained model is supposed to perfectly memorize them. However, since our trace
search is a sampling process, such spurious traces are still possible, especially when the input
sequences become long. With the rule extraction process for training, NeSS prioritizes traces
where the operators and arguments do not conflict with the learned rules, e.g., those with
the correct REDUCE arguments for “walk” and “jump”, and the correct operations for “twice”.
Specifically, when NeSS encounters a machine status that is already included in the rule
set extracted from previous lessons, NeSS directly applies the corresponding rule, and only
searches for other operations when it cannot find any trace consistent with the extracted rule.

Training for latent category predictors. During the training process, when we encounter
two instances that are considered as potentially operationally equivalent, we first feed one of
the instances into the latent category predictor, and randomly sample a category index based
on the probability distribution computed by the predictor. Afterwards, we set this category
index to be the ground truth category for both the two instances. If the first occurrence
of one instance is in an earlier lesson than another one, then we sample the category index
based on the prediction probability distribution computed for this instance, otherwise we
arbitrarily select one instance from them.

H.5 Implementation Details

Curriculum design. For SCAN benchmark, we split the training set into 6 lessons. The
first 4 lessons include samples with an input sequence length or an output sequence length of
1, 2, 3 and 4 respectively. The fifth lesson includes all samples with an input sequence length
larger than 4, and a maximal output action sequence length of 8. The sixth lesson includes
the rest of training samples.

For the compositional machine learning benchmark, the curriculum is designed with the
increasing order of length of the English sentences, where the first lesson includes the shortest
sentences with 3 words, e.g., “I am daxy” and “you are good”, the second lesson includes
the sentences with 4 words, etc. Note that each English sentence in this dataset includes no
more than 9 words.

Trace search for training. When searching for non-degenerate execution traces, the
length limit of the REDUCE argument predictor is 2 for SCAN and the context-free grammar
parsing tasks, and 5 for the compositional machine translation task. No length limit is set
for the CONCAT M and CONCAT_S argument predictors. No length limit is set for the REDUCE
argument predictor during the inference time, which allows it to produce degenerate execution
traces.
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For each training sample, the model searches for at most 256 execution steps to find a
non-degenerate trace, and if no such trace is found, a degenerate trace is used for training.
The execution steps are counted by the number of operators, e.g., the trace in Figure [H.1
includes 21 execution steps. We use a simple trick to further speed up the trace search.
Note that when the sequence generated in an intermediate execution step is already not a
substring of the ground truth output sequence, this operation cannot be correct. In this case,
we backtrack to the previous step, and sample another different operation to execute.

Other training hyper-parameters. We train the model with the Adam optimizer, the
learning rate is le-3 without decaying, and the batch size is 256. We do not use dropout for
training. The model parameters are uniformly randomly initialized within [-1.0, 1.0]. The
norm for gradient clipping is 5.0. We perform an evaluation for the model after every 200
training steps, and the model usually converges to the optimum within 3000 training steps.

Model hyper-parameters. Each bi-directional LSTM used in the neural controller includes
1 layer, with the hidden size of 256. The embedding size is 512.

H.6 More Results on the Context-free Grammar
Parsing Task

In Table , we present the results including all different setups and baselines in [48].
Specifically, Stack LSTM, Queue LSTM, and DeQue LSTM are designed in [96], where they
augment an LSTM with a differentiable data structure.

H.7 More Details of the Few-shot Learning Task

Figure shows the full dataset used for the few-shot learning task in our evaluation.
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Primitives

dax @ wif @

lug @ zup

Function 1

lugfep @@ @®

daxfep @@ @

Function 2

lug blicket wif @ ® @

wif blicket dax ® ® ®

Study instructions

Function 3

lug kiki wif ® @

dax kikilug @ @

Function compositions

lug fep kiki wif (X X X J

wif kiki dax blicketlug ® ® ® ®

lug kiki wif fep (X X X ]

wif blicket dax kikilug @ ® ® ®

Test instructions

Function 1

zup fep 88%

Function 2

zup blicket lug [ ] 79%

dax blicketzup @ ® @ 88%

Function 3

zup kiki dax [ ] 86%

wif kiki zup ® 86%

Function compositions

zup fep kiki lug [ ]
wif kiki zup fep [ J
lug kiki wif blicket zup (XX X J

zup blicket wif kiki daxfep @ @ ® ©® ®

zup blicket zup kiki zup fep

206

85%
85%
65%
70%

75%

Figure H.5: The full dataset used for the few-shot learning of compositional instructions.
This figure is taken from |150], where the percentage after each test sample is the proportion
of human participants who predict the correct output.
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Table H.1: The full experimental results on context-free grammar parsing benchmarks

proposed in [48].

While-Lang

. NeSS Neural
Train Test (ours) Parser Seq2seq  Seq2tree

Stack

Queue

DeQue

LSTM LSTM LSTM

= Training  100%  100%  81.29%  100%  100%  100%  100%
Z  Test-10 100%  100% 0% 0.8% 0% 0% 0%
£ Test-100 100% 100% 0% 0% 0% 0% 0%
5 Test-1000 100%  100% 0% 0% 0% 0% 0%
©  Test-5000 100%  100% 0% 0% 0% 0% 0%
Training 100%  100%  94.67%  100%  81.01% 72.98% 82.59%

= Test-10 100% 100%  20.9%  88.7%  22%  0.7% = 2.8%
£ Test-100 100% 100% 0% 0% 0% 0% 0%
Test-1000 100%  100% 0% 0% 0% 0% 0%
Training 100%  100%  87.03%  100% 0% 0% 0%

2 Test-50 100% 100%  86.6%  99.6% 0% 0% 0%
2 Test-500 100%  100% 0% 0% 0% 0% 0%
Test-5000 100%  100% 0% 0% 0% 0% 0%

Lambda-Lang

) NeSS Neural Stack  Queue DeQue
Train — Test o rs)  Parser D0d25¢d BeA20CC pornp pey LSTM
= Training  100%  100%  96.47%  100%  100%  100%  100%
2 Test-10 100%  100% 0% 0% 0% 0% 0%
£ Test-100 100% 100% 0% 0% 0% 0% 0%
E  Test-1000 100%  100% 0% 0% 0% 0% 0%
© Test-5000 100%  100% 0% 0% 0% 0% 0%
Training 100%  100%  93.53%  100% 0%  95.93% 2.23%

= Test-10 100% 100%  86.7%  99.6% 0% 6.5%  0.1%
2 Test-100 100%  100% 0% 0% 0% 0% 0%
Test-1000 100%  100% 0% 0% 0% 0% 0%
Training 100%  100%  66.65% 89.65% 0% 0% 0%

2 Test-50 100% 100%  66.6%  88.1% 0% 0% 0%
2 Test-500 100% 100% 0% 0% 0% 0% 0%
Test-5000 100%  100% 0% 0% 0% 0% 0%
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