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Abstract

Disruptive Research on Distributed Machine Learning Systems

by

Guanhua Wang

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Ion Stoica, Chair

Deep Neural Networks (DNNs) enable computers to excel across many different applications
such as image classification, speech recognition and robotic control. To accelerate DNN
training and serving, parallel computing is widely adopted. System efficiency is a big issue
when scaling out. High communication overheads and limited on-device memory are two
major causes for system inefficiency in distributed machine learning.

This dissertation studies possible ways to mitigate communication bottlenecks and achieve
better on-device memory utilization in data and model parallelism for distributed machine
learning workloads.

On the communication side, our Blink project mitigates communication bottleneck in data
parallel training. By packing spanning trees rather than forming rings, Blink achieves higher
flexibility in arbitrary networking environments and provides near-optimal network through-
put. To eliminate the communication in model parallel training and inference, we go above
from system layer to application layer. Our sensAI project decouples a multi-task model
into disconnected subnets, where each subnet is responsible for decision making of a single
task or a subset of the original task-set.

Towards better utilization of on-device memory, our Wavelet project intentionally adds task
launching latency to interleave peak memory usage across different waves of training tasks
on the accelerators. By packing multiple training waves on the same accelerator, it improves
both computation and on-device memory utilization.
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Chapter 1

Introduction

1.1 Motivation

Machine learning (ML) becomes one of the paramount technologies in recent decades [1].
Machine learning [2] and Artificial Intelligence (AI) [3] in general are regarded as major
components for the fourth Industrial revolution in the human history [4].

To handle complicated tasks in computer vision [5][6][7], speech recognition [8][9] and
robotic control [10], deep neural networks (DNNs) stands out and becomes the main force
in machine learning area over the last decade. Influential models like AlexNet [5], BERT [8],
AlphaGo [11] enable computers to excel over human in a broad spectrum of tasks like image
classification, natural language processing and game playing.

To achieve better intelligence and higher model serving accuracy, both the input data
size [12] and deep learning model size [13] are growing drastically. Taking computer vision
area as an example, from CIFAR-10/100 [14] to ImageNet-1K [15] dataset, the number of
images increase from 60k to over 1.2 million. In addition, the image resolution also grows
a lot from CIFAR’s 32x32 pixels to ImageNet’s 256x256 pixels. On the model side, from
GoogLeNet [16] to recent AmoebaNet series [17], the number of parameters almost increase
200 times. More astonishing numbers can be found in the Natural Language Processing
(NLP) domain [18][19]. Taking transformer-based model GPT-3 [13] as an example, the
number of parameters can be up to 175 billions. And the model is trained for around 300
billion tokens.

Given these giant models and enormous amount of input data, it is almost impossible to
conduct model training or serving on a single accelerator. Thus, distributed model training
and serving paradigms are widely adopted [20][21]. These distributed machine learning
systems mainly focus on collectively using multiple accelerators (e.g., GPUs) to execute
in-parallel model training and serving tasks [22][23]. System efficiency is a big issue when
scaling out to tens, hundreds or even thousands of accelerators. More specifically, high
communication overhead and limited on-device memory are two major causes of system
inefficiency in large-scale machine learning systems.
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In this thesis, we study possible ways to improve system efficiency in both communication
and on-device memory aspects. We aim to mitigate network communication bottleneck
and improve on-device memory usage for distributed machine learning workloads. We next
summarize the goals and contributions of this dissertation.

1.2 Thesis Contributions

For distributed DNN training and serving, two main parallel paradigms are data parallelism
and model parallelism. In data parallelism, each machine or accelerator holds a full copy of
the model and conduct local training or serving on a dis-joint subset of the input data [24][25].
In model parallelism, each device only maintains one partition of the whole model and
executes training or serving on the same shared input data [26][20][27].

Model synchronization is a major communication overhead in data and model parallel
training. In data parallelism, since all the workers are trained on separate input data parti-
tions, model synchronization is needed to synchronize model parameters among all the work-
ers involved. In recent model parallel training system like Megatron-LM [28], synchronization
using collectives (e.g., All-Reduce) is also required to aggregate partial matrix-multiplication
results. Collective communication is the main-stream scheme for model synchronization in
modern distributed machine learning frameworks [29][23][30]. Different companies provide
their own collective communication libraries, such as NCCL [31] from Nvidia, Horovod [32]
from Uber and Gloo [33] from Facebook. All of them focus on building rings in the given
network topology to conduct collective communication. Our Blink project [34] adopts a dif-
ferent approach with topology-awareness. By packing maximum number of spanning trees
in the topology, we achieve higher link utilization than ring-based schemes. Our Blink solu-
tion can also achieve near-optimal network throughput performance given arbitrary network
topology and heterogeneity.

In model parallel training and serving, different workers also need to communication
intermediate results like activations and gradients [20][35][36] in each iteration. To elimiate
the communication among different nodes holding different model partitions, we propose
sensAI project [37]. By applying a divide-and-conquer paradigm, we split a multi-task
model into a bunch of disconnected subnets, where each is responsible for decision making
of a single task.

Lots of DNN training and serving jobs are memory bounded [38][39]. To achieve higher
accelerator utilization, previous literature propose to multiplex multiple jobs on each accel-
erator [38][40]. However, job-multiplexing on the same device introduces extra overheads,
such as frequent context switching [41] or data loading from disk storage [42], inter-job inter-
ference [38], extra memory footprints for holding multiple models inside device memory [40].
More importantly, these job-multiplexing schemes cannot speed-up the training progress of
a single job. Our Wavelet project [43] provides an generic and efficient way to improve ac-
celerator utilization in the single job case. By intentionally adding task launching latency,
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we interleave peak memory usage among different training waves of a single job. Thus we
can improve both computation and on-device memory usage in the single job case.

In this thesis, we incorporate our previous research work in distributed machine learning
systems, namely Blink [34], sensAI [37] and Wavelet [43]. For accelerators, we limit our
discussion to Nvidia GPUs [44]. And our approaches should be generally applicable to other
hardware accelerators like TPUs [45], FPGAs [46] and other ASIC chips [47][48].

Contributions: We summarize the main contributions of this thesis as follows:

• By packing spanning trees rather than forming rings, Blink achieve higher throughput
than ring-based solutions given arbitrary network environments.

• To eliminate the communication in model parallelism, we propose sensAI as an divide-
and-conquer approach. By decoupling a multi-task model into multiple disconnected
single-task subnets, we remove the communication among these subnets.

• By interleaving peak memory usage among multiple training waves of a single job,
Wavelet improves accelerator utilization on both computation side and on-device mem-
ory side.

1.3 Thesis Organization

This thesis is organized as follows. Starting with Chapter 1, we discuss the motivation of
this dissertation and our main contributions.

Chapter 2 provides more detailed explanations of deep learning models, distributed
paradigms. We first describe training and serving stages of deep learning models. Then
we discuss two main distributed methods as data parallelism and model parallelism.

Chapter 3 studies collective communication schemes, which is the modern model syn-
chronization method for both data and model parallel training. The key issue of existing
ring-based solution is some hardware links would be wasted if these links cannot form a
new ring. We develop Blink [34] to tackle this issue. We abandon ring-based solution and
use spanning trees to achieve higher flexibility and provide near-optimal performance given
arbitrary network environments.

Following that Chapter 4 presents a new technique to decouple DNN model into dis-
connect subnets. Thus, we can eliminate communication in model parallel training and
inference. Here we mainly explain our sensAI [37] approach in Convolution Neural Networks
(CNNs) setting.

We next study how to improve GPU memory utilization in single DNN training job case
as Chapter 5. We argue that gang scheduling policy [49][50][51] may under-utilize the limited
on-device memory. In Wavelet project [43], we propose a novel yet simple scheduling policy
called tick-tock. We profile and interleave peak memory usage among multiple training waves
on the same group of GPUs. Thus, it can achieve near-optimal device memory usage and
consequently increase the computation core usage.
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Finally, Chapter 6 discusses future research directions for distributed machine learning
systems. We then conclude this thesis with a summary of our main results.
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Chapter 2

Background

2.1 Deep Learning Models

Deep learning becomes the hottest topic in machine learning research for the last decade.
Deep learning models in computer vision, natural language processing and reinforcement
learning enable machine to excel across a wide range of difficult tasks such as object detec-
tion [52][53], question answering [8][54] and robotic control [10][55].

As shown in Figure 2.1, A normal DNN model consists of input layer, several hidden
layers and an output layer. And each layer includes several neurons, where each neuron can
often be regarded as a weight matrix. Communication is usually needed between adjacent
layers of the model. And normally no communication is needed among neurons within each
layer.

Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer

In
pu

t

O
ut

pu
t

Figure 2.1: A toy example of normal deep learning model.
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Figure 2.2: Forward propagation and backward propagation in DNN model training.

For instance, in CNN models, the model layers are mainly convolution layers [56] with
Max-Pooling and ReLU (Rectified Linear Unit) layers in between [57]. And the models usu-
ally end with several fully-connected (FC) layers. To solve the internal covariate shift issue,
modern ConvNets adopt Batch Normalization (BN) [58] to improve model serving accuracy.
In deep Reinforcement Learning (RL) domain, deep RL models are mainly composed of
fully-connected layers [10], but can also incorporate other layers like convolution layers [59],
recurrent layers [60] and transformer layers [61][62].

Besides data pre-processing like tokenization [63] or image padding [57], deep learning
models usually have two main stages, namely training and serving. We next explain each of
them in Section 2.1.1 and Section 2.1.2 respectively.

2.1.1 Training

Given a specific model structure, the model parameters are initialized with random weights
values. Then the training iterations start by consuming batches of input data and pass it
into the model.

For a single batch of input, the training iteration mainly contains two steps: forward
propagation and backward propagation [64].

As depicted in Figure 2.2, forward propagation [64] follows the blue arrows on the upper
half of the figure. And backward propagation is shown as the grey arrows of the bottom half
in in Figure 2.2. Here L1, L2, L3, L4 refer to the DNN model layers from 1 to 4.
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In forward propagation shown in Figure 2.2, given one training input batch, the data first
go through L1. After L1 generates local activations, it passes its layer outputs to L2 and
then triggers L2’s forward propagation, and so on and so forth. After L4 finishes forward
propagation, its output values ŷ go through the loss function module.

The goal of model training is to find proper weights and biases θ given a loss function on
the training data. If the model serving task is classification, cross entropy loss or negative
log-likelihood is often used. Our training target is to minimize cross entropy loss function
as:

L(θ) = −
n∑
i

yilog(ŷi) (2.1)

As illustrated in Equation 2.1, yi are the true labels whereas ŷi are the prediction prob-
abilities.

For regression problems, mean square error (MSE) loss is commonly used. And our target
is trying to minimize MSE loss function as:

L(θ) = 1

n

n∑
i

(yi − ŷi)
2 (2.2)

Similar as Equation 2.1, in Equation 2.2, yi are truly observed values whereas ŷi are
predicted values.

After loss calculation, we can conduct backward propagation [64] in the reverse direction
(i.e., grey arrows in Figure 2.2). The backward propagation starts from L4. After L4
generates its local gradients, it pass its gradient outputs back to L3, and so on and so forth.
Then we can use gradients generated in each layer to update model weights in order to
minimize our loss function.

For each batch of input, a training iteration is completed after one forward pass followed
by one backward pass.

2.1.2 Serving

Compared with model training in Section 2.1.1, model serving stage is much simpler. Basi-
cally it only conducts the forward propagation shown in Figure 2.2 and generates prediction
values for model serving.

Latency is the key performance indicator at the model serving stage [65][66][67][68]. Big
tech companies try to reduce model serving latency by providing specific frameworks. For
example, Google proposes TensorFlow Runtime [69] for low-latency model inference. Face-
book/Meta’s PyTorch incorporates ONNX runtime [70] to reduce model serving latency.
Nvidia also provides TensorRT [71] SDK for accelerating model serving on the GPU hard-
ware.
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Figure 2.3: Data parallel training paradigm.

2.2 Data Parallelism

Above we describe basic concepts in deep learning models, such as model training and serving.
Now we discuss two major distributed paradigms for deep learning models, namely data
parallelism (Section 2.2) and model parallelism (Section 2.3). We explain data parallelism
in this section.

The data parallel training paradigm is depicted as Figure 2.3. In data parallelism, both
machine 1 and machine 2 hold a full copy of the model parameters. In each iteration, they
conduct local model training on separate input data, which is shown in Figure 2.3 as input
data (partition 1) on machine 1 and input data (partition 2) on machine 2.

After each local training iteration finishes, all the GPUs involved in the same data parallel
training job need to conduct model synchronization, which is denoted as the double-headed
arrow in Figure 2.3. We illustrate model synchronization with a 4-GPU example, which is
shown as Figure 2.4. In data parallel training, after each GPU generating its local gradients
(i.e., ∇W 1, ∇W 2, ∇W 3, ∇W 4 in Figure 2.4), it triggers model synchronization to aggregate
all the local gradients together as:
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∇W1 ∇W2

∇W3 ∇W4

Figure 2.4: Model synchronization in data parallel training.

∇W =
n∑

i=1

∇W i (2.3)

With the aggregated gradients as ∇W , we broadcast this ∇W to all the GPUs in use,
and allow all the GPUs to update their local model parameters based on ∇W .

Model synchronization is the main communication overhead in data parallel training [72].
There are mainly two schemes for model synchronization in data parallel training [73], namely
Parameter Server (PS) [24][74][75][76] and Collective Communication [22][31][32][33]. Mod-
ern deep learning frameworks [23][29] adopt collective communication as the main scheme
for model synchronization, due to its simplicity and scalability [77][78][34][79][80][81]. More
specifically, collective communication treats all machines as workers uniformly whereas PS
architecture needs to specify two different roles as parameter server and worker. In addition,
PS also need to manually assign the ratio between parameter servers and workers among all
the nodes involved. And there is no optimal solution on what ratio should be used given
arbitrary number of nodes. Thus, in collective communication paradigm, it is much easier
to insert or delete worker nodes than parameter server architecture.

Data parallel serving is simpler. Basically, each machine/GPU consumes separate input
data partition and generates output predictions in-parallel. No communication is needed
during data parallel inference.
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Machine 1 Machine 2

Machine 3 Machine 4

Input data

Figure 2.5: Model parallelism paradigm.

2.3 Model Parallelism

In this section, we discuss another distributed deep learning paradigm called model paral-
lelism [82][83][84][28]. Different from data parallelism, in model parallelism, each machine
or GPU only holds a portion of the full model parameters.

A 4-node model parallelism setting is shown as Figure 2.5. The model is split into 4 dis-
joint subsets and each machine holds roughly a quarter of the whole model parameters. As
depict in Figure 2.5, all the machines share the same input data during both model training
and serving stages.

However, during both model training and serving, they need to transfer lost of interme-
diate results among each other, which are highlighted as the bold lines across the model
partition boarders in Figure 2.5. More specifically, during model parallel training, all the
machines need to communication activations during forward propagation and gradients dur-
ing backward propagation. In model parallel inference, all the machines communication
activations in the forward pass only.

In addition, model parallelism naturally creates synchronization barriers due to the se-
quential dependency of DNN layers [85]. For example, in Figure 2.5, machine 1 and machine
2 cannot start forward propagation until completely receive all the intermediate results from
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machine 3 and machine 4. Breaking each input batch in micro-batches and conducting data
pipelining over micro-batches [35][36] can mitigate this sequential blocking issue.
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Chapter 3

Faster Collective Communication

3.1 Background

As discussed in Section 2.2, collective communication is the main data transfer scheme used
in data parallel training [21], which allows GPUs to frequently exchange and synchronize
model parameters. It is also used in some modern model parallel training systems like
Megatron-LM [28] from Nvidia.

To mitigate collective communication overhead, different companies provide their own
solutions, such as Collective Communications Library (NCCL) [31] from Nvidia, Uber’s
Horovod [32], and Gloo [33] from Facebook/Meta. Incorporated with techniques like wait-
free backward propagation that hides communication under computation [86], these collective
communication libraries are specially designed to speed-up model synchronization.

3.1.1 Ring-based Collectives

State-of-the-art collective solutions like NCCL and Horovod focus on building rings within
the network topology of a single job, and pipeline data transfer over rings they build.

Figure 3.1 shows a toy example of ring-based broadcast in a 4-GPU setting. On the left
side of Figure 3.1, it shows a formed ring within the topology. GPU0 want to broadcast
its local data to GPU1, GPU2 and GPU3. Before data transfer, GPU0 first partition its
local data into small chunks, which are shown as 4 chunks with different colors in Figure 3.1.
Assuming the link is unidirectional, GPU0 can pipeline the data transfer over the ring in
clockwise direction, which is shown as the right side of Figure 3.1. In reality, all links are
bi-directional [87][88][89][90]. Besides this clockwise ring, GPU0 can easily create another
ring in counter-clockwise direction using the same group of links in the topology but in the
reverse direction.

Ring-based All-Reduce [91][92] follows similar protocol as Ring broadcast described above.
The main difference from broadcast is that, current node need to aggregate local results with
data received from predecessor before sending it to its successor.
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GPU0 GPU1

GPU2GPU3

Topology

GPU0 GPU1 GPU2 GPU3

Ring Broadcast 
(from GPU0)

Figure 3.1: Ring-based Broadcast from GPU0.

3.1.2 Topology Heterogeneity

We target on the state-of-the-art multi-GPU hardware with NVLink [88] and NVSwitch [90]
like Nvidia’s DGX-1 [93] and DGX-2 [94]. We find that, despite incorporate these advanced
hardware (e.g., DGX-1 and DGX-2), modern collective communication libraries (e.g., NCCL)
still cannot fully mitigate the communication bottleneck in data parallel training. The key
issue is ring-based collectives under-utilize hardware links due to topology heterogeneity. We
define topology heterogeneity in following three aspects:

First, topology heterogeneity may occur because of different server configurations. As
shown in Figure 3.2, for the same DGX-1 8-GPU box, it may have two different versions
of network topology. If the DGX-1 server is embedded with P100 GPUs [95], the NVLink
topology among GPUs is shown as the left side of Figure 3.2, which is called a hyper-cube
topology. Each link here is the first generation NVLink, which provides around 18GB/s. If
the DGX-1 box is incorporated with V100 GPUs [96], besides that hyper-cube topology in
P100 version DGX-1, there is an additional ring added into the topology of DGX-1 V100
version, which is denoted as red dashed arrow-lines on right side of Figure 3.2. Therefore,
in order to fully utilize all the hardware links effectively in different DGX-1 versions, the
collective protocols need to be topology-aware.

Second, existing solutions cannot use heterogeneous links within the system. Servers like
DGX-1 mainly have two different kinds of interconnects for intra-machine communication.
First, it contains point-to-point interconnects called NVLink [88], which is shown as Fig-
ure 3.2. NVLink is GPU-exclusive communication links, where each provides 18-25GB/s
bi-directional communication bandwidth. DGX-1 box has traditional PCIe bus, which is a
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GPU2 GPU1
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GPU5 GPU6

GPU4 GPU7

GPU5 GPU6

DGX1-P100 (NVLink 1st Gen, ~18GB/s) DGX1-V100 (NVLink 2nd Gen, ~23GB/s)

Figure 3.2: NVLink topology of DGX-1 8-GPU server (left with P100 GPUs, right with
V100 GPUs).

shared bus between host and devices. PCIe 3.0 [87] can reach peak throughput between 8 to
12 GB/s. PCIe bus connects multiple GPUs together via switch hierarchy within the same
DGX-1 machine. Ring-based collectives such as NCCL and Horovord, they fail to use het-
erogeneous links. The key reason is that, the throughput of a ring is limited by the link with
lowest bandwidth. For example, low bandwidth PCIe will be the communication bottleneck
if it is included in a high bandwidth NVLink ring. Thus for intra-node communication,
Ring-based solution like NCCL prioritizes NVLink over PCIe. Left side of Figure 3.3 shows
a 3-GPU broadcast case from GPU0. Since all the GPUs are fully connected with NVLink,
NCCL will build two unidirectional rings (one: GPU0–>GPU1–>GPU3–>GPU0, the other:
GPU0–>GPU3–>GPU1–>GPU0) over bi-directional NVLink, and abandons PCIe bus com-
pletely.

Third, in multi-tenant clusters, the job schedulers are often oblivious to hardware in-
terconnect topologies among GPUs. And multiple jobs can be allocated within the same
multi-GPU machine. In addition, topology-aware scheduler must also embrace fragmented
allocation to avoid queuing delays [97][98][99]. A simple example of fragmented allocation
can be: a 8-GPU job may be assigned with 3 GPUs on 1 machine, and 5 GPUs on another
machine. We analyse over 40,000 multi-GPU jobs on a multi-tenant cluster in the cloud. As
shown in Figure 3.4, even though ML practitioners always require GPUs in powers of two,
it is fairly common that the number of GPUs assigned to jobs can be 3,5,6,7 within each
8-GPU server. Although by adopting scheduling method like Gandiva [38] that is topology-
aware and job migration enabled, such schemes has a higher entry barrier since replacing all
the independent scheduling frameworks is cumbersome and almost impossible. Furthermore,
not every job can be placed and migrated properly given varied job arrival rates.

Ring-based collective protocols may under-utilize links given the above 3 challenges under
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Figure 3.3: 3-GPU Broadcast from GPU0 using both Blink and NCCL on DGX-1-P100
server.
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Figure 3.4: Number of GPUs placement for each job within each 8-GPU server on a cloud
cluster allocated with 40,000 multi-GPU jobs.

the umbrella of topology heterogeneity. For instance, on right side of Figure 3.3, if a job is
assigned with GPU0, GPU1 and GPU4, NVLink ring cannot be formed since there are only
2 NVlinks among these three GPUs (i.e., lack of NVLink between GPU1 and GPU4). In
such a case, existing solution like NCCL will fall back to PCIe if it cannot form a NVLink
ring.

3.2 Motivation

In this section, we first illustrate why ring-based solution may under-utilize hardware links
with several case study. Then we highlight the benefits of packing spanning trees in the face of
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Figure 3.5: Ring-based Broadcast
from A (4-node fully connected).
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Figure 3.6: Blink Broadcast from A
(4-node fully connected).

topology heterogeneity. Last, we present our micro-benchmark results which characterizing
the capabilities of modern GPUs (e.g., V100) that helps guide our Blink [34] design.

3.2.1 Trees vs Rings

Our work is motivated by high communication overhead in data parallel training workloads
on high-end multi-GPU machine like Nvidia’s DGX-1 [93] and DGX-2 [94]. And this high
communication overhead still exists even by setting the largest mini-batch size on each
GPU and leveraging advanced collectives like NCCL with non-blocking layer-wise backward
propagation [86] techniques. The communication overhead becomes more pronounced given
increased model sizes and faster computation on newer GPUs like V100 [96], A100 [100] and
H100 [101].

More crucially, even within a single DGX-1 machine, the communication overhead is am-
plified and becomes training bottleneck. The main reason is existing solutions like NCCL or
Horovod fail to handle topology heterogeneity we defined in Section 3.1.2. These schemes
first build rings given network topology and then pipeline data transfer over the rings. How-
ever, ring-based solution have several major structural limitations. First, for each ring, each
node can only maintain one input degree and one output degree. This strong structural
restriction makes it impossible for ring-based solution to fit into arbitrary and irregular net-
work topologies. Thus it leads to link under-utilization. Second, in order to create a ring,
number of links needed is equivalent to the number of GPUs (i.e., N) involved in the same
training job. However, the minimum number of links to connect N GPUs is actually N − 1
links.

Besides the example shown on the right side of Figure 3.3, we provide more toy examples
of how rings’ structural constrains cause link under-utilization. Figure 3.5 shows a 4-node
broadcast setting where node-A broadcast its data to all the other three nodes. These four
nodes are fully connected, which is equivalent to left or right four GPUs in Figure 3.2 with
P100 setting. Since links are usually bi-directional, node-A forms two rings: one in clockwise
direction (i.e., A –>B –>D –>C –>A), the other in counter-clockwise direction (i.e., A –>C
–>D –>B –>A). Since there are two concurrent data transfer channels, node-A can split its
local data into half and half, then pass first half of data through one ring and the second
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Figure 3.9: Blink 6-GPU spanning trees (Broadcast from GPU3).

half through the other ring. However, the two links in the center are never used during
this broadcast process, which are denoted as dashed lines in Figure 3.5. Another more
complicated example can be found as Figure 3.8. Figure 3.7 shows the NVLink topology
among 6 GPUs inside a DGX-1-P100 machine (i.e., left of Figure 3.2). Here GPU3 initialize
broadcast to all the other 5 GPUs. As shown in Figure 3.8, ring-based solution like NCCL
also forms two rings, one in clockwise direction and the other in counter-clockwise direction.
However, the links between GPU1 <–>GPU3, GPU5 <–>GPU7, GPU0 <–>GPU4 are
never used in the 6-GPU broadcast case.

Figure 3.10 and Figure 3.11 show detailed measurements of communication overhead as
percentage of end-to-end per-iteration training time. We study over four popular ConvNets
as AlexNet [5], VGG [102] and ResNet [6] using NCCL as the communication backend on
single DGX-1 machine with P100 GPUs and V100 GPUs. Since a fixed number of GPUs
may form different NVLink topology, we measure the best-worst case as a range for each
particular number of GPUs in use. As shown in Figure 3.11, the communication overhead
from NCCL can be up to 50% of the end-to-end DNN training time on a DGX-1-V100
machine.

In contrast, by modeling hardware links as edges of a graph, classic graph theories [103][104]
suggest that, packing spanning trees could lead to maximum network flow from a root node
to all other nodes in a directed graph. Therefore, one-to-many and many-to-one primitives
such as broadcast and reduce can be directly applied over these uni-directional spanning
trees. Furthermore, AllReduce can be split into reduce in one direction then broadcast in
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the reverse direction among the spanning trees we have.
By packing spanning trees rather than forming rings, we can achieve optimal link uti-

lization. The advantage of trees over rings are shown in examples of Figure 3.3, Figure 3.6
and Figure 3.9. On the right of Figure 3.3, since spanning trees can be formed with just
2 NVLinks in this setting, our spanning tree solution (i.e., Blink) can leverage the high-
bandwidth NVLink for broadcast in this partially connected 3-GPU case. In Figure 3.6, we
can pack 3 uni-directional spanning trees from node-A, which utilize all the links available
in this 4-GPU setting. In Figure 3.9, we can pack 3 spanning trees with root of GPU3 and
use up all the links available in this 6-GPU irregular topology.

With spanning tree paradigm, each GPU could have various degrees of inputs and out-
puts. Next, we want to evaluate how close to line-rate that GPUs perform using multiple
trees not rings.

3.2.2 Micro-benchmarks

In this section, we measure the network throughput among our cases of having computation
inline with communication over spanning trees. We present our results on DGX-1-V100
machines. We also conducted measurements over DGX-1-P100 machines, which show similar
results. For the sake of brevity, we exclude those results in this thesis. We categorize our
measurements into following three settings.

Breadth Test: First, we test fan-in, fan-out data transfer together with inline reduce
operations. As shown in Figure 3.12, for fain-in forward case, a central node (i.e., GPU4)
collects three input data streams from GPU1,2,3 then forwards towards GPU5. For fan-in
reduce and forward defined as Figure 3.13, the central node (i.e., GPU4) aggregates incoming
data with its local data by computing a reduction, and then forward aggregated results to
its successor (i.e., GPU5). Our fan-out forward defined in Figure 3.14 is the reverse data
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forward of our fan-in forward. Basically, GPU4 broadcasts GPU5’s data to GPU1,2,3.
We test network throughput over above three breadth test cases by transferring data

size ranging from 1MB to 1000MB. The corresponding results are shown as Figure 3.16, Fig-
ure 3.16 and Figure 3.17 respectively. In summary, with data size equal or larger than 50MB,
all of these three breadth test can achieve near maximum network throughput. Compared
with fan-in forward, fan-in reduce and forward has 1-2 GB/s lower throughput, which is
mainly due to reduction computation latency. Fan-out forward has similar network through-
put as fan-in forward, which is close to the line-rate of NVLink.

Depth Test: Next, we conduct our micro-benchmark of depth test, which creates chains
for data forwarding and reduction. Here we mainly measure three kinds of chain traffic:
forward (Figure 3.18), reduce and forward (Figure 3.19), then reduce and broadcast (Fig-
ure 3.20). For chain forward in Figure 3.18, GPU1 is the source with data d1. GPU2 and
GPU3 forward the data to GPU4 in the end. For chain reduce and forward in Figure 3.19,
for forwarding nodes like GPU2 and GPU3, they aggregates local data with data received
from predecessor, and then forward aggregated results to their successors. For chain reduce
and broadcast in Figure 3.20, all the nodes execute reduce and forward operation from left
to right, then broadcast the final results from right to left.

We also test above three depth test cases with various data size ranging from 1 MB
to 1000 MB. The length of chain we tested is ranging from 3-GPU to 8-GPU within an
DGX-1-V100 server. For chain forward only results in Figure 3.21, with data size over 500
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throughput.

MB, the throughput decreases from 22 GB/s in 3GPU case to around 20 GB/s in 8-GPU
case. This pattern is less noticeable in the case of reduce and forward in Figure 3.22. For
ore than 500 MB data, the average throughput in chain reduce and forward is around 18
GB/s in Figure 3.22. For chain reduce and broadcast shown as Figure 3.23, with more than
500 MB data, the throughput decreases from around 19 GB/s to around 16 GB/s when we
increase the length of the chain from 3 to 8 GPUs. Overall, we see the throughput drops
with smaller data sizes. The main reason are twofold. First, it is difficult to fully saturate
high bandwidth links with small data sizes. Second, there are constant control overheads for
launching CUDA [105] kernels.

Multi-transfer Test: Now we consider the case of concurrent data flow in any given
network topology. We mainly test two caces: multiple-input-multiple-output (MIMO) in
Figure 3.24 and multiple-chain aggregation (MCA) in Figure 3.25.

In our MIMO configuration in Figure 3.24, GPU1 and GPU2 send their local data (d1,
d2) to the center node GPU3. Then GPU3 aggregates its local data d3 and d3’ with d1 and
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Figure 3.27: Blink workflow.

d2 separately. GPU3 sends d1+d3 to GPU4 and sends d2+d3’ to GPU5 simultaneously.
In our MCA setting, basically it merges two reduce-and-forward chains together. In the
upper chain, GPU2 aggregates local data with GPU1’s, then forwards aggregated results
to GPU5. GPU4 reduce local data with GPU3’s, then forward reduction values to GPU5.
GPU5 aggregates both chains’ input with its own local data.

The throughput result of MIMO and MCA is shown as Figure 3.26. For smaller data size
like 10 MB, both MIMO and MCA can only achieve throughput around 15 GB/s, which is
mainly due to the small data chunk cannot fully saturate the NVLink bandwidth. For data
size in the range of 100 MB or 1000 MB, both MIMO and MCA can achieve around 18 GB/s
throughput.

Summary: From all the micro-benchmark results above, we see that modern GPUs
like V100 with NVLink interconnects could provide good support for data transfer over
spanning trees with various depth and width. We also see the throughput drops a little when
incorporating computation kernels like reduction with communication. In summary, these
micro-benchmarks make it promising and possible for using spanning trees to implement
collective communications such as broadcast and allreduce.

3.3 Blink Design

In this section, first we provide a brief system workflow of our Blink project. We describe
Blink design and our techniques to handle heterogeneous links while achieve high link uti-
lization. Second, we illustrate how we use uni-directional spanning trees for one-to-many and
many-to-one primitives such as reduce and broadcast. Third, we also extend it into many-
to-many primitives such as allreduce by leveraging the bi-directional hardware interconnects.
Fourth, we provide solutions to use PCIe and NVLink together for collective communication.
Last, we extend our method to DGX-2 [94] and multi-GPU multi-machine cases.
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3.3.1 System Overview

We provide the overview of Blink project in this section. Blink is a fast and generic collective
communication library. The workflow of Blink is shown as Figure 3.27.

Given arbitrary network topology, Blink dynamically generates the optimal collective
communication scheme by packing maximum number of non-conflicting spanning trees in
the topology. Now we decribe the major components and workflow of Blink project in
Figure 3.27. The workflow of Blink is composed of the followings:

• At job runtime, after the scheduler assigns a set of GPUs to the DNN training job,
Blink probes the network topology and available links among these assigned GPUs.

• Once Blink collects the network topology information, we pass this topology infor-
mation into our TreeGen module. Our TreeGen computes the maximum fractional
packing of spanning trees in the given topology. We use these spanning trees for the
implementation of our collective communication protocol.

• We then pass the spanning trees from TreeGen to our CodeGen, which generates
the code for data transfer commands over these spanning trees. The code generated
provides same API as NCCL, and is packed as a shared library (i.e., libBlink.so in
Figure 3.27).

• Last, we use LD PRELOAD flag to dynamically load our Blink implementation to
replace the NCCL counterpart (i.e., libNCCL.so in Figure 3.27) when the main program
is invoked.

We next illustrate each module in Figure 3.27 in the following sections.

3.3.2 Packing Spanning Trees

We first consider one-to-many primitives such as broadcast using uni-directional spanning
trees. We model the network topology information as follows. We treat each GPU as a
vertex V and each hardware link as a directed edge E. Each directed edge is assigned with
a bandwidth value which is proportional to its link capacity. Thus, these vertices and edges
creates a directional graph.

With the above graph model, the optimal throughput for broadcast is to find the max-
imum weights of flows that start from a given root node and reach all other vertices in the
graph. This problem is well-studied in classic graph theory [104]. Basically, the objective
function is to find the maximal packing of uni-directional spanning trees or arborescences in
a directed graph [103]. Thus, we formalize our optimization problem as follows:
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max
∑
i

wi (3.1)

such that ∀e ∈ E,
∑
i

κi ∗ wi < ce (3.2)

where κi =

{
1, if e ∈ Ti

0, otherwise
(3.3)

Formally speaking, our objective is that, given a directed graph G with edges E , root
vertex r, vertices V and set of spanning trees T , we want to find the weights wi so that the
sum of wi trees passing through edges in E will not exceed the capacity of any edges.

However, the search space of above formalized problem too large. For example, in a
complete graph, the number of arborescences can be at the exponential scale as O(nn−2).
Therefore, the runtime for problem solving can be insanely long. Some exact and more
computational efficient algorithm has been proposed recently, which reduces the computa-
tional complexity to O(n3mlog(n2/m)) with m edges and n vertices [106]. However, we still
abandon this exact and slightly efficient solution due to its high computational complexity.
We adopt an approximate algorithm in the next section.

3.3.3 Approximate Tree-Packing

We adopt an approximation technique called multiplicative weight update (MWU), which
is usually used in optimization in game theory. Our use of MWU follows a recent work to
achieve near-linear time approximation in fractional packing problems [107]. For instance,
it can solve spanning tree packing problem in O(m lnm/ϵ2) where m is number of edges in
the graph.

This MWU-based approach for packing spanning trees works as follows: we initialize
each edge in E with capacity value and another weight indicating how much the capacity
of each edge has been used. Given this setting, we can use iterative method such that,
during each iteration, we find the minimum weight spanning tree in current assignment. We
increase the weight by a factor of ϵ and then update the whole graph accordingly. Therefore,
this algorithm can be converged after O(lnm/ϵ2) iterations. Upon the convergence, we can
get a set of spanning trees {Ti, i ∈ N} and corresponding weights {wi, i ∈ N}. The total
bandwidth B for broadcast is as the sum of weights as follows:

B =
∑
i∈N

wi (3.4)

However, this MWU-based algorithm [107] has no bound on the number of spanning
trees it generates. After solving this MWU optimization problem, we find that the number
of arborescences generated can be too large. For example, the number of arborescences
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generated is 181 within an 8-GPU server. Thus, it is impossible to use so many spanning
trees together for concurrent data transfer. It is because the data size per each tree will be
too small to fully saturate the link bandwidth.

To minimize the number of spanning trees being generated, we formulate an integer linear
program (ILP). Here we limit the weights wi can only be 0 or 1. Thus, the whole problem
can be formalize as below:

max
k∑

i=1

wi (3.5)

such that ∀e ∈ E,
∑
i

κi ∗ wi < ce (3.6)

∀wi ∈ {0, 1} (3.7)

where κi =

{
1, if e ∈ Ti

0, otherwise
(3.8)

Here k can be controlled by the number of arborescences generated from previous MWU
procedure. Solving this ILP will generate ĉ, which may be lower than theoretical optimal as
c∗. We then iteratively relax constrains until the difference between ĉ and c∗ is under some
threshold (e.g., 3%). With this integer approximation, we can reduce the number of trees
from 181 to 6 in an 8-GPU DGX-1 server. With total data size as 1000 MB, now each tree is
responsible for transferring around 166 MB data which could fully saturate link bandwidth.

3.3.4 Extending to Many-to-many Collectives

Above we discuss one-to-many or many-to-one collective primitives such as Broadcast, Gather,
Reduce. In this section, we further extend it to many-to-many primitives such as AllGather
and AllReduce.

We exploit the fact that all the modern hardware links are bi-directional. Thus, for each
uni-directional spanning tree we have, we can run many-to-one primitive in one direction
and run one-to-many primitive in the reverse direction. Taking AllReduce as an example,
in Figure 3.20, we pick the root node as GPU4 on the right. For AllReduce in this 4-GPU
setting, we reduce from left to right, then broadcast from right left. Thus it finishes the
AllReduce operation.

This stratgy of combing two unidirectional spanning trees also guarantee we match the
lower bound of number of messages passing for many-to-many primitives (e.g., AllReduce).
For example, in AllReduce operation, our solution achieves the lower bound of 2×⌈N−1

N
⌉ as

shown in previous literature [108].
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Figure 3.28: Blink’s Three-phase AllReduce protocol for cross-machine settings.

3.3.5 Hybrid Communication

We provide concurrent data transfer over both PCIe and NVLink for intra-machine collective
communication. The first challenge we faced is, there is no official way to switch between
NVLink and PCIe for communication. In our experience, we find by using cudaDeviceDis-
ablePeerAccess(), it can force data transfer on PCIe and disable NVLink communication.

Another challenge is how to balance data transfer over PCIe and NVLink such that they
can finish at roughly the same time. We denote Dtotal as the total amount of data needs
to be transferred. DNV L and DPCIe are the data splits between NVLink and PCIe bus.
TDPA refers to the latency for calling cudaDeviceDisablePeerAccess() function. We denote
the bandwidth of PCIe and NVLink as BWPCIe and BWNV L

Objective Fn: TPCIe + Tdpa = TNV L

=⇒ DPCIe =
Dtotal ×BWPCIe

BWPCIe +BWNV L

−

Tdpa ×BWPCIe ×BWNV L

BWPCIe +BWNV L

DNV L =Dtotal −DPCIe

(3.9)

Given these notation and objective function in Equation 3.9, we can find the optimal
data split between NVLink and PCIe. TDPA is empirically measured and may vary given
different number of GPUs in use. And we measure this value on the first few initial calls
into our library.

3.3.6 DGX-2 and Multi-machine Settings

In this section, we first describe our collective scheme in DGX-2 [94] with NVSwitch [90].
Then we illustrate our multi-machine design.

DGX-2: DGX-2 has 16 V100 GPUs inside a single box. These GPUs are connected
over NVSwitch. Each GPU is connected with 6x NVLink bandwidth, which is equivalent to
around 130 GB/s. For DGX-2 machine embedded with NVSwitch, the connectivity among
any subset of the GPUs in DGX-2 is now uniformed. In DGX-2, NCCL constructs double-



CHAPTER 3. FASTER COLLECTIVE COMMUNICATION 26

GPU1 -> GPU2 GPU2 -> GPU3 GPU3 -> GPU4

Time

w/o
chunking

w/
chunking

Figure 3.29: Chunking data to reduce
multi-hop network latency.

0
20
40
60
80
100

1 2 3 4 5Th
ro

ug
hp

ut
 

(G
B/

s)

iteration number

Throughput

0
2
4
6
8

10

1 2 3 4 5C
hu

nk
 si

ze
 

(M
B)

iteration number

Chunk size

Figure 3.30: Automatic chunk size se-
lection using multiple-increase additive-
decrease (MIAD).

binary trees [109] with data size smaller than 16 KB, and still forms rings for collective
communication with larger data size.

In contrast, Blink still maintains spanning tree scheme. More specifically, we create single-
hop trees which can be direct support for one-to-many and many-to-one primitives such as
Gather, Broadcast. For many-to-many primitives like AllReduce, we still apply reduce in
one direction and broadcast in the reverse direction over the same spanning tree. Given n
GPUs, we create n such one-hop tree. Each GPU acts as a root node for data collection of 1

n

total data. Our one-hop tree solution guarantees we have the minimum end-to-end network
latency.

Multi-machine: In multi-machine case, Blink provide a 3 phase protocol, which is
shown as Figure 3.28. As shown in Figure 3.28, Data item Xm.g denotes data partition X on
server m’s GPU g. For each data partition, it maintains a distinct server-to-local root. For
the sake of simplicity, Figure 3.28 only shows the reduction (function is denoted as symbol
+) for partition B and the root is at GPU2. Similar protocol can be applied for the other
data partitions.

This 3-step protocol works as follows:

• Intra-server local reduce: In each machine, the root of each tree aggregates data from
its children nodes.

• Cross-machine reduce and broadcast: It is similar as the single-hop trees in DGX-2
machine. For n servers, we create n such one-hop cross-machine trees, where each tree
is for data collection of 1/n total data.

• Intra-server local broadcast: at this stage, each server’s local roots broadcast the results
obtained in the second phase above to all the nodes inside the machine.
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Figure 3.31: Stream reuse for fair sharing of links.

3.4 Implementation

This section describes our CodeGen module. Basically, CodeGen translates the spanning
trees generated from TreeGen into real data transfer commands. Here we implement two
optimization components to achieve ideal system performance.

3.4.1 Automatic Chunk Size Selection

In each CUDA stream, data chunk is the atomic and smallest unit for data transfer over our
spanning trees. One common way to reduce end-to-end network latency is to chunk data
into smaller pieces and pipeline the data transfer.

As shown in Figure 3.29, by chunking the data into half and half and pipelining data
forwarding, we can reduce the amount of time which is similar as the length of black bar in
Figure 3.29. Our objective is to parallelize or pipeline data transfer with minimum network
latency. Intuitively, smaller chunk size should always lead towards lower end-to-end latency.
However, if the chunk size is too small, it may not be able to fully saturate the link bandwidth
and also introduces too much system scheduling overheads.

To select proper chunk size on each CUDA stream, we adopt an adaptive scheme from
TCP/IP Stack [110], which is multiplicative increase and additive decrease (MIAD). We start
with a small size and increase the chunk size by multiplicative factor when the corresponding
throughput is increasing. On the other hand, if the throughput decreases, we additively
decrease our chunk size to find an steady and near-optimal state.

As shown in Figure 3.30, we start with small chunk size as 1 MB in our first iteration and
measure the throughput. We then double the chunk size in iteration 2,3,4. Once we reach a
steady state, we fix the chunk size (i.e., 8 MB in Figure 3.30) and use this fixed chunk size
for later on data transfer.
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Figure 3.32: Broadcast throughput comparison between Blink and NCCL for all unique
topologies in DGX-1-V100 machine.
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Figure 3.33: Broadcast throughput comparison between Blink and NCCL for all unique
topologies in DGX-1-P100 machine.

3.4.2 Link Sharing

Another challenge with our multiple trees scheme is that CUDA does not provide direct
control over shared links. For example, if we have two trees passing the same hardware link
and each with weight of 0.5, a fair sharing scheme should transmit one data chunk from
the first tree followed by one chunk from the second tree, so on and so forth. However, in
practice, our CUDA implementation does not allow such fine-grained control over the order
of different data chunks. It leads to the cases that chunks from some trees are arbitrarily
delayed and harms our overall throughput performance.

Based on our observation, the orders of chunks within the same stream is guaranteed.
Thus, we address this issue by reuse the CUDA streams in the case that same link is used by
multiple trees at roughly the same position. For instance, in Figure 3.31, we do broadcast
from GPU1, which has two data chunk d1 and d2. We create two spanning trees (Tree 1
and Tree 2) from root node GPU1. Note that the link between GPU1 <–>GPU2 maintains
the same position for both Tree 1 and Tree 2, instead of initializing a new CUDA stream for
Tree 2, we re-use the CUDA stream from Tree 1 to guarantee the fair sharing of the link.
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Figure 3.34: AllReduce throughput comparison between Blink and NCCL for all unique
topologies in DGX-1-V100 machine.
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Figure 3.36: AllReduce latency comparison
(in µs) between Blink and NCCL on a 16-
GPU DGX-2 machine.

3.5 Evaluation

In this section, we compare throughput performance between NCCL 2.4 [31] and Blink for
collective communication such as Broadcast and AllReduce. We evaluate on both DGX-1-
P100, DGX-1-V100 machine and DGX-2 machine. We also provide the end-to-end speedups
of using Blink with 4 popular DNNs in both single machine and multiple machine cases.

3.5.1 Broadcast and AllReduce Micro-benchmarks

Here we compare performance between Blink and NCCL 2.4 on Broadcast adn AllReduce
operations. Given the topologies shown in Figure 3.2, we may have different topologies with
same or different number of GPUs in use. In total, we have 46 different configurations for
different number of GPUs in use and their locations in DGX-1-V100 machine, and 14 differ-
ent topologies for DGX-1-P100 machine. Figure 3.32 and Figure 3.33 show the Broadcast
comparison between NCCL and Blink on DGX-1-V100 machine and DGX-1-P100 machine,
respectively. And Figure 3.34 shows AllReduce comparison between Blink and NCCL on a
single DGX-1-V100 machine. For Figure 3.32, Figure 3.33, Figure 3.34, the number array on
x-axis refers to the allocated GPU IDs in each configuration, which can be directly mapped
to Figure 3.2.
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3.5.1.1 NVLink Broadcast

Here we provide detailed evaluation for Broadcast comparison between NCCL 2.4 and Blink
on both DGX-1-V100 machine and DGX-1-P100 machine.

In Figure 3.32, compared with NCCL, Blink can achieve up to 6x speedup with 2x geo-
mean on a DGX-1-V100 machine. In the cases of irregular topology like 1,4,5,6, since NVLink
cannot form a ring, NCCL fall back to PCIe for collective communication, which leads to
dramatically lower network throughput when comparing with Blink. Even in the cases that
NCCL can form rings, Blink still outperforms over NCCL due to our higher link utilization
rate and optimized chunk size selection.

For DGX-1-P100 machine results in Figure 3.33, Blink achieves up to 3x speedup with
1.6x geo-mean over NCCL. All the 14 configurations in this DGX-1-P100 machine show
similar results as DGX-1-V100 machine in Figure 3.32.

3.5.1.2 NVLink AllReduce

Figure 3.34 lists the AllReduce comparison between NCCL and Blink on a DGX-1-V100
machine with 46 different topology configurations. Generally, AllReduce throughput is lower
compared with Broadcast in Figure 3.32. The main reason is computation kernels (e.g.,
Reduce) are involved in the procedure, thus it may decrease both throughput and latency
performance when comparing with Broadcast cases.

Overall, Blink outperforms over NCCL with up to 8x speed-up with 2x geo-mean in
throughput. For the sake of brevity, we exclude AllReduce result fro DGX-1-P100 since it
closely match the findings as DGX-1-V100 results in Figure 3.34.

3.5.1.3 NVSwitch AllReduce

For DGX-2 with NVSwitch, we direct conduct a 16-GPU AllReduce operation and measure
the throughput (Figure 3.35) and latency (Figure 3.36) results. The y-axis in both Fig-
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ure 3.35 and Figure 3.36 are log-scaled. We measure throughput and latency with data size
ranging from 1KB to 1GB, which are shown as ticks on x-axis of these two figures.

In both Figure 3.35 and Figure 3.36, comparing with NCCL’s double binary trees and
rings, Blink’s single-hop trees (described in Section 3.3.6) achieves up to 3.5x speed-up in
throughput and 3.32x latency reduction. Our biggest wins are with small data sizes. This
is mainly due to our single-hop trees guarantee the minimum network latency.

3.5.2 Hybrid Transfer

Figure 3.37 shows the evaluation results of our hybrid (PCIe+NVLink) data transfer and
NVLink-only in Broadcast on a DGX-1-V100 machine. We tested over the number of GPUs
ranging from 3 to 8. Overall, by adopting hybrid data transfer, we can achieve around 2-5
GB/s throughput boost when comparing with NVLink only solution.

3.5.3 End-to-end DNN Training

We test our end-to-end DNN training performance with popular DNNs using PyTorch [29].
The DNNs we use are ConvNets as AlexNet [5], two ResNet [6] and VGG16 [102]. We train
these ConvNets on ImageNet-1K dataset [15] and measure our communication time and
training iteration time using both NCCL and Blink. We conduct our measurements with
both single DGX-1-V100 machine case and multiple DGX-1 machine case.

3.5.3.1 Single Machine

The evaluation results for single machine are shown as Figure 3.38 and Figure 3.39. Here
we also test DNN training performance over 3 to 8 GPUs on a DGX-1-V100 server.

As communication reduction results shown in Figure 3.39, switching from NCCL to Blink
leads to up to 87% communication time (with 31% geo-mean) reduction in DNN training
jobs. In Figure 3.38, Blink outperforms NCCL by up to 40% time reduction (with 6.3%
geo-mean) in end-to-end DNN training jobs.
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3.5.3.2 Multiple Machine

As described in Section 3.3.6, Blink’s multi-machine collective communication is a three
phase protocol. As shown in Figure 3.40, Blink outperforms over Horovod [32] with NCCL
and MPI [91] when training four different DNNs over two DGX-1-V100 machines. The reason
for this minor improvement is due to limited cross-machine bandwidth. In our test setting,
the cross-machine AllReduce throughput is only 40Gbps (i.e., 5GB/s), which is much lower
than our intra-machine AllReduce with NVLink (40GB/s).

To project how faster cross-machine interconnects may change our performance, we sim-
ulate with different cross-machine bandwidth and measure AllReduce throughput, which is
shown as Figure 3.41. The data size we use here is 100 MB. As depicted in Figure 3.41,
with high bandwidth cross-machine interconnects [111][112][113], Blink’s performance gain
will be more pronounced when comparing with NCCL. For example, we can achieve up to
7x AllReduce speedup over NCCL if we have 400Gbps cross-machine bandwidth.

3.6 Related Work

Previous work on collective communication mainly falls into the following two categories.
Topology-fixed Schemes: For fixed topology setting, previous standard collective com-

munication is MPI [91]. Previous literature mainly focus on regular network topology such
as full-mesh [114][115] and hyper-cube [116][117][118]. Some more recent work provides op-
timizations over MPI, such as handling the case that number of nodes is not powers of
two [119], or buffer size auto-tune for specific hardware architecture [120].

One line of work is called butterfly algorithm [121][122][123], which achieves lantecy-
optimal AllReduce. Butterfly AllReduce is divided into to phases: first is a recursive Re-
duceScatter then followed by a recursive AllGather. However, the communication patterns
in butterfly algorithm can cause network contention very often, thus makes it less practical.
Ring-based collectives are shown to be bandwidth optimal in homogeneous network environ-
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ments [108][124]. Different companies implement ring-based solution as their own collective
communication library such as NCCL [31] from Nvidia, Horovod [32] from Uber, Gloo [33]
from Facebook/Meta and IBM Power AI DDL [80]. However, all the literature mentioned
above assume to have fixed and regular network topology, which may not be a good fit when
topology changes in cloud environments. Blink is designed to handle both irregular and
dynamic topology and provides optimal solutions.

Topology-aware Protocols: Topology-aware works are main found in wide-area net-
works to minimize data transfer over slow links [125][126]. Similar idea has been applied to
cloud environments which determine node locality based on pair-wise bandwidth [127]. This
method is extended into NUMA multire-core architecture [128]. Recent work like Bluecon-
nect [79] decouples AllReduce into ReduceScatter followed by AllGather. However, it can
only be applied to symmetric topologies, which makes it less flexible when comparing with
Blink. Blink can be generally applied to both symmetric and asymmetric network topologies,
and can also combine heterogeneous links for concurrent data transfers.

3.7 Summary

This part of the thesis provides a fast and generic collective communication library called
Blink. To handle the topology heterogeneity, Blink dynamically packing maximum number
of spanning tree in the given network topology and achieve near-optimal network throughput.
Compared with state-of-the-are ring-based solution like NCCL, Blink achieves up to 8x faster
AllReduce, and reduce end-to-end DNN training time by up to 40%.
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Chapter 4

Eliminating Communication in Model
Parallelism

4.1 Background

Convolution Neural Networks (CNNs) is a specialized kind of DNNs, which enables comput-
ers to excel on a lot of vision learning tasks such as image classification [5][6][129], semantic
segmentation [52] and object detection [53].

In the past decade, we see the trends that both input image resolutions and model
sizes are growing drastically. As mentioned in Section 1.1, the CNNs model size almost
increases 200 times over the years, and the number of pixels per image also grows by
orders-of-magnitude. To reduce model serving latency, distributed model serving is widely-
adopted [23][22][21][130], which allows a single CNN to run in-parallel over multiple machines
or accelerators. There are mainly two types of conventional parallelism approaches, namely
data parallelism [131][24] and model parallelism [26] [20]. In data parallel serving, each
machine or GPU hold the full copy of model parameters and does model inference indepen-
dently on separate subset of the whole input data. In model parallel serving, each GPU only
maintain a portion of the whole CNN model. Lots of intermediate results such as activations
are transmitted during in-parallel model serving.

Recently, making faster decision on live data becomes more and more important. For
instance, in autonomous driving application scenarios [132][133], if the perception camera
captures a frame of image than contains pedestrians ahead, it may save people lives if we
can make the stop decision slightly quicker. Similar latency-driven cases can also be found
in finance domain. For example, giant banks such as Goldman Sachs [134][135] and J.P.
Morgan [136] are adopting deep learning methods for automatic stock trading. In this case,
if one party can make the trading decision slightly faster (e.g., several milliseconds earlier)
than the other parties, it can bring-in huge amount of profit to the company. From a system
point of view, making faster decision on live data is equivalent to making faster decision on
each atomic, incoming data item (e.g., instantaneous price of a single stock, each incoming
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image).
In this case, neither model parallelism nor data parallelism can reduce live data serving

latency. As shown in Figure 4.1, it is impossible to split an atomic input item into pieces
and do data parallel serving. In model parallel serving (Figure 4.2), all the machines can
share the same input piece. However, they need to communicate intermediate results (e.g.,
feature-maps as red dashed lines in Figure 4.2) among each other for each single input item,
which is huge communication overheads.

To achieve low-latency inference on single input piece, we propose sensAI, which is a
generic scheme to decouple a big CNN into a bunch of disconnected subnets. This divide-and-
conquer scheme only needs negligible communication (i.e., one float value per subnet) and
achieves decent inference accuracy. At high level, sensAI achieves near-zero communication
overhead by adopting a new concept called Class Parallelism. As shown in Figure 4.3, we
decouple a multi-way classification base model into a number of binary classification subnets,
where each subnet is only responsible for decision making of a single class (e.g., car or not cat,
dog or not dog). The theoretical intuition behind our class parallelism is, different neurons
(i.e., channels) are responsible for predicting separate classes of images. Normally, only a
subset of channels are crucial for predicting certain class of images [137]. Furthermore, our
class parallelism method is orthogonal to data parallelism, which means it can be applied
together with data parallelism.

For classification tasks with small number of classes say N (e.g., CIFAR-10 [14]), our
class parallelism can be achieved by pulling out N binary classifiers from the base model.
And we use these N binary models in-parallel to determine the predicted class by taking
the maximum confidence value among these binary classifiers. For classification problem
with too many classes (such as ImageNet-1K [7]), we decouple the base model into multiple
grouped classifiers (e.g., k groups), where each grouped classifier is a m-way classifier pulled
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Figure 4.4: sensAI’s three-phase workflow for class-parallel inference.

from base model. To guarantee the full class coverage, we ensure that

k ×m = N (4.1)

This guarantees that using our k m-way classifiers together can cover the original N -way
classification problem. Next we will discuss related literature.

4.2 Related Work

The related work to our sensAI project in mainly in following four categories.
Data and model parallelism: To speed up model inference, in-parallel paradigms,

such as data parallelism [21][73][34], model parallelism [20][35][27] and hybrid of two [130],
have been widely adopted. However, all of these fall short of reducing latency with single
atomic input item. As mentioned in Section 4.1, we cannot split atomic input piece for
data parallel serving, and model parallel serving introduce huge communication overheads.
Different from data and model parallelism, sensAI decouples a base model into disconnected
subnets with Class Parallelism, thus the communication in-between can almost be eliminated
at the in-parallel model serving stage.

Class-specific neuron analysis: Previous literature provides unit ablation study and
shows that unit ablation over a fully-trained CNN only decreases serving accuracy of certain
classes [138]. Recent work also shows the possibility of decouple a 10-way classification CNN
into 10 binary ones without losing test accuracy [137]. However, sensAI is the first scheme
to propose Class Parallelism and use it for low-latency, in-parallel model inference.

Network pruning: It is well-known in deep learning domain that traditional CNNs are
over-parameterized [139][140]. To reduce computation cost and memory footprints, struc-
tured [141] and unstructured [142][143][144] network pruning gains lots of attention, which
provide a effective way to reduce model size while maintaining decent accuracy [145][146].
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sensAI also adopt network pruning methods. However, different from existing class-agnostic
pruning methods, sensAI conducts one-shot, class-specific pruning to pull out binary or
grouped classifiers from the base model. And we can further shrink down our subnets’ sizes
by incorporating traditional class-agnostic pruning methods [143][141][146].

One-Vs-All (OVA) reduction: OVA model reduction is a generic machine learning
approach that reduces multi-class learning problem into a bunch of binary classification prob-
lems [147][148]. Previous literature demonstrates the effectiveness and theoretical correctness
of OVA-based approaches [149][150]. Some modern art incorporates OVA with Error Cor-
recting Output Codes (ECOC) to further increase the model serving accuracy [151][152][153].
However, both OVA approaches and its ECOC extensions need to pre-define the model struc-
ture of binary classifiers [154][151]. Different from OVA and its ECOC extensions, sensAI
automatically learns varied subnet structures from the fully-trained base model for different
classes or groups. And we achieve better model serving accuracy with less redundant binary
or grouped subnets.

4.3 sensAI Method

In this section, we first provide an overview of sensAI workflow. Then we dive into all the
key components in the following sections.

4.3.1 Overview

Before applying sensAI method, we assume to have a fully-trained N -way CNN classifier,
where N is the total number of classes in the vision learning task. As a toy example depicted
in Figure 4.4, sensAI has a 3-phase workflow: 1) class-specific pruning, 2) retraining, 3)
combining results for in-parallel inference. Given a fully-trained base ConvNet, we first
pull out binary or grouped classifiers from the base model. Second, we conduct retraining
over these binary or grouped classifier to regain some possibly loss test accuracy due to
the previous pruning step. Third, we deploy each subnet on a single GPU and conduct
in-parallel, non-blocking model serving.

4.3.2 Class-specific Pruning

Here we first discuss how we distill binary classifiers from a base model. It is used for
classification task with smaller number of classes. Then we extend our solution to distill
grouped (i.e., multi-class) classifiers from the base model. This can be applied to more
complicated classification problem with many classes.

4.3.2.1 Binary Classifiers

In order to pull out binary classifiers from a base model, we need to identify the sets of
neurons that are crucial for particular image classes. We choose to use activation-based
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Figure 4.5: t-SNE visualization for fea-
ture representation of all training images
with fully-trained VGG-19 on CIFAR-10
dataset.

Figure 4.6: t-SNE visualization for fea-
ture representation of all training images
with fully-trained VGG-19 on CIFAR-100
dataset.

pruning approach. Basically, given a fully trained ConvNet, we pass in all the training
images of a single class into this ConvNet. Then we collects activation statistics per each
neuron (i.e., channel). We directly borrow some popular activation-based pruning schemes
such as Average Percentage of Zeros (APoZ [155]) and average activations (Avg [137]).

The pruning method is important and may affect our final in-parallel model serving
accuracy [145]. After trails-and-errors test, we define our pruning policy as a hybrid of
both Average Percentage of Zeros (APoZ [155]) and average activations (Avg [137]) with
modifications on threshold values.

Our hybrid pruning policy is defined as below:

Ψ(N c
i,j) =

Dc∑
Φ(Ac

i,j < θ1)

Dc

(4.2)

where Θ(Ac
i,j) < θ2 (4.3)

In Equation 4.2, N c
i,j refers to j-th neuron in i-th layer that is evaluating on the c-th class

of images, and the corresponding output feature-maps are Ac
i,j. The symbol Dc denotes the

number of images that belonging to the c-th class. For Φ(·), it calculates average percentage
of activation values that are smaller than a threshold θ1 for each image in the set of c-th
class.

Our hybrid pruning policy works as follows. First, we generalize APoZ algorithm as
Ψ(·) in Equation 4.2, which calcuate the average percent of activation values less than the
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threshold value of θ1. We generate our initialize pruning candidates’ list by setting this pre-
defined threshold θ1. Second, we exclude the neurons from the pruning list if its feature-maps
mean absolute value is larger than another threshold θ2. By doing this two-step pruning,
we can avoid pruning the neurons that generating featuremaps 1) with high percentage of
near-zero value and 2) has a few very large non-zero values.

4.3.2.2 Grouped Classifiers

For simple classification tasks like CIFAR-10, it is reasonable to pull out 10 binary classifier
from the base model. However, for more complicated tasks such as ImageNet-1K, it is
unrealistic to distill 1000 binary classifiers from the base model and use 1000 GPUs together
for in-parallel model inference.

In this case, given an N -way classification model, we decouple it into k m-way classifiers
and ensure that k ×m = N . We call each m-way classifier as grouped model. To automati-
cally group multiple classes, we adopt t-SNE and balanced k-mean clustering methods.

Our grouping methods works in two steps. First we evaluate the similarity of train-
ing images belonging to different classes. After passing in all the training images into a
fully-trained CNN, we collects the feature vector before the last fully-connected layer as the
feature representation for each training image. Then we use t-distributed stochastic neighbor
embedding (t-SNE) [156] to cast the high-dimensional feature representation into 2D. Fig-
ure 4.5 and Figure 4.6 show the t-SNE vitualization results on both CIFAR-10 CIFAR-100
datasets. Here each data point with the same color refers to a training image belongs to
the same class. The reason of using t-SNE is because it guarantees nearby classes are also
closed with each other in the projected space [157]. Second, given the t-SNE results, we
conduct balanced k-mean clustering [158][159][160] to automatically group nearby classes.
Our balanced k-mean clustering is defined as Algorithm 1.

Algorithm 1 K-means clustering over t-SNE output

Input: total number of classes: N , number of groups: k, t-SNE output: {xc
i} ∈ Xc where

c={0,1,..N-1}
for m = 0 to N-1 do

am ←
|Xm|−1∑
n=0

xm
n / | Xm | ; // Avg FR per class

end
Data: {ac} ∈ Ac for c={0,1,..N-1}, Minsize ← ⌊N/k⌋, Maxsize ← ⌈N/k⌉
if Minsize == Maxsize then

kmeans-balanced(Ac, N/k)
else

kmeans-constrained(Ac,Minsize,Maxsize)
end
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Figure 4.7: Pruning method comparison among APoZ, Avg, and our hybrid solutions (VGG-
19, CIFAR-10).

In Algorithm 1, we first calculate all the average feature-representation (i.e., FR) per-class
over t-SNE’s output (i.e., Xc). Then we use these FR per-class as input data for k-means
clustering algorithm [158].

The k-means clustering in Algorithm 1 mainly handles two cases. First, if the number of
classes N could be divided by our group number as k, we directly apply kmeans-balanced()
algorithm [159]. Second, if number of total class N is not divisible by number of groups k
we have, we adopt another variation of balanced k-means called kmeans-constrained() [160]
and pass-in minimum group size (i.e., Minsize) and maximum group size (i.e., Maxsize)
as arguments into the function. Here we split the classes as even as possible such that
Maxsize −Minsize ≤ 1.

After we generates these class groups, we do group-wise pruning, which follows similar
approach defined in Section 4.3.2.1. Instead of feed 1 class of training image, here we pass
in a class group of training images into the fully trained base model. Then we can use the
hybrid pruning policy to do group-wise pruning to distill grouped (i.e., multi-class) classifiers.
For the final classification layer, we keep all m prediction heads and add another head to
indicates the negative samples. Here negative samples refer to the input images that not
belonging to this particular class group. Therefore, each of our grouped classifier have m+1
prediction heads.

4.3.3 Retraining

After getting all the binary or grouped classifiers from the base model, we need to conduct
a retraining phase in order to regain possibly lost test accuracy because of previous pruning
step. Note that all the binary or grouped classifier can be retrained independently, which
means there is zero communication needed among the whole set of our binary or grouped
classifiers.
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Parameters vs test accu-
racy comparison (VGG-19,
CIFAR-10).
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Figure 4.9: FLOPs con-
sumption vs test accuracy
comparison (VGG-19,
CIFAR-10).
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Figure 4.10: Per-image in-
ference time vs test accu-
racy comparison (VGG-19,
CIFAR-10).

To improve retrain efficiency, we need to balance both negative and positive training
samples. We also need to modify the loss function accordingly. For binary classifiers, we
need to change the loss function into binary cross-entropy (BCE) loss. And for grouped
classifiers, we need to change it into multi-way cross-entropy loss with (m + 1) prediction
heads.

4.3.4 Combining Results Back to N-way Predictions

After getting all our retrained binary or grouped classifiers, we combine their outputs to the
original N -way prediction tasks. Here we directly pick the maximum probability of being
positive among all our binary/grouped classifiers’ output as the final prediction result of
original N -way prediction tasks. For example, in Figure 4.4, since cat confidence value 0.6
is larger than dog’s confidence value 0.2, we predict the image as a cat image.

4.4 Evaluation

4.4.1 Datasets and Models

We evaluate sensAI on several standard CNN models, such as ResNet [6] and VGGNet [102].
We test our approach on three different datasets as CIFAR-10, CIFAR-100 [14] and ImageNet-
1K [15]. In addition, we also verify sensAI’s effectiveness over some more efficient networks
such as ShuffleNet-V2 [161] and MobileNet-V2 [162]. We report our model size and FLOPs
reduction, inference time speedups and Top-1 test accuracy performance.

For the hardware testbed, we use Nvidia Tesla M60 GPUs [163] for all the experiments.
For each binary or grouped classifier, we assign it to a single GPU exclusive without resource
sharing among other workloads.
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Figure 4.11: Number of
Parameters vs test accu-
racy comparison (ResNet-
164, CIFAR-10).
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sumption vs test accuracy
comparison (ResNet-164,
CIFAR-10).
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Figure 4.13: Per-image in-
ference time vs test accu-
racy comparison (ResNet-
164, CIFAR-10).

4.4.2 CIFAR-10 Results

Here we mainly evaluate on two CNNs as VGG-19 and ResNet-164. We also test our improve-
ment over more efficient CNNs like MobileNet-V2 and ShuffleNet-V2. We train the model
with standard hyper-parameter settings. We train 164 epochs. Learning rate starts with 0.1
then decay by 0.1 at 91, 122 epochs. The test accuracy of our base models are 92.85% for
VGG-19, 94.79% for ResNet-164, 93.46% for ShuffleNet-V2 and 94.24% for MobileNet-V2.

4.4.2.1 Pruning Policy Comparison

We first compare different pruning policies we have, namely APoZ, avg, and our hybrid policy.
We compare the final test accuracy using these three policy on VGG-19 using CIFAR-10
dataset.

For our hybrid policy defined in Section 4.3.2.1’s equation 4.2 and Equation 4.3, we need
to find two threshold values as θ1 and θ2. In our implementation, these two threshold are
determined by a grid search on separate validation dataset. And the thresholds values are
not layer-specific but global across different layers of the neural nets. The pruning percentage
is thus determined by these two threshold values.

As depicted in Figure 4.7, our hybrid pruning policy generally outperforms over both
APoZ and Avg policies. It achieves the highest inference accuracy among the three policies
for the binary classifiers of same size. Therefore, we adopt our hybrid pruning policy as the
default pruning scheme for the rest evaluations.

4.4.2.2 sensAI Evaluation on VGG-19 and ResNet-164

We evaluate sensAI performance with respects of number of parameters per GPU, FLOPs
consumption, and inference time per-image. We mainly test on VGG-19 (with batch normal-
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Model
Test Avg. per-GPU Per-image
acc. model size infer. time
(%) (106) (ms)

MP-baseline VGG-19 92.85 2.00 1.12
(10 GPUs) ResNet-164 94.79 0.17 2.33

sensAI
VGG-19 92.86 1.01 0.06

ResNet-164 94.79 0.16 0.81

Table 4.1: Comparison between baseline with model parallelism (MP) and sensAI using 10
GPUs.

ization [58]) and ResNet-164. For the retraining of our binary classifiers, we borrow similar
learning rate decay policy as described in Section 4.4.2.

Figure 4.8, Figure 4.9 and Figure 4.10 show the evaluation results of VGG-19 on CIFAR-
10 dataset. Surprisingly, by only single-shot class-specific pruning, we can reduce the model
size by 20x per GPU (Figure 4.8), FLOPs by 24x with no test accuracy loss (Figure 4.9).
For per-image inference time, we can reduce it by 6x as depicted in Figure 4.10.

Similar results can be found in ResNet-164 evaluations as Figure 4.11, Figure 4.12 and
Figure 4.13. Comparing with base model of ResNet-164, sensAI can reduce number of
parameter by 11x (Figure 4.11), FLOPs consumption by 11x (Figure 4.12) and inference
time per image by 2x (Figure 4.13) without any test accuracy loss. The inference time
reduction in ResNet-164 is worse compared with our VGG-19 results. The main reason is
we only reduce the width of the model and keep the model depth unchanged. It is generally
believed model pruning should not prune in the model depth dimension [141][142]. Therefore,
2x per-image inference time speedup on ResNet-164 is still good.

Why we can prune so many neurons with just single-shot pruning? The main reason is
we simplify the classification task itself. More specifically, in CIFAR-10 case, we simplify the
original 10-way prediction problem into a few binary prediction problems. Thus, the base
model has more redundancy for us to achieve this high ratio of pruning. In addition, we
can incorporate class-agnostic pruning methods [143][141] to further reduce the size of our
binary models.

Another thing worth mentioning is that, we can achieve better test accuracy when main-
taining slightly large binary models. For instance, in ResNet-164 results shown as Fig-
ure 4.11, better test accuracy can be achieved when the average binary model size is ranging
from 0.16M to 0.91M.

4.4.2.3 sensAI vs Model Parallel Baseline

Before we compare sensAI with base model assigned to single GPU, we now evaluate sensAI
with model parallel inference, where both sensAI and model parallelism using 10 GPUs.
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Test Accuracy %
Average binary
model size (106)

OVA 91.65 0.27

sensAI
94.79 0.16
94.90 0.24

Table 4.2: Comparison between OVA and sensAI with 10 GPUs on CIFAR-10.

For model parallel baseline, as suggested by recent model parallel work [35][36], we evenly
split the model layers across all the 10 GPUs. The follow model parallelism baselines in our
CIFAR-100 and ImageNet-1K follows the same role.

In Table 4.1, adopting model parallel inference performs worse than doing single image
inference on a single GPU. More specifically, comparing with single-GPU baseline, our model
parallel baseline’s per-image inference time is 0.73ms longer on VGG-19, and 0.66ms longer
on ResNet-164. The main reasons are twofold. First, there exists high communication
overhead among all the GPUs in use during the model parallel inference. Second, model
parallelism naturally creates synchronization barries due the the sequential dependency of
DNN layers [85]. For example, the GPUs holding last few layers cannot start working until
fully receiving activations from all the previous layers.

In contrast, the binary classifiers generated by sensAI can run independently without
blocking each other. Thus, in Table 4.1 compared with model parallel baseline, for single
image inference time, sensAI can achieve 18x speedup in VGG-19 and 3x in ResNet-164
without losing test accuracy.

4.4.2.4 sensAI vs OVA

One-Vs-All (OVA) reduction scheme is studied for multiple years [147][148][149], which is
close to our sensAI approach. Basically, for image classification tasks, both sensAI and
OVA decouple a multi-way classification problem into a bunch of much simpler, binary
classification problems.

Here we direction compare OVA performance with sensAI on CIFAR-10 dataset. Since
OVA needs pre-defined model structure for binary classification tasks, we directly choose
ResNet-20 for each single class task in CIFAR-10 dataset. We follow the same training
recipes described in Section 4.4.2. For training datasets of OVA’s binary classifiers, we use
the same per-class dataset we generated at our sensAI’s retraining stage. After all the OVA’s
binary classifiers are fully trained, we also impose calibrations among all the OVA’s binary
classifier in order to obtain the possible best test accuracy.

For evaluation, we use these calibrated and fully trained OVA binary classifier together
for in-parallel model serving as our sensAI approach. For our sensAI models, we directly use
two sets of binary models pulled from ResNet-164 in Section 4.4.2.2. One set of models are
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Model

Test Model FLOPs Per-image
acc. size per-GPU infer.
(%) per-GPU (109) time

(106) (ms)

Baseline
MobileNet-V2 94.24 2.30 0.56 0.48
ShuffleNet-V2 93.46 1.26 0.27 0.23

sensAI
MobileNet-V2 94.27 0.45 0.16 0.22
ShuffleNet-V2 93.50 0.31 0.07 0.12

Table 4.3: Comparison between efficient baseline models and sensAI.

smaller than OVA’s ResNet-20. The other set of binary models share similar model sizes as
OVA solution.

As shown in Table 4.2, when using similar model sizes as OVA’s average size of 0.27M
and sensAI’s are with size of 0.24M, our binary classifiers outperforms OVA solutions with
3.25% high test accuracy. For the case that sensAI’s binary models are much smaller than
OVA’s ResNet-20 (i.e., sensAI average model size is 0.16), our sensAI solution still achieve
higher model serving accuracy and outperforms over OVA counterpart by around 3% on
CIFAR-10 dataset.

In summary, compared with OVA solution of same and pre-defined model structure,
sensAI automatically learns different model architecture for different class of images from
the base model. And our solution achieves better model serving accuracy while having less
computation cost.

4.4.2.5 sensAI Improvements on Efficient CNNs

Now we verify the effectiveness of our sensAI approach on more efficient ConvNets such as
MobileNet-V2 [162] and ShuffleNet-V2 [161].

These two models are designed with the goal of computational efficiency. Both MobileNet-
V2 and ShuffleNet-V2 are small regarding to number of model paramerters and FLOPs
consumptions. And they are designed to be executed on single GPU. In addition, as results
shown in Section 4.4.2.3, small model generally performs worse with model parallelism.
Therefore, here we report sensAI’s speed-up over single GPU baselines.

As results shown in Table 4.3, for MobileNet-V2, sensAI can reduce number of parameters
by 5x, with 3.5x FLOPs reduction and 2x per-image inference time reduction. For ShuffleNet-
V2, sensAI reduces number of parameters by 4x, with 4x FLOPs reduction, and 2x per-image
inference time reduction.

Our sensAI method is generic approach which can also be directly applicable to modern
ConvNets [164] like ConvNeXt [165], or even with 3D input data [166].
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Figure 4.14: Similarity com-
parison among binary classifiers
by measuring IoU on channels
(VGG-19, CIFAR-10).
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Figure 4.15: Similarity com-
parison among binary classifiers
by measuring IoU on channels
(ResNet-164, CIFAR-10).
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Figure 4.16: Similarity com-
parison among binary classifiers
by measuring IoU on channels
(ShuffleNet-V2, CIFAR-10).
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Figure 4.17: Similarity com-
parison among binary classifiers
by measuring IoU on channels
(MobileNet-V2, CIFAR-10).

4.4.2.6 Binary Models Analysis

Here we do simple statistical analysis over the binary models we distilled from the base
models in CIFAR-10 dataset. The sets of binary models we analyzed are the best ones
we have. Here best means the binary models with smallest number of parameters while
maintaining the same test accuracy as the base model. We analyze the best binery model
sets we pulled out from different base models, namely VGG-19, ResNet-164, ShuffleNet-V2
and MobileNet-V2.

We first analyze the similarity among the set of binary classifiers we collected. For each
binary classifier we pulled out from the same base model, we collect its channel indices in the
original base model. Then we measure the similarity of two binary classifier by taking the
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Type Model
Grouping Test acc. Model size FLOPs Per-image infer. time speed-up
method (%) (106) (109) (over 1-GPU Baseline)

Baseline VGG-19 N/A 71.95 20.02 2.39 1x
(1 GPU) ResNet-110 N/A 72.44 1.66 1.3 1x

MP-baseline VGG-19 N/A 71.95 4.00 0.48 0.41x
(5 GPUs) ResNet-110 N/A 72.44 0.33 0.29 0.78x

MP-baseline VGG-19 N/A 71.95 2.00 0.24 0.33x
(10 GPUs) ResNet-110 N/A 72.44 0.17 0.14 0.76x

sensAI

VGG-19

Random 5-group 71.75 4.28 1.06 2.17x
Random 10-group 71.84 2.21 0.36 3.25x
Nearby 5-group 72.07 3.01 0.47 2.44x
Nearby 10-group 72.18 1.61 0.21 4.5x

ResNet-110

Random 5-group 72.43 0.513 0.501 1.64x
Random 10-group 72.14 0.24 0.233 1.87x
Nearby 5-group 72.52 0.31 0.298 1.8x
Nearby 10-group 72.41 0.167 0.143 2.06x

Table 4.4: Comparison between sensAI with two grouping methods (random and nearby
grouping) with 5-group (5 GPUs) 10-group (10 GPUs) v.s. baselines of Single GPU and
model parallelism (MP) using same amount of GPUs (5, 10 GPUs) on CIFAR-100.

intersection of unions (IoU) of the channel indices. Figure 4.14 shows the similarity of binary
classifiers we collected from VGG-19 as a heatmap. In this heatmap, the darker color block
indicates the the binary pair has higher similarity. We observe that cat binary classifier and
dog binary classifier share most neurons among all pairs, which is very intuitive since they
look similar in human eyes. Similar observation results are found in other popular neural
nets such as ResNet-164, ShuffleNet-V2 and MobileNet-V2, which are shown as Figure 4.15,
Figure 4.16 and Figure 4.17 respectively.

Second, we analyse the model sizes amoung 10 binary classifiers distilled from the same
base model. We observe that the whole set of binary classifiers usualy share the same model
sizes. For example, in VGG-19, all binary models have around 1 million parameters with
variance less than 0.1M. In ResNet-164, binary classifiers all have around 0.16M parameters
with variance less than 0.02M. For the case of more efficient ConvNet as MobileNet-V2, the
binary ones are all 0.45M parameters with less than 0.05M variance. For ShuffleNet-V2,
all binary models are around 0.31M parameter with less than 0.04M variance. The reason
behind may due to the fact that we split the original task evenly among subnets. This decent
attribute guarantee all our binary classifiers can finish their in-parallel inference at roughly
the same time, which means there is no stragglers among the whole set of binary classifiers
in use.

4.4.3 CIFAR-100 Results

Starting in this section, we switch our evaluation from binary classifiers to the grouped
classifiers we generate using sensAI approach. Here we present our results on CIFAR-100
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dataset. We first train our base models as VGG-19 and ResNet-110. With similar training
recipe as mentioned in Section 4.4.2, we got test accuracy as 71.95% for VGG-19 and 72.44%
for ResNet-110 on CIFAR-100 dataset. These two models are served as the baseline for both
single GPU (i.e., Baseline in Table 4.4) and model parallelism using multiple GPUs (i.e.,
MP-baseline in Table 4.4) cases. Similar as described in Section 4.4.2.3, for model parallel
baseline on CIFAR-100, we also evenly split these ConvNets model layers across all the
GPUs in use. For automatic grouping, we mainly compare two grouping methods, namely
random grouping and nearby grouping using t-SNE and k-means algorithm as we defined in
Section 4.3.2.2.

As discussed in Section 4.4.2.6, by evenly split the original tasks, we can get subnets
with similar model sizes, which means there is no straggler during in-parallel model serving
using the whole set of subnets. Following similar rule and achieving good load-balancing, we
assign each of our grouped classifier with same number of classes coverage. We tested two
group size settings, 5 and 10 groups. In 5-group case, each grouped classifier covers model
serving of 20 classes. In 10-group setting, each grouped classifier is responsible for 10-class
prediction.

As we discussed in Section 4.4.2.1, we choose hybrid pruning policy by default in our
evaluation here on CIFAR-10 dataset, since it provides the highest model serving accuracy
given the same model pruning ratio. We also adopt this hybrid pruning policy for our later
evaluation on ImageNet-1K dataset in Section 4.4.4. For retraining process over our grouped
classifiers on CIFAR-100 dataset, since each class only has 500 training images, it is more
likely to cause over-fitting. Thus, we reduce the number of retraining epoch to only 40, and
collects the best set of grouped classifiers we have during this training session.

4.4.3.1 sensAI vs single GPU Baseline

In Table 4.4, without sacrificing too much test accuracy, we collect the set of grouped mod-
els with smallest size. In general, comparing with random grouping, our nearby grouping
described in Section 4.3.2.2 performs better in both model serving accuracy and per-image
serving time reduction.

Random Grouping: As shown in Table 4.4, for 5-group cases, given test accuracy
drop within 0.3% of baseline, we can reduce model size by 4.6x/3.2x, FLOPs consumption
of 2.2x/2.6x and per-image inference time by 2.17x/1.64x over single GPU baseline (i.e.,
Baseline in Table 4.4) on VGG-19/ResNet-110, respectively. In the 10-group cases, with
negligible test accuracy loss, we achieve model size reduction by 9x/7x, FLOPs reduction
by 6x/5x, and 3.25x/1.87x inference time reduction of single image on VGG-19/ResNet-110,
separately.

Nearby Grouping: In Table 4.4, our nearby grouping method generally outperforms the
random grouping counterpart. With 5 groups, when comparing with single-GPU baseline,
we achieve model size reduction by 6.6x/5.3x, FLOPs reduction by 5x/4x, and per-image
serving time reduction by 2.44/1.8x on VGG-19/ResNet-110 separately. In our 10-group
settings, with negligible inference accuracy loss, our nearby grouping method can achieve
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Type Model
Nearby Test acc. Model size FLOPs Per-image infer. time speed-up
Grouping (%) (106) (109) (over 1-GPU Baseline)

Baseline VGG-19 N/A 74.21 143.68 117.99 1x
(1 GPU) ResNet-50 N/A 76.13 25.56 24.63 1x

MP-baseline VGG-19 N/A 74.21 14.37 11.8 0.45x
(10 GPUs) ResNet-50 N/A 76.13 2.56 2.47 0.58x
MP-baseline VGG-19 N/A 74.21 7.2 5.9 0.43x
(20 GPUs) ResNet-50 N/A 76.13 1.28 1.24 0.57x

sensAI
VGG-19

10-group 74.26 15.34 18.45 3.4x
20-group 74.24 8.57 9.73 5.87x

ResNet-50
10-group 76.17 2.71 2.93 2.16x
20-group 76.06 1.83 1.89 3.08x

Table 4.5: Comparison between sensAI of 10-group (10 GPUs) and 20-group (20 GPUs)
v.s. baselines of Single GPU and model parallelism (MP) with 10 GPUs and 20 GPUs on
ImageNet-1K.

reduction of 12x/10x on model size, 11x/9x on FLOPs consumption and 4.5x/2.6x per-image
serving time on VGG-19/ResNet-110, respectively.

4.4.3.2 sensAI vs Model Parallel Baseline

Here we compare the grouped classifiers from sensAI against model parallel baseline (i.e.,
MP-baseline in Table 4.4) using the same number of GPUs. we test in two different cases,
5-GPU case and 10-GPU case. As mentioned in Section 4.4.2, for model parallel baseline,
we evenly split model layers among all the GPUs in use.

As shown in Table 4.4, for model-parallel baseline, even though the per-GPU model sizes
and FLOPs are significantly reduced, it generally performs much worse compared with single-
GPU baseline with respect to per-image serving time. The key reason is model partitions
hold on different GPUs may block each other due to sequential dependency of the DNN
layers [85]. We present our results on both 5-GPU and 10-GPU cases.

5-GPU: Comparing with 5-GPU model parallel baseline, sensAI can maintain similar
model size reduction and FLOPs reduction for both VGG-19 and ResNet-110. However,
since all our 20-class grouped models can run in-parallel without blocking each other, we
can achieve 2.44/0.41=5.95x and 1.8/0.78=2.3x speedup over model parallel baseline for
per-image model serving on VGG-19/ResNet-110, separately.

10-GPU: Similar results can also be found in this 10-GPU setting. Comparing with
10-GPU model parallel baseline, our 10-class grouped classifiers achieves slightly higher
reduction rate in terms of model size and FLOPs consumption per-GPU for both VGG-
19 and ResNet-110. In single image inference time, sensAI achieves 4.5/0.33=13.64x and
2.06/0.76=2.71x time reduction over model-parallel counterparts on VGG-19 and ResNet-
110, separately.
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4.4.4 ImageNet-1K Results

In this section we present our experimental results on ImageNet-1K dataset [15]. The two
model we evluate here are VGG-19 and ResNet-50. Here we directly use pre-trained models
as our baselines (i.e., Baseline in Table 4.5).

In our sensAI setup, we use the same hybrid pruning policy, due to its advantages over
APoZ and Avg policies discussed in Section 4.4.2.1. As evaluated in Section 4.4.3.1, since
nearby grouping generally outperforms random grouping method, we apply nearby grouping
strategy and form 10-group and 20-group settings on ImageNet-1K dataset. For 10-group
case, each grouped classifier is for predicting 100 classes. In 20-group setting, each grouped
classifier is responsible for decision making of 50 classes. During our retraining stage, we
limit the number of epochs to be 40. For the retraining recipe, we have learning rate decay
of 0.1 at both 20th and 30th epochs. We report our best sets of grouped classifiers (i.e.,
smallest model size with negligible test accuracy loss) as Table 4.5.

4.4.4.1 sensAI vs Single GPU Baseline

In Table 4.5, by splitting VGG-19 into 10 grouped classifiers using sensAI, we reduce the
model size by 9x, FLOPs by 6x and per-image inference time by 3.4x over single GPU
baseline at no loss of model serving accuracy. In the 20-group setting, we achieve model size
reduction by around 17x, FLOPs reduction by 12x and reduction of inference time per-image
by around 6x (i.e., 5.87x in Table 4.5) without test accuracy loss.

For ResNet-50 results shown in Table 4.5, by decoupling base model into 10 grouped
classifiers using sensAI, we can reduce each grouped model size by 9.4x, FLOPs consumption
by 8.4x and per-image serving time by 3.08x over single GPU baseline with moderate test
accuracy loss (i.e., 0.07%). Comparing with deeper ResNet (i.e., ResNet-164 and ResNet-
110) we used in our CIFAR-10 and CIFAR-100 experiments, here with shallower ResNet like
ResNet-50, we can indeed prune more neurons (i.e., channels) and achieve higher speedups
for per-image serving time.

One thing worth noting on ImageNet-1K evaluation is, since image resolution of each
ImageNet-1K picture is much larger than CIFAR’s 32x32 pixels, sensAI can achieve per-
image inference time reduction at millisecond level. For instance, in our 20-group with
VGG-19 setting, we can reduce 7.79ms of per-image serving latency over single GPU baseline
with no test accuracy loss.

Another thing worth mentioning is that, each of our grouped classifier can be retrained
independently, since there is zero communication needed at retraining stage among the
whole set of our grouped classifiers. Given the longer training time on ImageNet-1K dataset
comparing with CIFAR-10 and CIFAR-100, we can incorporate data parallelism to further
accelerate our model retraining stage. More specifically, for each of our grouped classifier,
we adopt data parallel training to increase parallelism and training throughput. Thus, we
can make trade-off between training completion time and number of GPUs in use.
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We note the aggregated number of parameters among the whole set of our grouped
classifiers is larger than the base model. Given that our main goal is to reduce single image
serving latency not total number of parameters, our class parallelism is still a practical
and generic solution. Since we only do single-shot class-specific pruning, we can further
incorporate class-agnostic pruning methods [141][143] to further reduce our grouped model
sizes.

4.4.4.2 sensAI vs Model Parallel Baseline

Now we evaluate our sensAI approach and compare it with model parallel baseline on
ImageNet-1K dataset. For model parallel baseline, we evenly split base model over the
same amount of GPUs that our sensAI uses. In Table 4.5, we report the comparison re-
sults between our method and model parallel baseline (i.e., MP-Baseline (10 GPUs) and
MP-Baseline (20 GPUs) in Table 4.5).

10-GPU: We first present our result in 10-GPU case. As shown in Table 4.5, comparing
with 10-GPU MP-Baseline, 10-group classifiers in sensAI maintains larger model size and
FLOP consumption per-GPU. However, regarding per-image model serving time, sensAI
achieves 3.4/0.45=7.5x and 2.16/0.58=3.7x end-to-end latency reduction on VGG-19 and
ResNet-50, respectively.

20-GPU: For 20-GPU setting, compared with the corresponding model parallel baseline
(i.e., MP-Baseline (20-GPU) in Table 4.5), the 20-group classifiers from sensAI achieve time
reduction for single image by 5.87/0.43=13.5x and 3.08/0.57=5.4x on VGG-19 and ResNet-
50, separately.

4.5 Discussion

Above we describe sensAI’s advantages over traditional data and model parallel model serv-
ing. Here we discuss several issues we note on sensAI’s novel class parallelism approach.

First, in our defined class parallelism paradigm, we have a hard limitation: we can only
scale out up to the number of classes we have in the original classification task. This could
limit its usage in some cases. For instance, we cannot distribute a 10-way classification task
(e.g., CIFAR-10) to over more than 10 GPUs or nodes. Furthermore, if the original problem
is a binary classification task itself, our methodology is not directly applicable.

Second, we note that the aggregated number parameters among the whole set of our bi-
nary/grouped classifiers may even be larger than the base model itself (e.g., ImageNet-1K re-
sults in Section 4.4.4.1). Since our main goal is to reduce single image serving latency, reduc-
ing total amount of parameters can be regarded as a byproduct but not necessary. To further
reduce our live data serving latency and mode size, besides our single-shot class-specific prun-
ing, we can incorporate class-agnostic pruning methods [141][142][167][168][169][170][171] for
iterative pruning, and quantization schemes [143][172][173][174][175][176] for model compres-
sion. And we leave it as a future research direction.
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Third, if the set of our binary/grouped classifiers have high variance in terms of number
of parameters, the end-to-end in-parallel inference time is then determined by the ones with
most computation. Given our analysis on binary classifiers in Section 4.4.2.6, we find that
all our binary classifiers share similar model sizes. This attribute of similar subnet sizes may
because of our even split of original classification task. This feature of similar model sizes
guarantees that all our binary/grouped classifiers can finish in-parallel forward propagation
at roughly the same time (i.e., no stragglers).

Fourth, with respect to baseline, single GPU setting achieves the lowest latency for sin-
gle image inference in most cases. This is mainly because transferring intermediate results
(e.g., feature-maps) across different GPUs and machines can be expensive. And conven-
tional model parallelism naturally creates hard synchronization barriers in our single image
inference scenarios. For example, the GPUs holding deeper layers of the model cannot start
forward propagation until fully receiving activations from GPUs maintaining previous model
layers. Furthermore, neither data parallelism [21] nor pipeline parallelism [35] is applicable
for reducing serving latency in single image cases. Our evaluation results also verify that,
even though model parallel baseline reduces per-GPU model sizes and FLOPs, the end-
to-end per-image serving latency is usually higher than single GPU baseline. In contrast,
sensAI achieves similar per-GPU model sizes as model parallel baseline while reducing model
serving latency over single-GPU baseline at the same time. The key reason is we remove
all possible communication overheads and synchronization barriers in forward propagation.
Thus, all our subnets are able to run in-parallel without blocking each other.

Fifth, besides class parallel model serving, we further extend our methodology to class-
specific, concurrent model training at zero communication cost. We briefly discuss the
method and evaluate it on CIFAR-10 dataset as Section 4.6.

4.6 Extending to Model Training

We describe how we extend our class parallelism to model training stage at no communication
cost.

4.6.1 Method

Applying class parallelism at training stage is slightly different from the inference stage we
discussed above. Given that we do not have a pre-trained base model, we first initialize the
model parameter and train a base model for several epochs, which allow the model to learn
feature representations from the training data samples. Then, based on this “half-baked”
base model, we distill our binary or grouped classifiers with same methodology we described
in Section 4.3.

Given this “half-baked” N -way classification model, we first collect the activation statis-
tics of each neuron (i.e., channel) by feeding in all the training images for each class/class-
group. Then we use our hybrid pruning policy to pull out binary/grouped classifiers. Second,
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we deploy each of our binary/grouped classifier on a single GPU for independent class-parallel
training. After all the subnets are fully trained, we use them together for in-parallel model
serving.

In class-parallel model training, even though we need to train the base model for a
small number of epochs, most of the training epochs are conducted over our whole set of
binary/grouped classifiers at zero communication cost. For example, on CIFAR-10 dataset,
it normally takes around 164 epochs to fully train a base model [177]. For our class-parallel
model training, we empirically train the base model for only 20 epochs to get our “half-baked”
baseline, from which we distill our binary classifiers. Then the rest 164-20=144 epochs are
trained on the binary classifiers in-parallel at no communication cost. Since each of our
binary classifier is much smaller in size when comparing with base model and can be trained
in-parallel over multiple GPUs, the total training completion time of class parallelism is much
shorter than training base model on single GPU. After all our binary/grouped classifiers are
fully trained, we combine their output values for the original N -way predictions.

4.6.2 Results

We evaluate class-parallel training with VGG-19 and ResNet-164 on CIFAR-10 dataset.
As mentioned in Section 4.6.1, we first initialize weights for the base model and train it

on full dataset for 20 epochs. Given that the model converges fastest during the first 10s of
epochs, we can get a “half-baked” model which has high similarity compared with a fully
trained one. We conduct our one-shot class-specific pruning to pull out binary classifiers
from this “half-baked” model. Then we form per-class training dataset and train each of
these binary classifiers for the rest 164-20=144 epochs. Here we use 64 as the mini-batch
size during training. We measure per-iteration training time both both base model and our
in-parallel binary ones. After all the binary classifiers are fully trained, we use them together
for serving and report our model size and training time reduction.

Without losing test accuracy, we get binary models with around 1M parameters for
VGG-19 and 0.16M for ResNet-164. For class-parallel model training, the completion time
reduction is 11x on VGG-19, which is over linear scalability. The key reason is we reduce
model size per-GPU by 20x and zero communication is needed during our in-parallel model
training. For ResNet-164, we can reduce the training completion time by 3x.

We also conduct binary model analysis for these binary classifiers distilled from “half-
baked” base model. Generally speaking, compared with binary models pulled from fully
trained base model (Section 4.4.2.6), these binary subnets getting from “half-baked” baseline
has lower top-1 test accuracy with drop between 0.04% to 0.38%. In addition, these binary
models generated from “half-baked” base model have higher variance in model size. For
instance, some of binary models can be 1.2x to 2x the size of some other smaller ones in
the same set. This is possibly because that the baseline model is not fully trained, which
generates more noisy signals at our class-specific pruning stage. However, we still maintain 2x
to 5x speedups for per-image inference over model parallel counterparts. The main reason is
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Figure 4.18: Robust Class Parallelism with Cyclic Coding.

our binary models are very tiny and double the size does not make much difference regarding
to the end-to-end forward propagation time during live data serving.

4.7 Extending to Fault Tolerance, Robotic Control,

and Beyond

To improve system robustness, we add fault tolerance feature on top of our vanilla class
parallelism approach. We borrow simple error-correcting codes [178][179] called cyclic cod-
ing [180] for our fault tolerance extension.

As shown in Figure 4.18, different from our vanilla class parallelism where grouped clas-
sifiers having disjoint class coverage, we now allow all grouped classifiers have overlapped
class coverage, which is similar as parity models [179]. Thus, for each overlapped class, we
can do major vote over multiple prediction values of the same class to avoid the cases like
machine failures or malicious nodes. For example, in Figure 4.18, class #2 is covered among
machine 2 (i.e., ( ,2, )), machine 3 (i.e., (2, , )) and machine 10 (i.e., ( , ,2)). Thus, For
class #2, we can do major vote over the three confidence values generated from machine 2,3
and 10. More details and preliminary results on CIFAR-10 and CIFAR-100 datasets can be
found in our robust sensAI paper [181].

We also extend sensAI’s divide-and-conquer scheme to control system in drones. Right
now the control system on a quad-copter is centralized. The centralized control module
collects data from the sensors located around four propellers, and then send back decisions
to all 4 propellers. In our sensAI reinforcement learning branch (i.e., sensAI-RL), we want
to decouple the centralized control system into four much smaller control units, where each
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is only responsible for decision making of a single propeller. More details can be found in
our sensAI-RL paper [182].

Since sensAI’s class parallelism is a generic approach, we are also working on extending
it to other deep learning models such as recurrent neural networks [183][184], transform-
ers [8][13][146], etc.

4.8 Summary

In sensAI, we propose a novel in-parallel model serving paradigm called class parallelism,
which reduces serving latency on live data. Given a fully trained base model, we decou-
ple it into disconnected subnets, where each is responsible for decision making of a single
class/class-group. Our experiments on CIFAR-10 demonstrate its effectiveness: our class
parallelism can reduce per-image serving time by 6x on VGG-19 and 2x across ResNet-164,
MobileNet-V2, ShuffleNet-V2 over the best baseline among single-GPU and model-parallel
settings. Comparing with model parallel baseline, we can reduce upto 18x model serving
latency on single image. Our evaluations on CIFAR-100 and ImageNet-1K show similar re-
sults, which also verifies sensAI’s effectiveness. We further extend our class parallelism to the
model training stage. We then add fault tolerance feature to sensAI’s class parallelism with
cyclic coding. We also study the possibility for extending class parallelism to reinforcement
learning, natural language processing areas.
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Chapter 5

Improving on-device memory
utilization

5.1 Background

Given giant DNNs and huge amount of input data, distributed model training using mul-
tiple accelerators has been widely-adopted. To boost up model training speed, data par-
allelism [22] and model parallelism [20][82] are two most popular approaches. To increase
parallelism, these schemes either partition input data or split model across multiple acceler-
ators.

In distributed DNN training, all the training tasks are required to be launched at the
same time, i.e., gang-scheduled [49][51][185][186][187][188]. It is mainly because of two rea-
sons. First, some hyper-parameters (e.g., learning rate, mini-batch size, etc.) need to be
picked with fixed number of machines or accelerators [21][189][190]. Second, synchronization
occurs frequently among all the accelerators of the same job [50]. Thus, it imposes a strong
constraint that all the in-parallel model training tasks should start and end at the same time
to avoid stragglers [191].

Despite of the immense popularity of gang-scheduling policy in distributed DNN training
phase, it may under-utilize memory and computation resources on the accelerators. From
on-device memory aspect, gang-scheduling policy forces all the GPUs to reach their peak
and valley memory usage at the same time. Thus, in single job case, the memory valley
periods are wasted among all the GPUs. On the computation side, for most advanced Nvidia
GPUs like H100 [101], A100 [100] and V100 [96], the computation power of single GPU
is increasing tremendously. However, the computation resources are often under-utilized
due to limited on-device memory size. A wide range of deep learning jobs are memory
bounded, and computation cores are insufficiently used [39]. In Figure 5.1 and Figure 5.2,
we monitor resource utilization of gang scheduled data parallel training job using 2 V100
GPUs [6]. We show normalized GPU memory usage (Figure 5.1) and computation core usage
(Figure 5.2). In Figure 5.1, on-device memory resource is repeatedly underutilized during
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Figure 5.1: Normalized on-device memory usage of data parallel training job using 2 V100
GPUs with gang-scheduling.
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Figure 5.2: Normalized computation usage of data parallel training job using 2 V100 GPUs
with gang-scheduling.

backward propagation in every model training iteration. Figure 5.2 shows that computation
core is consistently underused during the whole training process due to limited on-device
memory capacity.

Although fine-grained GPU sharing via multiplexing jobs on the same device can im-
prove GPU resource utilization, it also introduce extra overheads, such as frequent context
switching [41][192] and loading data from storage [42], inter-job interference [38], maintain-
ing multiple DNN models inside the same GPU memory [40], etc. More essentially, job
multiplexing schemes do not contribute to the model training process of the original job or
in single job case.

In this chapter, we propose Wavelet project. Wavelet is an generic and efficient approach
for achieving high resource utilization of both computation and on-device memory in order to
accelerate the training process of a single job. Wavelet packs and interleaves waves of training
tasks over the same set of GPUs. By interleaving peak memory usage among different
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Figure 5.3: Normalized on-device memory usage of data parallel training job using 2 V100
GPUs with tick-tock scheduling.
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Figure 5.4: Normalized computation usage of data parallel training job using 2 V100 GPUs
with tick-tock scheduling.

training waves, tasks of one wave can leverage on-device memory from tasks belonging to
another wave in their memory valley periods, which increases the training throughput for
a single job. As depicted in Figure 5.4 and Figure 5.3, we split data parallel training tasks
into two waves: one is tick-wave and the other is tock-wave. In Figure 5.3, we intentionally
delay the task launching time of tock-wave for half of the normal forward-backward training
cycle. Thus, the tock-wave tasks can utilize the memory valley period of tick-wave tasks
(e.g., 0.4s to 0.6s in Figure 5.3), given that the backward propagation of tick-wave tasks are
computation heavy with low memory usage. Tick-wave tasks can leverage memory valley
period of tock-wave tasks in the same way as we described above.

Aside from improving accelerator utilization in data parallel training, we also apply
wavelet’s tick-tock scheduling to model parallel training. Standard model parallel training
with gang scheduling has severe resource under-utilization issue [28]. As discussed in Sec-
tion 4.5 of previous chapter, the main reasons are two-fold. First, there is huge and frequent



CHAPTER 5. IMPROVING ON-DEVICE MEMORY UTILIZATION 59

Figure 5.5: Normalized peak and average GPU memory usage during data parallel training
among different CNNs.
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Figure 5.6: Average utilization rate of computation core during data parallel training among
different CNNs.

communication overhead for transferring intermediate results among all the GPUs holding
different model partitions. Second, splitting model to multiple GPUs naturally creates syn-
chronization barriers due to DNN’s sequential layer dependency [85][35]. Furthermore, even
though recent literature improves vanilla model parallel training performance by incorpo-
rating pipeline parallelism [35][36], the problem is GPU under-utilization is still not fully
addressed [39]. In model parallelism, given its longer memory valley periods and lower com-
putation core utilization, we insert multiple training waves on top of the original one. As
shown in Figure 5.15, based on our profiling analysis, we insert 3 additional training waves
working on new batches of input data (i.e., Batch 1,2,3) on top of the original model parallel
training wave (i.e., Batch 0). We arrange training tasks in round-robin fashion [193] in or-
der to align backward propagation of same model partition across different batches of data.
More details are illustrated in Section 5.3.3.

Next, we present our resource monitoring results for both data parallel and model parallel
training jobs via gang-scheduling.
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5.2 Motivation

In this section, we discuss the major characteristics of distributed DNN training jobs. The
motivation of our work stems from the low on-device memory usage when running distributed
deep learning workloads. We first present our analysis over data parallel training workload
and then discuss about job attributes for model parallel training.

5.2.1 Zoom-in Analysis over Data Parallel Training

One argument we want to make is gang-scheduling, as a widely adopted design principle
in distributed DNN training, may lead to system inefficiency. Here we monitor resource
utilization of data parallel training jobs on several popular convolutional neural network
(i.e., VGG [102], ResNet [6], MobileNet-V2 [162] and ShuffleNet-V2 [161]) using ImageNet-
1K dataset [15]. We report GPU compute core and on-device memory usage for each training
iteration, which includes one forward propagation followed by one backward propagation.

In Figure 5.5, it summarizes average and peak on-device memory usage in data parallel
training among different CNNs. In most of the cases, the peak memory usages (i.e., blue
bars in Figure 5.5) among these ConvNets training can almost reach the on-device memory
capacity. However, the average memory usage among them is relatively low, which is shown
as orange bars in Figure 5.5. Among all these neural nets training, the average memory
usage is only around 30% of the memory capacity. Similar observation has also been found
in recent literature [194][195].

In Figure 5.1, it shows a detailed spatiotemporal snapshot of GPU memory usage in
the time period of 3 training iterations using ResNet-56. It indicates that the memory
usage is highly predictable, and both memory valleys and peaks are well-defined in every
training iteration. Figure 5.2 depicts the corresponding computation core utilization during
the same period of time. As a consequence of on-device memory wall, the computation cores
are consistently underutilized. The computation utilization rate is only around 30%, which
leaves around 70% unused. Similar evaluation results on resource utilization are discussed
in Section 5.4.1.

Figure 5.6 summarizes GPU computation utilization when training different CNNs using
data parallelism. We measure GPU occupancy rate [196] as our computation utilization
metric. It shows that the GPU computation cores are generally under-used, which is only
around 40% on average across varied neural networks.

5.2.2 Sub-iteration Analysis on Model Parallel Training

Now we report our resource utilization results of model parallel training with gang-scheduled
tasks. We collect resource utilization statistics of fine-tuning NLP model BERT [8] on
SQuAD 2.0 dataset [54]. As suggested by previous literature [35][36], we split the model
evenly among 4 V100 GPUs.



CHAPTER 5. IMPROVING ON-DEVICE MEMORY UTILIZATION 61

0.1 0.2 0.3 0.4 0.5 0.6
Time (sec)

40
50
60
70
80
90

100

No
rm

al
ise

d 
M

em
or

y 
Us

ag
e 

(%
)

GPU 0
GPU 1
GPU 2
GPU 3

Figure 5.7: GPU Memory spatiotemporal
utilization pattern of BERT model train-
ing using 4 V100 with gang-scheduled
model parallelism (w/o pipeline paral-
lelism).
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Figure 5.8: GPU Memory spatiotemporal
utilization pattern of BERT model train-
ing using 4 V100 with gang-scheduled
model parallelism (w/ pipeline paral-
lelism).

As shown in Figure 5.7, Figure 5.8, Figure 5.9 and Figure 5.10, the forward propagation
starts from GPU0, follows the chain of GPU0 –>GPU1 –>GPU2 –>GPU3 and ends at
GPU3. The backward propagation is in the reverse direction (i.e., GPU3 –>GPU2 –>GPU1
–>GPU0). Figure 5.7 and Figure 5.8 depict the spatiotemporal memory utilization of model
parallel training by incorporating pipeline parallelism (i.e., w/ pipeline parallelism) or not
(i.e., w/o pipeline parallelism). For GPU computation usage, Figure 5.9 visualizes the cases
without integrating pipeline parallelism and Figure 5.10 shows the cases of model parallel
training with pipeline parallelism.

As shown in Figure 5.7, similar as the results we observed in data parallel training (e.g.,
Figure 5.1), the on-device memory usage in vanilla model parallel training also shows well-
defined and clear peaks and valleys. Different from data parallel counterparts, the memory
valley periods in model parallel training are much wider. This is mainly because the sequen-
tial layer dependency of DNNs generates hard synchronization barriers among GPUs holding
different model partitions [85]. More precisely, the long memory valley periods are mainly
due to the head-of-line blocking in the backward propagation as GPU3 –>GPU2 –>GPU1
–>GPU0. Thus, the memory valley time is much longer here than the valley period in
data parallel training, which does not have data dependency during backward propagation
among different GPUs. Consequently, this low on-device memory utilization leads to low
computation core usage, which is shown as Figure 5.9. Results in Figure 5.8 and Figure 5.10
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Figure 5.9: GPU computation usage of
BERT model training using 4 V100 with
gang-scheduled model parallelism (w/o
pipeline parallelism).
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Figure 5.10: GPU computation usage
of BERT model training using 4 V100
with gang-scheduled model parallelism
(w/ pipeline parallelism).

indicates that, by pipelining the input data, the resource utilization is improved in model
parallel training. However, this inefficiency issue is still not fully addressed. Recent liter-
ature [39] also observes similar GPU resource underutilization even by adopting optimized
implementation such as Megatron-LM [28].

To sum up, this system inefficiency introduced by gang-scheduling policy is highly pre-
dictable and repeated in every training iteration for both data and model parallelism. There-
fore, it leaves ample room for use to optimize and improve.

5.3 Wavelet Design

In this section, we first outline the workflow of Wavelet project. Then, we present our detailed
techniques in order to address the dual challenges of achieving high utilization of both high
GPU memory and computation core in data and model parallel training. We illustrate how
we apply our tick-tock scheduling in data parallelism. And then we discuss how we extend it
to model parallel training by injecting multiple new training waves to further improve GPU
utilization and training throughput.
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Figure 5.11: Wavelet workflow overview.

5.3.1 Overview

Given our analysis results in Section 5.2, the memory usage patterns are well-defined and
repeatedly occurred across training iterations in both data parallelism and model paral-
lelism [38][40], which provides good opportunity for further improving system efficiency.

We assume the distributed DNN training job is assigned to a group of GPUs with proper
interconnects in between [93][94]. In addition, we also assume load balancing is conducted
among all the accelerators, which evenly partitions the training workload among all the
homogeneous GPUs. In the cases of heterogeneous environment [197][198][199][200][201], we
can properly balance the workload based on each device’s computation power and guarantee
that they all finish each training iteration using the same amount of time. Alternatively,
we can also conduct job migration to reconstruct homogeneous execution environments [38].
Since our main goal is to improve system efficiency in both GPU computation and memory
usage, we directly borrow existing collective communication protocols [31][92][34] for our
model synchronization and communication.

As shown in Figure 5.11, Wavelet works as follows. First, given a DNN training job,
we first collects its runtime characteristics on each GPU via a short profiling over first few
hundreds of mini-batch training. Given that a normal training job usually consists of millions
of mini-batch training iterations [36][40], this profiling overhead is negligible.

In the profiling phase, we mainly collects three quantities for each training iteration
on the target GPU. These three quantities are total runtime of single mini-batch training
iteration (i.e., 1 forward + 1 backward propagation), peak and valley periods of memory
usage, computation core utilization rate. With these attributes of DNN training jobs, we
can determine whether it is memory-bounded computation. If so, we replace gang-scheduling
with our tick-tock scheduling policy and interleave multiple training waves on each GPU.
Periodically, we conduct synchronization among both intra-wave and inter-wave training
tasks. By interleaving peak memory usage and packing more computation kernels into
GPUs, we can achieve near optimal device utilization.

We describe our design in both data parallelism and model parallelism as following sec-
tions. We uniformly call the origial gang-scheduled training tasks as tick-wave tasks. And
tock-wave tasks are the training tasks that Wavelet injects into the training pipeline via our
peak memory interleaving method.
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Figure 5.12: Data parallel training via
gang scheduling.
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Figure 5.13: Data parallel training via
tick-tock scheduling.

5.3.2 Wavelet in Data Parallelism

We now describe our Wavelet design in data parallelism. As discussed in Section 5.2.1,
in data parallel training, gang-scheduling policy leaves ample room for GPU memory and
computation sharing [40][202]. Figure 5.12 shows a gang-scheduled, data parallel training
job with 2 GPUs, where F means forward propagation and B is backward propagation and
K1...Kn are the sequence of computation kernels (i.e., Ki) launched on each GPU.

As shown in the upper of Figure 5.12, for memory usage with gang-scheduling, all the
GPUs reach their memory peaks and valleys at the same time. More precisely, GPUs reach
memory peaks during forward propagation and arrive at valley periods in the backward
propagation. Since gang-scheduling ensures all GPUs reach their memory valley period
at the same time, it is impossible for one task to leverage another task’s memory valley
period. Thus all the memory valley periods are wasted simultaneously during the backward
propagation.

As computation utilization with gang scheduling shown in the bottom of Figure 5.12,
due to limited on-device memory capacity, the tensor size for in-parallel execution inside
each CUDA kernel is also limited. Therefore, the GPU computation is memory-bounded
and consistently under-utilized in both forward and backward propagation.

To improve resource utilization on GPUs, a straw man approach is to interrupt and
switch to another training batch during the memory valley period of tick-wave tasks (i.e., B
periods in Figure 5.12). However, this preemption may block the original tick-wave training
to run its own backward propagation due to the high frequency of memory peak and valley
changing cycles.
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In contrast to above straw man scheme, our Wavelet approach enable concurrent task
launching and interleaving on the same GPU without interfering each other. We describe
how we achieve this non-blocking interleaving in three aspects: memory overlapping (Sec-
tion 5.3.2.1), computation overlapping (Section 5.3.2.2) and model synchronization between
waves (Section 5.3.2.3).

5.3.2.1 Memory Overlapping

In contrast to gang scheduling policy, as tick-tock scheduling shown in Figure 5.13, we first
allow the tick-wave tasks (i.e., blank boxes of F and B in the upper figure of Figure 5.13) to
be launched as normal. Right after the tick-wave completing the forward propagation, we
inject our tock-wave tasks (i.e., shadow boxes of F and B on the upper side of Figure 5.13) on
to the same group of GPUs in use. This injection happens at the time when tick-wave tasks
begin to free allocated memory during their backward propagation. Generally speaking,
by intentionally adding task launching delay with the same duration of a normal forward
propagation time, tick-tock scheduling policy can overlap tick-wave’s backward propagation
with tock-wave’s forward propagation, and vice-versa. In addition, we do not add heavy
control signals such as interrupt or preempt/resume. This simple yet decent attribute of our
tick-tock scheduling guarantees we can achieve near-optimal on-device memory usage (e.g.,
Figure 5.3).

To simultaneously execute two training tasks (i.e., one from tick-wave, the other in tock-
wave) on each GPU, we need to maintain two model replicas inside GPU memory. One
replica is for maintaining model weights of tick-wave, the other replica is to hold model
parameters of tock-wave. The necessity of maintaining 2 copies of model is for version
control between tick and tock waves since they are training on different input data [36].
Recent literature [38][40] also reports that the popular DNN model sizes are often order-
of-magnitude smaller than the generated intermediate results (e.g., activations) over input
data batches.

5.3.2.2 Computation Overlapping

As mentioned in Section 5.3.2.1, we need to keep two model copies inside each GPU’s memory,
one for tick-wave and the other for tock-wave. Different from conventional GPU sharing
among multiple jobs via time slicing [38][40], we indeed launch two different sequences of
CUDA kernels concurrently on each GPU. One kernel sequence is for forward propagation
of one training wave, and the other kernel sequence is for backward propagation of the other
training wave. In such a way, we can improve computation core usage in both temporal and
spatial dimensions.

To prevent head-of-line blocking [203] between two concurrent kernel sequences as de-
picted at the bottom of Figure 5.13, we launch these two sequences of kernels on different
CUDA streams [105]. Thus, it guarantees the execution order of kernels within a stream, but
non-blocking for CUDA kernels residing in different streams. By simultaneously launching
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Figure 5.14: Wavelet model synchronization between tick and tock waves on GPU-i during
data parallel training

multiple sequences of computation kernels on separate CUDA streams, we improve compu-
tation utilization in spatial dimension.

One addition benefit of simultaneously launching two streams of CUDA computation
kernels is to allow kernels on different sequences to fill-in each other’s execution bubble
time interval. Evidence has been reported that the latency of CPU sending instructions to
GPU may be amplified and create empty bubbles when launching sequences of computation
kernels [71][204]. As depicted on the bottom side of Figure 5.13, the “bubble time” refers to
those empty space between adjacent kernels on the same CUDA stream. Thus, by allowing
kernels belonging to different CUDA streams to fill-in the “bubble time” of kernels in the
same CUDA stream, Wavelet also increases the computation core usage in the temporal
dimension.

5.3.2.3 Model Synchronization between Waves

One big component of data parallel training is model synchronization. For model synchro-
nization among training tasks of the same wave, we can directly use existing model synchro-
nization schemes (e.g., AllReduce) inherited from existing deep learning platforms [29][23].
Given that tasks belonging to the same wave complete each training iteration at the same
time, we can directly impose model synchronization at the end of every mini-batch training
iterations. The main problem here is there is no existing solution for model synchronization
between our tick and tock waves on the same GPU.

Figure 5.14 shows how Wavelet enables model synchronization between tick and tock
waves’ training tasks. Here we have three threads (i.e., Main, Tick and Tock) inside the
training process. In Figure 5.14, gin′ refers to the gradients generated on GPU i with its
current local mini-batch of input. gin is the averaged gradients between the (n−1)-th iteration
and n-th iteration on GPU i, which is defined as Equation 5.1. Fn and Bn indicates the
forward and backward propagation of the n-th global training iteration. S in Figure 5.14
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stands for global model synchronization among all GPUs in use for the training tasks belongs
to a single wave (i.e., either tick or tock wave). Gn is the global averaged gradients of the
n-th iteration’s model synchronization (e.g., AllReduce) among all the training tasks in the
same wave.

As shown in Figure 5.14, on GPU i, After B0 in the tick wave completes generating its
local gradients as gi0′ (in the first training iteration, gi0′ = gi0 since there is no need to average
cross-wave gradients), it sends gi0′ to the subsequent tock wave task during its backward
propagation (i.e., B1). Then the Main thread executes global model synchronization and
get back global averaged gradient G0 for this tick-wave training iteration. Then the task in
the tick wave updates its model parameters using G0, and begins its second training iteration
as F2. Concurrently, task B1 on tock wave computes its local gradients as gi1′ and sends it
back to tick wave’s B2 phase. Then, the tock wave B1 averages local gradients gi1′ with
previously received gi0′ from tick wave using Equation 5.1.

gim =
gim′+ gim−1′

2
(5.1)

After gradient averaging, it uses gi1 to do global model synchronization among all tock
wave tasks from other GPUs, and get back G1 for model updating in this tock-wave training
iteration. Then, the tock wave launches its second training iteration as F3, and so on and
so forth.

To verify the model convergence, we provide following proof steps.
Lemma 1: For any globally synchronized gradients as Gm(m > 0) across N GPUs, it is

also globally synchronized between the overlapped one tick-wave and one tock-wave tasks
(i.e., Fm−1, Bm−1 and Fm, Bm in Figure 5.14).

Gm =

N∑
i=1

(gim−1′+ gim′)

2×N
(5.2)

where m ∈ {1, 2, ...n} (5.3)

Proof: With Equation 5.1 for averaging local gradients between each tick-tock task pair,
we directly plug-in it into Equation 5.2 and calculate the corresponding global synchroniza-
tion results Gm as Equation 5.4.

Gm =

N∑
i=1

gim

N

=

N∑
i=1

(gim′+ gim−1′)

2×N

(5.4)
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Figure 5.15: Model parallel training with Wavelet in 4-GPU setting.

Therefore, our design for model synchronization cross tick and tock waves is equivalent
to model synchronization over 2×N data parallel training tasks using 2×N GPUs together,
which guarantees our model convergence.

5.3.3 Wavelet in Model Parallelism

Here we discuss our model parallel design with tick-tock scheduling policy. Recently, larger
models show remarkable improvement of model serving accuracy, especially in NLP do-
main [19][9]. State-of-the-art model serving performance for tasks like next sentence predic-
tion and question answering is mostly achieve by transformer models, which usually contain
millions or billions of model parameters [13][18].

Recent literature [35][36] leverages input batch pipelining to improving GPU resource
utilization rate in model parallel training. Basically, after each GPU finishes forward com-
putation on current micro-batch of data, rather than waiting for its turns to compute back-
ward propagation on the same micro-batch, the GPU loads in a new micro-batch of data
and conduct forward propagation. Thus by doing this data pipelining, it utilizes the idle
time between 1 micro-batch’s forward and backward propagation gap on each GPU.

5.3.3.1 Launching Multiple Tock-wave Tasks

As described in Section 5.2.2, the memory valley periods in model parallel training are
generally longer than the data parallel counterparts. Therefore, we can leverage the wider
memory valley periods on the GPUs more aggressively. Instead of injecting one tock-wave
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tasks, Wavelet in model parallelism injects multiple tock-wave tasks together for training on
new mini-batches of data.

Figure 5.15 shows a model parallel training job in a 4-GPU setting. Similar as our
notations in Section 5.3.2, here F and B also refer to forward propagation and backward
propagation. In Figure 5.15, F i

m,n refers to forward propagation of model partition m for
data batch n on GPU-i. And Bi

m,n follows the same naming rule. The vanilla model parallel
training baseline (i.e., tick-wave) is shown as the blank boxes (e.g. F 0

0,0, F
1
1,0, F

2
2,0...B

0
0,0) in

Figure 5.15. All the GPUs are under-utilized since at each time slot there is only one GPU
working.

Different from vanilla model parallelism, we force all the GPUs to load the first model
partition during the first computation cycle and execute forward propagation on different
input data batches (e.g., F 0

0,0, F
1
0,1, F

2
0,2, F

3
0,3 in the first time slot). Similarly, in the second

computation cycle, we allow all GPUs to swap to the second model partition and training on
separate input data batches, and so on and so forth. Therefore, our design can be regarded
as sequentially launching 3 new tock-wave tasks (i.e., tasks processing on batch 1,2,3 in
Figure 5.15) on top of original tick-wave tasks (i.e., tasks working on batch 0 in Figure 5.15)
in this 4-GPU case. Theoretically, we can inject N − 1 new tock-waves with N GPUs in
order to fully utilize all the GPU memory and computation resources.

5.3.3.2 Model Partition Switching

In both vanilla model parallelism and model parallelism with pipeline parallelism, each GPU
always holds the same model partition during the whole training process. In contrast to
both of them, Wavelet imposes each GPU to maintain different model partitions and process
different input data bates in different training cycles. Therefore, frequent context switching is
needed in both model partition and input data dimensions. We design our context switching
scheme in a round-robin fashion [193]. As depicted in Figure 5.15, in the first forward
propagation cycle, all GPUs load the first model partition and train on separate input data
batches. After the first training cycle completes, we down-shift the batch-id and also up-shift
the model partition number on each GPU. For instance, on GPU1, it first conduct forward
propagation on batch 1 with model partition 0 in the first computation cycle (i.e., F 1

0,1).
In the second compute slot, GPU 1 works on batch (1 − 1)%4 = 0 with model partition
(0 + 1)%4 = 1, which is shown as F 1

1,0 in Figure 5.15. All the GPUs in use follows the same
round-robin swapping on both data and model partitions. And backward propagation is just
symmetric too the forward propagation but in the inverse order.

We note that frequent context switching of both input data and model partitions would
definitely introduce overheads. We empirically evaluate our context switching overheads
via end-to-end DNN training experiments in Section 5.4.2. To further reduce our on-device
memory overheads for holding intermediate results, we can leverage the techniques such as
tensor re-materialization [205][206][207] to recompute the intermediate results on-demand.
And we leave it as one of our future research directions.
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Figure 5.16: Wavelet’s throughput speedup over data parallel training baseline (single-
machine multi-GPU).

Figure 5.17: Wavelet’s throughput speedup over data parallel training baseline (multi-
machine multi-GPU).

5.3.3.3 Inter-batch Synchronization

In Figure 5.15, with our round-robin scheme, we inject (N − 1) tock waves on top of the
original tick-wave training in N GPUs setting. With our round-robin assignments, for each
single model partition, we can generate gradients from all the batches at the same time. For
example, in Figure 5.15, the backward propagation for model partition 3 across batches of
0,1,2,3 (i.e., Bx

3,y, x, y ∈ {0, 1, 2, 3}) are finished at the same time. This inherit alignment
of backward propagation across batches on the same model partition simplifies our model
synchronization design in model parallel training. Here we directly impose AllReduce right
after the backward propagation of same model partition across separate batches, and update
the model parameters for each model partition accordingly (e.g., All-Reduce3 for Bx

3,y).
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5.4 Evaluation

We evaluate Wavelet performance using five different DNNs on two kinds of datasets. For
data parallel training, we test Wavelet on several popular CNNs. The ones we use are
VGG-16 [102], VGG-19 with batch normalization [58], ResNet-50 and ResNet-101 [6]. We
train these models on ImageNet-1K dataset [7]. For model parallel training, we first fine-
tune BERT model [8] with SQuAD2.0 dataset [54]. We also test model parallel training
with VGG-19 on ImageNet-1K dataset. All the experiments are executed on DGX-1 [93]
machines, which contains V100 GPUs and point-to-point NVLink connection among the
GPUs within a machine. For cross-machine communication, the link in between is 25Gb/s
Ethernet. We test both single-machine multi-GPU cases and multi-machine multi-GPU cases
for both data parallel and model parallel training experiments.

We report a number of important findings from our evaluation. First, Wavelet can
achieve up to 1.88x throughput speedup over data parallel training baseline. Second, Wavelet
outperforms over hybrid of model and pipeline parallel training by up to 4.15x speedup. We
achieve up to 6.7x faster in training when compared with vanilla model parallel training
baseline.

5.4.1 Data Parallelism

In our data parallel training setting, we use the biggest mini-batch size that can fit into the
GPU memory. This guarantees the highest throughput can be reached in our baseline. It
also ensures the best GPU memory utilization that Wavelet can achieve via our tick-tock
interleaving. Here we choose 64 as the per-GPU mini-batch size for data parallel training
on both VGGNets and ResNets.

5.4.1.1 Single-machine Multi-GPU

In single-machine multi-GPU case, we test follow three different settings: data parallel train-
ing with 2*V100 GPUs, 4*V100 GPUs and 8*V100 GPUs. All these GPUs are connected
with NVLink, which provides around 25GB/s per link.

We normalize the throughput of data parallel training baseline as 1, and report our speed-
up numbers over the normalized baseline. As depicted in Figure 5.16, Wavelet achieves up
to 1.88x speed up over the data parallel baseline. The average training throughput gain is
1.4x across different CNNs and different number of GPUs in use. Note that we can only
achieve <1.2x speedup for some VGG training, this is mainly because each training iteration
time of VGGs are short. Since our injection of tock-wave tasks lengthen the duration of
each training iteration, the speedup number is inversely proportional to original training
iteration time. Thus, if the original training iteration time is short, our performance gain is
less pronounce, and vice versa.
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Figure 5.18: Wavelet’s throughput speedup over model parallel training baseline (single-
machine multi-GPU).

Figure 5.19: Wavelet’s throughput speedup over model parallel training baseline (multi-
machine multi-GPU).

5.4.1.2 Multi-machine Multi-GPU

In multi-machine multi-GPU settings, we use two DGX-1 machine together. We test the
following three different situations: 8 + 8, 4 + 4 and 1 + 1. In Figure 5.17, 1 + 1 means we
use 1 GPU on one machine, and another GPU on the other machine. 8 + 8 and 4+ 4 follow
the same naming rule.

In contrast to single-machine performance, here we can only achieve up to 1.18x speedup
over data parallel training baseline in these multi-machine cases. Additionally, our Wavelet
performs even worse than the baseline in many cases in Figure 5.17. This is mainly due to
the limited cross-machine network bandwidth. Since our inserted tock-wave needs additional
cross-machine model synchronization (e.g., AllReduce), it adds extra latency in each training
iteration. Although we also interleave AllReduce operations between tick-wave and tock-
wave tasks (e.g., G0, G1 in Fig. 5.14) to mitigate the burst of communication, the limited
inter-machine bandwidth is still the major throughput bottleneck.
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5.4.2 Model Parallelism

In our model parallel training setting, as suggested by previous literature [35][36], we evenly
split both VGG-19 and BERT models among all the GPUs in use for better load balancing.
Similar as our data-parallel setups, we also choose the largest batch size per-GPU without
introducing out-of-memory exceptions.

5.4.2.1 Single-machine Multi-GPU

In single machine case, we test 4-GPU and 8-GPU cases of model parallel training on VGG-
19 and BERT. For each model we test two different settings: one is vanilla model parallelism
and the other is model parallelism with pipeline parallelism (i.e., w/ pipe in Figure 5.18).
In Figure 5.18, Wavelet outperforms baseline with higher throughput speedup number in 8-
GPU cases than 4-GPU cases. More precisely, compared with vanilla model parallel baseline,
we achieve 4.7x speedup on VGG-19 and 6.7x on BERT in 8-GPU settings. Comparing to
model parallel training with Pipeline parallelism, Wavelet achieves 4.4x speedup on VGG-19
and 4.15x speed up on BERT in 8-GPU cases.

Even by incorporating pipeline parallelism such as Gpipe [35], the reported speedups
over vanilla model parallel baseline is normally <2x with 4-GPU and around 3x in 8-GPU
settings [35]. This is mainly due to the high frequency in both CUDA kernel launching and
intermediate results communication. More precisely, regarding each mini-batch (e.g., of size
M) of input data, Gpipe or PipeDream [36] further breaks it into multiple small micro-
batches (e.g., of size N) and pipelines training over micro-batches. Therefore, for training 1
single mini-batch data, the frequency of communication increases from 2 (i.e., for each GPU,
1 for forward propagation, 1 for backward propagation) to 2 × M

N
(i.e., first M

N
for forward

propagation, and second M
N

for backward propagation). More crucially, this high frequent
but small data chunks may not fully saturate the link bandwidth such as NVLink [88] and
NVSwitch [90], which leads to longer communication latency. Similarly, the number of
CUDA kernel calls also increase by M

N
times for processing 1 mini-batch input, which also

introduces higher control overheads. In contrast, for 1 mini-batch training, Wavelet still
maintains the communication frequency of 2 with same number of CUDA kernels as vanilla
model parallel training. Therefore, we can achieve higher system throughput compared with
pipeline parallelism.

5.4.2.2 Multi-machine Multi-GPU

As shown in Figure 5.19, due to low bandwidth cross-machine interconnects, we achieve only
moderate (i.e. 2x) speedup over baseline with or without incorporating pipeline parallelism
in our 4+4 cross-machine cases. For 8+8 settings, we only test with BERT model, since it is
unreasonable to split a ConvNet over 16 GPUs. In 8+8 setting, we achieve 6.5x speedup over
vanilla model parallel training, and 4.5x faster over BERT training with pipeline parallelism.
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Figure 5.20: Wavelet overhead breakdown in the 4+4 cross-machine case

Given that our task pipelining only happens on each single GPU, we believe increas-
ing the number of GPUs to very large systems will not cause any significant performance
degradation.

5.4.2.3 Overhead Analysis

Now we analyze the overheads introduced by Wavelet’s tock-wave injections in model parallel
training. Here we only test one hardware setting which is 4+4, which means we use 4 GPUs
on one machine, and another 4 GPUs on the other machine.

In Figure 5.20, we record the total time for training one epoch on both VGG-19 and BERT
models. We also collect the time breakdowns in three major overheads as context switch,
communication and All-Reduce. Here context switch denotes the time spending on switching
model partitions in different model training cycles. The communication is the time for
transmitting intermediate results (e.g., gradients) among all the GPUs involved in the same
job. The All-Reduce overhead refers to model synchronization time for each model partition
across different data batches in the backward propagation.

As shown in Figure 5.20, the cross-machine communication takes longest time duration
among all these main system overheads. Communication takes 19.5% of total iteration
training time in VGG-19, and 14% of iteration time in BERT training. The sum of All-
Reduce and context switch only occupies 5% iteration time on BERT and 2% on VGG-19,
separately. Therefore, the major system overhead is caused by low bandwidth cross-machine
networks, not context switch or model synchronization (i.e. All-Reduce) time introduced by
Wavelet.
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5.5 Related Work

Previous literature mainly falls into the two categories below.
Resource allocation in distributed DNN training: A number of resource allocation

and scheduling policies are tailor-made for distributed DNN training jobs [51]. They may
have varied focus such as job fairness [49], better overlapping between computation and
communication [208], better job locality [38], improving system goodput [209], minimizing
job completion time [50], transparent auto-scaling [191] [194], etc. However, at the in-parallel
task launching stage, gang-scheduling is used by-default and could be the only option for task
launching of distributed DNN training job. In contrast, Wavelet proposes tick-tock policy as
another option for in-parallel task launching of distributed ML workloads. Comparing with
gang-scheduling, our tick-tock scheduling achieves higher GPU computation and memory
usage. Consequently, we boost up the training speed in single job case.

GPU sharing: Several recent work has been focusing on fine-grained GPU sharing, such
as Nvidia’s MPS [204], Salus [40], Gandiva [38], etc. CUDA Multi-Process Service (MPS)
is a runtime architecture which allows multiple CUDA processes to share the same GPU
memory with static partitioning. When multiplexing different jobs on to the same GPU,
static memory partitioning introduces frequent inter-job interference, which may leads to job
failure and decreases overall performance. Gandiva co-locates deep learning jobs first and
conducts job migration to run each job within minimum number of machines for better data
locality, and finally reach no-sharing mode. Salus achieves fine-grained GPU sharing among
multiple deep learning jobs by sharing computation resource in spatiotemporal way. Nvidia’s
TensorRT [71] supports concurrent deep learning model inference on the same GPU, but
lack of training supports. Different from all the works listed above targeting on multiplexing
multiple jobs on same device, Wavelet allows GPU sharing among different training waves
of a single job, thus improves the training speed in single job case.

Earlier literature on GPU sharing [210][211][212] focus on workloads with just a few
CUDA kernel functions. Thus, it could not be directly applicable to deep learning applica-
tions with hundreds of unique kernel executions.

5.6 Summary

In this chapter, we present a novel way to improve training throughput of single job via our
tick-tock scheduling policy. By interleaving peak memory usage among different training
waves of a single job, we improve GPU utilization rate in both computation and on-device
memory aspects. By replacing gang-scheduling with our tick-tock scheduling policy, Wavelet
achieves up to 6.7x time reduction of each training iteration in single job case. Wavelet
is generic and can be applied to data parallel, model parallel and hybrid DNN training
paradigms.
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Chapter 6

Future Work and Conclusion

6.1 Future Directions

Go distributed or go centralized, that is the question.
Clearly, given giant deep learning models and massive data, practitioners naturally go dis-

tributed with more accelerators. Countless research papers have been published to improve
system efficiency under various distributed settings. However, low cross-machine bandwidth
and limited on-device memory already set the upper bound on system throughput.

Recently, we see the trend that hardware manufacturers are trying to pack more and more
accelerators into a single box. For example, Nvidia groups 16 GPUs inside a single server
with fast interconnects in between [94]. From Apple’s original M1 chip, to M1 Pro/Max and
now M1 Ultra, they build larger System-on-a-chip (SoC) by packing more and more GPU
cores on a single chip [213]. Maybe it is time to design smart scheduling algorithms in these
centralized settings.

6.2 Concluding Remarks

This dissertation proposes novel designs to efficiently distribute machine learning workloads.
We first illustrate why distributed model training and serving are needed as our thesis

motivation. Following that we highlight two major issues when scaling out: high communi-
cation overheads and limited on-device memory. Before diving into our solutions, we provide
background knowledge on deep learning models and popular parallel paradigms.

In Blink, we argue that packing spanning trees rather than forming rings achieves better
link utilization given arbitrary network environments. In sensAI, by decoupling a base model
into disconnected subnets via our class parallelism, we nearly eliminate the communication
in model parallelism. In Wavelet, by intentionally adding task launching latency, we increase
both GPU utilization and training throughput in single job case.
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