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Abstract

Hardness of Approximation Across Different Models of Computation
By
Seri Khoury
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Shafi Goldwasser, Co-chair

Professor Amir Abboud, Co-chair

A graph is a mathematical construct that models pairwise relations between ob-
jects through nodes (or vertices) and edges (also known as links) that connect
these nodes. Due to the capacity of graphs to encapsulate a wide range of com-
binatorial structures, there has been a vibrant pursuit of developing fast and ef-
ticient graph algorithms to address a broad spectrum of graph-related problems,
including covering and packing problems, clustering problems, distance compu-
tation, and symmetry breaking.

This thesis explores approximation algorithms for graph problems. The first part
is dedicated to distance computation problems, where we present several new
hardness of approximation results across different models of computation, includ-
ing the centralized, distributed, and dynamic models.

The second part focuses on symmetry-breaking problems in Distributed Comput-
ing. Here, we devise efficient approximation algorithms for Maximum Indepen-
dent Set and Maximum Matching in regular graphs, and introduce new hardness
of approximation results for Maximum Independent Set.
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Chapter 1

Introduction

Graph Theory is one of the most studied areas in Computer Science and Math-
ematics, with its roots tracing back to Leonhard Euler’s fascinating work on the
Seven Bridges of Konigsberg in 1736 [143]. Over time, graph algorithms have be-
come integral to our daily lives, powering applications such as routing algorithms
(e.g., Google Maps and Waze) [129,251], internet networks [59,200], neural net-
works [199,253], bioinformatics [256,278], and social network analysis [138,226].

Traditionally, graph algorithms are designed for the classical centralized com-
putation model, where the graph of interest is provided as input to one computer,
and the goal is to solve a graph problem on that computer while minimizing re-
sources.

In recent decades, the rise of computer networks has necessitated the explo-
ration of new computational paradigms, such as Distributed Computing [213,235]
and Dynamic Networks [141,177,257]. These models address a wide range of appli-
cations for graph problems, particularly those involving communication systems
and computation in constantly changing environments. For instance, in the dis-
tributed model, the input graph is not available on a centralized computer; rather,
the graph itself acts as a communication network of computers that collabora-
tively solve a graph problem while minimizing communication. In the dynamic
model, the input graph changes over time, and the goal is to maintain an up-to-
date solution with few updates (i.e., without recomputing the entire solution from
scratch).

While each of these models has its unique challenges that guide our problem-
solving strategies within that model, to truly understand the inherent challenges
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in solving graph problems, it is essential to investigate the common challenges
that persist across different models of computation. This motivates the following
question:

What are some of the common challenges in solving graph problems that are shared
across different models of computation?

Understanding the challenges in solving graph problems has been a funda-
mental concern for researchers for decades. The theory of NP-completeness has
provided numerous hardness results that demonstrate what cannot be solved ef-
ticiently (i.e., in polynomial time) in the centralized model [193]. Additionally, the
tield of fine-grained complexity has offered insights into why certain problems
do not admit linear or quadratic time algorithms, as well as hardness results for
the dynamic model [12,250]. For the distributed model, a successful framework
of reductions from communication complexity has been instrumental in yielding
several hardness results [237,252].

Hardness of Approximation: In many applications, obtaining a satisfactory so-
lution doesn’t require solving the problem exactly; rather, some degree of error is
permissible, and an approximate solution suffices. Therefore, when demonstrat-
ing a challenge in solving a problem by proving a hardness result, we aim for
the hardness result to be robust, in the sense that the provable challenge persists
even when some degree of error is allowed. Achieving robust hardness results,
or hardness of approximation, is one of the most central and challenging goals in
several models of computation (see, for instance, the open questions in [250] and
the discussions in [9,43]).

Our main goal in this thesis is to understand the challenges in obtaining ap-
proximate solutions to graph problems, particularly those that persist across dif-
terent models of computation.

Our Contribution: We explore two categories of graph problems: distance com-
putation and symmetry breaking. In the first part, we present several new hard-
ness of approximation results for distance computation problems across various
models of computation, including the centralized, distributed, and dynamic mod-
els. These results rely on a connection between short cycles in graphs and distance
approximation. At a very high level, the absence of short cycles in a graph makes
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it difficult to identify shortcuts hidden among much longer detours. This chal-
lenge persists across the aforementioned models.

The second part turns to symmetry breaking problems in the distributed model.
We demonstrate that, in some cases, approximate versions of these problems en-
able the development of faster algorithms, thereby reducing their time complexity.
Additionally, we present new hardness of approximation results for finding large
independent sets in the distributed model.

In Section 1.2, we discuss the first part of the thesis and elaborate on the con-
nection between short cycles and distance approximation. In Section 1.3, we dis-
cuss the second part of the thesis and elaborate on our results for symmetry break-
ing. In the following subsection, we start by describing our models of interest.

1.1 Models and Basic Notations

Centralized Model: In the classical centralized model, the input graph is pro-
vided to one computer, and is represented by a nested list. In this representation,
there is one master list containing all the nodes of the graph, and each entry in
this master list is itself a list containing all the neighbors of that node. This rep-
resentation results in an input size of ®(n + m) words of memory, where 7 is the
number of nodes and m is the number of edges in the graph.! This differs from the
adjacency matrix representation, where the graph is depicted by an n x n Boolean
matrix that indicates the presence of an edge between each pair of nodes. Observe
that the input size in the adjacency matrix representation is @(n?) bits. Therefore,
the nested list representation proves particularly useful and more compact for
sparse graphs where m = o(n?).

Distributed Models: The standard models of distributed graph algorithms are
the LOCAL and CONGEST models [213,235]. In both models, there is a synchro-
nized communication network of n nodes that can communicate via communi-
cation rounds. In each round, each node can send and receive a message from
each of its neighbors and perform some local computation. The goal is for the
nodes to collaboratively solve a graph problem while minimizing the number of
communication rounds. The difference between the two models is the size of the
messages. In the LOCAL model, the size of the messages is unbounded, allowing

'Here, we assume that each node’s name can be represented by a single word of memory.
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for extensive data exchange. Conversely, in the CONGEST model, the size of each
message is bounded by log n bits, which restricts the amount of information that
can be transmitted in each round.

Dynamic Networks: The dynamic model [141,177,257] is a variation of the cen-
tralized model where the graph can change over time. In each step, either no
changes occur, an edge is added to the graph, or an edge is removed from the
graph. The goal is to maintain an up-to-date solution to a graph problem while
handling each change as efficiently as possible. The time required to handle each
change is often referred to as the update time.

1.2 PartI: On the Role of Short Cycles in Hardness of
Approximation

In this section, we summarize our hardness of approximation results for distance
computation problems. We start with a simple example that illustrates the con-
nection between short cycles and distance approximation in Section 1.2.1. Then,
in Section 1.2.2, we summarize our results for the centralized and dynamic mod-
els, and in Section 1.2.3, we summarize our results for the distributed model.

1.2.1 A Simple Example

A cycle in a graph is a closed loop that starts at a node v, travels along a series of
nodes and edges, and returns to the starting node v without traversing any node
or edge more than once (except for the starting node v which also closes the cycle).

To illustrate the role of short cycles in computing approximate distances, con-
sider the following simple example. Let G be an unweighted, undirected bipartite
graph with sides L and R, that contains a perfect matching between them. That is,
the i-th node ¢; in L is connected to the i-th node r; in R by an edge. Furthermore,
assume that there are some additional edges in the graph, but we don’t have much
information about them.

Now, if we're interested in the shortest path to get from /; to r;, we can simply
use the edge between them, which forms a path of length one. However, suppose
the edge between ¢; and r; is blocked and cannot be used—perhaps the graph G
represents a network of roads, and the direct road from ¢; to ; is closed. In this
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Figure 1.1: On the left, we can replace the edge between ¢; and r; with a zigzag
path of length three. However, if the graph is four-cycle free, as shown on the
right, then the length of any such zigzag path must be at least five. This increase
in path length illustrates the impact of short-cycle freeness on the cost of replacing
shortcut edges.

case, to get from ¢; to r;, we could use a zigzag path such as ¢; — ' — ¢/ — r;, if
the corresponding edges are available. In other words, if our preferred direct path
from /; to r; is unavailable, we could hope to replace it with a path of length three.
Here, we say that the cost of replacing the direct path ¢; — r; is three.
Unfortunately, in some cases, that cost can be much higher than three. For
instance, if the underlying graph G does not contain four-cycles, then we can’t
hope to replace an edge with a zigzag of length three, as this would imply the
existence of a four-cycle. In this case, the length of the zigzag must be at least five.
In general, since G is a bipartite graph, if the length of the shortest cycle (a.k.a.
the girth of the graph) is at least k > 2 for some even k, then the cost of replacing
an edge must be at least k — 1. For instance, in four-cycle free graphs, the girth is
at least six, and the cost is at least five, as discussed. The higher the length of the
shortest cycle, the larger the cost becomes. See also Figure 1.1 for illustration.
Interestingly, this connection also works in the other direction. Assume that
some edges have been removed from our original graph, and we no longer have
access to the updated graph. If we are interested in determining whether the
edge {/;,r;} still exists, we can use a black-box algorithm for computing distances
to find out. Indeed, we can simply ask our algorithm to compute the distance
between ¢; and r;. Moreover, if the girth of the original graph is k, it suffices for
the algorithm to tell us whether the distance between ¢; and r; is less than k — 1.
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If it is, we know that the edge {¢;,r;} still exists, as otherwise, the existence of
an alternative path of length at most k — 2 would imply the existence of a cycle
of length at most k — 1 in the original graph, which contradicts the fact that the
length of the shortest cycle in the original graph is k.

This is exactly the main idea behind our hardness of approximation results. If
we can show that it is hard to determine whether the edges {¢;,7;} exist in the
updated graph, we can deduce that computing distances is also hard, even when
some approximation error is permissible.

Obviously, since in our models of computation we have access to the edges of
the graph, determining whether the edges {¢;, r;} exist isn’t difficult, even if the
graph has been updated. To achieve meaningful hardness results, we extend this
idea and show that distances can recover not only edges, but also other structures
that are hard to identify. Specifically, we show that approximate-distance com-
putation algorithms can be used to recover all the edges that participate in trian-
gles—a problem that is impossible to solve efficiently under popular conjectures
(we elaborate on finding triangles in Section 1.2.2). Additionally, we show that a
fast distributed algorithm for approximating the maximum distance in the graph
(a.k.a. the diameter of the graph) can be used to solve the Set-Disjointness prob-
lem with little communication, which is known to be impossible (we elaborate on
diameter computation in Section 1.2.3). In these reductions, we use the high girth
- high cost idea discussed above to show that by using high girth graphs, we can
obtain improved hardness of approximation results.

We remark that a conceptually similar idea was used by Feigenbaum et al. [146]
to show hardness of diameter approximation in the single-pass streaming model.
Applying the high girth - high cost idea to other computational models requires
substantially different techniques, which we develop in this thesis.

1.2.2 Finding Triangles via Distance Oracles and Friends

In a joint work with Amir Abboud (thesis co-advisor), Karl Bringmann, and Or
Zamir [6], we prove new hardness results for distance computation problems in
the centralized and dynamic models. Our results are described in detail in Chap-
ter 2. Here, we provide a brief overview of the main technique, with a particular
focus on the Approximate Distance Oracles problem. Let us first discuss the prob-
lem and some related work.
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Problem Description: In the Approximate Distance Oracles problem, we are
given a graph in the centralized model, and the goal is to design a data struc-
ture that can preprocess the graph efficiently and then answer distance (i.e., short-
est path) queries between pairs of nodes with approximate accuracy. Ideally, the
preprocessing step should be completed in linear time relative to the number of
nodes and edges, and the response time for each query should be constant or poly-
logarithmic. The answers provided by the oracle do not need to precisely match
the actual distances between the nodes; instead, a constant-multiplicative error is
permissible. This allowable error is also referred to as the stretch of the requested
distances. In this thesis, we explore the possibility of a near-linear preprocessing
time for Approximate Distance Oracles, formally given in the following question.
Recall than m and n denote the number of edges and nodes in the graph, respec-
tively.

Open Question 1.2.1 (Approximate Distance Oracles). Can we preprocess a graph
in m'+°(1) time and answer shortest path queries in m°() time with O(1) stretch?

Related Work: This Open Question has been extensively studied (see, for in-
stance, [38,65,68,115,116,131,232,233,261,264,265] and references within). In
2005, Thorup and Zewick [265] made some progress on resolving this question by
providing a data structure with the following properties. For any constant value
k > 0, the preprocessing step of the data structure runs in m - n'/¥ time, and the
queries are answered in n!/¥ time with 2k — 1 stretch. While their solution does
not resolve Open Question 1.2.1, it represents a crucial step toward addressing
this challenge.

Intriguingly, in a subsequent work by Patrascu, Roditty, and Thorup [233],
the authors showed that the upper bound by [265] is optimal for small values of
k < 2. This implies that for any stretch factor smaller than 3, there is no solution
to Approximate Distance Oracles with nearly-linear preprocessing time. How-
ever, Open Question 1.2.1 specifically seeks solutions that achieve an arbitrarily
constant stretch, and the hardness result presented in [233] does not eliminate the
possibility of achieving near-linear preprocessing time for a constant stretch of 3
or greater.

Our Contribution: In this work, we fully resolve Open Question 1.2.1 nega-
tively. Our result is based on the widely recognized 3SUM or APSP conjectures,
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details of which are differed to Chapter 2.

Theorem 1.2.2. (Informal) Let k > 4 be an integer. Assuming either the 3SSUM or APSP
conjectures, there is a positive constant c such that no algorithm can preprocess a graph

in O(m“%) time and answer shortest path queries in O(mc17) time with stretch smaller
than k.

Technical Discussion - The Main Idea Behind the Proof of Theorem 1.2.2: We
show that a black-box algorithm for Approximate Distance Oracles can help us
recover triangles and solve the All-Edge Triangle problem.

In the All-Edge Triangle problem, we are given a tripartite graph G with parts
A, B, C and want to detect all edges that are in a trianglea € A,b € B,c € C. It
is well-known that the 3SUM and APSP conjectures imply that there is no o(n?)
time algorithm for the All-Edge Triangle problem, even in sparse graphs with
m = @(n3/ 2) edges [201,231,268]. Hence, to prove Theorem 1.2.2, it suffices to
reduce All-Edge Triangle to Approximate Distance Oracles.

The standard reduction would do the following. We define a graph G’ that is
obtained from G by removing the B x C edges. Then, we query for the distance in
G’ for any pair {b,c} € E(G) N B x C that used to be an edge in G. If the distance
is small, namely 2, we conclude that {b, ¢} is in a triangle in G, because there must
be ana € A thatis connected to both b and c; this is the yes-case. Otherwise, if the
distance is larger, namely > 3, then we conclude that {b, ¢} is not in any triangle
in G because there is no node a € A that is connected to both b and c; this is the
no-case. Given the quadratic lower bound for the All-Edge Triangle problem we
conclude that no distance oracle with subquadratic preprocessing time and m°(!)
query time can distinguish between distance = 2 and > 3.

However, to resolve Open Question 1.2.1 negatively, we must amplify the gap
between the distances in the yes-case vs. the no-case. Since the graph G’ is bi-
partite (which is implied by the assumption that G is tripartite) we can readily
observe that the distance in the no-case is actually > 4, not just > 3, so the above
construction rules out any (2 — €)-approximate answers in the aforementioned
time bounds.

Unfortunately from a hardness of approximation perspective, it is rather dif-
ficult to argue that the distance in the no-case must be any larger than 4. This
is because for any pair {b,c} the graph G’ is extremely likely to contain a 4-path
that makes one zigzag, b — a — V' — a4’ — ¢, i.e. after the first step from b to
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a € N(b) N A, it goes back and forth once from a € A to b’ € B and back to a
different node in a’ € A, and only then goes to c. (See Figure 1.2.) This path does
not imply that 2’ € N(b) nor thata € N(c) and therefore does not correspond to a
triangle in G. Indeed, it only corresponds to a 5-cycle in G that contains the {b, c}
edge.

This is exactly where the connection to short cycles comes into play: a short cy-
cle allows a path to make a short detour (a zigzag) and prevents us from achieving
a larger gap between the yes- and no-cases. We refer to this challenge as the Short
Cycle Barrier.

In FOCS 2010, Pédtrascu and Roditty [232] devised an ingenious graph-products
technique (conceptually similar to [44]) to push the lower bound to approximation
factors beyond 2. Thinking of their construction in the terminology of triangles,
their idea is to make G’ have k > 3 layers by adding k — 2 layers between B and
C that together represent A. In the yes-case where {b,c} is in a triangle, the dis-
tance is now k — 1, but the main advantage is that in the no-case they manage
to force any path from b to ¢ to make a zigzag in each of the k — 1 layers, mak-
ing the distance 3k — 2. For large enough k this shows that distance oracles with
(3 — €)-approximations cannot meet the aforementioned time bounds. In the orig-
inal paper [232], they could only make this approach work for small k and could
only prove inapproximability for factors 2% — €, but in a follow-up paper with
Thorup [233] the full potential of this approach was realized, and they established
a lower bound for any (3 — €)-approximations. Alas, it is clear that 3 is the limit
of this approach. (We remark that this is a barrier even in weighted graphs.?)

The natural and more promising approach for circumventing this barrier is
to somehow ensure that there are no < k-cycles in the original graph G. Then,
any effective zigzag must be long, and even the natural two-layered construc-
tion would give us a lower bound of Q)(k). Indeed, the distance for a pair b, c
would be = 2 if the pair is in a triangle, versus > k — 1 otherwise. This would
be reminiscent of the use of the girth conjecture in lower bounds for multiplicative
spanners [31,238], whereas the aforementioned graph-products technique is rem-
iniscent of lower bounds for additive spanners [3,4, 273].% All we have to do is to

2The case of directed graphs is different however. For some of these problems even deciding if
the distance is finite has strong lower bounds. The reason is that the directed edges can prevent
zigzags.

3The Girth Conjecture and the techniques for additive spanners were already used, of course,
for lower bounds against distance oracles as well. However, such lower bounds (and any



CHAPTER 1. INTRODUCTION 10

Figure 1.2: If {b, c} belongs to a triangle in G, then the distance between b, ¢ in G’
is 2. If {b, c} does not belong to a triangle in G, then the distance between b, ¢ in G’
can be as small as 4. This corresponds to a 5-cycle in G.

prove this gap amplification result for All-Edge Triangle, amplifying the no-case
from triangle-free to K -cycle free, for all 4 < k' < k (without unintentionally re-
moving a triangle in the yes-case). This is the main idea behind our proof. We
show that triangle finding doesn’t become easy in short cycle-free graphs, which
allows us to prove Theorem 1.2.2.

Our hardness of approximation result for distance oracles extends to dynamic
shortest paths, girth approximation, and cycles listing.

Follow-Up Work: In two follow-up works by Abboud, Bringmann, and Fis-
cher [5], and Jin and Xu [189], the authors optimize our short-cycle removal tech-
nique and get better lower bounds on the preprocessing time for Approximate
Distance Oracles. Specifically, they show that instead of showing that triangle
tinding doesn’t become easy in short-cycle free graphs, they show that 3SUM
doesn’t become easy even when the input doesn’t contain some specific addi-
tive structure. Interestingly, without this additive structure, the reduction from
3SUM to triangle finding [231] leaves the graph without many short cycles to be-
gin with. This finding helps the authors of [5,189] improve our bounds and get the
complexity of Approximate Distance Oracles closer to the known upper bounds.

information-theoretic arguments) cannot prove lower bounds higher than m; rather, they are in-
teresting for understanding how much dense graphs can be compressed. Thus, the similarity can
only be in spirit.
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1.2.3 Hardness of Approximation for Distributed Diameter

In this section, we briefly summarize our results for the hardness of approxima-
tion of the diameter in the distributed CONGEST model. These results were pub-
lished in a paper co-authored with Ofer Grossman and Ami Paz [170]. We present
the full details of these results in Chapter 3.

Problem Description and Related Work: The diameter D of a graph is the maxi-
mum distance between any two nodes in it, which is one of the most fundamental
parameters in Graph Theory. In Distributed Computing, the diameter is of utmost
importance, as it captures the minimal number of rounds needed for a message to
traverse all the nodes in the network. The complexity of computing the exact or
approximate value of the diameter has been extensively studied in the distributed
setting [7,100,101,155,178,179,181,184,207,236].

In the CONGEST model, the complexity of computing the exact diameter is
©(n/logn + D) rounds [155,184]. On the other hand, there is a folklore algorithm
yielding a 1/2-approximation for the diameter in O(D) rounds: running a BFS
(from an arbitrary node) and returning its depth. Moreover, a simple indistigu-
ishability argument shows that no constant-approximation factor is achievable in
o(D) rounds.

This raises the following natural question: For values of ; < & < 1, how hard is
it to a-approximate the diameter of a graph? Conversely, what is the best approxi-
mation factor a that can be achieved in sub-linear time with respect to the number
of nodes, and what approximation factors are achievable in sub-polynomial time?

Open Question 1.2.3. For which values of a does there exist a sub-polynomial
time x-approximation algorithm for the diameter in the CONGEST model?

Open Question 1.2.4. For which values of a does there exist a truly sub-linear
time a-approximation algorithm for the diameter in the CONGEST model?

Our Contribution: We make progress on both these questions. For the first, we
show that « must be at most 6/11. For the second, we show that « must be at most
3/5. The previous best known upper bound on «, for both cases, was 2/3 [7]. All
the results that are presented in this work, as well as the ones we compare with,
are for unweighted and undirected graphs.



CHAPTER 1. INTRODUCTION 12

Our proofs use the technique of reductions from the Set-Disjointness problem
in Communication Complexity to the CONGEST model. At a high level, we show
that the Set-Disjointness problem can be embedded into hard instances for diame-
ter computation. These hard instances are short cycle-free, allowing us to leverage
a concept similar to the zigzag idea previously described in Sections 1.2.1 and 1.2.2
to obtain improved hardness of approximation.

1.3 Part II: Distributed Symmetry Breaking

In this section, we briefly summarize our results for distributed symmetry break-
ing. We start with our results for Maximum Independent Set in Section 1.3.1.
Then, in Section 1.3.2, we discuss our results for Maximum Matching. Our results
for Maximum Independent Set are described in full detail in Chapters 4 and 6,
and our results for Maximum Matching are detailed in Chapter 5.

1.3.1 Approximate Maximum Independent Set

One of the most fundamental problems in distributed graph algorithms is the max-
imal independent set problem (MIS), where given an input graph, we need to find
a maximal subset of the nodes such that no two nodes in the subset are adjacent.
This problem has received a great amount of attention in various distributed mod-
els (see for example [21,39,48,61-63,157-159,204,209,213,216,225,228,229,247]).
It is considered one of the four classic problems of local distributed algorithms,
along with edge coloring, vertex coloring, and maximal matching [60, 148,228].

Independent sets are critical in both practical and theoretical aspects of com-
puter science, particularly large independent sets. Applications span various fields
including economics [79], computational biology [94,269], coding theory [81,95],
and experimental design [46]. In unweighted graphs, a maximum independent
set is an independent set of the largest size. In weighted graphs, a maximum-
weight independent set (MaxIS) is an independent set with the maximum total
weight.

In an unweighted graph, any MIS constitutes a A-approximation for MaxIS,
where A is the maximum degree of a node in the graph. This implies that MIS
is no easier than A-approximation for MaxIS in unweighted graphs, regardless of
the computational model.
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This raises a natural question of whether A-approximation for MaxIS is easier
than MIS. In the classical sequential setting, finding an MIS has the same com-
plexity as finding a A-approximation for MaxIS (even in weighted graphs) as both
problems admit simple linear-time greedy algorithms.

Our Contribution: In collaboration with Ken-ichi Kawarabayashi, Aaron Schild,
and Gregory Schwartzman [197], we show that in the distributed setting, find-
ing a (1 + €)A-approximation for MaxIS is exponentially easier than solving MIS.
Specifically, we have developed an algorithm that takes O(poly loglogn) rounds
in the CONGEST model, applicable even to weighted graphs. This running time is
impossible for MIS, given the Q)(/log 1/ loglog n) lower bound by Kuhn, Mosci-
broda, and Wattenhofer [204].

Faster Algorithm for Sparse Graphs: Moreover, we show that if the degree of
the graph is less than 1/ logn, then finding a (1 + €)A-approximation for MaxIS
requires only O(1/€) rounds. This results relies on a novel martingales-based
analysis of the classical algorithm by Luby [216]. This analytical approach is also
integral to the results for Maximum Matching discussed in the subsequent section.

Impossibility Result for Dense Graphs: Finally, we show that the fast running
time for sparse graphs cannot be achieved in dense ones. Specifically, we show
that any algorithm for finding an O(A)-approximation in high-degree graphs must
spend at least Q(log" 1) rounds.

Impossibility Results for Constant-Approximation: Finally, in a joint work with
Yuval Efron and Ofer Grossman [139], we show linear and quadratic lower bounds
for ~ 2 and ~ 4/3-approximation to Maximum Independent Set in the CONGEST
model. We elaborate of these results in Chapter 6.

1.3.2 Approximate Matching in Regular Graphs

As discussed in the previous subsection, we show that approximate MaxIS can be
solved much more easily than MIS in distributed environments. This raises the
question of whether a similar advantage exists for matching problems. A match-
ing in a graph is a set of edges where no two edges share a common endpoint. A
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maximal matching is a matching that cannot be extended by adding more edges,
whereas a maximum matching is a matching of the largest possible size.

Our Contribution: In ajoint work with Manish Purohit, Aaron Schild, and Joshua
Wang [198], we found that in regular graphs, it is possible to find a (1 + €)-
approximation to Maximum Matching within poly(1/€) rounds in the CONGEST
model. Notably, this runtime is independent of the number of nodes n. Such ef-
ficiency is unachievable for Maximal Matching, even in regular graphs, due to a
lower bound of min{loglogn, A} by Balliu et al. [48].

Furthermore, we show that in sufficiently dense regular graphs, where the
degreeis poly(1/€), a (1 + €)-approximation to Maximum Matching can be found
in only O(log(1/¢€)) rounds.

Interestingly, by a simple argument, we show this runtime cannot be general-
ized to sparse regular graphs. We prove that any algorithm must take (}(1/(eA))
rounds in such graphs, where A is the degree of the graph. These results under-
scores the variability in algorithmic efficiency dependent on graph density and
structure.

Our main technical contribution is a new lemma, which we refer to as the
Recursive Regularity Lemma. In this lemma, we show that running Luby’s algo-
rithm on the the line graph of a sufficiently dense A-regular graph and removing
the matched edges together with their incident nodes results in a (A/2)-regular

graph.
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Chapter 2

Hardness of Approximation in P via
Short Cycle Removal

This chapter is adapted from [6], a joint work with Amir Abboud (thesis co-
advisor), Karl Bringmann, and Or Zamir. In this work, we present several new
hardness of approximation results in the centralized and dynamic models through
reductions from Triangle Finding.

Triangle finding is at the base of many conditional lower bounds in the central-
ized and dynamic models, and the existence of many 4- or 5-cycles in a worst-case
instance has been an obstacle towards resolving major open problems.

We present a new technique for efficiently removing almost all short cycles in
a graph without unintentionally removing its triangles. Consequently, triangle
tinding problems do not become easy even in almost k-cycle-free graphs, for any
constant k > 4. This finding allows us to make progress on major open problems
in the field of fine-grained complexity, including Approximate Distance Oracles,
Dynamic Shortest Paths, Girth Approximation, and Cycle Listing.

2.1 Introduction

One of the most central and challenging goals in fine-grained complexity is to
prove hardness of approximation results for the many fundamental problems that
we already know are hard to compute exactly. With the exception of few results
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that follow from simple gadget reductions,' understanding the time vs. approx-
imation trade-off seems to require specialized fine-grained gap amplification tech-
niques. As we know from the quest for NP-hardness of approximation that started
in the early 90’s, such techniques are not easy to come by, and the fine-grained
restrictions on the reductions can only make matters worse.

Two notable success stories, highlighted in a recent survey by Rubinstein and
Vassilevska Williams [250], are the Distributed PCP framework [11] based on al-
gebraic error-correcting codes that has lead to strong results for many pair-finding
type of problems [1,111-113, 195,196, 249], and a graph-products technique [44]
that has lead to impressive inapproximability results for computing the diame-
ter of a graph [83,84,125,126,128,210]. Nevertheless, we are still far away from
satisfactory results for many problems (see the open questions in [11,250]). Even
distance computations in graphs, an extensively studied subject in fine-grained com-
plexity, exhibits many huge gaps.

As a case in point, consider the open questions below for three of the most
basic problems in the area, each of them with a long list of upper bounds span-
ning several decades: distance oracles [38,65,68,115,116,131,232,233,261,264,265],
dynamic shortest paths [67,74,75,108,130,153,175,176,246,258], and shortest cycle
(girth) [123,133,186,190,212,243].

Open Question 1.2.1 (Approximate Distance Oracles). Can we preprocess a graph
in m'+°(1) time and answer shortest path queries in m°(!) time with O(1) stretch?

No known constant-approximation algorithm can achieve the desirable time
bounds in the open question. The above references take m'*t€(1/K) preprocess-
ing time to answer queries with a k-approximation in m°() time. Meanwhile,
the best conditional lower bound by Patrascu, Roditty, and Thorup [233] only
rules out a (3 — ¢)-approximation with such time bounds under a set-intersection
conjecture.” Existing inapproximability results higher than the 3 — ¢ barrier are ei-
ther information-theoretic incompressibility arguments [86,219,265] and therefore

ISimilar to saying that the NP-hardness of 3-coloring implies a 4/3 — e-hardness of approxi-
mation for the chromatic number.

2Their conjecture and hardness result apply even for preprocessing algorithms with m
space (and unbounded time), but higher lower bounds are not known even when restricting the
time complexity.

1+0(1)
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only rule out o(m) space bounds, or in the cell-probe model [261] and therefore
only apply for query times up to log n.”

Open Question 2.1.1 (Dynamic Shortest Paths). Can we preprocess a graph in
O(mn) time, then support edge-updates in m°(1) amortized time, and answer
shortest path queries in m°(1) time with an O(1)-approximation?

Again, no known constant factor approximation meets these desirable require-
ments on the update and query times. It is known how to achieve update and
query time O (m'/¥) with approximation factor O (k) in the partially dynamic (dele-
tions only) case [108] and approximation factor (logn)°®) in the fully dynamic
case [153]. The only conditional lower bounds are for (2 — ¢)-approximation al-
gorithms and they follow directly from the lower bounds for the exact setting [12,
176,245], where it is shown that distinguishing distance 2 from 4 is hard.*

Open Question 2.1.2 (Girth). Can we return an O(1)-approximation to the girth
(ie. the length of the shortest cycle) in m'+°(1) time?

The best known approximation with 7!7°(1) running time is super-constant;

very recently, Kadaria et al. [190] obtained an O(k)-approximation in O(m!+1/k)
time. A lower bound for (4/3 — ¢)-approximation follows from assuming hard-
ness of triangle finding, as deciding if a graph has a triangle is equivalent to dis-
tinguishing between girth 3 vs 4. No better lower bound is known.

Trying to answer the above questions negatively by establishing a lower bound
leads to a common barrier, known as the short cycle barrier, discussed in Sec-
tion 1.2.2. Overcoming this barrier is related to Open Question 5 in the distributed
PCP paper [11], which asks for gap amplification techniques based on conjectures
other than SETH. This is because the exact versions of our distance computation
problems are not SETH-hard; their hardness arises from reductions from (detect-
ing or) listing triangles in a graph—a problem that is hard under the 3SUM or APSP
conjectures, but not under SETH. If the hard instances for triangle finding include

3The latter is due to the well-known barrier of proving higher unconditional lower bounds
for any problem (see [232,233]). To prove inapproximability even with the more satisfying m°)
restriction on the query time, we seem to need the conditional lower bounds approach of fine-
grained complexity.

“The lower bounds hold even against much higher O(n!~¢) update and query times, but in-
approximability results with higher multiplicative factors are not known even if we demand m°(1)
update and query times.
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short cycle-free graphs, it would imply a negative answer to the open questions
above. Hence, understanding these questions boils down to the following open
question.

Open Question 2.1.3 (Main Open Question). Can we prove hardness for finding
a triangle in a 4-cycle free graph? What if it is k-cycle free for all 4 < k < O(1)?

Any progress on Question 2.1.3 carries over to progress on the aforementioned
three open questions, by standard reductions. But it is far from clear why such a
gap amplification should be possible. The needle-in-a-haystack flavor (and in-
tuitive hardness) of triangle finding stems from the possibility of a triangle hiding
amidst plenty of 4- or 5-cycles. In a 4-cycle free graph no two nodes can have more
than one common neighbor; doesn’t that restrict the search space by too much?”

Clearly, we do not expect the triangle finding problem to remain equally hard in
k-cycle-free graphs as in general graphs, already because k-cycle-free graphs for a
large even k are very sparse. Moreover, one can apply a standard reduction, e.g.
the one to distance oracles sketched above, and then use an existing upper bound
(e.g. [233]) to find a triangle in m1tO1/k) time. Therefore, the main open question
is whether or not the problem becomes very easy: Can we find a triangle in a 4-
cycle free graph in linear time? This contemplation touches upon a well-known
hole in our understanding of graph problems. Indeed, by a simple reduction, even
this latter most restricted form of Question 2.1.3 is at least as hard as resolving one
of the most infamous open questions in fine-grained complexity:

Open Question 2.1.4. Can we determine if a graph contains a 4-cycle in m!*°(1)

time?

In 1994, Yuster and Zwick [276] put forth the conjecture that one cannot de-
tect a 4-cycle in a graph in subquadratic time. The longstanding upper bound is
O(m*/3) via a high-degree low-degree argument [30]. The running time can also
be bounded by O(n?) because when m > 200 - n!-> we can simply output “yes”:
by the Bondy-Simonovitz Theorem [82], a graph with such density must contain
a 4-cycle. Frustratingly, to this date, the field of fine-grained complexity has not

5Such high-girth assumptions can indeed reduce the complexity of some problems from
almost-quadratic to almost-linear. In particular, in the Orthogonal Vectors problem with dimen-
sion d = n°() (at the core of the Diameter lower bounds, and many others), if no two vectors can
have two common coordinates that are non-zero, there is an O(nd?) algorithm.
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managed to show any hardness for this problem. “What hope do we have to under-
stand more complex problems if we cannot settle the complexity of this simple one, even
conditionally?”°

We give answers to all of the above questions, some full and some partial,
based on fine-grained complexity assumptions. It turns out that Triangle (detec-
tion or listing) requires super-linear time even when the graph has very few short
cycles.

2.1.1 First Result: Removing Most k-Cycles

Our first main result is a fine-grained self-reduction for Triangle from worst-case
v/n-degree graphs to graphs with few k’-cycles for all 4 < k' < k. For concreteness,
consider the All-Edge version where we want to report for each of the m = O(n!-°)
edges in the graph whether it is in a triangle. This problem is known to require
n2-o(1) time, under the 3-SUM Conjecture [201,231] or under the APSP Conjec-
ture [268], and this holds even for graphs of maximum degree \/n. Thus it is a
very plausible conjecture that #>~°(1) is required. (See Theorem 2.4.1 and the dis-
cussion in Section 2.7.) A worst-case input graph to this problem might have up
to n¥/2+1/2 k-cycles. Given such a graph, for a sufficiently small constant & > 0
depending on k, the following theorem constructs many subgraphs such that: (1)
solving All-Edge-Triangle on all of these subgraphs suffices to solve the origi-
nal problem, (2) the total number of edges in all these subgraphs is subquadratic
n2-Q(), and (3) the total number of k-cycles in all these subgraphs is subquadratic
n2-Q(), The latter implies that a linear-time algorithm for All-Edge-Triangle in
graphs with few short cycles implies a subquadratic algorithm for the starting
problem and refutes the popular conjectures.

Theorem 2.1.5 (Removing Most k-Cycles). For any choice of constants k > 4,a €
(0,3), and e € (0,33%) the following holds. Given a graph G with n vertices and
maximum degree at most \/n, there is a randomized algorithm, running in time O(n?~¢),
that returns a subset of the edges E' C E(G) and a collection of s = n3/?>73% subgraphs
G1,...,Gs C G such that:

* Every edge e € E’ participates in a triangle of G.

®This is a quote from the survey by Rubinstein and Vassilevska Williams [250] where it is
referring to the approximability of the graph diameter problem. We find it no less poignant when
considering the 4-cycle problem.
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o Ifan edge e € E(G) participates in a triangle of G, then it is either in E' or it
participates in a triangle in at least one subgraph G;.

e With high probability, each G; has O(n'/?%%) vertices and maximum degree O(n®).

e For every i, the expected total number of k'-cycles of sizes 4 < k' < k in G; is at
most O(n“T" Hhate),

This result achieves a weaker statement than that asked by Question 2.1.3 be-
cause it does not remove all short cycles. Still, it is sufficient for fully resolving
Questions 1.2.1 and 2.1.1 above. Intuitively, by applying the standard reductions
(as described above), each of the few remaining short cycles might result in a false
positive: a pair {b,c} that has short distance even though it is not in a triangle.
But since the number of such cycles is small (and the degrees in the G; graphs are
small), they can all be filtered in a post-processing stage in subquadratic time.

Before giving the inapproximabilty results, let us briefly explain why the ma-
trix multiplication exponent 2 < w < 2.37286 [19] appears in our statements.
Perhaps counter-intuitively, our lower bounds get higher the closer w gets to 2.
Roughly speaking, this is because our results follow from reductions that em-
ploy several procedures, including fast matrix multiplication, to extract these sub-
graphs with few short cycles from a given graph. In any case, our results are new
and meaningful for any 2 < w < 2.37286 (or even any 2 < w < 3); the only
difference is in the constants.

Applications Our first corollary improves the ~ 3 hardness of Patrascu, Roditty,
and Thorup [233] all the way up to w(1), showing that O(k)-approximation with
O(m!+1/k) preprocessing is indeed the right tradeoff for distance oracles with
O(m!/¥) query time. Our lower bound is comparable to that of Sommer, Verbin,
and Yu [261] in the cell-probe model, except that we allow much higher query
time: m®(1) vs. their O(1). Moreover, our lower bound applies to the easier offline
version of the problem where all the queries are given in advance; previous lower
bounds [232,233,261] do not apply to this restricted setting.” If w = 2 our lower

1
bound becomes m ! w201

1
it is Q) (m' T e37meRa377 ),

time for a (k — §)-approximation; with the current w

7In the stronger models that these papers consider, where we measure space/probes rather
than time, this offline problem becomes trivially easy.
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Corollary 2.1.6 (Hardness of Approximation for Offline Distance Oracles). Let
k > 4 be an integer, and let ¢,6 > 0. Define c = 3_% and d = 23“1—;2 Assuming

either the 3-SUM Conjecture or the APSP Conjecture, no algorithm can return a (k — 6)-
approximation to the distance between m pairs of nodes in a simple graph with m edges in

time O(m”ﬁ_g). Consequently, there is no (k — &)-approximate distance oracle with
O(mHﬁ_g) preprocessing and O(mﬁ_s) query time.

The Offline Distance Oracle problem in the above corollary is at the core of the
dynamic shortest paths problem as well. By a straightforward reduction it im-
plies that Chechik’s decremental APSP k-approximation algorithm in total time
O(m!*1/%k) is tight up to the constant . For fully dynamic algorithms, we can
strengthen the result further by ruling out algorithms that start with a cubic-time
preprocessing phase (which is natural as it gives the algorithm enough time to pre-
compute all the distances). However, in this fully dynamic case, the best known
upper bound only achieves a (log 1)°¥)-approximation in O(m'+1/¥) time.

Corollary 2.1.7 (Hardness of Approximation for Dynamic APSP). Let k > 4 be an
integer, and lete,5 > 0,c = 3;% and d = 23“:—;2 Assuming either the 3-SUM Conjecture
or the APSP Conjecture:

* No algorithm can maintain a simple graph through a sequence of edge-deletion up-
1
dates in a total of O(m' &%) time, while answering distance queries between a
1
given pair of nodes with a (k — &)-approximation in O(m&—4~F) time.

* No algorithm can preprocess a simple graph in O(n®) time and then support (fully

dynamic) updates and queries in O(mﬁ_s) time, where an answer to a query is a
(k — &)-approximation to the distance between a given pair of nodes.

We next go back to the 4-Cycle problem. A direct corollary of our theorem
is that the All-Edge version has a super-linear lower bound, finally extending the
m3/2 lower bound for triangle enumeration from Patrascu’s seminal paper [231] to
a hardness result for 4-cycle enumeration.® If w = 2 the lower bound is m®/ 4_0(1),

and with the current w it is Q(m!19%7).

8Patrascu’s lower bound is presented as a lower bound for the listing problem, rather than
enumeration, where we are required to list m triangles (and the lower bound is m*/3=°(1)). Our
lower bound also extends to this version, but the exponent is smaller.
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Corollary 2.1.8 (Hardness for k-Cycle Enumeration). Let k > 3 be an integer, and let
e > 0. Assuming either the 3-SUM Conjecture or the APSP Conjecture, no algorithm

3—w
can process an m-edge graph in O(m1+2<4*w> “) time and then enumerate k-cycles with
m°() delay,.

Unlike our two previous corollaries, the lower bound in Corollary 2.1.8 does
not get weaker with k. This is because for all k > 4 we can simply apply The-
orem 2.1.5 with k = 4 and then use known simple gadget reductions that show
that k-cycle (detection or enumeration) for any k is at least as hard as either the
k = 3 or k = 4 case (see [122]).” Either way, we separate k-cycle from the class
DELAYCy;, of problems solvable with linear time preprocessing and constant de-
lay [137]. This class has received significant attention in recent years from the
enumeration algorithms community (see e.g. [96,97,152,255]). Our result is some-
what surprising because enumerating all cycles (without restricting k) is in the
class DELAYCy;, [78].

Theorem 2.1.5 does not fully resolve the Main Open Question 2.1.3, because it
does leave 1) short cycles in the graph. This is not an issue for all of the ap-
plications above because the application problem returns multiple answers (that
can be filtered afterwards). Unfortunately, this cannot be done for problems with
a single output, such as our most basic 4-Cycle detection problem. Nonetheless,
with a bit more work we can actually get rid of all k-cycles in the k = 4 case, as we
discuss next.

2.1.2 Second Result: Removing all 4-Cycles

Our most technical result is a strengthening of Theorem 2.1.5, giving a reduction
to graphs that are completely 4-cycle-free. The following theorem is analogous to
Theorem 2.1.5 and should be thought of in the same way; as a self-reduction from
Triangle. The main two differences are that it only works for k = 4, but it achieves
the much stronger property of 4-cycle freeness in the subgraphs it produces.

Theorem 2.1.9. For any choice of constant & € (0,35%) and e € (0,32 — 2a) the
following holds. Given a graph G with n vertices and maximum degree at most \/n, there

9The reduction simply subdivides some of the edges. Note that this trick is not useful in the
hardness of approximation context because subdividing edges increases the distances even in the
yes-case.



CHAPTER 2. HARDNESS OF APPROXIMATION IN P VIA SHORT CYCLE
REMOVAL 24

is a randomized algorithm, running in time O(n>~¢), that returns a subset of the edges
E' C E(G) and a collection of s = n3/2-3u subgraphs Gy, ...,Gs C G such that:

* Every edge e € E' participates in a triangle of G.

e Ifan edge e € E(G) participates in a triangle of G, then it is either in E' or it
participates in a triangle in at least one subgraph G;.

e With high probability, each G; has O(n/?%%) vertices and maximum degree O(n®).
o With probability larger than 0.99, no subgraph G; contains a 4-cycle.

This result fully resolves the main Open Question 2.1.3 in the k = 4 case. Con-
sequently, we improve the lower bound for girth approximation in m!'*+°(1) time
from4/3 — 4 to 5/3 — J; thus making the first non-trivial step towards Open Ques-
tion 2.1.2. And most importantly, we establish the first conditional lower bound
for 4-Cycle detection, resolving Open Question 2.1.4. If w = 2 the lower bound
is m’/6=°(1) " and with the current w it is Q(m1194), Note, however, that Corol-
lary 2.1.10 uses a less standard conjecture compared to our previous results.

Corollary 2.1.10 (Hardness for Triangle in 4-Cycle-Free Graphs). Assuming that
triangle detection in graphs with maximum degree at most \/n requires n>=°() time, no

algorithm can solve any of the following problems in O(mH%*S) time, for any e > 0O:
* Decide if an m-edge graph has a 4-cycle.
* Decide if an m-edge 4-cycle-free graph has a triangle.
» Computea (5/3 — 6)-approximation to the girth of an m-edge graph, for any 6 > 0.

As mentioned already, folklore gadget reductions show that either Triangle or
4-Cycle can be reduced to a single instance of k-Cycle detection on the same num-
ber of edges, for any k > 3 (we add a proof of this statement in Appendix 2.8.1,
similar reductions appear, for example, in [122]). Thus, we establish a super-linear
Q(m'119%) lower bound for k-Cycle detection for all constant k > 3.

Breaking the hardness assumption at the base of our conditional lower bound
would be a major breakthrough. The longstanding upper bound for triangle de-
tection is O(min{m2*/(@+1) ;1) [30]. Even if an optimal matrix multiplication

algorithm exists (w = 2) no algorithm breaks the quadratic barrier when m = n'-.
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This continues to be the case in the natural setting where the maximum degree
(rather than the average degree) is \/n. Note that we cannot base these lower
bounds on 3SUM or APSP, as we did in the results above for problems with mul-
tiple outputs, until we know how to base the hardness of Triangle detection itself
on these assumptions. See Section 2.7 for further discussion.

2.2 Technical Overview

The goal of this section is to give an overview of the main new ideas that go into
our short cycle removal technique. As discussed in the introduction, the technical
barriers are most prominently apparent in the challenge of proving a hardness re-
sult for 4-Cycle (detection). For this reason, we choose to focus this section on this
result, giving a tour of the reduction from Triangle (detection) to 4-Cycle. All of
our conceptually new ideas go into this result and can be appreciated more clearly
in this simple context. Afterwards, in Section 2.2.2 we point out how these ideas
lead to Theorems 2.1.5 and 2.1.9. The additional required ideas are either standard
tricks (e.g. for the applications) or technical but unsurprising generalizations (e.g.
for the k > 4 case); we briefly mention them in Section 2.2.2. While this presen-
tation of results goes in the reverse order to that of the introduction, it has the
advantage of presenting all important ideas while the reader needs to only think
about the following deceptively simple goal: solve Triangle in /n-degree graphs in
subquadratic time, given a linear-time algorithm for 4-Cycle.

Some notation: We assume that the input graph G = (V,E) for the triangle
finding and all-edge triangle problems is tripartite with sides A, B, and C.!’ We
denote the set of neighbors of a node u by N(u). We use [k] to denote the set of
integers {1,2,-- - ,k}, and we use the notation “{4, .., k}-cycles” to denote the set
of cycles of length at least 4 and at most k. We say that an event happens with
high probability if it happens with probability at least 1 — 1/n¢, for an arbitrarily
large constant c. We denote by w the matrix multiplication exponent. The term
“subquadratic” refers any bound of the form O(n?~¢), for any constant ¢ > 0.
Moreover, we always treat k as a constant.

1Tf not, let A = B = C = V and copy each edge in E three times.
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2.21 Triangle to 4-Cycle

To reduce Triangle to 4-Cycle, we want to convert a hard instance for Triangle in
a way such that any triangle becomes a 4-cycle. Since a hard instance for Triangle
is a tripartite graph with sides A, B, and C, perhaps the first idea that one may try
to use is to subdivide the edges between B and C, by adding a dummy node bc
on each {b, c} edge. Indeed, if the original graph doesn’t contain a 4-cycle, then a
4-cycle in the new graph must use a dummy node, and therefore, the existence of
a 4-cycle in the new graph implies the existence of a triangle in the original graph.

However, the original graph may have up to n*° 4-cycles.!! In particular, even
after adding the dummy nodes between B and C, there could still be up to n?>
4-cycles between A and B (4-cycles that use two nodes from A and two nodes
from B), up to n%*° 4-cycles between A and C, and up to n>° 4-cycles that use two
nodes from A and one node from each of B and C. None of these 4-cycles uses a
dummy node, and therefore, the existence of a 4-cycle in the new graph doesn’t
necessarily imply the existence of a triangle in the original graph. We call these
false 4-cycles. Notably, this issue does not arise when reducing to k-cycle detection
for odd k (see [122]) and it can be side-stepped easily in harder contexts such as
the directed'? or coun’cing13 versions or in other models [8,45]14. Alas, such simple
tricks do not work in the most basic case. As discussed in the introduction, this is
not a mere technicality but the obstacle for gap amplification results.

To overcome this, one may try to remove all the 4-cycles from the graph before
applying the reduction, perhaps by finding a set of edges that intersects all of
them, checking whether there is a triangle that uses one of these edges, and then
removing these edges from the graph. Indeed, this would leave the graph without
any 4-cycles. However, even if we can efficiently check for each of these edges
whether it is in a triangle, finding n? 4-cycles is impossible in subquadratic time.

Hitting Cycles Faster Than Triangles: Random Slicing At a high-level, our first
main idea is simple: since a 4-cycle uses one more node than a triangle, a random
subsampling reduces the number of 4-cycles at a higher rate than it reduces the

1This is because each edge may be in up to 1 4-cycles.

12Where the directions can prevent the existence of false cycles.

13By counting the number of 4-cycles in the induced graph on subsets of the three parts we can
find out the exact number of false 4-cycles and then subtract it from the total number.

14E.g. in databases a cycle can be forced by definition to use one node from each of the three
parts and one dummy node.
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number of triangles. Indeed, suppose that we subsample nodes, leaving each
node in the graph with probability p. A triangle survives with probability p?
while a 4-cycle only survives with a smaller probability p*. To implement this
idea we use the following random slicing approach.

Roughly speaking, instead of reducing Triangle to 4-Cycle in the original tri-
partite graph, we break the graph into triangle-disjoint tripartite subgraphs,'”
which we refer to as slices, and reduce Triangle to 4-Cycle in each of these slices.
This way, we would only need to remove 4-cycles that are fully contained in the
slices, and not 4-cycles across the slices. In more detail, we partition each of A, B
and C randomly into n!/2=% sets, each of size n'/2+* (where each node joins one
of the sets uniformly at random). In order to solve Triangle in the original graph,
it suffices to solve Triangle in each (A]-, By, Cy) slice, for j, k, ¢ € [nl/ 2=%], For each
such slice, we want to reduce Triangle to 4-Cycle by first removing all the 4-cycles
in the slice, and then subdividing the edges between By and C,. This time, the
expected total number of 4-cycles in all the slices is smaller than n?>, for & < 1/2.
This is because each slice is expected to have n!/2+4* 4-cycles, and in total, over
all slices, we have n3/273¢+1/2+48 — 3,244 4_cycles in expectation.

Unfortunately, n?™* 4-cycles is still too much. If the number of 4-cycles is
super-quadratic, then finding and removing all of them in subquadratic time is
hopeless. In other words, while we can hit 4-cycles at a higher rate than we hit
triangles with random slicing, this higher rate is not fast enough to get the num-
ber of 4-cycles down from the worst-case n%>° to subquadratic without essentially
deleting all edges.

Nevertheless, observe that if we started with fewer than n%*° 4-cycles in the
original graph, then the expected number of 4-cycles over all the slices following
the random slicing would be subquadratic. Can we prove that graphs with too
many 4-cycles are not actually hard for Triangle?'°

Structure vs. Randomness: Dense-Piece Removal Our next main observation
is that random +/n-regular graphs only have O(n?) 4-cycles. So if a graph has
the worst-case n%> number of 4-cycles, then it must have a lot of structure that

5By triangle disjoint we mean that each triangle appears in exactly one of these tripartite sub-
graphs.

161t is natural but perhaps a bit surprising that our goal switched from proving the hardness
of Triangle in 4-cycle free graphs to showing the easiness of Triangle in graphs with a maximal
number of 4-cycles.
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one could potentially exploit for solving Triangle faster. A priori, this may not
sound like a promising approach because we know that Triangle is very easy in
random graphs,'” and its hardness arises from structure that existing algorithms
cannot exploit. Fortunately, we identify a connection between the existence of
many 4-cycles and the existence of dense subgraphs that we do know how to
exploit algorithmically. This is based on the fact that the savings from using fast
matrix multiplication for Triangle are greater in denser graphs. This is a novel use
of the structure vs. randomness paradigm [263] in the context of Triangle.!®

In a bit more detail, we show that in subquadratic time we can find a set of
edges E, with an answer to each edge in the graph to whether it participates in a
triangle containing an edge in E, such that the graph induced by E \ E has fewer
than n2+7 4-cycles, for some 0 < y < 1/2 to be chosen later. This is based on the
connection between 4-cycles and dense subgraphs. One can show that an n-node
graph with maximum degree /7 and at least 27 4-cycles must contain at least
n'*7 dense subgraphs, each with 2,/n nodes and roughly n!'/2*7 edges.'” We
refer to such subgraphs as dense pieces. In particular, each of these dense pieces
lies between two neighborhoods N(u) and N(v) where {u, v} is an edge. We can
use this property to find a dense piece efficiently: we sample ~ n'/?2~7 edges
{u,v}, and for each of them we sample ~ n!/2~7 pairs of nodes between N (u)
and N(v) to estimate the number of edges in N(u) x N(v). With high probability,
for one of the sampled edges {u,v}, there are at least ~ n'/2*7 edges between
N(u) and N(v), and it will be detected when we estimate the number of edges
between N(u) and N(v). After finding the dense piece N(u) U N(v), we use a
matrix multiplication approach, together with a high-degree low-degree analysis,
to efficiently check whether there is a triangle that uses an edge from the dense
piece. Hence, by removing all the dense pieces gradually, where in each step we
tind a new dense piece, check whether there is a triangle that uses an edge from
the dense piece, and then remove it, we obtain a graph with fewer than n?*7 4-
cycles. Since in each step we remove a dense piece of Q(n!/?*7) edges, and the
number of edges is O(n3/?), the number of steps is bounded by O(n!~7). For

7In a random y/n-regular graph, any edge is in a triangle with constant probability, so we can
find a triangle in O(y/n) expected time.

18The other two examples that come to mind are the mildly subcubic combinatorial algorithm
of Bansal and Williams [54] using the Freize-Kannan regularity lemma, and the distributed algo-
rithms (see [107]) that exploit an expander decomposition of the graph.

9This is because there are n3/2 edges, and each edge participates in at most 1 4-cycles.



CHAPTER 2. HARDNESS OF APPROXIMATION IN P VIA SHORT CYCLE
REMOVAL 29

an appropriate choice of v = “1 +¢' < 0.345, for an arbitrarily small constant
¢ > 0, we show that the total running time for removing all the dense pieces is
subquadratic.

Hence, we first remove all dense pieces in subquadratic time, which leaves
only n?*7 4-cycles to begin with. Then, we apply the random slicing, and reduce
Triangle to 4-Cycle in each of the (A jr Bk, C ¢) slices where we know that the total
number of false 4-cycles is subquadratic. This brings us to the final task of remov-
ing all of the remaining 4-cycles in subquadratic time. Let us remark at this point
that for Theorem 2.1.5 and its applications where we can tolerate the existence of
few cycles, this extra step is not necessary.

Output-Sensitive False Cycle Removal Following the dense-piece removal and
the random slicing, the total number of 4-cycles in all the slices is #n3/2*7+%, which
for some choice of & < 0.155, is subquadratic. It may still seem challenging to list
all of them efficiently, even when their number is subquadratic: we do not even
know how to find one 4-cycle in a general /n-degree graph in subquadratic time.

By exploiting a special property of 4-cycles in tripartite graphs, together with
the small degree property of each slice, we design an algorithm that lists all false
cycles in time that is linear in their number. The crux of our idea is that all the
4-cycles in a slice can be found by looking only at one part of the slice at a time. For
instance, to list all the 4-cycles that use two nodes from A]-, it suffices to list all
the {a,u,a’} two-paths in the slice, where {a,a’} C A;. For this, we can list all
the two-paths between A; and By, and all the two-paths between A; and Cy, and
then find all the 4-cycles that use a pair {a,a'} C A; (by looking at all the two-
paths that the pair {a,4’} participates in). At first sight, since we have n3/2-3¢
slices, each containing n'/2*3% pairs {a,a’} that can be connected by a two-path,
this approach may seem to take quadratic time inevitably. Yet, with an additional
trick, and a more sophisticated global analysis that takes into account all the slices
at once, we are able to charge the running time to the total number of 4-cycles in
all the slices, which is subquadratic.

As a final clean-up step before subdviding the edges between By and C, and
making a call to the 4-Cycle algorithm, we delete an edge from each of the n3/2+7+&
4-cycles that were found. But first, we must check whether any of them is in a tri-
angle, and we cannot afford to spend the trivial \/n time for each. Fortunately,
we only need to look for a triangle in the slice where nodes only have degree n*,
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making the total time 13/277+2% gtill subquadratic for & < 0.0775.

Thus, in subquadratic time we can make sure that all calls that we make to
the 4-Cycle algorithm are made on graphs without false 4-cycles. To conclude,
we point out that the total sizes of all the 4-Cycle instances that our reduction
produces is also subquadratic, so if we could solve 4-Cycle in linear time (or even
m'01) we would get a subquadratic algorithm for Triangle. Indeed, the number of
slices is n3/273% and each has n'/?2% edges.

2.2.2 The Theorems and Corollaries

First, let us clarify the connection between the above reduction and our Theorems
for the k = 4 case. The slices are precisely the G; subgraphs with few cycles that
our theorems produce, and the set of edges E’ are those edges that we identify
(and remove) in the dense-piece removal process as participating in a triangle.
For Theorem 2.1.5 the final process of removing all false 4-cycles is not necessary;
the number of remaining 4-cycles in the slices is small enough. For Theorem 2.1.9
we do list all remaining 4-cycles and remove an edge from each, while placing it
in E’ if it participates in a triangle. The slices that result after this clean-up are the
4-cycle free G; subgraphs that we return.

The k > 4 Case To remove most k’-cycles for all 4 < k' < k we follow a similar
route. Even though the number of k’-cycles in a worst-case (or random) graph be-
comes larger as k’ grows, the random slicing method also becomes more effective
at reducing their number. The intuition is thata k€’ > 4 cycle uses even more nodes
than a triangle does, and so it is even less likely to survive a random subsampling;
i.e. longer cycles can be hit at an even higher rate. This leads to the same situa-
tion where we would be done if the number of k’-cycles was lower than the worst
case, e.g. if the graph was random. With more careful combinatorial arguments
we manage to obtain a similar structure vs. randomness result: if a graph has
too many k’-cycles then it must have a dense subgraph, and moreover such dense
subgraphs can be found efficiently. Once we have that, reducing the number of
k’-cycles by removing the dense pieces proceeds in exactly the same way as in the
k = 4 case.

Roughly speaking, we show that if a graph with maximum degree /7 has at
least nK'/2+7 k'-cycles, then it must contain many O(+/71)-node dense subgraphs
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(pieces), each with at least Q(n'/2*7) edges. In particular, each of these dense
pieces lies between two neighborhoods of a pair of nodes {u,w} that are con-
nected by a simple (k' — 2)-path (a path of k¥’ — 2 nodes, including 1 and w). In
more detail, for a simple path of k' —2nodes, {u,uy, -+, up_g4,w}, we say that it
is y-dense if the number of k’-cycles that use it is Q(n!/2*7). Thus, a y-dense path
implies that the number of edges between N(u) and N(w) is Q(n!/2*7). We show
that if a graph with maximum degree /n has at least nk /27 g/ -cycles, then it must
contain at least %nk// 2=1+7 simple (k' — 2)-paths that are y-dense. Since there are
at most n¥'/2-1/2 (1 — 2)-paths in the graph, we can use this property to find a
dense piece efficiently, by sampling paths and estimating the density between the
neighborhoods of the extreme nodes. Similar path counting arguments were also
employed in the cell-probe lower bound of Sommer, Verbin, and Yu [261], but the
overall argument and set-up is completely different.

This suffices for proving Theorem 2.1.5. Substantially new ideas are required
if one wishes to remove all k’-cycles, extending Theorem 2.1.9 to k > 4, because
our output-sensitive enumeration strategy no longer applies.

The Applications The corollaries follow from Theorems 2.1.5 and 2.1.9 in rather
standard ways, as suggested in the introduction. See Sections 2.5.3 and 2.6.2 for
the full details.

A road-map for the technical parts: In Section 2.5 we prove Theorem 2.1.5, as
well as its hardness consequences for distance oracles, dynamic APSP, and k-cycle
enumeration. In Section 2.6, we prove Theorem 2.1.9, as well as its hardness con-
sequences for triangle finding in 4-cycle free graphs, 4-cycle finding, and girth
approximation.

2.3 Further Related Work

Many previous works derive consequences from high-girth graphs for distance
computation problems. For example, in lower bounds for graph sparsification
(spanners) [31,238] or compression (distance oracles) [86,219,261,265], and for the
number of rounds in a distributed setting [132,170] the lower bound constructions
are built on constructions of a high-girth graph, either explicit (see [182]) or hy-
pothetical under the Girth Conjecture [142]. Unfortunately, no one has managed
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to make such an approach work for conditional lower bounds in P, because such
constructions are too structured to be worst-case graphs and cannot encode a hard
worst-case instance of another problem such as 3SUM. Our approach is diamet-
rically opposed: we start from a worst-case graph and efficiently turn it into an
(almost) high-girth graph by our short cycle removal technique (albeit with worse
parameters than the best explicit constructions).

Countless papers in fine-grained complexity and graph algorithms study tri-
angles and short cycles. Let us mention a few that are more relevant for this
work. Roditty and Vassilevska Williams [243] proved a conditional lower bound
for a particular approach for approximating the girth of a graph, but left proving
hardness (for any algorithm) as a main open question. Dahlgaard, Knudsen, and
Stockel [122] prove the hardness of k-cycle detection for all k > 5 assuming the
hardness of the k = 3 and k = 4 cases. Dudek and Gawrychowski prove that
counting 4-cycles is equivalent to computing the quartet distance on trees [134]
and to counting 4-patterns in permutations [135]. Unlike in undirected graphs
where the k-Cycle detection problem tends to become easier as k grows (because
the graph gets sparser), this is not the case in directed graphs where it is conjec-
tured that n2~°(1) is required for large enough k > 3, and this conjecture is implied
by other conjectures on the k-Clique problem [14,211].

Besides the two general techniques mentioned above for hardness of approxi-
mation in P, and their applications, there are also results that follow from problem-
specific tweaks to the exact-lower-bound constructions. In the context of distance
computations in graphs, some examples are for APSP [18,131], Diameter and re-
lated problems (without the use of graph-products) [13,109,244], for the Girth in
directed graphs [127] (see [110,227] for recent upper bounds for this problem),
and for dynamic near-additive spanners [73]. A more general result talks about
the possibility of avoiding the log W factor that comes from the standard scaling
trick in (1 + ¢)-approximations for a problem with weights up to W by reduction
to an unweighted problem [91]. Moreover, there is a connection between determin-
istic approximation algorithms and circuit complexity that has lead to strong in-
approximability results [2,10,112] but the hardness assumptions underlying such
barriers are known to be breakable with randomized algorithms.

Finally, we mention that we are not aware of previous papers studying the
complexity of problems when the input is restricted to have a high girth, but such
questions were already studied in the context of graph spanners [4, 66].
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2.4 Preliminaries

Most of our lower bounds rely on the following theorem, which establishes hard-
ness of a triangle finding problem based on either of the standard conjectures
about 3-SUM or All Pairs Shortest Paths (for background on these conjectures see
e.g. [267,270]).

Theorem 2.4.1 (All-Edges-Triangle is 3-SUM and APSP hard [268]). Let ¢ > 0.
Assuming the 3-SUM conjecture or the APSP conjecture, no O(n~¢)-time algorithm
can answer for each edge whether it participates in a triangle in a given n-node graph
with maximum degree at most \/n.

For some background on this theorem, we mention that reductions from 3-
SUM to triangle listing were initiated by Patrascu [231] and further refined in [201].
Recently, Vassilevska Williams and Xu [268] showed that the 3-SUM conjecture
can be replaced by the APSP conjecture, obtaining the same result under either
of these conjectures. They also showed a variant of this lower bound which re-
places triangle listing by asking for every edge whether it is part of a triangle [268,
Corollary 3.9]; this variant is more useful in our context and stated above (slightly
rephrased).

2.5 Removing Most k-Cycles

In this section we prove Theorem 2.1.5.

Theorem 2.1.5 (Removing Most k-Cycles). For any choice of constants k > 4,a €
(0,3), and e € (0,23%) the following holds. Given a graph G with n vertices and
maximum degree at most \/n, there is a randomized algorithm, running in time O(nzfs),
that returns a subset of the edges E' C E(G) and a collection of s = n3/273% subgraphs
G1,...,Gs C G such that:

* Every edge e € E’ participates in a triangle of G.

e If an edge e € E(G) participates in a triangle of G, then it is either in E' or it
participates in a triangle in at least one subgraph G;.

e With high probability, each G; has O(n/?%%) vertices and maximum degree O(n®).
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e For every i, the expected total number of k'-cycles of sizes 4 < k' < k in G; is at
most O(n“T Hkete),

The proof of Theorem 2.1.5 is provided in Section 2.5.2. We start with the
dense-piece removal step, which is described in Section 2.5.1. Then, in Section 2.5.2,
we use a randomized slicing together with the dense-piece removal step to deduce
the theorem. In Section 2.5.3, we prove hardness results that are consequences of
the theorem.

2.5.1 Dense Piece Removal

In this section we prove the following lemma.

Lemma2.5.1. Let v = (w—1)/4+eforane € (0,23%), and let k > 4. Given a graph
G = (V, E) with maximum degree at most \/n, there is an O(n?~¢)-time algorithm that
returns a subset of the edges E C E and reports all the edges in E that are in a triangle
using an edge from E, such that the graph G = (V,E \ E) has at most O(n*/2+7) k-
cycles.

That is, Lemma 2.5.1 implies that in order to solve All-Edge Triangle in G
in subquadratic time, it suffices to solve All-Edge Triangle in the graph G =
(V,E\ E) in subquadratic time. This is because after reporting all the edges in
the graph that are in a triangle using an edge from E, it is safe to remove E from
the graph (without unintentionally removing triangles with unreported edges)
and solve All-Edge Triangle in the obtained graph G. The advantage of reduc-
ing the problem to solving All-Edge Triangle in G is that G is guaranteed to have
significantly less k-cycles compared to a worst-case instance.

A road-map for the proof of Lemma 2.5.1: We start with the useful definition of
a y-dense piece and a y-dense path (Definition 2.5.2). In Lemma 2.5.3, we show
that a graph that has many k-cycles must contain many dense paths, a property
that we use in Lemma 2.5.5 to show that a dense subgraph can be found efficiently.
In Lemma 2.5.6, we show that given a y/n-node subgraph, we can check for all
edges e in the graph, whether there is a triangle that uses e and an edge from this
subgraph efficiently. After the proof of Lemma 2.5.6, we put everything together
and present the formal proof of Lemma 2.5.1. Finally, in Theorem 2.5.7, we use the
same ideas to show that All-Edge Triangle is 3SUM and APSP hard even when
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the graph contains a subquadratic number of triangles, a property that we need
in one of our applications in Section 2.5.3 (namely, the lower bound for k-cycle
enumeration).

Definition 2.5.2 (y-Dense Pieces and y-Dense Paths). Given an n-node graph
with maximum degree at most /1, we say that a set of nodes of size at most 21/n
is a y-dense piece if the subgraph induced by these nodes has at least n'/2+7/2
edges. Furthermore, we say that a simple (k — 2)-path, {u,uy, -, up_4,w}, is
v-dense if the number of k-cycles that use it is at least n'/2+7 /2.

Hence, a y-dense (k — 2)-path {u, - - - ,w} implies that there are n'/27 /2 edges
between N(u) and N(w), which implies that N(u) U N(w) is a y-dense piece. In
the following lemma, we show that if there are many k-cycles in the graph then
there are many y-dense (k — 2)-paths, which implies that there are many y-dense
pieces.

Lemma 2.5.3. Let k > 4. For every 0 < v < 1/2, every n-node graph with maximum
degree at most \/n that has at least n*/2*7 k-cycles must contain at least 3n*/2=1+7
simple y-dense (k — 2)-paths {u, uq, - -+, Ug_4, W}.

Proof. Let c be the number of k-cycles in the graph, and for a simple path p of k — 2
nodes, let ¢, be the number of k-cycles that use p as a subpath. Observe that

c < Y o
(k—2)-paths p

Furthermore, the number of (k — 2)-paths in the graph is at most 7 - (/n)=3 =
n'T, because there are 1 ways to pick the first node in the path, and (1/n)*~3 ways
to extend this node to a (k — 2)-path. Moreover, observe that each (k — 2)-path,
{u,ug,- -, ux_4,w}, participates in at most n k-cycles, because there are at most n
edges between N (u) and N(w). Hence, since each (k — 2)-path that is not y-dense
participates in at most 1n'/27 k-cycles, if we have fewer than 37*/2-1+7 -dense

(k — 2)-paths, this implies that the number of k cycles is bounded by

1 1 k-1
c< - k2710 L 22y k2t

which is a contradiction. O]



CHAPTER 2. HARDNESS OF APPROXIMATION IN P VIA SHORT CYCLE
REMOVAL 36

The remainder of this section is devoted to showing that there is a subquadratic-
time algorithm that removes all dense pieces, leaving the obtained graph with
fewer than 1n¥/2%7 k-cycles by Lemma 2.5.3. We start with the following proposi-
tion that follows by a standard Chernoff argument.

Proposition 2.5.4. Let X and Y be two +/n-size sets of nodes (not necessarily different).
Sample S = 200n'/2=7 log n pairs in X x Y independently and uniformly at random. It
holds that:

1. If the number of edges between X and Y is at least n'/>+7 /2, then at least 50log n
of the sampled pairs are edges, with probability at least 1 — 1/n1°.

2. If the number of edges between X and Y is smaller than n'/?>*+7 /200, then fewer
than 50 log n of the sampled pairs are edges, with probability at least 1 — 1/n'°.

In the following lemma, we show that if the graph has at least /27 k-cycles,
then a dense subgraph can be found efficiently.

Lemma 2.5.5. Let k > 4. Given an n-node graph of maximum degree at most \/n that
contains at least n*/>+7 k-cycles, there is an O(n'~2Y log® n)-time algorithm that finds
a pair of nodes {u,w}, such that the number of edge between N(u) and N(w) is at least
nl/2+7 /200, with high probability.

Proof. First, we show that we can sample a y-dense (k — 2)-path efficiently. Ob-
serve that in O(1)-time, we can sample a (k — 2)-path, such that each simple path
{u,uy, - ,up_4,w} is sampled with probability at least 1/n*=1)/2 This can be
done by first sampling a starting node, and in each step we sample a node from
the neighborhood of the previously sampled node, until we sample a (k — 2)-
path. Hence, by Lemma 2.5.3, the probability mass of the simple (k — 2)-paths
that are y-dense is at least nz =147 /(=172 — p7-1/2 Therefore, by sampling
1001n1/2=71og n such (k — 2)-paths, one of them is a simple y-dense path with high
probability. Moreover, for each sampled (k — 2)-path, {u,uq,--- ,ux_4,w}, we
sample 2001'/2~7log n pairs in N(u) x N(w), and check how many of the sam-
pled pairs are edges. If the number is at least 50 log 11, we output the pair of nodes
{u,w}. By Proposition 2.5.4, the algorithm finds at least one pair {u, w} with the
desired property with high probability. Furthermore, by Proposition 2.5.4, for any
pair {u, w} that the algorithm outputs there are at least n!/2+7 /200 edges between
N(u) and N(w), with high probability. O
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Next, we show that given two \/ﬁ-size sets of nodes X and Y (not necessarily
disjoint), there is an efficient algorithm that reports all the edges in the graph that
are in a triangle using an edge from X x Y.

Lemma 2.5.6. Given an n-node graph with maximum degree at most \/n, and two /n-
size sets of nodes X and Y, there is an O(nHTw)—time algorithm that finds all the edges in
the graph that are in a triangle using an edge from X x Y.

Proof. Let B > 0 be a constant to be chosen later, V" be the set of nodes that have
at least n'/27F neighbors in X UY, and V* be the set of nodes that have fewer than
n'/2=P neighbors in X UY. Observe that for any edge e that is in a triangle that
uses an edge from X x Y, it holds that either the triangle uses a node from V* (in
which case either e € V! x (X UY) ore € X x Y and the third node is in V¥), or it
uses a node from VH (in which case either e € VH x (XU Y) ore € X x Y and the
third node is in VH). We start with the low-degree case, in which we find all the
triangles that use a node from V*.

Low-degree nodes: First, observe that we can find the set of nodes V! in linear
time, as follows. We go over the nodes in X U'Y, and for each of them we mark its
neighbors. Then, we go over all the nodes in the graph and take those that were
marked fewer than n'/2~P times to V*.

To find the triangles involving nodes in V¢, we go over all the nodes in V*
and for each of them we go over all pairs of neighbors in X UY, and for each
such pair we check whether it is an edge. To analyse the time complexity of this
step, we bucket the set of nodes in V* by their degrees in X U Y, where the i’th
bucket contains every node v € V' of degree |[N(v) N (X UY)| € [2/,271), for
0 < i < log(n'/?27F). Observe that the time it takes to process the i’th bucket is
O(% - (2"*1)?). This is because there are O(1/2') nodes with degrees in [2/,2/11),
since the number of edges incident to X UY is O(n). Hence, in total for all buckets,
this takes time
0(2% : (21'“)2) = O(n-nV/2 Py = O(n¥/2P).

1
High-degree nodes: Observe that the set V" can be found in linear time in a
similar way that we used to find the set V. Furthermore, the size of V" is at most
O(n'/2+F) since the total number of edges incident to nodes in X U'Y is at most
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O(n). It remains to find all the edges e that are in a triangle that uses a node from
V" and an edge from X x Y. Hence, either ¢ € X x Y (in which case we want
to check whether it is in a triangle that uses a node from VM, e € V! x X (in
which case we want to check whether it is in a triangle that uses a node from Y),
ore € V" x Y (in which case we want to check whether it is in a triangle that uses
a node from X). To find these edges, we use a matrix multiplication approach, as
follows.

e € X xY: To find all the edges in X x Y that are in a triangle that uses a node
from V", we use a matrix multiplication algorithm. Consider the Boolean matri-
ces X x V" and V" x Y, where 1-entries indicate edges. By multiplying the two
matrices, we get all the pairs u € X, w € Y for which there is a 2-path between u
and w through V". Hence, by going over all the edges in X x Y, we can check for
each of them whether it participates in a triangle that uses a node from V". Multi-
plying an n!/2 x n!/2+ matrix by an n'/2F x n'/2 matrix takes time O(n“/? - nf),
because we can split it into 77 many matrix products on n!/2 x n'/? square ma-
trices.”’ Furthermore, going over all the edges in X x Y takes O(n) time. Hence,
finding all the edges in X x Y that are in a triangle that uses a node from V" takes
time O(n®/?*F),

e € VI xXore € VHxY: Tofind the edges in V" x X that are in a triangle
that uses a node from Y, we use a similar matrix multiplication algorithm. This
time, consider the matrices V" x Y and Y x X, where 1-entries indicate edges. By
multiplying the two matrices, we get all the pairs u € V", x € X for which there is
a 2-path between u and x through Y. Hence, by going over all the edges in V" x X
(which takes O(n'*#) time), we can check for each of them whether it participates
in a triangle that uses a node from Y. Multiplying an n'/? x n!/2*# matrix by an
nl/2 x n'/2 matrix takes O(n®/? - nP) time as well.

Finding the edges in in V" x Y that are in a triangle that uses a node from X is
done in a similar way. Hence, in total, the high degree case takes O(n®/2*f) time.

Putting everything together To optimize the time complexity in total for the
high-degree and the low-degree cases, we set § = (3 — w)/4, which implies a

20This step could be improved using rectangular matrix multiplication, which for the current
value of w would yield better constants in our lower bounds. Since in the limit for w = 2+ 0(1)
our lower bounds are unaffected, we omit the details.
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total running time of O(n(3T«)/4), as desired. O
Now we are ready to prove Lemma 2.5.1.

Proof of Lemma 2.5.1. We iteratively run the following algorithm that has a 3-step
structure: (1) Find a pair {u, w} with at least n!/2*7 /200 edges between N (u) and
N(w) by using the algorithm from Lemma 2.5.5 (if the algorithm from Lemma 2.5.5
fails to find such a pair, we know that the graph has fewer than n*/2+7 k-cycles,
and we stop), (2) report all the edges that are in a triangle that uses an edge from
N(u) x N(w) by using the algorithm from Lemma 2.5.6, and (3) remove all the
edges between N(u) and N(w) from the graph. Since the number of edges in the
graph is at most n3/ 2 and in each step we remove at least nl/2+7 /200 edges,
the algorithm has at most O(n!~7) iterations. Furthermore, in each iteration,
step (1) takes O(n'~27log® ) time, step (2) takes O(n(3+@)/4) time, and step (3)
takes linear time. Hence, in total, the running time is O(n!~7 - nB+@)/4) " For
v = (w—1)/4+e¢ where e € (0,352), this is O(n>7¢), as desired (the upper
bound on ¢ is needed so that we have v < 1/2). O

Finally, we finish this section with the following remark and theorem on the
number of triangles in the All-Edge Triangle problem.

A remark on the All-Edge Triangle problem: One of our lower bound results
in Section 2.5.3 requires the total number of triangles in the All-Edge Triangle
instance to be subquadratic, specifically the lower bound for 4-cycle enumeration
in Theorem 2.5.8. Interestingly, we can use the same ideas that we presented in
this section to show that the All-Edge Triangle problem is still (3-SUM and APSP)
hard even when the number of triangles is O(n3/2*7), for ¢ = “’T_l +&.

Theorem 2.5.7. Let ¢ € (0,23%) and v = “;1 +&. Assuming the 3-SUM conjecture
or the APSP conjecture, no O(n?~¢)-time algorithm can answer for each edge whether it

participates in a triangle in a given n-node graph with maximum degree at most /n, and
O(n3/2+7) triangles.

Proof. By Theorem 2.4.1, assuming the 3-SUM conjecture or the APSP conjecture,
no O(n%~¢)-time algorithm can answer for each edge whether it participates in a
triangle in a given n-node graph with maximum degree at most /n. Hence, it
suffices to show that we can reduce the number of triangles in the input graph to
n3/2+7 in subquadratic time.
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For this, we use the same dense piece removal trick that we introduced in
this section. Observe that an n-node graph with at least 73/2%7 triangles must
contain at least %nl/ 2+7 nodes that each participate in at least %nl/ 27 triangles.
Otherwise, since each node can be in at most 7 triangles, the number of triangles
would be smaller than %n /2y 4 %nl/zJ’V -n = n3/2t7, which is a contradic-
tion. Hence, there are at least %nl/ 2+7 nodes v for which the number of edges
between the nodes in N(v) is at least 1n/2+7.

Therefore, as long as the number of triangles is at least n3/2*7, we can find
a y/n-node subgraph with Q(n!'/2*7) edges efficiently: sample 100n!/2~7logn
nodes v, and for each of them sample 2001'/2~7 log n pairs in N(v) x N(v) and
check how many of the sampled pairs are edges. If the number of edges is at
least 501log 1, we output N(v). By a similar analysis to the one in Lemma 2.5.5,
as long as long as the number of triangles is at least n3/2*7, this algorithm finds
a y/n-node subgraph with Q(n!/2*7) edges, with high probability. Moreover, by
Lemma 2.5.6, we report all the edges in the graph that participate in a triangle that
uses an edge from the subgraph in O(nHTw) time.

Therefore, by iteratively finding a dense subgraph, checking for each edge in
the subgraph whether there is a triangle that uses it, and removing these edges
from the graph, we obtain a graph with fewer than 73/2+7 triangles. By a similar
analysis to the one provided in the proof of Lemma 2.5.1, this takes subquadratic
time, as desired. O

2.5.2 Hitting k-Cycles Faster than Triangles: A Proof of
Theorem 2.1.5

Proof of Theorem 2.1.5. Let v = (w — 1)/4 + ¢, where ¢ € (0,23%). Recall that
we can assume without loss of generality that the input graph is tripartite. Let
A, B, and C be the three parts. First, we run the algorithm from the dense piece
removal step (Lemma 2.5.1) for every 4 < k' < k, and we set E’ to be the set of
reported edges that are in a triangle that uses an edge from a dense piece E. This
takes O(kn?~¢) = O(n?>¢) time. Furthermore, the obtained graph has fewer than
nk' 72+ k! -cycles for every 4 < k' < k.

We break the obtained graph into tripartite subgraphs, which we refer to as
slices, such that each triangle appears in exactly one slice, as follows. We ran-
domly partition each of the sets A, B and C into n'/27% sets, each of expected size
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nl/2t% where each node joins each of the sets uniformly at random, and indepen-
dently of the choices for the other nodes. We denote these sets by {A;} jelnl/2—a)s

{Bk}ke[nl/Zfa]/ and {Cg}ge[nuzﬂx}. That is*!,
A=A1U...UA /2o, B=B1U...UB,1/2o, C=CU...UC,1/2.

By a standard Chernoff argument, for every slice (Aj, B, Cy), the number of
nodes is O(n!'/?7%) and the maximum degree is O(n'/?/n!/2=%) = O(n*) with
high probability. It remains to show that the expected number of {4, .., k}-cycles
in each slice is O(n?**F). Observe that the probability that a given k'-cycle is
fully contained in the slice (A}, By, Cy) is 1/(n1/2-0K = 1/(nk'/2-K*), Hence,
the expected number of k'-cycles that are fully contained in the slice (A;, B, Cy)
is nk'/ 2+”Y/(nk// 2key = n" K« Over all 4 < k' < k, the expected number of
{4, ..,k}-cycles is at most kn7 k¢ = O(n"*+**) (since k is constant), as desired.  []

2.5.3 Consequences of Theorem 2.1.5

We start with a hardness result for 4-cycle enumeration.

Theorem 2.5.8. For every € > 0 there is a 6 > 0 such that if there is an algorithm that

can preprocess an m-edge graph in O(mH%_E) time and then enumerate 4-cycles
with m°Y) delay, then there is an n?>~°+°()_time algorithm that given an n-node graph
with maximum degree at most \/n and O(n?~°) triangles answers for every edge whether
it participates in a triangle with probability at least 9/10.

Proof. Let G be an n-node tripartite graph with sides A, B, and C. First, we run the
subquadratic-time algorithm from Theorem 2.1.5 with €, a to be chosen later, and
k = 4. Since the expected number of 4-cycles in each G; is O(an_l“/H“), it follows
that the total number of 4-cycles in all the G’s is at most O(n3/2+“T T¢+¢) with
probability at least 99/100 (by linearity of expectation and Markov). Furthermore,
since each edge that is in a triangle is either in E’ or is in a triangle in one of the
G,’s, in order to find the remaining edges in E \ E’ that are in a triangle, it suffices
to enumerate the triangles in all the G;’s.

For this, we subdivide the edges in B x C by adding a dummy node bc on each

edge {b, c}. Hence, any triangle {4, b, c} in some G; becomes a 4-cycle {a, b, bc,c};

Z1We use the notation U to denote a disjoint union of sets.
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these are the only newly introduced 4-cycles. We refer to the other 4-cycles that
are not a result of subdividing triangles as false 4-cycles; note that each false 4-
cycle already was a 4-cycle before subdividing the edges. For each G;, we run
a 4-cycles enumeration algorithm on the subdivided graph. Let P(m) = m* be
the preprocessing time and D (m) = m°()) be the delay. Since each G; has n!/2+2%
edges with high probability, the total preprocessing time for all G;’s is

O(n3/273¢x . P(n1/2+21x)) _ O(n3/2730c+x(1/2+2a))

7

with high probability. For x < 1+ «/(1/2 + 2a) this is subquadratic. On the
other hand, the total delay we spend on false 4-cycles is O(n3/2+ 5 tate+o(1))
with probability at least 99/100. The remaining delay is spent on enumerating
subdivided triangles, and there is only a subquadratic number of them. Hence,
fora = 372 — ¢’ for ¢’ > €, the total delay is subquadratic. Furthermore, since

1+a/(1/24+2a) =1+
( ) 1/2+2(3Z_w —SN)
3—w—4¢"
> 14+ —2
2

>14+B-w)/(2(4—w)) —2¢",

whenwesetx =14 (3—w)/(2(4 — w)) — ¢, for e = 2¢”, the total preprocessing
time and the total delay are both subquadratic, as desired. O

Corollary 2.5.9 follows immediately by combining Theorem 2.5.8 and Theo-
rem 2.5.7.

Corollary 2.5.9. Assuming either the 3-SUM or APSP Conjectures, no algorithm can
3—w
process an m-edge graph in O(m1+2<4—“') °) time and then enumerate 4-cycles with m°(!)

delay.

By simple gadget reductions that show that k-cycle (detection, enumeration,
or listing) for any k is at least as hard as either the k = 3 or k = 4 case (see
Appendix 2.8) the following corollary follows:

Corollary 2.5.10 (Hardness for k-Cycle Enumeration). Let k > 3 be an integer, and
let ¢ > 0. Assuming either the 3-SUM Conjecture or the APSP Conjecture, no algorithm
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3—w
can process an m-edge graph in O(m1+2<4*w> “) time and then enumerate k-cycles with
m°) delay,.

Next, we show a hardness result for Approximate Distance Oracles.

Theorem 2.5.11. For every €,6' > 0 there is a & > 0 such that if there is an algo-

rithm running in O(mH%*s) time that can (k/2 — &')-approximate the distances
between m given pairs of nodes in a given m-edge graph, then there is an O(n*>=°)-time
algorithm for n-node graphs with maximum degree at most \/n that with probability at
least 9 /10 answers for every edge whether it participates in a triangle.

Proof. First, we run the subquadratic-time algorithm from Theorem 2.1.5 with ¢’
and « to be chosen later. For each of the returned G;’s, we show how to check for
every edge in B x C whether it participates in a triangle. (Checking the edges in
A x BUA x C is symmetric.) For every G;, we remove the edges in (B x C) N
E(G;), and we denote the obtained graph by G/. We run a (k/2 — ¢')-approximate
distance oracle algorithm on G/, where we query all the {b,c} pairs that corre-
spond to the removed edges. We refer to the pairs {b,c} for which the algorithm
returned an estimate that is smaller than k as the candidates of G,. For each such
candidate pair, we check whether the corresponding edge is in a triangle in G;,
which takes O(n%) time per edge. If the edge is found to be in a triangle, we re-
move it from the set of candidates of G; for every j > i. This ensures that we don’t
spend too much time on checking whether the same edge is in many different
triangles.

Observe that for every edge {b,c} that is in a triangle in G;, the (k/2 — ¢')-
approximation algorithm must return an estimate that is smaller than k when we
query the pair {b,c}, as there is a two-path between b and c in G!. Furthermore,
for every pair {b,c} for which the algorithm returns an estimate that is smaller
than k, it holds that there is a path between b and c of length at most k — 1 in G/,
and therefore the edge {b, c} is in a cycle of length at most k in G;. We refer to the
edges {b, c} for which the algorithm returns an estimate < k but {b,c} is notin a
triangle in G; as false edges.

Running time: Let T(m) = m* be the running time of the distance oracle algo-
rithm (specifically, the total time for preprocessing an m-edge graph and answer-
ing m approximate distance queries that are given in advance). In total, running
this algorithm for all the G/’s takes time
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O(n3/273a+x(1/2+2zx) ) )

Forx <1+ a/(1/2+ 2a) thisis subquadratic. Furthermore, the total number
of {4,..,k}-cycles in all the G;’s is O(n3/2-3ut+(w=1)/4+e"+ak) with probability at
least 99/100. Therefore, this is also the total number of times we check whether a
false edge is in a triangle, over all the G;’s. For an edge {b, c} that participates in
a triangle, we run a single check - the first time it was found to be in a triangle in
some G;. Hence, the total running time for this step is O(n3/2+(@-1)/4+e+a(k=3) .
n*) = O(n3/2+(w-1)/4+e+a(k=2)) This is subquadratic when we set

for ¢ > €. For this choice of a, we have that

—w 1/

ey
1-|—¢x/(1/2—|—20c)—1—|— T
23— )
w—4(k— 2)8’
—4(k 2)
> 1+ k+1—w
2(k—2)
3—w 4(k —2)e"
-1+ _
2k+1-w) 2(k+1-w)
14 3—w  A4(k—2)¢
2k+1—w) 2(k+1-3)
_ 3-—w "
_1+2(k+1—w) 2
Thus, when we set x = 1+ Mci_%w) — ¢, for € > 2¢”, the total running time is
subquadratic, as desired. ]

Corollary 2.1.6 follows immediately by combining Theorem 2.5.11 with Theo-
rem 2.4.1.

Corollary 2.5.12 (Hardness of Approximation for Ofﬂine Distance Oracles). Let
k > 4 be an integer, and let ¢,6 > 0. Define c = 3— and d = 2 wz. Assuming
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either the 3-SUM Conjecture or the APSP Conjecture, no algorithm can return a (k — 6)-
approximation to the distance between m pairs of nodes in a simple graph with m edges in

time O(m”ﬁ_g). Consequently, there is no (k — &)-approximate distance oracle with
O(mHﬁ_g) preprocessing and O(mﬁ_s) query time.

Finally, we prove a hardness result for dynamic approximate All Pairs Shortest
Paths.

Theorem 2.5.13. For every ¢,6' > 0 and integer k > 4 there is a 6 > 0 such that if
there is a dynamic algorithm for (k/2 — &")-approximate APSP with preprocessing time

3—w
O(N®) and update/query time O(m2*+1-<1 %) in N-node and m-edge graphs, then there
is an O(n?~%)-time algorithm for n-node graphs with maximum degree at most \/n that
with probability at least 9 /10 answers for every edge whether it participates in a triangle.

Proof. First, we run the subquadratic-time algorithm from Theorem 2.1.5 with ¢
and « to be chosen later. We show how to use a dynamic algorithm to check
for each edge {b,c} € B x C whether it participates in a triangle. (Checking the
edgesin A x BU A x C is symmetric.) For each G;, we remove the B x C edges,
obtaining a graph G;. We let G| be the input graph to be preprocessed by the
dynamic algorithm in O((n(1/2t%))3) = O(n3/2+3%) time, and we consider the
following sequence of updates and queries we feed into the dynamic algorithm.

Sequence of updates and queries: For 1 < i < 1n%/273% phases, in each phase
i we make the following queries and updates. Queries: For each edge {b,c} €
(B x C) NE(G;), we query the pair {b, c}. This takes O(n'/?>72%) queries. Updates:
we delete all the edges in G/ and add all the edges in G|, ;, by using O(nl/2+2%)
updates.

Postprocessing: We use the distance estimations returned by the queries to find
for each edge {b,c} in each G; whether it in a triangle in G;, as follows. For each
G/, we collect all the pairs {b,c} for which the answer to the query is < k, and
we refer to the corresponding edges as the candidates of G;. For each candidate
edge, we check whether it is in a triangle in G; by iterating over all neighbors of
the endpoints, and if so, we remove the edge from the set of candidates of Gj for
every j > i. This finishes the reduction.
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Running time: In total, for all phases, the number of queries and updates is
O(n%~%). Hence, if each update and query takes time O(n*(1/2+24)) we have that
the total query and update time is O (n*(1/2+2%) . n2=%) for all updates and queries.
For x < 1757, this is subquadratic.

For the postprocessing the analysis is similar to the one in Theorem 2.5.11:
Checking whether a candidate edge forms a triangle takes time O(n"), and there
are O(n3/2+{w=1)/4+e'+a(k=3)) candidate edges in total, so the postprocessing takes
total time O(n3/2+(“’_1)/4+£/+“(k_2)). For o = 4?]:_“3) — ¢ for ¢’ > ¢, this is sub-
quadratic. Since w > 2 and k > 4, this choice of « satisfies & < 1/6, so also the
preprocessing time of O(n3/23%) is subquadratic.

Furthermore, by a similar calculation to the one provided in Theorem 2.5.11,
we have that 1775, > 2(,(1*1“_’“]) —2¢". Fore > 26, we set x = 2(1{3:—18&)) —e <

T35, Hence, since the number of edges at any time of the dynamic process is
m = O(n'/2*2%), as a function of the number of edges m, if the update time is

3—w
O(m*) = O(m2*1-¢1" ), the total running time of the above algorithm is sub-
quadratic, as desired. O

The following corollary follows immediately by combining Theorem 2.5.11,
Theorem 2.5.13, and Theorem 2.4.1, where the first bullet follows by a straight-
forward reduction from the Offline Distance Oracles problem to Decremental Dy-
namic APSP (just preprocess the graph and answer the queries without ever mak-
ing edge deletions).

Corollary 2.5.14 (Hardness of Approximation for Dynamic APSP). Let k > 4 be
an integer, and let €,6 > 0, ¢ = 2 and d = =2 Assuming either the 3-SUM

3—w 3—w *
Conjecture or the APSP Conjecture:
* No algorithm can maintain a simple graph through a sequence of edge-deletion up-
dates in a total of O(m”ﬁ*g) time, while answering distance queries between a
given pair of nodes with a (k — 6)-approximation in O(mﬁ_g) time.

* No algorithm can preprocess a simple graph in O(n®) time and then support (fully

1
dynamic) updates and queries in O(m®=a~%) time, where an answer to a query is a
(k — &)-approximation to the distance between a given pair of nodes.
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2.6 Removing All 4-Cycles

In this section we prove Theorem 2.1.9 (Section 2.6.1), as well as some hardness
consequences of it (Section 2.6.2).

2.6.1 A proof of Theorem 2.1.9

Theorem 2.1.9. For any choice of constant « € (0, 3*T“’) and ¢ € (0, BHT“’ — 2u) the
following holds. Given a graph G with n vertices and maximum degree at most \/n, there
is a randomized algorithm, running in time O(n>~¢), that returns a subset of the edges
E' C E(G) and a collection of s = n3/2-3u subgraphs Gy, ..., Gs C G such that:

* Every edge e € E' participates in a triangle of G.

o Ifan edge e € E(G) participates in a triangle of G, then it is either in E' or it
participates in a triangle in at least one subgraph G;.

o With high probability, each G; has O(n'/?+*) vertices and maximum degree O(n*).
» With probability larger than 0.99, no subgraph G; contains a 4-cycle.

Proof. Leta € (0,%5%) and ¢, ¢’ € (0,25% —2a) to be chosen later. First, we run the
subquadratic-time algorithm from Theorem 2.1.5 with €, a, and k = 4. Recall that
this algorithm returns a set of edges E’ and #3/273* subgraphs, such that each edge
that is in a triangle is either in E’ or in a triangle in one of the subgraphs, where
each subgraph is a slice (A]-, By, Cy), for j,k, £ € [nl/ 2=4], Furthermore, each slice
has O(n(@—1)/4+¢ +4a) 4-cycles in expectation, and therefore the overall number of
4-cycles in all the slices is at most O(n3/2T¢+(@=1)/4+€") with probability at least
99/100. Our algorithm adds more edges to E’ such that the obtained slices are
4-cycle-free, as follows.

We show that it is possible to list all the 4-cycles in all the slices in time that
is linear in their number, see Lemma 2.6.1 below. After listing all the 4-cycles, we
denote by S ¢ the set of edges that participate in 4-cycles in the slice (A;, By, Cy).
Note that after removing the edges S; , from the slice (A;, B, Cy) it becomes 4-
cycle-free, as desired. It remains to check for each edge in S; , whether it partic-
ipates in a triangle in the slice, and if so we add it to E’. Since the degree of each
node in a slice is with high probability at most O(n"), this takes O(|S;y (| - n%)
time per slice with high probability. Hence, in total, for all slices, this takes time
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Yike O(Sjjel - n%) = O(n® 2+20+(w=1)/4+¢") with constant probability. By setting
o= (3—w)/8— (e+¢)/2,this takes time O(n?~¢), as desired. It remains to show

how to efficiently list all the 4-cycles in all the slices in time that is linear in their
number:

Lemma 2.6.1. We can enumerate all 4-cycles in any of the slices (Aj, By, Cy), for all
j, k, € € [n'/27%], in total time O(n3/>+% + c) where c is the output size, that is, c is the
total number of such 4-cycles.

Proof. Observe that for any slice, any 4-cycle uses exactly two nodes from one of
the sides of the slice. In the following, we show how to list all the 4-cycles that use
two nodes from Aj, for all the slices (A}, By, C/). Listing all the 4-cycles that use
two nodes from By or two nodes from C; is symmetric.

We start with the following useful notations. For each slice (A]-, By, Cy), we
think about A]- as being the center of the slice, By being the left side of the slice,
and C; being the right side of the slice. For a set A;and a pair {a,4'} C A;, let LZ’“/
be the set of nodes b € By for which {a,b,a’} is a two-edge path. Similarly, let RZ’“I
be the set of nodes ¢ € C, for which {a,c,a’} is a 2-path. Furthermore, for a set
Ajand a pair {a,a'} C Aj, let 177" be the set of coordinates k € [1n!/27%] for which

1/2—04]

LZ’”/ is not empty. Similarly, Il”é'”/ is the set of coordinates ¢ € [n for which

RZ’“/ is not empty. Finally, for every pair of sets A;, By, let P]Lk be the set of pairs
{a,a’} C A, for which |LZ"Z/| > 2. Similarly, P]-I} is the set of pairs {a,a’} C A, for
which [R7” | > 2.

Our algorithm has a preBrocessing step that computes all the sets Iz’”/, If{’”/, all
the nonempty sets Li*, Ry, and all the sets P].I:k, P].Ifg (for every j,k, ¢ € [n1/27%]
and every pair {a,a’} € A;). Then we show that given the sets I}, Iz* , L, R}
we can list all the 4-cycles that use two nodes from A; and one node from each

of By and C, and given the sets P]%k, Pﬁ, Li’”/, RZ’“I we can list all 4-cycles between
every pair Aj, By, and every pair A;, Cy. The details follow.

Preprocessing step: Recall that we denote by N(u) the set of neighbors of a node
u in the original graph. For each pair A;, By, we go over all the nodes b € By, and
for each such node, we go over all the pairs {a,4a’} C N(b) N A;, and we add k

to If’“/ and b to LZ’“/. If |LZ’”Z/| > 2, then we also add {a,a'} to P].Lk. Since the size
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of By is O(n'/2™*), and the maximum degree of a node b € By in A; is O(n*), for
a pair Aj, By, this takes time O(n!/%™ . n?*) = O(n!/2%3%). Hence, in total, for
all pairs A;, By, this takes time O(n!~=2* - n!/2+3%) = O(n3/%™*). The sets I?{’a/, the

nonempty sets RZ'”/, and the sets P].Ifg are computed symmetrically, for all j, ¢, and
{a,a'} C A;

Listing all 4-cycles between all pairs A;, By and all pairs A;,C;:  We show how
to list all 4-cycles between all pairs A;, B. Listing all the 4-cycles between all pairs
Aj, Cy is symmetric. Observe that the total number of 4-cycles between all pairs
Aj, B is

jr Pk

Lo
jk€[nt/2—x] {a,a’}epﬁk
To list them, we go over all pairs A js By, and for each such pair we list all tuples
(a,b,a’,b"), where {a,a'} € P]-Lk, and {b,V'} C LZ’QI. Since all the sets P].Lk and LZ’“I
were already computed in the preprocessing step, this takes an amount of time

which is linear in the number of 4-cycles. We list all the 4-cycles between all pairs
Aj,Cyin a similar way.

Listing all 4-cycles that use two nodes from A; and one node from each of By, C,
for every j, k,/: Observe that the number of such 4-cycles is

Y X YL IR (1)

jEm/ 2] {aa"y A (o) 1z
Our goal is to list all these 4-cycles in an amount of time that is linear in their
number. For this, we go over all sets A jr and for each such set, we go over all pairs
{a,a’} C A;, and for each such pair, we go over all pairs (k, /) € IZ’”/ X Iﬁ’“/, and
list all the tuples (a,b,4’,c), where b € Li’“/ andc € RZ’“/. The amount of time for
this step is proportional to

EoE (£ wm)
(k0)eri s &

j€[nl/2—4] {a,a’}QAj
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This is because for the pairs {4, 4’} that don’t contribute any 4-cycle to the sum
(1) we spend constant time. For the other pairs, the amount of time we spend
is proportional to the number of 4-cycles they participate in. Note that the sum-
mand 1 contributes O(n'/27% . |A;|?) = O(n?/27% . (n?/27%)2) = O(n%/?*) to the
running time. The other summand is simply the total number of 4-cycles as in (1).
We thus obtain total time O(173/2%% 4 ¢), as desired. O

This finishes the proof of Theorem 2.1.9. O]

2.6.2 Consequences of Theorem 2.1.9

We start with a reduction from triangle detection to 4-cycle detection.

3—w
Theorem 2.6.2. Forevery § > O thereisa 6’ > 0 such that if there is an O(m1+2<5*‘*’> 5)—
time algorithm for 4-cycle detection, then there is an O(n®~?")-time algorithm for triangle
detection in n-node graphs with maximum degree at most /1.

Proof. First, we run the subquadratic-time algorithm from Theorem 2.1.9 with an
arbitrarily small constant e > 0 and & < (3 — w)/8 — &/2 to be chosen later. Since
the algorithm already checked for each edge in E’ whether it participates in a
triangle, and since each triangle either uses an edge from E’ or is in one of the
Gi’s, it remains to solve triangle detection in each G;.

For this, we add a dummy node bc on each edge {b,c} € B x C, which converts
any triangle {a,b,c} to a 4-cycle {a,b, bc, c}. Furthermore, since none of the G;’s
had a 4-cycle before adding the dummy nodes, the existence of a 4-cycle in G;
implies the existence of a triangle. Therefore, to solve triangle detection, it suffices
to run a 4-cycle detection algorithm in all the obtained G;’s. Let T(m) = m* be
the time complexity for 4-cycle detection in m-edge graphs. Since each G; has
O(n!/2+2%) edges with high probability, the total running time for all the G;’s is

O(n3/2—3oc . (n1/2+2a)x) — O(n%—3oc+x(1/2+2a))

For x < 1+ a/(1/2+ 2a), this is subquadratic. Hence, by setting & = (3 —
w)/8—¢, forsomee’ > ¢/2,the running time from Theorem 2.1.5 is subquadratic,
and

3—w
-3 €

1+a/(1/2+20) :1+1/2+2(3_T“’—8’)
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By setting x = 1+ % — 6, for 6 > 8¢, the total running time for 4-cycle
detection in all the G;’s is subquadratic, as desired. O

Corollary 2.1.10 follows immediately from Theorem 2.6.2. The second and
third bullets follow by essentially the same proof as the one provided for The-
orem 2.6.2. Instead of running a 4-Cycle detection algorithm, we run a triangle
detection in 4-cycle free graphs for the second bullet, and a girth approximation
algorithm for the third bullet.

Corollary 2.6.3 (Hardness for Triangle in 4-Cycle-Free Graphs). Assuming that tri-
angle detection in graphs with maximum degree at most \/n requires n>~°() time, no

algorithm can solve any of the following problems in O(mH%*S) time, for any e > 0O:
¢ Decide if an m-edge graph has a 4-cycle.
* Decide if an m-edge 4-cycle-free graph has a triangle.
e Computea (5/3 — &)-approximation to the girth of an m-edge graph, for any 6 > 0.

2.7 On the Hardness of Triangle
The conditional lower bounds in our work are based on the #n2—°(}) time hardness
of two versions of triangle finding in \/n-degree graphs: The all-edge version of
reporting for each of the n!> edges whether it is in a triangle, and the more basic
detection version of just deciding if there is any triangle in the graph. The former is
already known to be hard under either the 3SUM or APSP conjectures [268], two
of the most central conjectures in fine-grained complexity [267,270], and there-
fore does not need further justification (see also [136] for equivalences to range
reporting problems). The goal of this section is to discuss the latter assumption.
Abboud and Vassilevska Williams [12] introduced the following Triangle Con-
jecture and used it to prove hardness result for dynamic problems; the conjecture
has also been used elsewhere, e.g. in databases [96].

Conjecture 2.7.1 (The Triangle Conjecture [12]). Triangle detection requires m*/3=°(1)

time, for some density regime m = Q\(n). In other words, there exists a constant 1 < a <
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2 such that for all e > 0 there is no algorithm that given a graph with n nodes and
m = ©@(n*) edges detects whether it contains a triangle in O(m*/3=¢) time.

They also considered a weaker form of the conjecture where only some Q(1m!*?)

lower bound is assumed, and a stronger form with an ma1°0) Jower bound
even when w > 2. However, the above m*/ 3-0(1) i the more natural and popular
hypothesis and it continues to hold even if w = 2.

While the conjecture does not specify the density for which m time is
required, by a simple high-degree low-degree analysis, one can show that the
hardest regime is m = n'>:

4/3—0(1)

Observation 2.7.2. The Triangle Conjecture is equivalent to the hypothesis that
Triangle detection requires n2°(1) time in graphs with average degree ©(/7).

Proof. One direction is trivial: If Triangle detection requires n2=°(1) time in graphs

with average degree @(y/1), then for the density regime m = ©(n%/?) Triangle
detection requires m*/3-°(1) time, so the Triangle Conjecture holds.

For the other direction, suppose that Triangle in graphs with N nodes and
@(N'?) edges can be solved in O(N?~¢) time, for some ¢ > 0. Given a graph
on n nodes and m edges as input to Triangle, let H be the set of nodes of degree
> m'/37%,and let L = V \ H be the nodes of degree at most m'/3.

e To find a triangle that uses any node from L, iterate over all m edges {u, v}
and if one of the endpoints is in L, e.g. u, scan its neighborhood and for each
w € N(u) check if u, v, w is a triangle. This takes O (m - m!/37%) time.

* To find a triangle that only uses nodes from H consider the induced graph
on these N = m/m'/3=% = m?/3+% nodes. This graph has only m = O(N'9)
edges. If the number of edges happens to be o(N'*) we can artificially turn
it into @(N'?) by simply adding a bipartite graph on N nodes and N'!*
edges (this does not introduce any new triangles). Then, by assumption,
we can find a triangle in this graph in time O(N?>~¢) = O((m?/3+9)2=¢) =
O(m*/3+20=2/38) = O(m*/3=9) for & < ¢/10.

In both cases we can solve Triangle detection in time O (m*/3=?), which refutes the
Triangle Conjecture. L
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This does not quite prove an equivalence between our hardness assumption
and the Triangle Conjecture because we do not know how to reduce the average
degree < /1 case to the maximum degree /n case.

Indeed, this issue arises also in the all-edge version where we do not know
how to reduce the general m = n'® case to the \/ﬁ-degree case. There, we side-
stepped this discussion by starting from other popular conjectures (3SUM and
APSP) rather than from a hardness assumption about All-Edges-Triangle itself.
Can we do the same here? Unfortunately, basing the Triangle Conjecture on other
popular conjectures such as 3SUM and APSP is a major open question:

Open Question 2.7.3. Can we prove the Triangle Conjecture under other hardness
assumptions such as 3SUM or APSP?

Ever since Pdtrascu’s [231] 3SUM-hardness for the all-edge and listing ver-
sions of Triangle, it has been a pressing open question to prove the same for de-
tection. APSP has been connected to Triangle detection in the work of Vassilevska
Williams and Williams [271] but only in a restricted sense: the two problems are
subcubic-equivalent for combinatorial algorithms in dense graphs. Extending such
results to general algorithms or to sparse graphs is a well-known challenge.

As a side result of independent interest, we make progress towards this goal.
We prove the first conditional lower bound for Triangle detection that is based
on the hardness of a problem of a very similar flavor to 3SUM and APSP: the
Zero-Triangle problem. Importantly, this hardness continues to hold under the
restriction to \/n-degree graphs, justifying our belief that this is the hard case for
triangles.

Definition 2.7.4 (Zero-Triangle). Given a tripartite graph G = (A x B x C, E) with
integral edge weights w : E — [—W, +W| decide if there is a triangle (a,b,c) €
A x B x C with total weight w(a, b) + w(b,c) + w(a,c) = 0.

Ignoring subpolynomial improvements, there are only two algorithms for this
problem. The first is a brute force over all triples and its running time is O(|A| -
|B| - |C]). In the symmetric setting where |A| = |B| = |C| = n/3 this is O(n?)
and it is optimal under both 3-SUM and APSP conjectures, as long as W = Q(n?)
[231,272]. The second algorithm is faster when W is small enough: It applies the
standard exponentiation trick (encoding w as 2%) to reduce summation to multi-
plication and then uses fast matrix multiplication. In the symmetric setting the
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running time is O(W - n%) and otherwise it is a complicated expression that de-
pends on the rectangular matrix multiplication exponent. Assuming w = 2, the
upper bound simplifies to (W - N)1*°() where N = (|A| - |C| +|A| - |B| +|B|-|C|)
is an upper bound on the size of the graph. It is natural to conjecture that these
bounds cannot be broken for Zero-Triangle.

Conjecture 2.7.5 (The Strong Zero-Triangle Conjecture). Solving Zero-Triangle re-
quires (min{WN, |A| - |B| - |C|})'=°() time, for any parameters W,|A|,|B|,|C| =
n®W and where N = (|A| - |C| + |A| - |B| + |B| - |C|).

While this conjecture is not known to be implied by the 3-SUM and APSP con-
jectures (because the existing reductions change the ratio of weight W to number
of nodes n) its plausibility has the same source. In fact, it is analogous to the
stronger version of the APSP conjecture recently studied by Chan, Vassilevska,
and Xu [106]. Notably, Zero-Triangle is a problem that is hard due to the weights
and the addition operator and not due to the graph structure: the input graph may
be assumed to be complete. Thus, we find it surprising that it explains the hard-
ness of our purely structural subgraph detection problems; in particular it gives a
tight lower bound for Triangle:

Theorem 2.7.6. If Triangle detection in graphs with maximum degree \/n can be solved
in O(n?~¢) time, for some ¢ > 0, then Zero-Triangle with |A| = n,|B| = |C| = V/n
and W = \/n can be solved in O(n?~¢) time, and the Strong Zero Triangle Conjecture is
false.

Proof. Given an instance of Zero-Triangle with |A| = n,|B| = |C| = /n and
W = \/n we construct an unweighted graph as follows. Eachnode inu € BUC is
copied 6W + 1 times u_3y, . .., usw where u; represents both the node u and the
integer value i. Anode a € A has a single copy in the new graph.

An edge of weight x from a € A to b € B becomes an edge from a to by. An
edge of weight y froma € A to ¢ € C becomes an edge from a to c_,. On the other
hand, an edge of weight z from b € B to ¢ € C becomes a matching between the b;
and c; nodes such that there is an edge between b; and ¢; , for alli € [—2W,2W].

A zero-triangle (a, b, c) with weights w(a,b) = x,w(a,c) = y,w(b,c) = z be-
comes a triangle a,by,c_,,. The edges (a,by) and (a,c_,) exist by definition, and
the third edge exists because —y = x + z. By a reverse argument, any triangle in
the new graph corresponds to a zero-triangle in the original graph. O
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The reduction is rather simple but we find the statement quite interesting.
First, it bases the Triangle Conjecture (and our hardness for 4-Cycle) on a hard-
ness assumption of a very different nature. Second, it makes a substantial step
towards establishing the Triangle Conjecture under the more central 3-SUM or
APSP Conjectures. And third, assuming w = 2, it pinpoints a challenge that one
must resolve before making any further progress on Triangle, the lower bound is
completely tight for all density regimes (due to Observation 2.7.2).

2.8 Reduction from Triangle or 4-Cycle to any k-Cycle

For completeness, we include a proof of the following statement. The components
of this proof are considered folklore.

Theorem 2.8.1. For any integer k > 3 one of the following is true:

* There is a reduction that given an m-edge tripartite graph G runs in O(m) time
and constructs a graph G* such that the k-cycles in G* are in 1-to-1 correspondence
with the triangles in G.

* There is a reduction that given an m-edge graph G runs in O(m) time and con-
structs a graph G* such that the k-cycles in G* are in 1-to-1 correspondence with
the 4-cycles in G.

Recall that in Triangle detection we can assume without loss of generality that
the input graph is tripartite, so this condition makes no big difference.

By Theorem 2.8.1, if k-Cycle detection can be solved in time O(m"), for some
a > 1, then either Triangle or 4-Cycle detection can also be solved in time O(m").
Moreover, if after O(m®) preprocessing we can enumerate k-cycles with m°(!) de-
lay, then the same is true for enumerating either triangles or 4-cycles.

Lemma 2.8.2. Let r | k be two positive fixed integers such that r divides k. There is a
reduction that given an m-edge graph G runs in O(m) time and constructs a graph G*
such that the k-cycles in G* are in 1-to-1 correspondence with the r-cycles in G.

Proof. We can assume that 3 < r < k, as otherwise the claim is straightforward.
Let G be a graph with m edges, we construct the graph G* by replacing each edge
of G with a path of length ];‘ (thatis, each edge of G is subdivided by ];‘ — 1 vertices).
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The number of edges in G* is ¥m = O(m), and constructing G* from G takes O(m)
time. We prove the claim by showing that G* contains a k-cycle if and only if G
contains an r-cycle.

If G contains an r-cycle, then after the subdivision of its edges this r-cycle cor-
responds to a k-cycle in G*. On the other hand, any simple cycle in G* can be
partitioned into paths of length lf corresponding to the full subdivision of edges
from G. This holds as the degree of every subdividing vertex is exactly 2. Hence,
every cycle in G* is of size divisible by '7‘ and such cycle of size lf - x must cor-
respond to a cycle of size x in G. In particular, if G* contains a k-cycle then G
contains an r-cycle. O

Lemma 2.8.3. Let k > 3 be any odd fixed integer. There is a reduction that given an
m-edge tripartite graph G runs in O(m) time and constructs a graph G* such that the
k-cycles in G* are in 1-to-1 correspondence with the triangles in G.

Proof. Let G be a tripartite graph with m edges and vertex sets V = AUBUC.
We construct G* by replacing every edge of G with endpoints in B and C with a
path of length k — 2 (that is, we subdivide each edge of E(G) N (B x C) by k — 3
vertices). The number of edges in G* and the time to construct it are O(m). If G
contains a triangle then G* clearly contains a corresponding k-cycle. It is left to
prove that if G* contains a k-cycle then G contains a triangle.

Denote by D for 1 < 1 < k — 3 the set of all i-th vertices in a subdivision of
some subdivided edge. The graph G* is homomorphic to the k-cycle by the parti-
tion A,B,DW ... DK-3) C. Any k-cycle in G* must include exactly one vertex in
each of the parts A, B, D), ..., D*=3) C, since the k-cycle is not bipartite yet after
the removal of any of these parts the remaining graph is homomorphic to a path
and hence bipartite. Due to the degree of each vertex in a part D) being exactly 2,
such a cycle is necessarily a triangle of G with one subdivided edge. This follows
in a similar manner to the proof of Lemma 2.8.2. O]

Proof of Theorem 2.8.1. Let k > 3. If k is not a power of 2, then it has an odd prime
divisor p and hence we can apply Lemma 2.8.3 to reduce from Triangle detection
to p-Cycle detection, and then apply Lemma 2.8.2 to reduce from p-Cycle detec-
tion to k-Cycle detection, to prove the theorem. Otherwise, k > 3 is a power of 2
and in particular is divisible by 4. Then we can use Lemma 2.8.2 to reduce from
4-Cycle detection to k-Cycle detection. O
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We note that the components in the proof of Theorem 2.8.1 (and any other pre-
viously known technique) do not show that if 4-Cycle detection is linear then so
is Triangle detection. The reason that a similar argument fails is that as a bipartite
graph, a 4-cycle can appear between any of the three pairs of parts in G. On the
other hand, we observe that if the original graph G contains no 4-cycle, then a
similar reduction does work.
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Chapter 3

Hardness of Approximation for
Distributed Diameter

This chapter is based on a joint work with Ofer Grossman and Ami Paz [170], in
which we show improved hardness of approximation results for diameter com-
putation in the CONGEST model.

3.1 Introduction

We study the problem of computing the exact or approximate value of the diame-
ter D in the distributed CONGEST model [7,100,101,155,178,179,181,184,207,236].

As discussed in Chapter 1, Section 1.2.3, computing the exact diameter takes
©(n/logn + D) rounds [155,184], whereas a 1/2-approximation takes only O(D)
rounds by running a BFS from some node v and returning the depth of the BFS
tree. Moreover, a simple indistinguishability argument shows that there is no
o(D)-round algorithm for any constant approximation.

This leads to the following natural question: What is the best approximation
value 1/2 < a < 1 for which there is a time-optimal distributed CONGEST algo-
rithm that finds an a-approximation? In other words, what’s the best approxima-
tion factor that we can find in O(D) rounds?

Our main result in this work is that there is no algorithm that finds better than a
6/11-approximation in O(D) rounds. Specifically, we show that even for constant
values of D, any such algorithm must take Q(n'/¢/ log n) rounds.
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Approx. Bound Ref. and Comments
Exact O(n) [155,184]
2vs.3 Q(n) [181]
|2/3D| <D <D O(n'/? 4+ D) [178]
2/34+¢€ Q(n) [7]
3vs.5 Q(n) This work (Theorem 3.1.4)
3/5+¢€ Q(nl/3) This work (Theorem 3.1.3)
4/7 O(n'/3 4+ D) [32]
4/7 + € Q(nl/4) This work (Theorem 3.1.2)
6/11+¢€ Q(nl/0) This work (Theorem 3.1.1)
1/2 O(D) Folklore

Table 3.1: A summary of the state of the art results for diameter approximation.

3.1.1 Our Contribution

Our main result is the following theorem.

Theorem 3.1.1. For any constant 0 < e < 5/11, any algorithm for finding a (6/11 +
€)-approximation for the diameter in the CONGEST model requires Q(n'/® / log n) rounds.

We prove analogous theorems for (4/7 + €)-approximation and (3/5 + €)-
approximation, with lower bounds of Q(n'/4/ logn) and Q(n'/3/ logn), respec-
tively.

Theorem 3.1.2. For any constant 0 < € < 3/7, any algorithm for finding a (4/7 + €)-
approximation for the diameter in the CONGEST model requires Q(n'/*/ log n) rounds.

Theorem 3.1.3. For any constant 0 < € < 2/5, any algorithm for finding a (3/5 + €)-
approximation for the diameter in the CONGEST model requires Q(n'/3/ log n) rounds.

These results hold even against constant diameter graphs and even against
randomized algorithms that succeed with probability at least 2/3. Prior to our
work, besides the near-linear lower bound of Frischknecht et al. [155] for exact
diameter, only a lower bound for (2/3 + €)-approximation was known: In the
same work by Frischknecht et al., they showed an Q(+/n/logn) lower bound
for this approximation factor, and Abboud et al. [7] improved their result all the
way up to Q(n/ log3 n) lower bound. Theorems 3.1.1, 3.1.2, and 3.1.3, as well as
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the aforementioned lower bounds, also apply for algorithms that allow a constant
additive error, in addition to the multiplicative one, as we explain in Section 3.1.2.

Diameter 3 vs 5: Next, we prove that distinguishing graphs of diameter 3
from graphs of diameter 5 requires a near-linear number of rounds.

Theorem 3.1.4. Any algorithm for distinguishing graphs of diameter 3 from graphs of
diameter 5 in the CONGEST model requires Q(n/ logn) rounds.

We find this result rather surprising. There exists an algorithm [178] running
in O(y/nlogn + D) rounds and returning an estimate | 22| < D < D. While the
rounding in this equation might seem like an artifact of the proof, Theorem 3.1.4
shows that it is actually necessary.

That is, an algorithm for finding an estimate %D < D < D can be used to
distinguish diameter 3 from diameter 5, and we show that such a distinction must
require )(n/ log n) rounds — much more than the O(y/nlog n + D) running time
of the algorithm of [178].

Our proofs use the well-established technique of reductions from Communi-
cation Complexity to the CONGEST model [7,43,99,103,119, 132, 140, 150, 155,
162,168,180, 224,237,252]. Our main technical novelty is an interesting connec-
tion between extremal combinatorics, and specifically the existence of generalized
polygons [156], and diameter approximation. This extends prior work connecting
extremal combinatorics and distributed computing [102,132,150].

3.1.2 Robust Approximation

When dealing with diameter approximation, an important distinction to make is
between robust and non-robust lower bounds. For example, as discussed above, an
algorithm that finds an approximation D of the diameter satisfying L%J <D<D
does not in general imply a %-approximation.

However, as the diameter gets larger, the approximation ratio does approach
2/3. One way to view this is by saying that our 3 vs 5 lower bound is not a “ro-
bust” lower bound for (3/5 + €)-approximation. To show a “robust” lower bound
for (3/5 + €)-approximation, we need a stronger result, i.e., that for any constant
B, it is hard to distinguish between graphs of diameter (3/5)D — B and graphs of
diameter D. This would show that finding a (3/5 + €)-approximation of the di-
ameter is hard not only in some low-diameter graphs, but also more generally. We
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formally define the notions of a-approximation for diameter and robust diameter
lower bound.

Definition 3.1.5 (x-approximation for diameter). We say that an estimate D is an
a-approximation for diameter if

aD < D < D.

Definition 3.1.6 (Robust diameter lower bound). We say that a-approximating the
diameter is robustly T(n)-hard if for any constant f, there is no algorithm which
returns a value D satisfying

aD-B<D<LD
in o(T(n)) rounds in the CONGEST model.

In this work, we prove both robust and non-robust lower bounds. The lower
bounds presented in Theorems 3.1.1, 3.1.2, and 3.1.3 are robust, while the lower
bound that is presented in Theorem 3.1.4 is not robust.

Notably, for a (3/5 + €)-approximation, we give a robust Q(n!/3/ log n) lower
bound, and a non-robust lower bound of Q)(n/ log ). The work of [178] rules out
a robust lower bound better than Q)(/nlogn), even for 2/3-approximation. This
shows that there is an inherent, and large, gap between the robust and non-robust
lower bounds.

This distinction between robust and non-robust approximation has been noted
before, though not using this terminology. Holzer and Wattenhofer [181] showed
that distinguishing diameter 2 from diameter 3 requires (}(n/ log n) rounds, a re-
sult that can be viewed as a non-robust (2/3 + €)-approximation lower bound. As
discussed earlier, a robust lower bound of Q)(1/ log® 1) for the same approxima-
tion factor was later proven by Abboud et al. [7].

3.1.3 Further Related Work

The lower bound of Abboud et al. [7] for (2/3 + €)-approximation follows from
a lower bound for distinguishing between diameter 4¢ + 2 and 6/ + 1, for some
constant / > 1. Bringmann and Forster improved this result by showing the same
hardness for distinguishing diameter 2/ + 1 and 3¢ 4 1 [90].
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In a concurrent work [32], the authors show an upper bound of O(nl/ 34 D)
for computing a 4/7-approximation for diameter.

All the results that are presented in this work are for unweighted graphs. For
weighted graphs, Holzer and Pinsker [179] showed that (1/2 + €)-approximation
requires ()(n/ log n) rounds. For (1/2)-approximation in the weighted case, one
can compute single source shortest paths. The state of the art algorithm for single
source shortest paths in the CONGEST model is by Forster and Nanongkai [154],
who showed two algorithms for the problem. The first running in O(v/nD) rounds
and the second running in O(y/nD'/* + n3/% 4 D) rounds.

Road-map: In Section 3.2 we start with some basic definitions. The technical
heart of this chapter is in Sections 3.3 and 3.4. Theorem 3.1.4 is proved in Sec-
tion 3.3, and Theorems 3.1.1, 3.1.2, and 3.1.3 are proved in Section 3.4.

3.2 Preliminaries

3.2.1 Basic Notations

For a graph H that is not the input graph, we denote its set of nodes and edges
by Vg and Epg, respectively. The distance between two nodes u, v in a graph G is
denoted by dg (1, v), and is the minimum number of hops in a path between them
in G. The diameter D of the graph is the maximum distance between two nodes
in it. The girth of the graph g is the minimum length of a cycle in it.

3.2.2 Communication Complexity

In the two-party communication setting [205,274], two players, Alice and Bob, are
given two input strings, x,y € {0,1 }", respectively, and need to jointly compute
a function f : {0,1} x {0,1}* — {TRUE,FALSE } of their inputs, using a pre-
defined communication protocol. The communication complexity of a function f is
defined as follows. Definition 3.2.1 is a special case of Definition 6.2.1 that will be
used later in Chapter 6.

Definition 3.2.1. [Communication Complexity]
Let K > 1 be an integer, f be a function f : {0,1}X x {0,1}X — {TRUE, FALSE},
and Q be the family of protocols that compute f correctly with probability at least
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2/3. Given 2 inputs x,y € {0,1}X, denote by 71o(x,y) the transcript of a protocol
Q on the inputs x, y, i.e., the sequence of bits that are exchanged between Alice
and Bob. The cost of a protocol Q is Cost(Q) = max, (o1 |70 (x,y)|-

The communication complexity of f, denoted by CC¢(K), is defined to be the
minimum cost over all the possible protocols that compute f correctly with prob-
ability at least 2/3: CC¢(K) = minge g Cost(Q).

Definition 3.2.2. [Set-Disjointness] The Set-Disjointness function is defined as
follows. For two strings x,y € {0,1}X, we say that x and y are not disjoint if and
only if there is some index i € [K] such that x; = y; = 1. Otherwise we say that
the strings are disjoint.

It is well known that the communication complexity of Set-Disjointness is
Q(K) [254].

Remark 3.2.3. Adding 0 bits to both input strings in matching locations does not
change the output. Thus, we can assume a constant fraction of both input strings
is 0 without affecting the asymptotic communication complexity. We use this fact
in Section 3.4.

3.2.3 Lower Bound Graphs

Our lower bounds use the standard notion of family of lower bound graphs (see,
e.g., [103]).

Definition 3.2.4. (Family of Lower Bound Graphs)

Let K > 1 be an integer, f : {0,1 % {0,1}* — {TrUE FaLSE}, and P be
a graph predicate. A family of graphs { G(y,) = (V(x,) E(xy)) | ¥,y € {0,1 M
where each G(x,y) has a partition of the set of nodes V(x,y) = V,UVpgissaid to be a
family of lower bound graphs w.r.t. f and P if the following properties hold:

1. Only the existence of nodes in V4 or edges in V4 x V4 may depend on x;
2. Only the existence of nodes in V3 or edges in Vz x Vp may depend on y;

3. Gy, satisfies the predicate P iff f(x,y) = TRUE.

xY)
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For such a family, we denote by cut(A, B) the the set of edges between V4
and Vg. We use the following theorem, which is standard in the context of re-
ductions to communication complexity (see, for example [7,103,132,155,179]). Its
proof is by a standard simulation argument and appears in [103].

Theorem 3.2.5. Fix a function f : {0,1}* x {0,1}* — { 1rUE, FALSE } and a predi-
cate P. If there is a family of lower bound graphs w.r.t. f and P, then any algorithm for

deciding P in the CONGEST model requires at least () ( CCr(K)

|cut(A,B)|logn ) rounds.

d

3.2.4 Generalized Polygons

Our proofs in Section 3.4 use the existence of generalized polygons [156]. A gen-
eralized polygon is an incidence relation whose incidence graph has several nice
properties. In our context, we use the following key property of a a generalized
polygon’s incidence graph: its girth is twice its diameter. For the sake of simplify-
ing the presentation, we also use the fact that the incidence graphs are balanced.

We use the notation H = (L, R, Epy) to denote a bipartite graph H, where the
bi-partition of the vertex set of H is L and R, and the set of edges of H is Ey. When
|L| = |R| = p, we say that H is a balanced bipartite graph of size 2p.

Definition 3.2.6. For two integers p > t > 3, we denote by Ex(p, t) the maximum
number of edges in a balanced bipartite graph of size 2p, diameter ¢, and girth 2¢.

Fort € {3,4,6}, there are generalized polygons whose incidence graph has 2p
nodes, diameter ¢, girth 2¢, and O( pH%) edges. The casesof t = 3and t = 4 were
shown by Singelton [259], and Benson [72] gave a simplified proof and extended
the result for t = 6. This is summarized in the following theorem, which will be

used later without explicitly re-mentioning generalized polygons.

Theorem 3.2.7 ( [72,259]). For t € {3,4,6}, it holds that Ex(p, t) = Q(p*T¥1).

3.3 Diameter3vs5

In this section we prove the following theorem.
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Theorem 3.1.4 Any algorithm for distinguishing graphs of diameter 3 from graphs of
diameter 5 in the CONGEST model requires Q)(n/ logn) rounds.

To prove Theorem 3.1.4, we show a family of lower bound graphs {G, ) |
x,y € {0,1}X} with respect to the Set-Disjointness function and the graph pred-
icate that distinguishes between graphs of diameter 3 and graphs of diameter 5.
That is, the predicate is defined only on a graph G with either 3 or 5, and is TRUE
if and only if G has diameter 5. We start with the fixed graph construction G and
then we show how to get the graph G, ) given two strings x, y € {0, 13K,

The Fixed Graph Construction G: The fixed graph construction is defined
as follows. There are 8 sets of nodes S,C!, A, B!, C2, A2, B2, T, each of size p =
n/8. Each of the sets S, A, B, A2 B2, T is an independent set, and C! and C? are
cliques. The nodes in the sets are denoted S = {s; | i € [p]|}, T = {t; | i € [p]}, and
forh € {1,2), At = {al'|i € [p]}, B' = (b} | i € [p]},and C" = {C]'| i € [p]}.

The connections between the sets are defined as follows. Each pair of sets
Hy # Hp € {S,C!, A, B} is connected by a perfect matching, where we connect
the "th node in H; to the i"th node in H,. For example, the sets S and C! are
connected by the perfect matching {(s;,¢}) | i € [p]}. Similarly, each pair of sets
in {T,C?, A%, B?} is connected by a perfect matching. This concludes the fixed
graph construction G. Let K = p?. We define the graph G(x,y), 8iven two strings

x,y € {0,1}X, as follows.

Obtaining G, ) from G and x,y € {0,1}¥X: For each of the strings x and
y, we index the K = p? positions by x(;j) and y(; j) for i,j € [p]. The set of nodes
of G(,,) is exactly as in G. The set of edges of G(, ) contains all the edges in G,
and the following edges between pairs of nodes in A! x A? and between pairs of
nodes in B! x B2

{(a},a?) | xijy =0} {(b},b7) | y(ij = O}

That is, if X(ij) = 0, we add an edge between a} and a]Z, and if Yij) = 0, we
add an edge between b} and bjz. This concludes the definition of G, ) (See also
Figure 3.1, for an illustration). Next, we prove that G(, ,) has diameter 3 if the
strings x and y are disjoint, and otherwise it has diameter at least 5. We prove this
in Lemmas 3.3.1 and 3.3.2.
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Lemma 3.3.1. If the strings x and y are disjoint, then the diameter of G, is 3.

Proof. We show that for any two nodes u, v, dcw)(u,v) <3 LetL =SUClU
A'UB!, and let R = T U C? U A% U B? The proof is by the following case analysis.

1. u,v € L oru,v € R: We prove the claim for the case in which u,v € L. The
case for which u,v € R is similar. Observe that any node in L is connected
by an edge to some node in C!. Hence, since C! is a clique, this implies that

dg,,, (u,v) < 3.

2. u € Land v € R: Hence, u belongs to one of the sets in {S,C!, A!, B'} and
v belongs to one of the sets in {T,C?, A%, B%}. We assume that u € S and
v € T; the proof for the other cases is similar. Let i be such that u = s;, and
j such that v = ;. Since the sets are disjoint, it holds that either x(; ;) = 0, or
Y(,j) = 0 (or both). Hence, either there is an edge between al and a?, or there
is an edge between b} and b}?' (or both), and assume the former without loss
of generality. Since s; is connected to 4} and t; is connected to a]Z, we have
dg,,, (si,tj) < 3. Furthermore, one can verify that the distance between s;

and t; cannot be smaller than 3, which implies that the diameter of the graph
is 3. [

Lemma 3.3.2. If the strings x and y are not disjoint, then the diameter of Gy is at
least 5.

Proof. As the sets are not disjoint, there are 7,j € [p] for which it holds that x; j

Y(ij) = 1. We show that in this case, any path P from s; to {; is of length at least 5,

ie,dg, (u,v) > 5. Observe that any path P from s; to t; must either pass from a
il

node in Al to a node in A2, or from a node in B! to a node in BZ. We assume that

former case; the latter is similar. The proof is by the following case analysis.

1. The path P visits anode a]% € A?forwhich j/ # j: Observe that dg () (Si a]%) >

2,and thatdg (a]%, t;) = 3. Hence, dg,,, (si tj) = 5.

2. The path P visits a]Z. Since x(; jj = 1, there is no edge between a} and a]z-. This

(s;,a?) > 4, and hence dg,,,, (si tj) = 5. O

implies that dg (5 j

)
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x =110101111

y =110111011

Figure 3.1: Diameter 3 vs 5: An example for the graph construction G, for
p = 3: There are 8 sets of nodes S, Cl Al A%,C2,BY, B2, T, each of size p = 3.
Each of the sets S, A, A2, B!, B2, T forms an independent set, and the sets C! and
C? are cliques. In this diagram, an edge between two sets represents a perfect
matching connecting them. For example, the edge between S and C! represents
all the edges in {(s;,c}) | i € [p]}. The dashed edges between A'! and A? are the
input edges which depend on the input sting x. Recall that we index the p? = 9
positions of x by pairs of indices (i,j) € [p] x [p]. In this example, we have that
X(13) = X(22) = 0, and all the other bits of x are 1’s. Hence, the only edges between
Al and A? are (al,a3) and (a}, 43). Similarly, the dashed edges between B! and B>
represent the input edges which depend on the string y. Since in this example we
have y(1 3y = y(3,1) = 0, and all the other bits of y are 1’s, the only edges between

Bl and B? are (b}, 03) and (b3, b3).

Proof of Theorem 3.1.4. First, we define V4 = SUTUA'UA2UC'UC?, and Vg =
B' U B2 Lemmas 3.3.1 and 3.3.2 imply that {G, ) | x,y € {0,1}*} is a family of
lower bound graphs with respect to the Set-Disjointness problem and the graph
predicate that distinguishes between graphs of diameter 3 and graphs of diameter
5. Observe that the cut size is E(V4, V5) = O(p), and p = ©(n). Hence, since the
length of the input strings is K = p?, and since the communication complexity of
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Set-Disjointness is Q(K) = Q(p?), Theorem 3.2.5, implies that any algorithm for
deciding whether a graph has diameter 3 or 5 in the CONGEST model requires
Q(p?/plogp) = Q(p/logp) = Q(n/logn) rounds. O

The connectivity of G, ,): One may wonder about the connectivity of G, ).
If the graph G, ) is not connected, then the construction wouldn’t be meaningful
as there is a trivial lower bound of Q(D), where D is the diameter of the graph,
which is co in graphs that are not connected. Observe that the only case in which
G(y,y) is not connected is when x = y = 1X. To ensure connectivity (and in fact
constant diameter, due to the cliques C! and Cz), we can assume that at least one
of the strings x or y has a zero bit. Clearly, the communication complexity of Set-
Disjointness doesn’t change under this assumption. In fact, Remark 3.2.3 allows
to make an even stronger assumption, which we only need in the next section.

3.4 Robust Lower Bounds

In this section we prove robust lower bounds for (6/11 + €)-approximation, (4/7 +
€)-approximation, and (3/5 + €)-approximation of the diameter.

Theorem 3.4.1. Let t € {3,4,6}. For any constant 0 < € < 1 — 5, any algorithm for
computing a (5 + €)-approximation to the diameter in the CONGEST model requires
Q (n'/t/ logn) rounds, where n is the number of nodes in the input graph.

The theorem has the following consequences, when plugging int = 6, t = 4
and t = 3, in this order.

Theorem 3.1.1 For any constant 0 < € < 5/11, any algorithm for finding a (6/11 +
€)-approximation for the diameter in the CONGEST model requires Q(n'/® / log n) rounds.

Theorem 3.1.2 For any constant 0 < € < 3/7, any algorithm for finding a (4/7 + €)-
approximation for the diameter in the CONGEST model requires Q(n'/*/ log n) rounds.

Theorem 3.1.3 For any constant 0 < € < 2/5, any algorithm for finding a (3/5 + €)-
approximation for the diameter in the CONGEST model requires Q(n'/3/ log n) rounds.

Recall that Ex(p,t) is the maximum number of edges of a balanced bipartite
graph of size 2p, diameter t, and girth 2f (see Definition 3.2.6). Lett € {3,4,6},p >
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t and let K = Ex(p, t). To prove Theorem 3.4.1, we show a family of lower bound
graphs { G, | x,¥ € {0,1 }X} with respect to the Set-Disjointness function and
the graph predicate that distinguishes between graphs of diameter (b + 1) + 1
and graphs of diameter (2t — 1)b, for some integer b = @(1/¢€) that will be chosen
later.

The rest of this section is organized as follows. In section 3.4.1, we start with
the description of G(, ) given two strings x,y € {0, 1}X. In section 3.4.2, we show

that { G(,,) | x,y € {0,1 }¥ } is a family of lower bound graphs with the required
properties. In Section 3.4.3, we deduce Theorem 3.4.1. While the graphs G,
need to be connected, we ignore this fact in Section 3.4.1; in Section 3.4.4 we show
how to slightly modify the construction so that the graphs become connected (and
even of constant diameter) for any x and y.

3.4.1 Description of G4,

Given two strings x,iy € {0,1}*, we describe the graph Gyy) in three steps. In
the first step, given a string z € {0,1}X, we define a bipartite graph H*. Roughly
speaking, H* is obtained from a densest possible balanced bipartite graph H of
size 2p, diameter t and girth 2¢, where we keep only some of the edges of H in
H? according to the string z. In the second step, we define a graph H?, which is
obtained form H? by stretching each edge to a path of length b. In the third step,
we describe how to get G, ) from H* and HY.

Description of H*: Let H = (L, R, Eyy) be a balanced bipartite graph of size
2p, diameter ¢, girth 2¢, and a maximum number of edges. That is, the number of
edges of H is |[Ey| = Ex(p,t) = K. We denote the nodes of Hby L = {/{y,---,{,}
and R = {ry,---,rp}. Furthermore, let 7 : Ey — [K] be an enumeration of
Ep, that is, 7t is an arbitrary ordering over the set of pairs Ey C L x R. By this
mapping, each bit of a string z € {0, 1}X corresponds to a unique edge in E.

Given a string z € {0,1}X, the graph H? is defined as follows. H? is a version of
H where we keep only the edges for which the corresponding bits in z are 0. More
formally, H* = (L%, R%, Ey:) is a balanced bipartite graph with |L*| = |R*| = p,
where L7 = {{3,--- , {3} and R* = {r{,- - -, 7} }. A pair of nodes (¢, r]Z) € L* X R*
is connected by an edge in H” if (/;,r;) is an edge of H and z(y,,,) = 0, that is,



CHAPTER 3. HARDNESS OF APPROXIMATION FOR DISTRIBUTED
DIAMETER 70

L R PR
4@ @n @— @t
I B >  H 6@ |@%
1’»’3‘ ‘7’3 f%. \.rsz

z = 010010

Figure 3.2: An example for H and H?. In this example t = p = 3 and there-
fore H is a bipartite graph of diameter t = 3 and girth 2t = 6. For these pa-
rameters, we have K = Ex(3,3) = 6. Recall that 7 : Ey — [K] is an arbitrary
1 : 1 mapping from the set of pairs (¢;,7;) € Eg to [K]. In this example, we
choose 7((61,1’1) = 1, 7((61,1”2) = 2, 7'[(62,1’1) = 3, 7((52,7’3) = 4, 7((53,1’2) = 5and
nt(¢3,1r3) = 6. Furthermore, in this example we have z = 010010. Hence, since H*
is obtained from H by keeping only the edges that correspond to the 0 bits in z,
we have that the only edges in H* are (¢5,77), (¢3,77), (£3,73) and (£3,73).

Ey: = {(¢, r]Z) | (4i,7;) € Eg A Za(tr;) = 0}. See Figure 3.2 for an illustration of
obtaining H? from H and an input string z € {0, 1}X.

Description of H?: H? is obtained from H? by replacing each edge (43, r]'? ) €
Ey- with a path of b + 1 nodes and b edges, starting at /7 and ending at r]'?, where
b is some positive integer to be chosen later. We denote this path by Piz 2 2 We

i1

slightly abuse notation and denote the set of nodes on this path also by P(ZE; ) We

sometimes treat P(ZE; ) @8 set of nodes, and sometimes as a path, but this will be
ir'j

clear from the context. Hence, the set of nodes of HZ is

Vg =LURU ) PG

(Gr3)EeEy:

i’
Observe that H? is not necessarily bipartite. See also Figure 3.3 for an illustration
of how to obtain H* from H*.

and the edges of H? are only the ones on the paths in {P(Zg; ) | (¢3,7%) € Ep=}.
i
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Figure 3.3: An illustration of how to obtain H? from H? for b = 3. The other
parameters in this example are exactly as the ones chosen for Figure 3.2. That is,
t=p=3and t({1,r1) = 1,7(l1,12) = 2,7w(ly,11) = 3, 7t(l,13) = 4, 71({3,12) =
5and 71(¢3,73) = 6. H is obtained from H? by simply stretching each edge in H*
to a path of length b.

Obtaining G, ,) from H* and HY: Given two input strings x,y € {0,1}¥,
G(y,y) is composed of H* and HY where we add a perfect matching between L* and
LY, {(¢*,¢)) | i € [p]}, and a perfect matching between R* and RY, {(r¥,7]) | i €
[p]}. This concludes our construction. See also figures 3.4 and 3.5 for illustrations
of G(yy). In these figures, we also illustrate H? for z = x Ay, where the string
x Ay € {0,1}Xis defined by (x Ay);, = xj, -y, forany h € [K]. Thatis, (x Ay);, = 1
if and only if x;, = y; = 1. The reason that we illustrate H? in the same figures is
that our proof heavily relies on comparing distances in G(, ,y to distances in H? for
z = x A\ 'y. Figure 3.4 is an illustration of the two graphs when the strings are not
disjoint, while Figure 3.5 is an illustration of the two graphs when the strings are
disjoint. Before we prove that { G, | x,¥ € {0, 1}X} is a family of lower bound
graphs, we show the following two useful properties of the balanced bipartite
graph H = (L, R, Eg) that was described above.

Property 1. If t is odd, then the distance between any two nodes u,v € L in H is at most
t — 1. Similarly, the distance between any two nodes u,v € Rin H is at most t — 1.

Proof. The distance between every two nodes in H is at most its diameter ¢, but
the distance between every two nodes in the same side of the bi-partition is even,
soitis at most t — 1. O
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Property 2. If t is even, then the distance between any pair of nodes u € Land v € Rin
H is at most t — 1.

Proof. The distance between every two nodes in H is at most its diameter t, and
the distance between two nodes in different sides of the bi-partition is odd, so it is
atmost t — 1. O

34.2 G,y is a family of lower bound graphs

Our goal in this section is to prove that {G(, ,y | x,y € {0,1 }X} is a family of lower
bound graphs with respect to the Set-Disjointness function and the graph predi-
cate that distinguishes graphs of diameter ¢(b + 1) 4+ 1 from graphs of diameter
(2t = 1)b. Let z = x A y. Our proof relies on comparing distances between nodes
in G, to distances between nodes in H?. While the proof contains many techni-
cal details that require some care, it follows from the following simple intuition.

Intuition and overview of the proof: First, it is not very hard to see that the
diameter of G, ) is roughly equal to the diameter of H? (up to an additive ¢ + 1).
Hence, it suffices to argue that if the strings x and y are disjoint, then the diameter
of H? is at most tb, and otherwise the diameter of HZ is at least (2t — 1)b. The
main idea is to note that H* is isomorphic to H if and only if the strings x and y
are disjoint. Hence, if the strings are disjoint, the diameter of H* is equal to the
diameter of H which is t, and since H? is obtained from HZ by stretching each
edge to a path of length b, the diameter of H? is tb.

On the other hand, if H* is not isomorphic to H, then there is an edge in H
for which the corresponding edge in H* doesn’t exist. Since the girth of H is 2t,
it implies that there are two nodes in H* at distance at least (2t — 1) from each
other. Hence, the distance between the corresponding two nodes in H? is at least
(2t — 1)b. Next, we formalize these ideas and give a more detailed proof. The non-
disjointness case is proved in Lemma 3.4.5, which uses claims 3.4.2,3.4.3 and 3.4.4.
The disjointness case is proved in Lemma 3.4.9, which uses claims 3.4.6, 3.4.7,
and 3.4.8. Recall that given a graph G and two nodes u,v in it, we denote by
dg(u,v) the distance between 1 and v in G.
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Non-disjointness case:

Claim 3.4.2. If x and y are not disjoint, then the diameter of H* is at least 2t — 1
and the diameter of H” is at least (2t — 1)b. In particular, there are ¢; € L* and

ri € R* such that dp. (€7, 17) > (2t —1)b.

Proof. Observe that if the strings x and y are not disjoint, then there is an i € [K]
for which it holds that x;, = y;, = 1. Hence, z;, = 1. Since H* is obtained from H
by keeping only the edges that correspond to the 0 bits in z, it follows that there
is an edge (¢;,7;) € H such that there is no edge between the corresponding pair
(6, r ) in H*. Hence, since H has girth 2t, if follows that the distance between /7

and r] in H? is at least 2 — 1. Since H? is obtained from HZ by replacing each edge
with a path of length b, it follows that the diameter of H? is at least (2¢t — 1)b. [

Claim 3.4.3. For any (¢;,7;) € Ep, if one of the paths P(x x ) and P(ygy n exists in
i ity

G( V)7 then the path P(Z 2 o) exists in HZ. Similarly, if P(ZEZ ) exists in ﬁz, then either
i

Y
P( %) exists in Gy, or P o exists in Gy ).

(,‘/7’]‘)

Proof. Let h = m(¢;,rj). Observe that if one of the paths P(x £7) and P( ) exists
in Gy ), then it must be the case that either x;, = 0 or y;, = 0. Hence z, = 0.
Therefore there is an edge between /7 and ri in H?, which is stretched to a path

P(ZZ; ) in HZ. The other direction of the claim is proved similarly. O
i

Claim 3.4.4. For any /f € L* and rj € R¥,itholds thatdg ((f,77) = dg. (€5, 7).

Proof. Consider a shortest path between ¢ and r]’-“ in G(y,). Observe that this

path is composed of edges crossing from H* to HY or vice versa (i.e., edges in
(L* x LY) U (R* x RY)), and of paths of length b crossing from L* U LY to R* U RY
or vice versa. Let g be the number of paths of length b crossing from L* U LY
to R* U RY (or vice versa) that are used by the shortest path. And denote these
paths by P, P2 -+, P1. Clearly, dg, ,  (€f,77) > qb. Hence, it suffices to show that

For thls observe that for any h € [g], there are ih, jh € [p] and w € {x,y}, for
which P = P(Zzw w) (That is, P" is connecting either a pair (th, ) €LY x R*ora
ih’ h

pair (£, 77;) € LV x RY). Hence, by Claim 3.4.3, this implies that forany h € [q],
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the path P(Z 2 1) exists in H?. Therefore, by starting at ¢7 and following these gq
in'!'j

paths of length b in H? we reach r]Zf . Hence, gb > dg.(¢3, r}‘f ). O
Lemma 3.4.5. If x and y are not disjoint, then the diameter of G, is at least (2t — 1)b.

Proof. By Claim 3.4.2, if the strings are not disjoint, then there are / € L* and
ri € R* such that dp. (¢, rf) > (2t — 1)b. Furthermore, by Claim 3.4.4, it holds
that dG(w) (5, r}‘ ) = dg. (4, r]Z) Hence, there are two nodes in G(, , at distance at
least (2t — 1)b from each other. O

Disjointness case:

Claim 3.4.6. If x and y are disjoint, then H* is isomorphic to H. In particular, this
implies:

1. H?# has diameter t.

2. for odd values of t, and for any twonodes u,v € V., ifu,v € L*oru,v € R?,
then d . (u,v) = (t —1)b.

3. for even values of ¢, and for any two nodes u,v € V. such that u € L* and
v € R?, itholds that d . (u,v) = (t —1)b.

Proof. Observe that if the strings x and y are disjoint, then for any & € [K], either
xp, = 0ory, =0,s0z = x Ay is the all-zero string. Therefore, since H* is obtained
from H by keeping the edges that correspond to the 0 bits in z, H* is isomorphic
to H. Since H has diameter t, H* also has diameter t.

Moreover, since H* is isomorphic to H, by Property 1, it holds that for odd
values of t, and for u, v that are on the same side (i.e., u,v € L* or u,v € R?), it
holds that d: (1, v) = t — 1, and therefore d 5. (u,v) = (t — 1)b.

Similarly, by Property 2, it holds that for even values of t, and for u, v that are
not on the same side (i.e., u € L* and v € R?), it holds that dy=(u,v) =t — 1, and
therefore d . (u,v) = (t —1)b. O

For twonodes u,v € L* ULY U R* URY in G(x,y), we say that u and v are on the
same side if u,v € L* ULY or u,v € R* U RY. Similarly, we say that u and v are on
different sidesif u € L* ULY and v € R* U RY.
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Claim 3.4.7. For odd values of ¢, if x and y are disjoint then for any two nodes
u,v € L*U LY UR* URY that are on the same side (i.e., either u,v € L* ULY or
u,v € R*URY) it holds thatdg, (u,v) < (t—1)b+t.

Proof. We prove the claim for u#,v € L*. The other cases have a similar proof. If
u,v € L, thereis some i € [p] for whichu = (7, and some j € [p] for which v = /7.
By the second item of Claim 3.4.6, it holds that d . (¢, £5) = (t —1)b. Hence, there

is a shortest path between /7 and r]? in H? composed of exactly (t — 1) paths of

length b in {P(ZZ?M?/) | (Ef,,r]%) € Ey:}. Denote these paths by P!, P?,... pi—1.

Observe that for any i € [t — 1], there are ih, ji € [p] such that P" = Pl 12y
i i

where i1 = i. Therefore, by Claim 3.4.3, it holds that either P(xgx ) exists in G(x Y)
i in ’

Y
or P ()
Hence, one can use these t — 1 paths in G, ) to reach from £} to {7 as follows.

We start at £} and if P(xéx ) existsin G, ), then we use it to move to r}“l. Otherwise,
il !
it must be the case that P(y e
i1

use the edge (/7, E‘l./ ) to move to Ely and then we can use the path P(ygy o)
i

exists in Gy ) forany h € [t —1].

exists in Gy ) (Recall that i1 = 7). Hence we can
to move
Y
tor i N N
We can keep alternating in this way between H* and HY to reach E;C, where the
total number of edges in (L* x LY) U (R* x RY) that we use is at most t. And the

number of paths of length b that we use is exactly ¢t — 1. Hence, in total, the length
of this path is at most (t — 1)b + t. O

Claim 3.4.8. For even values of ¢, if x and y are disjoint then for any two nodes
u,v € L*ULY U R¥URY that are on different sides (i.e.,, u € L*ULY and v €
R*URY) it holds that dg,  (u,v) = (t—1)b+¢.

Proof. We prove the claim for u € L* and v € R*. The other cases have a similar
proof. Hence, there are i,j € [p] such that u = ¢} and v = r¥. The proof is almost
identical to the proof of Claim 3.4.7. The only difference is that in the proof of
Claim 3.4.7 we used the second item of Claim 3.4.6 to argue that d 5. (¢%, EJZ) = (t—
1)b. Here, we are dealing with even values of t. Therefore, instead of the second
item of Claim 3.4.6, we use the third item of the same claim which deals with even
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value of t. By the third item of Claim 3.4.6, it holds that d . ({7, ri ) = (t —1)b. The
rest of the proof is identical to the proof of Claim 3.4.7. O

Lemma 3.4.9. If x and y are disjoint, then the diameter of G, ) is at most tb +t + 1.

Proof. Let u,v be two nodes in G, ). Let a’, be the distance from u to the closest
node in L* U LY, and let 4}, be the distance from u to the closest node in R* U RY.
a!, and a!, are defined similarly for v. For example, if u € L¥ U LY then a, = 0. The
key point to note is that either al, 4 a, < b+ 1, or a’, + a), < b + 1. That is, either
taking the two nodes to the left side of G(x,y) (i.e., to L* ULY) costs at most b + 1, or
taking the two nodes to the right side costs at most b + 1. Similarly, it holds that
either al, + a/, < b+ 1, or @}, + al, < b+ 1. The rest of the proof is by the following
case analysis.

1. t is odd: By Claim 3.4.7, the distance between any two nodes in L* U LY
and the distance between any two nodes in R* U RY is at most (f — 1)b + ¢.
Furthermore, we can either move u and v to L* U LY by using at most b + 1
steps (in total, for moving both u and v), or we can move u and v to R*¥ U
RY by using at most b + 1 steps (in total, for moving both u and v). After
moving 1 and v to one of the sides, we can use Claim 3.4.7 and deduce that

de,, (,0) S (E=1)b+t+b+1=th+t+1.

2. tis even: By Claim 3.4.8, the distance between any u’ € L* ULY and v’ €
R*URY is at most (t — 1)b + t. Furthermore, we can either move u to L* U LY
and v to R* U RY by using at most b + 1 steps (in total, for moving both u
and v), or we can move u to R* U RY and v to L* U LY by using at most b + 1
steps (in total, for moving both u and v). Hence, we can use Claim 3.4.8 and
deduce that dg, (u,0) <(t—1)b+t+b+1=th+t+1 O

3.4.3 Proof of Theorem 3.4.1

Proof. First, we define the following partition V' = V4UVj3 of the set of nodes of
G(xy)- Va = V., and Vg = V. Hence, the size of the cut C = E(V, Vp) is ©(p).
This is because the only edges connecting between nodes in H* and nodes in HY
in G(,,) are the 2p edges of the matching between L* and LY, and the matching
between R* and RY.
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Since our goal is to show a lower bound as a function of the number of nodes
n in the input graph G, ), we need to analyze the size of the cut and the size
of the input strings with respect to n. By Theorem 3.2.7, we have that for t €

{3,4,6}, K =Ex(p,t) = Q(p“ﬁ). Furthermore, by Remark 3.2.3 we can assume
that a constant fraction of the bits in the strings x and y are 0. Hence, these 0

bits are translated to paths of length b in G, ). This implies that the number of

) .
nodes in G, ) is n = O(Kb) = Q(p”ﬁb) = Q(pH%) for constant values of b.
Therefore, the size of the cut Cis ©(p) = O(n%).

Lemmas 3.4.5 and 3.4.9 imply that {G(, ) | x,y € {0,1}*} is a family of lower
bound graphs with respect to the Set-Disjointness function and the graph pred-
icate that distinguishes between graphs of diameter tb + t + 1 and graphs of di-
ameter (2t — 1)b. Hence, by Theorem 3.2.5 and the fact that the communication
complexity of Set-Disjointness is ()(K), we have that any algorithm for distin-

guishing between these two cases in the CONGEST model requires () (@) =

1/t
(@) <—n(t71)r/lt logn> =0 <l}égn> rounds.
To get this lower bound for (5 + €)-approximation for diameter, we need

that (57 +€) (2t —1)b > tb+t + 1. Hence, we can pick b = © (—e(;“_ll)> =

o (1). O

3.4.4 Handling connectivity

One may wonder about the connectivity of the graph G, ;). As the construction
was described so far, there could be some values of x and y such that G(x,y) is
not connected. In this section, we show how to slightly modify the construction
of G( xy) SO that it is always connected, and in fact of constant diameter, without

changing the analysis. Observe that it suffices to make H* always connected. This
is because any node in HY has some path connecting it to a node in H*. Since H*
is obtained from H* by stretching each edge in H* to a path of length b, it suffices
to make H* always connected, regardless of the input string x.

Recall that given a string x € {0,1}X, we defined H* to be the graph obtained
from H where we keep only the edges that correspond to the 0 bits in x. Recall that
H is a balanced bipartite graph of size 2p, diameter t and girth 2¢. Of course, H is
always connected. But since some of the edges of H may not exist in H*, H* may
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not be connected. To ensure that H* is connected, let S be a shortest paths tree
starting from an arbitrary node in H. Of course, the number of edges in S is O(p),
which is small with respect to the size of the input string x which is K = Ex(p, f).

We modify the definition of H* such that the edges that correspond to the span-
ning tree S always exist in H*. In particular, their existence in H* doesn’t depend
on x. For this, we need to modify the size of the string x to K — |S| = ©(K), so
that only the edges that are not in S depend on x. The proof that {G(,, | (x,y) €

{0,1}%-15 x {0,1}X} is a family of lower bound graphs remains exactly the same
as in Section 3.4.2. Furthermore, since the size of x didn’t change asymptotically,
the deduced lower bound from Section 3.4.3 doesn’t change asymptotically. Ob-
serve that under the new definition of H*, the diameter of H* is at most 2¢. Hence,
the diameter of H* is at most 2tb. It is not very hard to verify that the diameter of

Gy, In this case is at most 2tb + 2b + 2, which is constant for constant values of
t and b.
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Figure 3.4: An Illustration of G xy) (on the left) and H? forz = x A y (on the right).
G(x,) 18 composed of H* and HY, where we add a perfect matching between L*
and LY, {(¢*,¢Y) | i € [p]}, and a perfect matching between R* and R, {(r¥,r}) |
i € [p]}. The edge between L* and LY in this figure represents the matching
between them. Similarly, the edge between R* and RY in this figure represents the
matching between them. The parameters in this example are exactly as the ones
chosen for Figures 3.2 and 3.3. Thatis, t = p =3,b =3, t({1,11) = 1, ({1, 12) =
2,7t(ly,r1) = 3,m(ly,13) = 4,7(l3,12) = 5 and 7m(l3,r3) = 6. Furthermore, we
have x = 010010,y = 001010 and z = x Ay = 000010. Hence, the only paths of
length b that we have in H* are P¥, .., P¥. .., P* and P} And the only

()~ ()" (6r3) (&313)"

paths of length b that we have in HY are P(yﬁ,r'{)’ P(y oAy P(y &) and P(yeg,rg)' Observe

that the path P(x x o) doesn’t exist in ﬁx, and that the path P(ygy ) doesn’t exist in
3772 3/

HY. This is because Xr(tsry) = X5 = land Yy, ) = y5 = 1. This implies that
Z (0. = 25 = 1 as well, and therefore the path P?, ., doesn’t exist in H=. It is
(€3,12) P (£3,73)

easy to see that the distance between (3 and 3 in H? is 5b = (2t — 1)b. One can
verify that the distance between (3 and r} in G(, ) is at least 50 = (2t —1)b as
well. This illustrates that when the strings x and y are disjoint, the diameter of
Gixy) is atleast (2t — 1)b.
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Figure 3.5: An illustration of G(, ) and H? for z = x Ay. The parameters in this
example are exactly as the ones chosen for Figures 3.2, 3.3, and 3.4. The only
difference in this example compared to the one in Figure 3.4 is that the strings x
and y are disjoint. Hence, z = x A y is an all zeros string. It is easy to see that in
this case the diameter of H? is tb. The key point of the proof is that the diameter
of G(y ) is not very much larger than the diameter of H? (in fact, it is larger by at
most t 4+ 1, which is negligible compared to tb for values of b > t). To illustrate
this in this example, we show a path of length tb + t = 3b + 3 from ¢} and r}. We
start by moving from ¢§ to ¢/ using the edge (¢, (]) that is part of the matching
between L* and LY. Then, we use the path of length b from ¢ to r}, and the path
of length b from rg to Eg. After that, we use the edge (Eg, 12 ) to move to (3, and
the path of length b from £% to r§. Finally, we use the edge (%, 73) to reach r}. This
example illustrates that the diameter of G, ) is relatively small if the strings are
disjoint.
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Chapter 4

Distributed Approximate Maximum
Independent Set

This chapter is based on joint work with Ken-ichi Kawarabayashi, Aaron Schild,
and Gregory Schwartzman [197], in which we show new upper and lower bounds
for approximate Maximum Independent Set in the distributed model.

41 Introduction

We study the problem of finding an approximately maximum independent set
(MaxIS) in the LOCAL and CONGEST models of Distributed Computing [43, 80,
103,121,145,163,173,208]. In unweighted graphs, one can find a A-approximation
for MaxIS by finding a maximal independent set (MIS), where A is the maximum
degree of a node in the graph. In recent years, our understanding of the com-
plexity of MIS has been substantially improving [63, 157,158, 247], leading to a
remarkable breakthrough by Rozhon and Ghaffari [247], where they show a de-
terministic poly(logn)-round algorithm for finding an MIS, even in the CON-
GEST model [104]. This result also implies a randomized algorithm that suc-
ceeds with high probability in O(log A + poly(log log 1)) rounds in the CONGEST
model' [104,158,247].

In a weighted graph, an MIS doesn’t necessarily constitute a A-approximation
for MaxIS. For the weighted case, Bar-Yehuda et al. [56] showed a A-approximation

!We say that an algorithm succeeds with high probability if it succeeds with probability 1 —
1/n® for an arbitrary constant ¢ > 1.
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algorithm in the CONGEST model that takes O(MIS(n, A) -log W) rounds, where
MIS(n, A) is the running time for finding an MIS in graphs with n nodes and max-
imum degree A, and W is the maximum weight of a node in the graph (which can
be as high as poly(n)). Whether their algorithm is deterministic or randomized
depends on the MIS algorithm that is used as a black box.

In this work, we present faster algorithms compared to [56], by paying only
a (14 €) multiplicative overhead in the approximation factor. Our main result
(Theorem 4.1.2) is a randomized algorithm that achieves an exponential speed-up
compared to [56].

Theorem 4.1.1. There is an O(MIS(n, A)/€)-round algorithm in the CONGEST model
that finds a (1 + €) A-approximation for maximum-weight independent set. Whether the
algorithm is deterministic or randomized, depends on the MIS algorithm that is run as a
black-box.

Theorem 4.1.2. There is a randomized (poly(loglogn)/e)-round algorithm in the CON-
GEST model that finds, with high probability, a (1 + €)A-approximation for maximum-
weight independent set.

Due to a lower bound of Q(/log 1/ loglog n) that was given by Kuhn, Mosci-
broda and Wattenhofer [204], against any (possibly randomized) algorithm that
tinds an MIS, even in the LOCAL model, Theorem 4.1.2 implies that finding a
(1 + €)A-approximation for MaxIS is exponentially easier than MIS.

Results for unweighted graphs: It is easy to see that a single round of Luby’s
algorithm [216] yields a solution with an expected weight at least w(V)/(A + 1),
where w(V) is the total weight of nodes in the graph.? In this algorithm, each node
v picks a number 7, uniformly at random in [0, 1]. If r, > r, for any neighbor u
of v, then v joins the independent set. Since every node joins the independent
set with probability at least 1/(A + 1), the expected weight of the independent
set is at least w(V)/(A 4 1). However, algorithms that work well in expectation
don’t necessarily work well with good probability. In fact, for a single-round of
Luby’s algorithm, it is not very hard to construct examples in which the variance of
the solution is very high, in which case the algorithm doesn’t return the expected

2This single-round algorithm is also known as the ranking algorithm. To the best of our knowl-
edge, the classical ranking algorithm has first appeared in the book of Alon and Spencer [29] and
is due to Boppana (see also the references for this algorithm in [85]).
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value with high probability. In this work we prove the following stronger theorem
for any algorithm.

Theorem 4.1.3. In the LOCAL model, assuming that the nodes don’t know the exact
value of n, but only a polynomial upper bound on it, any algorithm that finds an in-
dependent set of size Q) (n/A) in unweighted graphs of n nodes and maximum degree
A € {O(n/logn),®(n/log" n)}, with success probability p > 1—1/(101log n), must
spend Q(log™ n) rounds. The lower bound holds even if the nodes know the exact value
of A.

In our lower bound, we exploit the fact that a general algorithm must suc-
ceed on any input graph (with the desired success probability). In particular, it
must succeed on graphs of maximum degree ®(n/ log™ n), and it must succeed
on graphs of maximum degree ®(n/logn) (since a general algorithm must suc-
ceeds on any graph, it must also succeed on graphs with maximum degree in
{®©(n/logn),®(n/log" n)}). One may wonder whether the lower bound still ap-
plies when the input graph is guaranteed to have a smaller maximum degree (as
a function of n). We rule out this possibility, with the following theorem. The
proof of Theorem 4.1.4 relies on a novel idea for analyzing the classical ranking
algorithm using martingales and the local-ratio technique, on which we elaborate
in the technical overview.

Theorem 4.1.4. For unweighted graphs of maximum degree A < n/logn, there is an
O(1/e€)-round algorithm in the CONGEST model that finds, with high probability, an
independent set of size at least m.

Road-map: In Section 4.2 we provide a technical overview. Section 4.3 contains
some basic definitions and useful inequalities. In Section 4.4, we prove our first
two results (Theorems 4.1.1 and 4.1.2). Our results for low-degree graphs are pre-
sented in Sections 4.5. Our lower bound result is presented in Section 4.6.

4.2 Technical Overview

Results for weighted graphs: Our first two results (Theorems 4.1.1 and 4.1.2)
share a similar proof structure. First, we show that there are fast algorithms for
O(A)-approximation. Then we use the local-ratio technique [55] to prove a general
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boosting theorem that takes a T-round algorithm for O(A)-approximation, and
use it as a black-box to output a (1 + €)A-approximation in O(T/€) rounds. An
overview of the local-ratio technique and the boosting theorem is provided in
Section 4.2.2. The key ingredient to show a fast O(A)-approximation algorithm is
a new weighted sparsification technique, where we show that it suffices to find an
independent set of a good approximation in a sparse subgraph. An overview of
the weighted sparsification technique is provided in Section 4.2.1.

Results for unweighted graphs: Our upper bound for unweighted graphs of
maximum degree A < n/logn (Theorem 4.1.4) has a similar two-step structure as
the first two results. We first show an O(A)-approximation algorithm, and then
we use the local-ratio technique to boost the approximation factor. For the O(A)-
approximation part, we show that running the classical one-round of Luby’s algo-
rithm for ¢ rounds already returns an O(A)-approximation for unweighted graphs
of maximum degree A < n/ logn, with probability ~ 1 — 1/n°. The main techni-
cal ingredient for showing this result is a new analysis of the classical ranking al-
gorithm using martingales. An overview of this result is provided in Section 4.2.3.
Finally, in Section 4.2.4, we provide an overview of the lower bound result (Theo-
rem 4.1.3).

4.2.1 Weighted Sparsification for O(A)-Approximation

Let us first consider the unweighted case for simplicity. Let G = (V,E) be an
unweighted graph. We can find an O(A)-approximation for MaxIS in G as fol-
lows. First, we sample a sparse subgraph H of G with the following proper-
ties. (1) The maximum degree Ay of H is small (O(logn)). (2) The ratio be-
tween the number of nodes (ny) and the maximum degree of H is at least as
in G, up to a constant multiplicative factor. That is, ng/Ay = Q(n/A). Since
any MIS in H has size at least ny/Ag = Q(n/A), it suffices to find an MIS
in H, which take MIS(ny, Ay) < MIS(n,logn) rounds (recall that MIS(n, A)
is the running time of finding an MIS in graphs of n nodes and maximum de-
gree A). By the breakthrough of Rozhon and Ghaffari [247], MIS(n,logn) =
O(loglogn) + poly(loglogn) = polyloglogn rounds. Furthermore, sampling
a subgraph with the aforementioned properties is almost trivial. Each node joins
H with probability min{logn/A,1}, independently. It is not very hard to show,
via standard Chernoff (Theorem 4.3.1) and Union Bound arguments, that H has
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the desired properties. While this approach is straightforward for the unweighted
case, it runs into challenges when trying to apply it for the weighted case, as we
explain next.

The challenge in weighted graphs: Perhaps the first thing that comes into mind
when trying to extend the sampling technique to weighted graphs is to try to
sample a sparse subgraph H with the following properties. (1) The maximum
degree Ay = O(logn). (2) The ratio between the total weight in H and the max
degree of H is the same as in G, up to a constant multiplicative factor. That is
w(Vy)/Ag = Q(w(V)/A), where w(Vy) is the total weight of nodes in H and
w(V) is the total weight of nodes in G. However, this approach runs into two
challenges. The first challenge is that in the weighted case, an MIS doesn’t nec-
essarily constitute a A-approximation for MaxIS. Therefore, even if we are able to
sample a subgraph H with the desired properties, running an MIS algorithm on
H might result in an independent set of a very small weight. To overcome this
challenge, we show a very simple MIS(n, A)-round algorithm that finds an O(A)-
approximation. This algorithm runs an MIS algorithm on the subgraph induced
by nodes that are relatively heavy, compared to their neighbors. Specifically, a
node is considered relatively heavy compared to its neighbors, if it is of weight at
least Q2(1/A)-fraction of the sum of weights of its neighbors. It is not very hard to
show that this algorithm returns an independent set of total weight Q(w(V)/A),
where w(V) is the total weight of nodes in the graph. The proof of this argument
is provided in Section 5.4.

Furthermore, another challenge is that the same sampling procedure doesn’t
work for the weighted case. In particular, if we sample each node with probabil-
ity p = min{(logn)/A,1}, then light-weight nodes will have the same probability
of joining H as heavy-weight nodes. Intuitively, we need to take the weights into
account. For this, we boost the sampling probability of a node v by an additive
factor of w(v)logn/w(V), where w(v) is the weight of v and w(V) is the total
weight of nodes in the graph. In order to show that the sampled subgraph has the
desired properties, it doesn’t suffice to use standard Chernoff and Union-Bound
arguments. Instead, we present a more involved analysis that uses Bernstein’s
inequality (Theorem 4.3.2). Observe that the nodes don’t know the value w (V).
Therefore, we define a notion of weighted degree of a node, which is the sum of
weights of its neighbors. We show that it suffices for a node v to use the maxi-
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mum weighted degree in its neighborhood, instead of w(V'). The full argument is
provided in Section 4.4.2.

4.2.2 Boosting the Approximation Factor using Local-Ratio

A useful technique for approximation algorithms is the local-ratio technique [55].
In recent years, the local-ratio technique has been found to be very useful for
the distributed setting [56, 58], and the A-approximation algorithm of [56] also
uses this technique. In this work we use local-ratio to boost the approximation
guarantee for MaxIS. We start with stating the local-ratio theorem for maximiza-
tion problems. Here, we state it specifically for MaxIS. Given a weighted graph
Guw = (V,E,w), where w is a node-weight function w : V' — R, we say that an
independent set I C V is r-approximate with respect to w if it is r-approximate for
the optimal solution in Gy.

Theorem 4.2.1. [Theorem 9 in [55]]

Let Gy, = (V,E,w) be a weighted graph. Let wy and wy be two node-weight functions
such that w = wy + wy. If an independent set I is r-approximate with respect to wy and
with respect to w then it is r-approximate with respect to w as well.

Theorem 4.2.1 already gives a simple linear-time sequential algorithm for A-
approximation for MaxIS, as follows. Pick an arbitrary node v of positive weight,
push it onto a stack, and reduce the weight of any node in the inclusive neigh-
borhood of v (v and its neighbors) by w(v). Continue recursively on the obtained
graph, until there are no nodes of positive weight. When there are no remaining
nodes of positive weight, pop out the stack, and construct an independent set I
greedily, as follows. For each node v that is popped out from the stack, add v to I,
unless it already contains a neighbor of v.

The reason that this simple algorithm gives a A-approximation is as follows.
Consider the first iteration, when the algorithm picks an arbitrary node v, pushes
it onto a stack, and reduces the weight of any node in the inclusive neighborhood
of v by w(v). This first iteration implicitly defines two weight functions: the re-
duced weight function wy, and the residual weight function w,, where w = w; + wy.
That is, the reduced weigh of a node u in the first step is wy(u) = w(v) if it be-
longs to the inclusive neighborhood of v, and w1 (1) = 0 otherwise. The residual
weight of a node u is the remaining weight w,(v) = w(v) — w1 (v). To prove that
the algorithm returns a A-approximation, we can assume by reverse induction
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that I is a A-approximation with respect to the residual weight function w,. Fur-
thermore, the independent set is constructed in a way such that it must contain at
least one node in the inclusive neighborhood of v, where the weight of this node
with respect to wy is w(v). Since the degree of v is at most A, and the value of
the optimal solution with respect to w; is at most Aw(v), it follows that I is also
A-approximation with respect to the reduced weight function w;. Hence, by the
local-ratio theorem, the independent set is also a A-approximation with respect to
w = wy + wy.

One can extend this idea, and rather than picking a single node in each step,
the algorithm can pick an arbitrary independent set I’, push all the nodes in I’
onto a stack, and perform local weight reductions in the inclusive neighborhood
of any node in I'. The algorithm continues recursively on the obtained graph
after the weight reductions, until there are no remaining nodes of positive weight.
Then, the algorithm constructs an independent set I by popping out the stack and
adding nodes in the stack to I greedily. Using a similar local-ratio argument, one
can show that this algorithm also returns a A-approximation for MaxIS. The idea
of picking an independent set rather than a single node in each step was used
by [56] to show a A-approximation algorithm in O(MIS(n, A) log W) rounds.

In this work, we prove a simple yet powerful property about the local-ratio
technique. Specifically, we show that the total weight of the independent set I
that is constructed in the pop-out stage (with respect to the original input weight
function w), is at least the total weight of the nodes in the stack (with respect to the
residual weight function at the time they were pushed onto the stack). That is, let
S be set of nodes that are pushed onto the stack. For v € S, let w; be the residual
weight of v at the time it was pushed onto the stack. We prove (Proposition 4.4.12
in Section 4.4.3) that w(I) > Y. ,csw;, (v). We refer to this property as the stack
property.

The stack property allows us to show a general boosting theorem, as follows.
We use the local-ratio algorithm described above, where in each step we pick an
independent set I’ that is (cA)-approximation for MaxIS, for some constant ¢ > 1.
Hence, intuitively, after ~ c/€ steps, the total weight in the stack should be at least

%SZ), where OPT(Gy) is the value of an optimal solution in the input graph

Gy. The full argument of the boosting theorem is provided in Section 4.4.3.
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Low-arboricity graphs: Moreover, the stack property allows us to show an im-
proved approximation algorithm for low-arboricity graphs, as follows. In each
step, we run a (1 + €)A-approximation algorithm on the subgraph induced by the
nodes of degree at most 4a, where « is the arboricity of the graph. We push the
nodes in the resulting independent set I’ onto the stack, and perform local weight
reduction in the neighborhoods of the nodes in I . Then, we delete all the nodes
of degree at most 4«, and continue recursively on the resulting graph. Finally,
we construct an independent I by popping out the stack greedily. By a standard
Markov argument, after log n push steps, the graph becomes empty. Furthermore,
since in each step the algorithm finds a (1 + €)4a approximation in the subgraph
induced by the nodes of degree at most 4«, and this independent set is pushed
onto the stack, we are able to use the stack property to show that the constructed
independent set I is roughly of the same approximation for G;. We refer the
reader to [197] for our results for low-arboricity graphs.

4.2.3 Analysis of the Ranking Algorithm using Martingales

In this section we provide an overview of our result for unweighted graphs of
maximum degree A < n/logn (Theorem 4.1.4). First, we find an O(A) approxi-
mation, and then we use the boosting theorem to get a (1 + €)A-approximation.
To find an O(A)-approximation, we use the classical ranking algorithm. Recall
that in the ranking algorithm, each node v picks a number r, uniformly at ran-
dom in [0,1]. If r, > r, for any neighbor u of v, then v joins the independent set.
Let I be the independent set that is returned by the ranking algorithm. The crux of
the analysis is in using concentration inequalities to get a high-probability lower
bound on the number of nodes in I. However, it is unclear how to make this ap-
proach work, as the random variables X, = 1,¢ are not independent. While these
random variables are not independent, one can obtain a weaker result in this di-
rection. Specifically, for graphs of maximum degree at most n'/3 /poly(log 1), one
can get a useful bound on the maximum dependency among these variables. In par-
ticular, one can show that each X, is dependent on at most (1n'/3/poly(logn))? =
n2/3 /poly(logn) other X,s, which makes it possible to show concentration using
the bounded dependence Chernoff bound given in [239]. However, it is unclear
how to use this approach for higher degree graphs.

The main idea of our approach is to view the ranking algorithm from a se-
quential perspective. Instead of picking ranks for the nodes and including a node
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in [ if its rank is higher than that of its neighbors, we draw nodes v from V uni-
formly at random one at a time and add v to I if it is not adjacent to any previously
drawn node. We show that the resulting independent set is identical in distribu-
tion to the independent set produced by the ranking algorithm (Proposition 4.5.1
in Section 4.5). Note that this is not the same as a sequential greedy algorithm for
maximal independent set, which would add v to I if it is not adjacent to any node
in I (a weaker condition). The sequential perspective of the ranking algorithm
allows us to think about the size of I incrementally. One could directly show con-
centration if the family of random variables {I; }; was a martingale. However, this
is not the case, as |I;11| > |I¢| so it is not possible for expected increments to be 0.
Instead, we create a martingale by shifting the increments so that they have mean
0. More formally, let I; be the independent set I after the first f nodes have been
drawn. Let v; be the tth node drawn. The random variable

Yt = |It‘ — |It_1| — Pr[?)t - I|It_1]

has mean 0 conditioned on I;_q. Therefore, the Y;s are increments for the martin-
gale X; = Y!_, Y;. Using Azuma’s Inequality, one can show that X; concentrates
around its mean, which is 0. To lower bound the size of the obtained indepen-
dent set I, one therefore just needs to get a lower bound on the sum of the in-
crement probabilities Pr[v; € I|I;_1]. This can be lower bounded by 1/2 when
t = o(n/A) because when a node is drawn, it eliminates at most A other nodes
from inclusion into I. But when t = ®(n/A), the sum of these probabilities is
already 1/2(®(n/A)) = ©(n/A), so the independent set is already large enough,
as desired. The reason that this technique works for A < n/ logn is that the suc-
cess probability is roughly exponential in n/A. Hence, by having A < n/logn,
we get a high probability success, as desired. The full argument is provided in
Section 4.5.

4.2.4 An Overview of the Lower Bound

In this section we give an overview of our lower bound (Theorem 4.1.3). For the
deterministic case, one can show a lower bound for finding an independent set of
size O(n/A) in a cycle, by a reduction from the classical lower bound of Linial for
tinding an MIS in a cycle [213]. However, for the randomized case, this approach
becomes more challenging. In fact, the cycle graph cannot be a hard instance for
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finding an independent set of size (}(n/A), as there is a constant-round algorithm
for low degree graphs (as we show in Theorem 4.1.4). In order to show hardness
for the randomized case, we use a cycle of cliques graph. We are able to reduce the
problem of finding an independent set of size ()(n/A) in a cycle of cliques, to the
problem of finding an MIS in a cycle. And we use Naor’s lower bound [225] for
finding an MIS in a cycle, which holds even against randomized algorithms. We
start by stating Naor’s lower bound.

Theorem 4.2.2. (Lower bound for the cycle [225]). Any randomized algorithm in the
LOCAL model for finding a maximal independent set that takes fewer than %(log* n)—4
rounds, succeeds with probability at most 1/2, even for a cycle of length n.

Perhaps a good way to understand our reduction from Naor’s lower bound is
to first consider deterministic algorithms. Let .4 be a deterministic algorithm for
approximate MaxIS. Suppose that it takes T(#) rounds in graphs of n nodes. We
can use A to find a maximal independent set in a cycle C of n nodes, as follows. We
start by running A on C to produce an independent set I. Since C is a cycle, there
is a natural clockwise ordering for the nodes of I. Between any two consecutive
nodes of I, there may be nodes along the cycle that are not adjacent to a node in I.
We informally call these nodes the “gaps” between consecutive nodes in I. We can
obtain a maximal independent set in C by “filling in” the gap between every two
consecutive nodes in I with a maximal independent set (sequentially). To bound
the runtime of this algorithm, we need to bound the maximum length of a gap.
Since A is deterministic, it is not very hard to show that the maximum length of a
gap is O(T(n)). This is because from a local perspective, the nodes cannot distin-
guish between C and a path of length w(T(n)), by a standard indistinguishability
argument. Hence, one can show that if there is a gap of length w(T(n)), then A
doesn’t return the required approximation on a path of length w(T(n)). As a re-
sult, filling in the gaps between nodes in I takes O(T(n)) rounds. Therefore, by
running A on C and then filling in the gaps sequentially, we getan MISin O(T'(n))
rounds. And by Linial’s lower bound [213], we have that T(n) = Q(log™ n).

However, the argument above fails if A is a randomized algorithm. The main
issue is that when running a randomized algorithm on a cycle, the maximum
length of a gap between two consecutive nodes in the independent set can be
larger than O(T(n)). This is because randomized algorithms that succeed with
high probability can fail with probability 1/poly(n), where n is the number of
nodes in the graph. Hence, A can fail on a path of length O(T'(n)) with probability
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1/poly(T(n)) which is non-negligible when T(n) < n. In particular, since there
are Q(|C|/T(n)) = Q(n/T(n)) subpaths of length O(T(n)) in C, it is likely that
A fails on at least one of these subpaths. If on the the other hand the number of
nodes in the O(T(n))-radius neighborhood of a node was larger, then one could
hope to get around this issue, as it would amplify the “local" success probability
in the neighborhood of a node.

Hence, instead of running .4 on C, we run it on a cycle of cliques C;, which
is obtained from C as follows. Each node v € C is replaced with a clique of size
~ 2/, denoted by D(v), where every two adjacent cliques are connected by a
bi-clique (see also Figure 4.1, for an illustration). By running .4 on C; instead of C,
it boosts the success probability of 4 in a small-radius neighborhood of any given
node. As a result, a small-radius neighborhood of any node in C; must contain a
node in the independent set. Using the independent set I; that was found in Cy,
we can map it to an independent set I in C, as follows. Every v € Cjoins I if and
only if I; contains a node in D(v). Due to the approximation guarantee of A in Cy,
we can prove that the maximum distance between two consecutive nodes in I is
small and therefore, the maximum length of a gap in I is small. Finally, we can run
a greedy sequential MIS algorithm to fill the gap between every two consecutive
nodes in I and find an MIS in C. Hence, if we can find an approximate-MaxIS in C;
in o(log* |C1|) rounds, then we can find an MIS in C in o(log* (2/°)) = o(log* |C|)
rounds, contradicting Naor’s lower bound (Theorem 4.2.2). An illustration of the
reduction with all the steps is provided in Figure 4.1 Section 4.6. A detailed reduc-
tion is provided in Section 4.6, together with the full proof of the lower bound.

4.3 Preliminaries

Some of our proofs use the following standard probabilistic tools. An excellent
source for the following concentration bounds is the book by Alon and Spencer [29].
These bounds can also be found in many lecture notes about basic tail and con-
centration bounds.

Theorem 4.3.1 (Chernoff Bound). Let X = Y ' | X;, where the X;s are independent
random variables with value 0 or 1. Let y = E[X]. Then

2
1. P[X > (146)u] < e_%forallé > 0.
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2. PIX < (1=8)u] <e /2 forall0 < 6 < 1.
3. P[|X — | = 6u) <2e7#/3 forall 0 < 6 < 1.

Theorem 4.3.2. (Bernstein’s Inequality). Let Xy, ..., Xy, be independent random vari-
ables such that Vi, X; < M. Let X denote their sum and let y = E[X] denote the sum’s
expected value. Then for any positive t, it holds that:

t2/2
Pri|X —u|l >t <2 -
iX=pl> < 2ep ( Mt/3+ L Var(X,-))
Theorem 4.3.3. (One-sided Azuma’s Inequality). Suppose {X; :i =0,1,2,...} isa
martingale and that | X; — X;_1| < ¢; almost surely. Then, for all positive integers N and
all positive reals t,

12
Pr[Xy —Xo < —t] <exp | ———
2y ¢

Assumptions: In all of our upper and lower bounds in this Chapter, we don’t
assume that the nodes have any global information. In particular, they don’t know
n or A. The only information that each node has before the algorithm starts is its
own identifier, and some polynomial upper bound on 7 (Since the nodes can send
clogn bits in each round to each of their neighbors, naturally, they know some
polynomial upper bound on n).

Some notations: The input graph is denoted by Gy, = (V,E,w), where V is
the set of nodes, E is the set of edges, and w is the weight function. The reason
that we choose to add the weight function in a subscript is that some parts of the
analysis deal with graphs that have the same sets of nodes and edges as the input
graph, but a different weight function. Hence, such a graph will be denoted by
Gy = (V,E,w'), to indicate that it is the same as the input graph, but with weight
function w’ rather than w.

We denote by N (v) the inclusive neighborhood of v, which consists of N (v) U
{v}, where N(v) is the set of neighbors of v. Furthermore, we denote by deg(v) =
|N(v)| the number of neighbors of a node v. Finally, we denote by w(V’) the total
weight of nodes in V' C V. Thatis, w(V') = ¥ ,cy w(v).
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4.4 Improved Algorithm for General Graphs
In this section we prove Theorems 4.1.1 and 4.1.2.

Theorem 4.1.1 Thereisan O(MIS(n, A)/¢€)-round algorithm in the CONGEST model
that finds a (1 + €)A-approximation for maximum-weight independent set. Whether the

algorithm is deterministic or randomized, depends on the MIS algorithm that is run as a
black-box.

Theorem 4.1.2 There is a randomized (poly(loglog n)/€)-round algorithm in the CON-
GEST model that finds, with high probability, a (1 + €)A-approximation for maximum-
weight independent set.

Theorems 4.1.1 and 4.1.2 share a similar proof structure. First, we present
algorithms for O(A)-approximation in Sections 5.4 and 4.4.2. Then, by using
a general boosting theorem (Theorem 4.4.10 in Section 4.4.3), we get (1 + €)A-
approximation algorithms.

441 An O(MIS(n,A))-Round Algorithm for
O(A)-Approximation

In this section we show a very simple O(MIS(n, A))-round algorithm that finds
an O(A)-approximation for MaxIS.

Theorem 4.4.1. Given a weighted graph Gy, = (V,E,w), there is an O(MIS(n,A))-
round algorithm that finds an independent set of weight at least %, in the CONGEST
model. Whether the algorithm is deterministic or randomized depends on the MIS algo-

rithm that is used as a black-box.

Algorithm For every v € V, let 6(v) be the maximum degree of a node in the
inclusive neighborhood of v. That is, 6(v) = max{deg(u) | u € N*(v)}. A node
v is called good if w(v) > m YueN+(v) w(u). The algorithm finds a maximal
independent set I in the subgraph induced by the set of good nodes. We prove
the following lemma.

Lemma 4.4.2. w(I) > w(V)/4(A+1)
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Proof. Let Vyo,4 be the set of good nodes, and let V=V)\ Veood- Observe that,

(v __ 1 ol _deg(0)+1 oy
5" S B g, " S ey T
1 1
T L0 Lo 1), &, P B kY
> ﬁ Y. w(v) > w(V)/4A+1)

vevgood

as desired. Since the value of an optimal solution in G, is at most w(V), the
algorithm returns an O(A)-approximation for MaxIS. O

Success with high probability: Given a graph of n nodes, an algorithm that
tinds a maximal independent set in the graph with high probability is an algo-
rithm that succeeds with probability at least 1 — 1/n° for some constant ¢ > 1.
In the algorithm above, the black box can be a randomized algorithm that is run
on a subgraph H = (Vy, Efy) of Gy. Since ny = |Vy| is potentially much smaller
than 7, one may wonder whether the algorithm above actually succeeds with high
probability with respect to n. The main idea is to use an algorithm that is intended
to work for graphs with n nodes, rather than ny nodes. We prove the following
lemma, whose proof is by a simple padding argument.

Lemma 4.4.3. Let A bean MIS(n, A)-round algorithm that finds a maximal independent
set with success probability p in a graph of n nodes and maximum degree A. Let H =
(Vy, Eg) be a graph of ny < n nodes with (clogn)-bit identifiers, for some constant c,
and let Apy be the maximum degree in H. There is an O(MIS(n, Ag))-round algorithm
A that finds a maximal independent set in H with success probability p.

Proof. The idea is to pad H with more vertices and then to run an algorithm for
maximal independent set on the new graph. In fact, the easiest way to see this is to
argue that 4 finds a maximal independent set with high probability on the graph
H' obtained by adding n — ny; isolated nodes to H with unique identifiers. Since
any maximal independent set in H' induces a maximal independent set in H, the
claim follows. However, some of the algorithms in the CONGEST model assume
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that the input graph is connected®. To get around the connectivity issue, we define
the graph H' obtained by adding a path of poly(n) nodes with unique ®(log n)-bit
identifiers to each node that is local minimum in H (with respect to the identifiers).
Each node that is added to a path connected to a local minimum u € Vy, is given
a unique identifier starting with the clogn bits of the identifier of u as the LSB’s
(least significant bits), followed by another clog n bits to ensure that the identifier
is unique with respect to the other nodes on the same path. Observe that H' is
a graph of poly(n) nodes, with unique identifiers of ®(logn) bits. Hence, H’ is
an appropriate input to the CONGEST model. Furthermore, given a maximal
independent set I’ of H’, one can easily find a maximal independent set in H, as
follows. Let I = I’ N V. Each node that is a local minimum in H joins I if none
of its neighbors in H is in I. It holds that I (after adding the additional nodes)
is a maximal independent set in H. Since the nodes in H can easily simulate a
maximal independent set algorithm in H’, without any additional communication
cost, it follows that the total running time is MIS(|Vy/|, Ayr) + 1, where Vi and
Ay are the set of nodes and maximum degree in H’, respectively. Since Ay <
Ay +1,and |Vy/| = poly(n), it holds that MIS(| V|, Apr) = MIS(poly(n), Ag).
Moreover, for any n we know that for the specific problem of finding a maximal
independent set it holds that MIS(poly(n),A) = O(MIS(n,A)). This is because
the round-complexity of finding a maximal independent set is at most logarithmic
in the number of nodes. Finally, since a maximal independent set algorithm in H !
succeeds with probability 1 — 1/poly(|V};|) > 1 —1/poly(n), the claim follows.

O

4.4.2 A poly(loglogn)-Round Algorithm for
O(A)-Approximation

In this section we show a poly(loglogn)-round algorithm that finds an O(A)-
approximation.

3This assumption is usually made for global problems such as computing the diameter or all-
pairs-shortest-paths. This is because global problems admit an ()(D) lower bound, where D is the
diameter of the network, which is oo for disconnected graphs. While assuming connectivity might
not seem reasonable for the MIS problem, for completeness, we want our reduction to hold even
for algorithms that make this assumption.
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Theorem 4.4.4. Given a weighted graph Gy, = (V,E,w), there is a constant ¢ > 1
and a poly(loglogn)-round algorithm in the CONGEST model that finds, with high

. . . Vv
probability, an independent set of weight at least %.

Our algorithm has the following two-step structure.

1. First, we sample a sparse subgraph Hy, = (Vp, Ef, w) of Gy, with the follow-
ing two properties:

a) The maximum degree Ay of Hy, is at most O(logn).

b) w(Vy)/Ayg = Q(w(V)/A). That is, the ratio between the total weigh
and maximum degree in Hy, is at least, up to a constant factor, as in G.

2. Then, we use Theorem 4.4.1 to find an independent set in H;, of size at least

422(;1?1) _ ZUC(X), in O(MIS(TI,AH)) = O(MIS(n,logn)) = po]y(log]ogn)

rounds.

The first step: sampling a subgraph with the desired properties. Recall that
w(N(v)) is the sum of weights of the neighbors of v, which we call the weighted
degree of v. For each node v € V, let Wyx(v) = max{w(N(u)) | u € N*(v)}. It
is useful to think about Wy (v) as the maximum weighted degree of a node in the
inclusive neighborhood of v. We sample a subgraph Hy, = (Vy, Efy, w), as follows.
Let A > 1be a constant to be chosen later. Recall that 6(v) is the maximum degree
of a node in the inclusive neighborhood of v. Each node v € V joins Vg with
probability

p(0) = min{Alogn - (—r + —20)

,1
d(v) wmax(v)) }
In Lemma 4.4.5, we show that the maximum degree of Hy, is Ay = O(logn).
In Lemma 4.4.9, we show that w(Vy) = Q(min{w(V),w(V)logn/A}).
Lemma 4.4.5. The maximum degree Ay in Hy, is O(logn), with high probability.

Proof. Let Vt = {v € V | p(v) = 1}. We show that each node u has at most
O(log n) neighbors in V* N Vi, and at most O(log 1) neighbors in (V' \ V) N V.
Let N (v) be the set of neighbors of v in H.
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1. Forevery v € V, [Ny(v) N V1| < 2Alogn: Assume towards a contradiction
that there are more than 2Alogn nodes in Ny(v) N V'. Since each node
v € V1 has p(v) > 1. it holds that

2 p(u) > 2 p(u) > 2\ logn
ueN(v)NV+ ueNy(v)NV+
On the other hand,
1 w(v)
Z Z p Z Alogn ' (5(0) + wmax(v)

ueN(v)ﬁVJr ueN (v) ueN(v)

Since deg(v) = |N(v)| and w(N(v)) = Y,en() w(u) are lower bounds on
0(v) and wyax (v), respectively, we have that

- 1 w(u) . 1 w(u
%%(U)“Og Gy D) \ug(v)“()g (Ges0) T w(N@))

=2Alogn

~—

+

which is a contradiction.

2. |Ng(v) N (V\ V)] < 2A1log n: Observe that the expected number of neigh-
bors of vin Ny (v) N (V\ V') is

Y. p(u) <2Alogn
ueN(v)

Since [Ny (v) N (V' \ V1)|is a sum of independent random variables, one can
apply Chernoff’s bound (Theorem 4.3.1) to achieve that this number concen-
trates around its expectation with high probability.

By applying a standard Union-Bound argument over all the nodes, we conclude
that the maximum degree in Hy, is Ay = O(log n) with high probability. O

The rest of this section is devoted to showing that
w(Vy) = Q(min{w(V),w(V)logn/A})

This is proved in Lemma 4.4.9. First, we start by proving a slightly weaker lemma,
that assumes that forallv € V, p(v) < 1.

Lemma 4.4.6. Assume p(v) < 1, forallv € V. It holds that w(Vy) = Q(w(V)logn/A),
with high probability.
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Main idea of the proof of Lemma 4.4.6: Letw; > wy > ... > wy be a sorting of
the weights of nodes in V' in a decreasing order (where ties are broken arbitrarily).
Let Vhigh = {u eV | ZU(L[) S {wl, ey ZUA}}, and let Vj,,, = V \ Vhigh = {u €
V| w(u) € {was1, .-, wn}}. Thatis, Vie, contains the A heaviest nodes, and Vi,
contains all the other nodes. The proof is split into the following two cases that
are proven separately in Claims 4.4.7 and 4.4.8.

1. w(Vyign) = w(V)/2: In this case, at least half of the total weight is distributed
among high-weight nodes. Intuitively, we need to make sure that we get
many of these high-weight nodes. Since the number of high-weight nodes
that are sampled is a sum of independent random variables, we are able to
use Chernoff’s bound to prove that many of them are sampled, with high
probability. The full proof for this case is presented in Claim 4.4.7.

2. w(Vipw) = w(V)/2: In this case, at least half of the total weight is dis-
tributed among low-weight nodes. Therefore, it is sufficient to show that
w(Vy) = Q(w(Vyy)logn/A). The key property here is that we can bound
the maximum weight of a node in Vj,,, by w(V)/A. We show how to use
this property together with Bernstein’s inequality to prove Lemma 4.4.6 for
this case. The full proof for this case is presented in Claim 4.4.8.

Claim 4.4.7. Assume that forallv € V, p(v) < 1. Let Vy = {u € V | w(u) €
{wy, oy wat} Hw(Vijgn) = w(V)/2, then w(Vy) = Q(w(V)logn/A), with high
probability.

Proof. Let S = {v € Vg, | w(v) = w(V)/4A}. We start by showing that at least
a constant fraction of the total weight in G, is distributed among nodes in S. Let
S = Viign \ S, we start by showing that w(S) < w(V)/4:

w(V) _ w(v)
veS ves 4A 4
where the last inequality holds because |S| < |Viign| = A. Therefore, w(S) =
W(Viigh \ S) = w(Viign) — w(V(S)) = w(V)/4. Next, we show that [S N Vy| =
Q(logn), by using Chernoff’s bound. Let x, be a {0,1} random variable indicat-
ing whether v € Vi, and let X =}, c5 x,. We show that the expectation of X is at
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least clogn /4.

B B B - 1 w(v)
EX) = T Elx] = L p(e) = T Alogn- (554 22 0
w(v)Alogn _ Alogn _ w(S)Alogn _ Alogn
2L uw) C ey B =" 2

VES vES

Furthermore, sine X is a sum of independent {0,1} random variables with
expectation ()(log 1), by applying Chernoff’s bound (Theorem 4.3.1), we conclude
that there are at least ()(log 1) nodes in S N Vy, with high probability. Since each
node in S has weight at least w(V') /4A, this implies that the total weight in Vj; is
w(Vy) 2 w(SNVy) = Q(w(V)logn/A), with high probability, as desired. O

Claim 4.4.8. Assume that forallv € V, p(v) < 1. Let Vi, = {v € V | w(v) €
{wat1, s Wi} b M w(Viy) = w(V)/2, then w(Vy N Vi) = Q(w(V)logn/A),
with high probability.

Proof. Let x, be a {0,1} random variable indicating whether v € Vy, let y, =
Xy w(v),and let Y = Y ey, yo. We prove the following 3 properties:

1. E(Y) > %: this is because
1 w(v)
E[Y]= Y p()-wl) = ) /\logn'(é(v) + =

(4S Vlow ve ‘/IOIU

w(v)

> Y w(v)Alogn  w(Viy)Alogn < w(V)Alogn
- A B A - 2A

vE€Viow
where the last equality holds since w(V},y,) = w(V)/2.

2. For any v € Vj,y, it holds that w(v) < w(V)/A: Recall that {wy,--- ,w,} is
an ordering of the weight of nodes by a decreasing order. Hence, for any j,
it holds that

]
uﬁ-jfg z:ZUjSZZU(Vq
i=1

where the first inequality holds because w; is the minimum among {wy, ..., w;}.
Hence, since each node v € Vjy, has weigh w; where j > A, we have that
w(v) < w(V)/A forany v € V.
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3. Itholds that Yy, E[y3] < w(V) - E[Y]/A: First, observe that

Y. Elyi] < max{w(v) [0 € Viw} - ) Elyo]

V€V €V 0
w(V) - E[Y]
A

where the last inequality holds by the second property.

= max{w(v) | v € Vjpe} - E[Y] <

By proving these three properties, we have satisfied all the prerequisites of
Bernstein’s inequality. A direct application of the inequality yields:

2
i~ 2 501 <20 gl

By the second and third properties, we have that
w(V)-ElY
Y Varly) = ¥ E() -Elpl< Y E(R) < “VEY

Ue‘/lDZU Ue‘/IOZU Ue‘/lﬂw

E[Y]?/8
= Pr[|Y — E[Y]| > E[Y]/2] < 2exp (— w(v)_]E[Yg ] oV E] >
6 T A

Furthermore, by the first property, we have that
E[Y] > w(V)Alogn/2A

Finally, choosing A = 112/6 implies that:

1 1
Pr|Y — E[Y]| > E[Y]/2] < loge <32
as desired. Furthermore, we can boost the success probability to 1 — 1/n* for
any constant k > 1, by setting A = 113—2k
O
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Having proved claims 4.4.7 and 4.4.8, this finishes the proof of Lemma 4.4.6.
Lemma 4.4.6 makes the assumption that p(v) < 1 for all v € V. We remove this
assumption in the proof of the following lemma.

Lemma 4.4.9. It holds that w(Vy) = Q(min{w(V), w(V)logn/A}), with high prob-
ability.

Proof. Let VT ={u € V| p(w) > 1}. The proof is split into two cases:

1. w(V™T) > w(V)/2: Since all the nodes in VT join Vi deterministically, this
implies that w(Vy) > w(V*) > w(V)/2.

2. w(V') < w(V)/2: This implies that w(V \ V) > w(V)/2. Since each
node w € V\ VT has p(w) < 1, we can apply Lemma 4.4.6 directly on
the nodes in V' \ V7 to conclude that w(Vy) = Q(w(V \ V*')logn/A) =
Q(w(V)logn/A), with high probability, as desired.

]

Now we are ready to finish the proof of Theorem 4.4.4.

Proof of Theorem 4.4.4. Since both Lemma 4.4.5 and 4.4.9 above hold with high
probability, we can apply another standard Union-Bound argument to conclude
that both of them hold with high probability (simultaneously). Hence, by run-
ning the algorithm from Section 5.4 on Hy, we get an independent set of weight
Q(w(Vy)/Ag) = Q(w(V)/A),in MIS(n, Ay) = MIS(n,logn) = poly(loglogn)
rounds, with high probability, as desired. O

4.4.3 Boosting for (1 + €)A-Approximation

In this section we prove the following theorem.

Theorem 4.4.10. Let A be a T-round algorithm that finds an independent set of weight
at least (CiA)—fmction of the total weight in the graph, in the CONGEST model. There is
a (25)-round algorithm A’ that finds a (1 + €)A-approximation for maximum-weight
independent set in the CONGEST model.
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Description of algorithm A":  Our algorithm consists of two stages. In the first
stage we iteratively call algorithm A, which returns an independent set, and per-
form weight reductions based on the independent set. Then, we push all nodes in
the independent set onto a stack. The next time we invoke A in the first stage, it is
invoked on the graph with the reduced weight. In the second stage we iteratively
pop the independent sets from the stack and greedily construct another indepen-
dent set which we return as the solution. A’ is formally given in Algorithm 1. We
continue with a formal description of our algorithm.

Let t = c/e. As stated before, there are two stages in A’, each consists of ¢
phases.

First Stage: Fori = 1tot phases, in each phase, we first run algorithm A to find
an independent set I; in Gy, where wy = w, and Gy, = Gy = (V,E, w) is the
original input graph. Then, we insert the nodes in I; to a stack S that is initially
defined to be empty, and continue to G = (V,E,w; 1), where w; 1 is defined
as follows. For eachv € V,

i (0) = 0 ifv el
o wi(0) — Luen(oyns, @i(1) otherwise

Wit1

Thatis, w; is a weight function which results from weight reductions to w;, as
follows. For each v € I;, we reduce its total current weight, w;(v), and therefore its
weight becomes zero. For each v ¢ [;, we reduce its current weight, w;(v), by the
total weight of its neighboring nodes in I;. This concludes the first stage. Before
we proceed to the second stage, let us define the following weight functions w,
for every i € [t], that are used in the analysis. For eachv € V,

w;(v) = w;(v) — wis1(0)
Hence, w}(v) is the reduced weight from v at the end of phase i. We define another
weight function w’, which is the total reduced weight function. For eachv € V,

Second Stage: We construct an independent set I as follows. Fori =0tot —1
phases, we pop out I;_; from the stack, and insert each v € I;_; to I unless I
already contains a neighbor of v.
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In Lemma 4.4.13, we prove that I is a (1 4 €)A-approximation for maximum-
weight independent set for Gy,. First, let us start with the following helper propo-
sitions. Recall that given a weight function @ we denote by Gy = (V, E, @) the
same graph as the input graph G, but with weight function @ rather than w. For
every set of nodes, V' C V, we define @(V') = Y_,cyr 0(v).

Proposition 4.4.11. [; is a A-approximation for maximum-weight independent set in
G-

Proof. First, observe that for every v € I, it holds that w}(v) = w;(v) — wit1(v) =
w;i(v), and for every v ¢ I, it holds that w!(v) = w)(N(v) N ;). Let I be an
optimal maximum-weight independent set in Gyy- We can assume that [ contains

only nodes in I; U N(I;), as all the other nodes in G, have zero weight*. We have
that,

wi(I[) = wi(F N L) +wi(I\ L) =wi(F NL)+ ), wi(N(v)NI)
veIl.*\I,-

=wi([F N L)+ Awi (L \ I) < Awl(1;)
as desired. n

In the following proposition we draw a connection between w(I), the final
value of our solution, and the total value stored in our stack. Formally, we show
the following.

Proposition 4.4.12. It holds that w(I) > Yi_; wi(L;) = Yi_q wi(L).

1

Proof. We assume without loss of generality that A never picks nodes of non-
positive weight to the independent set, as we can always remove them and in-
crease the size of the solution. Observe that for every v € I, it holds that v € I; for
some i € [t]. Let i, be the phase for which v € I; . It holds that,

ip—1
w(v) = wj,(v) + Y wi(N(v) N L) = w; (v) + Y. w;, (u)
=1 ue(N(@)NUZT' 1)

The first equality is because the weight of v at phase i, was positive, as otherwise it
wouldn’t be in I; , and, until phase iy, the total amount of weight that was reduced

4Recall that N(I;) denotes the set of neighbors of all nodes in I;.
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ip—1

from v is }.° w;(N(v) N I;). And the second equality is because for every u
which contributes to the sum sz 11 w;(N(v) NI;), its contribution is exactly w; (u).

Hence, we have that,

where the last inequality holds because for every u € (U!_;I;) \ I, there is at least
one neighbor v of u in I, with i, > i,,. Finally, since for every i € [t] and for every
v € I;, w}(v) = w;(v), the claim follows. O

Now we are ready to show that I is a (1 4 €)A-approximation for maximum-
weight independent set in the original input graph Gy,.

Lemma 4.4.13. [ is a (1 + €)A-approximation for maximum-weight independent set in
Guw.

Proof. Let OPT(Gy) be the value of an optimal solution in G,. The proof is by the

following case analysis.

L. wi(V) < 15zOPT(Gy):
Recall that for all v € V, w/(v) = YI_; w!(v). First, observe that,

ZDU Zsz ~wi1(0)

veVi= veVi=
=w(V)—w(V) 2 w(V) -

(Guw)

Therefore, the value of an optimal solution in G, cannot be very small com-
pared to the value of an optimal solution in G,. Namely, OPT(G,/) >
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(1 - 152)OPT(Gy) = OPT(Gw)/ (1 + €). Finally, by Propositions 4.4.11, ;
is a A-approximation to OPT(G,,), and by Proposition 4.4.12, we have that,

d t OPT(Gy) _ OPT(G,) . OPT(G
wl) > Vi) > ) —y b > O] O

as desired.

2. wi(V) > 150PT(Gy):

Observe that for any i < ¢, it holds that wl(V) > wy (V). Therefore, since A
returns an independent set of weight at least ( i )-fraction of the total weight

in the graph, for each phase i € [t], it holds that w;(L;) > (T +€) Tz OPT(Gy),
which implies:
d €
i(l;) 2 t———OPT = ——0OPT
Lwill) >t 55 OPT(G) = (g OPT(Gw)

By Proposition 4.4.12, we have that w(I) > Y, w;(I;) > mOPT(Gw).

1=

Which completes the proof.
O

Remark: One can show that the same algorithm also returns an independent

set of weight at least %. The proof of this argument similar to the proof

above. The only difference is that the case analysis in Lemma 4.4.13 is with respect

to 1—+€w( )- That is, the first case is in which w¢(V) < $zw(V), and the second

case is in which w¢(V) > $;w(V). Itis straightforward to show that in both cases
I is of weight at least % by using the stack property (Proposition 4.4.12).

Corollary 4.4.14. Let A be a T-round algorithm that finds an independent set of weight
at least ( CIA) -fraction of the total weight in the graph, in the CONGEST model. There is a

(2TC) round algorithm A’ that finds an independent set I of weight at least % in

the CONGEST model.
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Algorithm 1 (1 + €) A-approx

Data: a graph G = (V,E,w)
Result: an independent set I
[+ O
S0 // S is the Stack
w =w

fori =1tot = c/e phases do
Run A on Gy,
Let I; + A(Gwi)
Insert all the nodes in [; into S
Vo €V : wit1(v) < wi(v) — Lyen+ o)y, wi(u)

end
fori =0tot — 1 phases do
Pop I;_; from S

forve l;_;do
if N(v) NI = @ then

| addotol
end
end
end
return [

4.5 Even Faster Algorithm for Low-Degree Graphs

In this section we show that there is an O(1)-round algorithm that finds an inde-
pendent set of size ()(n/A) for graphs in which A < 1/ log n. Using the boosting
theorem that is presented in the previous section (in particular, Corollary 4.4.14),
this implies that there is an O(1/¢€)-round algorithm that finds an independent set
of size at least (He)”w in unweighted graphs of maximum degree A < n/logn,
proving Theorem 4.1.4.

The algorithm is based on a new analysis of one round of Luby’s algorithm.
This classical algorithm finds an independent set in a graph by independently

selecting a rank for each vertex and including a vertex in the output independent
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set if its rank is greater than the ranks of its neighbors (Algorithm 22).

Algorithm 2 Luby
Data: an unweighted graph G = (V,E)
Result: an independent set |
[+ @
for each vertex u € V do
‘ ry < uniformly random number in {1,2,...,100n*2}
end
for each vertex u € V do
\ Add u to I if r, > 1, for all neighbors v of u in G
end
return [

In discussion, notice that Luby can be implemented in O(c) rounds in the
CONGEST model. We analyze this algorithm by considering a sequential view.
The independent set I returned by the algorithm only depends on the order of
the r,s. We could run Luby instead by picking a uniformly random permutation
of the vertices and include a vertex v in I if no neighbor of v has a higher rank
in the permutation. Furthermore, we can sample the permutation by repeatedly
selecting uniformly random vertices without replacement. Equivalently, sample a
permutation by repeatedly selecting vertices with replacement, but reject samples
seen before (Algorithm 32).

To analyze Luby(G), it suffices to analyze SeqLuby(G):

Proposition 4.5.1. For any unweighted graph G and constant ¢ > 0, SeqLuby(G) pro-
duces a distribution over sets I with total variation distance at most 1/n° from the distri-
bution produced by Luby(G); in particular

Y Pr [I=I)— Pr [I=1I)<1/n

sefs Iy I~SeqLuby(G) I~Luby(G)

Proof. Let n = |V| and Dy be the uniform distribution over {1,2,...,100n*2}".
This is the distribution over rank tuples (,),cy used by algorithm Luby. Let D;
be the uniform distribution over tuples in {1,2,...,n}" with distinct coordinates.
Let Luby, denote the algorithm with the tuple (7,)y,cv sampled from D; instead
of Dol
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Algorithm 3 SeqLuby
Data: an unweighted graph G = (V,E)
Result: an independent set I
[+ O
U<«+Vv
while U # @ do
u < uniformly random element of the set V
U« u\{u}
if all neighbors v of u are in U then
| Addutol
end
end
return S

Algorithm 4 Luby,

Data: an unweighted graph G
Result: an independent set 1
IR
(r0)vey < sample from Dy
for each vertexv € V do
\ Add v to I if r, > r, for all neighbors u of vin G
end
return [

By a union bound over all pairs of vertices, r, # r, for all u,v € V(G) with

probability at least 1 — (g)m > 1—1/(2n°). Let E denote the event {r, #

roVu,v € V(G)} and let E denote the negation. Conditioned on r, # r, for all
u,v € V(G), the output of Luby is identically distributed to the output of Luby;.
Therefore,

Y. | Pr 1_10]— Pr [l = Iy
sets I [~Luby(G I~Luby, (G)
= | Pr [I=1I] - [I = Io|E]|
S eglo I~Luby(G) I~ Luby

= Y | Pr[l = Io|E] Pr[E] + Pr[I = IO&E] — Pr[I = I|E]|

sets Ip
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< Y (Pr[I = Io|E] Pr[E] 4 Pr[I = [h&E])

sets Iy

= 2 Pr[E]
<1/n¢
so the total variation distance between the output distributions of Luby and Luby,

is at most 1/n°. Next, we show that Luby, (G) produces the same distribution over
sets as the following algorithm, SeqLuby(G):

Algorithm 5 SeqLuby,(G)

Data: an unweighted graph G
Result: an independent set 1
[+ O
forr=nn—-—1,...,1do
u, < uniformly random element of the set V \ {uy, u,_1,..., 111}
if u, does not have a neighbor v for which v = u for some s > r then
| Addurtol
end
end
return |

Since the u,s are selected without replacement from V, the distribution over
tuples (uy,ty_1,...,u1) is a uniform distribution over permutations of V. Let
R C{1,2,...,n}" and U C V" denote the families of {1,2,...,n} and V-tuples
with distinct coordinates respectively. Fix an ordering vy, vy, ..., v, of vertices in
G and let T : R — U be the map

T(T’l, 2, ., n-1, rn) - (01’1/ Z)7‘2/ ey vrn,ll UTH)

T is a bijection. Furthermore, for any tuple r € R, Luby, (G) with v;-rank r; out-
puts the same set S as SeqLuby,(G) with vertex ordering u = 7(r). Therefore,
Luby, (G) outputs the same distribution over sets as SeqLuby(G).

Finally, SeqLuby,,(G) produces the same distribution over independent sets
as SeqLuby(G), because the permutation can be sampled with replacement and
rejection of previous samples (as in SeqLuby) rather than without replacement (as
in SeqLuby,). Therefore, SeqLuby(G) and Luby(G) produce distributions over
sets S with total variation distance at most 1/n¢, as desired. O
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To lower bound the size of the independent set produced by SeqLuby(G), we
use an exposure martingale. We start by stopping the SeqLuby algorithm early:
we only consider the first k = n/(2(A + 1)) iterations. Each iteration samples
1 vertex, which precludes at most A other vertices from joining the independent
set in the future. Therefore, after k iterations, a randomly sampled vertex has a
probability of at least w > 1/2 of still being able to join the independent
set. Thus, I has size at least (%)(2( An+1)) 5 A’fH) in expectation. To obtain a high-
probability lower bound on the size of I, we use the following proposition, which

we prove using Azuma’s Inequality:

Proposition 4.5.2. Consider a set X, a distribution D over X, a collection Xy, Xy, ..., Xi
of independent, identically distributed random variables sampled from D, and a collec-
tion of functions f1, fa, ..., f, where f; : X' — R. Suppose that there are numbers
My, My > 0 such that foralli € {1,2,...,k — 1} and all tuples x1,x>,...,x; € X, the
following conditions hold:

1. (Max change) |fii1(x1,x2,...,%x) — fi(x1,x2,...,x;)| < Mg and |f1(x)]| < My
forallx € X

2. (Expected increase) Ex..p[fit1(x1,%2,..., %, X)] = M1+ fi(x1,x2,...,x;) and
Ex-p[fi(X)] = M.

Then

2
P X1, Xs,..., X)) <kM; —t] <
r[fi(X1, Xo k) 1—t] exP(SM%k)

Proof. Set up a martingale {Y; : i = 0,1,...,k} based on the sequence of function
values. Let Yo = O and foralli € {1,2,...,k}, let

Y; = fi(X1,Xo, ..., X)) —E[fi(Xy, X2, ..., Xi)| X1, ..., Xi—1] + Vi1

For all integersi > 1, E[Y;| X1, ..., X;_1] = Y;_1, so the Y;s are a martingale. Let f
denote the constant function fy = 0. By the Max change condition,

Vi = Y| = fi(Xe, Xo, ..., Xio1, Xi) = B[fi( X1, Xo, ..., X1, Xi)[ X1, - -+, Xi4]|
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< max ’fi(Xl,XQ,...,Xlgl,El) —fi(Xl,Xz,...,Xl;l,b)‘

< (|fZ(X1,X2,... Xi1,a)— fii1(Xy,..., Xi—1)]
+|f (Xll"'lxi—l)_ﬂ(X1’X21"'IXi—1Ib)|)
< 2My

Therefore, by Theorem 4.3.3,

t2
Pr[Y; < —t] <exp < 8kM2>
0

By the Expected increase condition, for all integersi > 1,

Y: = fi(X1,Xp,..., X)) —E[fi(X1, X2, ..., Xi)[ X1, ..., Xia] + Yiq
= fi(X1, X2, -, Xi) — fira (X, .., Xi1)
(X, X)) — ELfi(X1, Xay o) X3) | Xy o) Xia] + Yi
< filXe, Xo,0, Xi) = fica(Xy, oo, Xio1) = My + Y

As a result,

Yie < fi(Xq, ..., X)) — kM,

which means that

t2
Prlfi(Xy, ..., %) < kM — ] < Pr[Y;, < —t] < _
r[fi(Xq k) 1 —t] < Pr[Y; ] eXP( 8kM§>

as desired.
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]

We now prove our main result by letting f; denote the size of the independent

set after i iterations of SeqLuby:

Theorem 4.5.3. For any ¢ > 1, there is an (c)-round CONGEST algorithm Luby(G)
that, given a parameter p € (0,1) and an n-vertex graph G with max degree A <
n/(256log(1/p)) — 1, returns an independent set I for which |I| > n/(8(A +1))

with probability at least 1 — p — 1/n°.
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Proof. Luby(G) is an O(c)-round algorithm in the CONGEST model. Further-
more, the set I returned is an independent set because each vertex v € I has a
strictly higher rank r, than its neighbors, which is not simultaneously possible
for two adjacent vertices. Therefore, to prove the theorem, we just need to lower
bound the size of the set I returned by Luby(G). By Proposition 4.5.1, it suffices
to show that the set I returned by SeqLuby(G) has size at least n/(8(A + 1)) with
probability at least 1 — p.

To lower bound the size of I, we apply Proposition 4.5.2 with the following
parameter settings:

e k=n/(2(A+1))

e X =V(G)

¢ D: the uniform distribution over X

e X;: uis sampled during the ith iteration of the while loop in SeqLuby(G).

* fi(x1,x2,...,%;): the function that maps a set of vertices xq,...,x; to |[j],
where [; is the set I between the i and (i 4 1)th iterations of the while loop
of SeqLuby(G) with u being x; in the jth while loop iteration.

i M():l
e Mj=1/2
o t=k/4

We now check the conditions of Proposition 4.5.2 with each of these parameters.
The Max change condition follows immediately from the fact that I;;; = I; or
Iiy1 = LU{X;11} for all i > 1 and the fact that |I;| < 1, so we focus on the
Expected increase condition. Consider a set of choices x1,x2,...,x; of the first i
while loop vertices u and let V; = {x1,x,,...,x;} foralli € {0,1,...,k}. Let X be
a random variable denoting the (i + 1)th vertex u selected by the while loop from
U. X is uniformly chosen from V. By the if statement of the SeqLuby algorithm, X
is added to I if and only if X is not equal to or adjacent to any vertex in V;. There
are at most (A + 1)|V;| such vertices, so
A+1)|Vil

Pr o % X) £ filx . x)) 21— O]
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Sincei <k <n/(2(A+1)) and |V;| = i, we get that

Piit1 = XI:rD[ﬂH(xsz,-..,xi,X) # fi(xy,...,x;)] > 1/2

foralli € {0,1,...,k —1}. Furthermore, we have that

Explfit1(x1,x2,...,%,X)] = Pijp1 + fi(x1,x2,...,%;)
> 1/2+fi(x1,x2,...,xi)

Plugging in our lower bound on the probability shows that the Expected increase
condition is satisfied. Therefore, Proposition 4.5.2 applies and shows that

2
Pr[|Ix| < k/4] < exp (—%) = exp(—k/128)

In particular, since |I| > |I|,

Pr[|I| <n/(8(A+1))] <exp(—n/(256(A+1))) <p

Therefore, the independent set I returned by SeqLuby has the desired size with
probability at least 1 — p, as desired. [

4.6 Lower Bound

In this section, we prove Theorem 4.1.3. We do this by a reduction from Naor’s
[225] lower bound (Theorem 4.2.2). We point out that Naor’s lower bound holds
even under the assumption that the nodes know the exact value of the number of
nodes in the cycle. Our reduction is given in Lemma 4.6.1.

A road-map for this section: This section is organized as follows. We start
with Lemma 4.6.1 below, following a description of the reduction. Then, in Sec-
tion 4.6.1, we point out two important properties of the reduction, which we view
as the main intuition behind the proof of Lemma 4.6.1. In Section 4.6.2, we give
the formal proof of Lemma 4.6.1. Section 4.6.3 contains the proof of Theorem 4.1.3.
Finally, in Section 4.6.4, we improve the probability guarantee in our lower bound,
ruling out even algorithms that succeed less often.
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Some notations: We say that an algorithm is size-oblivious if it doesn’t know
the exact value of the number of nodes, but only a polynomial upper bound on it.
Similarly, we say that an algorithm is size-conscious if it knows the exact value of
the number of nodes.

In Lemma 4.6.1, we show that if there is a size-oblivious algorithm for ap-
proximate MaxIS, then there is a size-conscious algorithm that finds a maximal
independent set in a cycle.

Lemma 4.6.1. Suppose that there exists a size-oblivious T (n)-round algorithm A(G) in
the LOCAL model that outputs an independent set containing at least n/(cA) nodes in
an n-node graph G, with probability at least 1 — p(n), where p is a decreasing function.
Then, there is a constant & > 0 such that for any two integers ny = nq there is a size-
conscious aT (nony )-round algorithm RANDMIS(C) in the LOCAL model that outputs
a maximal independent set of an no-node cycle graph C with probability at least 1 —

nop(ny).

We now proceed to describing the reduction of Lemma 4.6.1.

The reduction: Let C be a cycle graph of g nodes. The algorithm RANDMIS(C)
runs A on a graph C; which is a cycle of cliques, and will be formally defined
shortly. After A finds an independent set in Cy, it uses the resulting independent
set to find a maximal independent set in C. We now formally define the graph
C;. For an ng-node cycle C consisting of vertices u1, uy, . . ., iy, in that order, let C;
be a graph on ngn; vertices {{Uij};lil}?il- There is an edge between two vertices
vij, vy in Cp if and only if [i" —i| < 1ori’ = ng and i = 1. The ID of a node v;
in C; is the concatenation of the ID for u; in C and the number j. Notice that these
IDs have length at most log(ngny). Cy is a cycle of cliques, with a biclique between
two adjacent cliques. This graph is depicted in Figure 4.1.

RANDMIS(C) starts by computing an independent set I; in C; using A(Cy),
which can be implemented in the LOCAL model on C, with each node u; simulat-
ing all of the actions performed by .A(C7) on the vertices {vi]-};il. Then, the set I
is mapped to an independent set I in C, as follows. For each node u € C, it joins I
if and only if the corresponding clique in C; contains a node in I;.

Finally, the nodes in I are removed from the cycle together with their neigh-
bors, and RANDMIS(C) finds a maximal independent set in each of the resulting
connected components.
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Figure 4.1: An illustration for our reduction to prove the lower bound. To find
a maximal independent set in a cycle C, the nodes run an approximate-MaxIS
algorithm to find an independent set I; in C;, which is obtained from C as follows.
Each node v € C is replaced by a large clique of size 2/€/, denoted by K(v), where
every two adjacent cliques are connected by a bi-clique. Using the independent
set I; in Cy, the nodes map it to find an independent set I in C, as follows. Every
v € Cjoins I if and only if K(v) contains a node in I;. Due to the approximation
guarantee, the gap between any two nodes in I in C; is small, and therefore the
gap between any two nodes in I in C is also small. Finally, the nodes run a greedy
MIS algorithm to “fill in" the gaps, and find an MIS in C.
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Algorithm 6 RANDMIS(C)

Data: an np-node cycle graph C
Result: a maximal independent set S of C

S+ @
I; < A(C;) (implemented in LOCAL model on C as stated in Proposition 4.6.8
proof) // step (1)
I + {u; € V(C) for which there exists j with v;; € I } // step (2)
AddItoS
J<{ueV(C):u € Ioruisadjacent toanodein I}
G+ C \]
for each connected component D of C, in parallel do
| Add a fixed maximal independent set of D to S // step (3)
end
return S

4.6.1 Two Key Properties of The Reduction and An Intuitive
Explanation

In the proof of Lemma 4.6.1, we crucially exploit two properties of the algorithm
A. The first property is important for the correction of our reduction, and the
second is important for bounding the run-time of the reduction.

First Property: Global Success. A is globally consistent in the sense that A returns
an independent set in the cycle of cliques C; with high probability. This property
helps us to argue that the returned set for the cycle C is also an independent set.
See also Lemma 4.6.2. Observe that the max-degree of C; is 3n1, which as a func-
tion of the number of nodes in C; is ©(|V(Cy)|/log |V (Cy)|). This is the reason
that in the statement of Theorem 4.1.3 we require the algorithm to be able to suc-
ceed on such max-degree graphs.

Second Property: Local Success. The algorithm A is locally present in the sense
that an O(T(ngny))-neighborhood of any node intersects I; with high probabil-
ity. Since Algorithm A is size-oblivious, which means that it doesn’t have the
exact value of the number of nodes in C; but only a polynomial approximation
of it, it follows that A doesn’t distinguish between the cycle of cliques C; and
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an O(T(ngny))-length path of cliques of the same structure. That is, for a node
v € Cy, when v runs A for T(ngny) rounds on Cj, the algorithm behaves ex-
actly the same as if C; was a short path of cliques of length O(T(non1)) centered
at v, assuming that the ID’s of the nodes in the T(nyn;)-neighborhood of v in
the two graphs are the same. We are able to use this observation to show that
the O(T (ngny))-neighborhood of each node in C; must contain a node in I; with
probability at least 1 — p(#n7), as otherwise, the algorithm would fail on a short
path of cliques of length O(T(npn1)). This in turn implies that the O(T(non))-
neighborhood of any node in the cycle C must contain a node in I with probability
at least 1 — p(n1). By a union bound over nodes in C, the distance between any
two consecutive nodes in I along the cycle is at most O(T(ngn7)) with probabil-
ity at least 1 — ngp(n1). Therefore, all connected components of C \ I have size
at most O(T(ngny)), so sequentially finding a maximal independent set in each
component simultaneously takes O(T(npn1)) time to extend I to an MIS for C.
See also propositions 4.6.4, 4.6.5, 4.6.7, and 4.6.8.

Later, in the proof of Theorem 4.1.3, we set T(n) = log™ n. Hence, when we
say that the algorithm succeeds on a path of cliques H of length O(T(ngny)), this
graph has maximum-degree O(|V(H)|/ log™(|Vy)|). This is exactly why the state-
ment of Theorem 4.1.3 requires the algorithm to succeed also on graph with such
maximum-degree.

Interestingly, the second property does not hold for one round of Luby’s algo-
rithm and the first property does not hold for a o(log" n)-time greedy algorithm.
This perhaps provides another intuitive explanation to why these two properties
are manifested to a lower bound proof.

4.6.2 The Proof of Lemma 4.6.1

We start by showing the correctness of the algorithm.

Lemma 4.6.2. RANDMIS(C) outputs a maximal independent set of the no-node cycle
graph C with probability at least 1 — p(ny).

Proof. By definition of the algorithm A, I; is an independent set of C; with proba-
bility atleast 1 — p(ngn1) > 1 — p(ny). For the rest of the proof, assume that I is an
independent set C; (the complement happens with probability at most p(n7)). We
now show that I is an independent set. Suppose, instead, that there exist adjacent
uj, ujy1 € I. By definition of I, there exist vertices v;;, v(iy1)p € D1- By construction
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of Cy, v;; and V(iy1)j are adjacent vertices in Cj, a contradiction to the fact that I;
is an independent set in C;. Therefore, I must be an independent set in C.

No vertices in C, are adjacent to vertices in I within C by definition of C,.
Therefore, S is an independent set in C. Furthermore, each node in | is adjacent
to a node in I, while each node in V(C) \ ] is adjacent to a node in the maximal
independent set computed for C,. Therefore, S is also maximal at the end of the
algorithm. Therefore, S is a maximal independent set if I is an independent set,

which happens with probability at least 1 — p(#7), as desired. O

Remark 4.6.3. Lemma 4.6.2 holds even if we restrict our attention to algorithms
that succeed only on graphs of maximum-degree ©(n/ log n). This is because the
maximum degree in C; is 311, which as a function of the number of nodes in C is
[V(C1)|/1og|V(Cy)l.

The rest of the analysis focuses on the runtime. To bound the runtime, we need
to exploit the fact that A is a size-oblivious distributed algorithm to show that the
independent set returned has small gaps with high probability. This is shown by
using the fact that A, in the neighborhood of a node v, cannot distinguish between
Cy and an O(T(ngn1))-length path of cliques containing v. We formalize this in
Proposition 4.6.4. Let Riyrge = (100c + 1)T(ngn1) + 2 and Rgpan = 100cT (n9n1)
(recall that c is the constant from the approximation guarantee, where the algo-
rithm returns an IS of size n/(cA)). Let L, denote the set of vertices u € V(Cy) for
which the distance from u to v is at most Rjyee. Let S, denote the set of vertices
u € V(Cq) for which the distance from u to v is at most Rgpay. Let C, denote the
induced subgraph of C; with respect to the set of vertices L,. Recall that A is a
randomized algorithm that outputs a distribution over sets of vertices in the input
graph. We now show the following property of this distribution:

Proposition 4.6.4. For any node v € V(Cy), S, N A(Cy) has the same distribution as
S'U m A(C’U).

Proof. For any node u € V(Cy), let fu(C1) = 1,c 4(c,); that is, the indicator func-
tion of u’s presence in the independent set .A(C;). Let U, be the set of vertices
in C; with distance at most T (ngn1) from u. Since A is a size-oblivious T (ngny)-
round algorithm in the LOCAL model, f, is only a function of the randomness,
IDs, and edges incident with vertices in U,, for any u € V(Cy). By definition of f,,

SeNA(C) = {u € Sy : fu(Cy) =1}
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The set S, N A(Cy) is therefore only a function of the randomness, IDs, and edges
incident with vertices in U,cs U,. All of this information is contained in the
graph C,, since any node in the set U, cg, U, is within distance Rgmay + T(non1) =
Rijarge — 2 of v. Therefore, S, N .A(Cy) is only a function of randomness, IDs, and
edges in the graph C,, which means that S, N .A(C;) is identically distributed to
Sy, NA(C,), as desired. O

As a result, to show that S, contains a node of the independent set with high
enough probability, it suffices to think about C, instead of C;.

Proposition 4.6.5. For any node v € V(Cy), S, N A(Cy) # @ with probability at least
1—p(n).

Proof. By Proposition 4.6.4, S, N A(C,) is identically distributed to S, N .A(Cy),
so it suffices to lower bound the probability that S, N .A(Cy) is empty. Let I, :=
A(Cy). The maximum degree of vertices in C, is 3n;. Furthermore, |V(C,)| =
(2Rjarge + 1)1 > 200cT (ngn1)n1. By the output guarantee of A, I is an inde-
pendent set and |I,| > |V(Cy)|/(c(3n1)) = 60T (ngny) with probability at least
1 — p(n1). The vertices on V(Cy) \ Sy are a union of 2(Rjarge — Rgman) < 4T (11011)
cliques on nj vertices. Therefore, since I, is an independent set, |I, N (V(Cy) \
Su)| < 4T(ngny). Therefore, |I, N Sy| = 60T (ngny) — 4T (ngn1) > 0 with probabil-
ity at least 1 — p(n7), as desired. O

Remark 4.6.6. In the proof of Theorem 4.1.3, we set T(n) = Blog" n, for a small
enough constant B. Under this definition of T(n), Proposition 4.6.5 holds even if
we restrict our attention to algorithms that succeed only for graphs of maximum-
degree ®(n/log" n). This is because the maximum-degree in Cy, is 317, which is
as a function of the number of nodes in C, is @(|Cy|/ log™ |C(v)]).

Now, we union bound to prove the desired property for all intervals with
width 2Rgman:

Proposition 4.6.7. Let I be the output of A(Cy). With probability at least 1 — nop(n1),
SoNI#Qforallv e V(Cq).

Proof. By Proposition 4.6.5 and a union bound over all i € {1,2,...,np}, Sy, N
I # Oforalli € {1,2,...,n9} with probability at least 1 — ngp(n1). For any
j€4{L2,...,m}, So; = Sy,. Since every node in C; is equal to v;; for some i €
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{1,2,...,np}and j € {1,2,...,m1}, Sy NI # @ for all v € V(C;) with probability
atleast 1 — ngp(ny), as desired. O

We now prove a runtime bound:

Proposition 4.6.8. Given an ng-node cycle graph C, RANDMIS(C) runs in O(T (nony))
time with probability at least 1 — nop(ny).

Proof. We go through the RANDMIS algorithm line by line. The call to .A(C;) can
be implemented in the LOCAL model on C as follows. Any T-round LOCAL al-
gorithm can be viewed as independently flipping coins at each node and sending
the IDs and randomness of a node u to each node v in its T-neighborhood, fol-
lowed by no additional communication. This communication can be done in C by
having u; generate the randomness used by all v;;s in LA(Cy). Then, u; sends this
randomness and the IDs of all v;js to each node in the T (nn1)-neighborhood of
u; in C. Finally, the A algorithm’s execution on v;; can be run on u; instead. Thus,
the call to A(C;) takes at most T (ngn) rounds.

I, J, and C; can each be computed in at most two rounds. By Proposition
4.6.7, Cp has connected components with size at most O(T(ngn1)) with probability
at least 1 — ngp(n1). Thus, for each connected component D of C,, the vertices
u € D can be sent D in O(T(ngny)) rounds. With no futher communication, the
vertices u € D each use the same algorithm to compute a maximal independent
set of D. This completes all lines of the algorithm. Therefore, the algorithm takes
O(T(ngny)) time with probability at least 1 — ngp(n7), as desired. O

Proof of Lemma 4.6.1. Follows immediately from Lemma 4.6.2 (S is an MIS) and
4.6.8 (for runtime). ]

4.6.3 The Proof of Theorem 4.1.3

Theorem 4.1.3 In the LOCAL model, assuming that the nodes don’t know the exact
value of n, but only a polynomial upper bound on it, any algorithm that finds an in-
dependent set of size Q) (n/A) in unweighted graphs of n nodes and maximum degree
A € {O(n/logn),®(n/log" n)}, with success probability p > 1—1/(10log n), must
spend Q)(log™ n) rounds. The lower bound holds even if the nodes know the exact value
of A.
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Proof. Let « be the constant from Lemma 4.6.1. Suppose, for the sake of contra-
diction, that there exists a LOCAL algorithm A(G) that, when given an n-node
graph G with maximum-degree A € {®(n/logn),©(n/log*n)}, takes at most
T(n) = 1p5; (log* 1) time and outputs an Q}(n/A)-node independent set of G with
probability at least 1 — 1/(10logn). For some value of ng, define n; = 2". By
Lemma 4.6.1 there is a 145(log™(non1)) << (1/2(log* n9) — 4)-round LOCAL al-
gorithm RANDMIS(C) that, given an ng-node cycle graph C, outputs a maximal
independent set of C with probability at least 1 — 1(1/(10log(n1))) = 9/10. The
existence of such an algorithm contradicts Theorem 4.2.2, as desired.
Furthermore, by Remarks 4.6.3 and 4.6.6, it suffices to restrict our attention to
graphs of maximum-degree in {©(n/ logn), ®(n/ log* n)}.
Finally, observe that the max degree in the two hard instances is 3n1. Hence,
the lower bound holds even if the nodes know the value of the maximum-degree.
O

4.6.4 A Note on The Success Probability

In this section we improve the success probability in our lower bound, and show
that even algorithms that succeed less often don’t exist.

Theorem 4.6.9. For any constant b, any randomized o(log™ n)-time algorithm that com-
putes an independent set with size greater than QY(n/A) in an n-node graph succeeds
with probability at most 1 —1/(101og®) n), where log') (x) is the function defined re-
cursively as 1og'®) (x) = x and log™”) (x) = loglog®~V (x).

Proof. The proof is similar to the proof of Theorem 4.1.3. The only difference
(0) (i)

is that we define n; as follows. For some value of ng, let n;”’ = ng, n;’ =

2“5171) foralli > 0, and n; = ngb). By Lemma 4.6.1 and the fact that n; > ny,
there is an o(log" (non1)) = o(b + log* ng) = o(log” ngp)-round LOCAL algorithm
RANDMIS(C) that, given an np-node cycle graph C, outputs a maximal indepen-
dent set of C with probability at least 1 — 19(1/(101og') (11))) = 9/10. The exis-
tence of such an algorithm contradicts Theorem 4.2.2, as desired. O
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Chapter 5

Distributed Approximate Maximum
Matching in Regular Graphs

This chapter is adapter from a joint work with Manish Purohit, Aaron Schild,
and Joshua Wang [198], in which we present new upper and lower bounds for
approximate Maximum Matching in regular graphs in the distributed model.

5.1 Introduction

The problem of finding a large matching in a graph has garnered significant at-
tention across several central computational models, including the classical se-
quential model [165,183,218,266,275], dynamic networks [33,76,77,169,172,260],
streaming algorithms [36,37,93,149,221,234], online algorithms [92,171,192,194,
222], and distributed computing [16,17,56,71,120,144,147,161,164,174,187,214,
215].

In the classical LOCAL model of distributed computing, there is a network of
n nodes that can communicate via synchronized communication rounds. In each
round, a node can send an unbounded-size message to each of its neighbors. The
goal in the LOCAL model is to solve some task (e.g., find a large matching) while
minimizing the number of communication rounds. A simple algorithm by Israeli
and Itai [185] finds a maximal matching (MM) in O(logn) rounds in the LOCAL
model with high probability, which constitutes a 2-approximation to maximum
matching in unweighted graphs.! This matching can be amplified into a (1 + €)-

IThis algorithm uses bounded-size messages, so it works even in the more restricted CON-
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approximate matching by incurring a poly(1/€) factor in the running time, as
shown by Lotker, Patt-Shamir, and Pettie [214].

Later, in a breakthrough, Barenboim, Elkin, Pettie, and Schneider [64] pre-
sented a faster algorithm for Maximal Matching in sparse graphs, running in
O(log A + polyloglogn) rounds, where A is the maximum node degree. Fur-
thermore, Harris [174] showed that the same running time (up to a multiplicative
poly(1/¢€) factor) applies for finding a (1 + €)-approximate matching with high
probability. If one is content with a matching that is only large in expectation,
then we can combine recent algorithms for fractional matching, rounding, and
amplification to shave a loglog A factor from the running time [56,57,149,160].

While these algorithms imply a running time of o(log#) rounds for approxi-
mate matching in sparse graphs, achieving a truly sub-logarithmic running time
(logl_‘s n for some constant 6 > 0) in general graphs remains one of the most fas-
cinating mysteries of distributed graph algorithms.? On the other hand, the only
known lower bound (as a function of n) is Q(/logn/loglogn) rounds, which
was shown by Kuhn, Moscibroda, and Wattenhofer [204], and it applies all the
way up to a (poly log n)-approximation.

Regular Graphs: We say that a graph is regular if all the nodes have the same de-
gree. The family of regular graphs has received much attention as a natural bench-
mark for studying the complexity of various fundamental problems (e.g., [22-27,
40-42,98, 167,202, 262,277]). It is particularly interesting in the context of ap-
proximate matching, as regular graphs admit nearly perfect matchings (see for
instance [151]) and have been appealing to researchers in various theoretical com-
puter science models [15,20,117,118,124,165,166,191,223,275].

For many problems, the complexity in regular graphs is the same as in general
graphs, while for others it becomes significantly lower. Interestingly, as we discuss
next, in the LOCAL model, Maximal Matching seems to be of the former kind,
while O(1)-approximate matching is provably of the latter kind.

In more detail, the hard instances of [204] for approximate matching are very
far from being regular. In fact, these instances are also hard for finding an approx-
imate fractional matching, a problem that admits a trivial zero-round solution in
regular graphs by simply setting the fractional value for each edge tobe 1/A. This

GEST model, where message size is bounded by O(log n) bits.
2Even only for a (poly log 1)-approximation.
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fractional matching can be rounded to an O(1)-approximate integral matching by
using a simple sampling technique [160].

In contrast, for Maximal Matching, the approximately 40-year-old O(logn)
bound by Israeli and Itai [185] remains the best known even for regular graphs.
Moreover, the recent development of the Round Elimination technique for regu-
lar graphs [47,49-53,87-89] has established a lower bound for Maximal Match-
ing of Q)(min{A,loglogn/logloglogn}) rounds for randomized algorithms and
Q(min{A,logn/ loglogn}) rounds deterministically [49]. For low-degree regular
graphs (e.g., cycles), Maximal Matching still requires at least Q(log™ n) rounds [213,
225], even when using randomness.

This raises the question: where does (1 + €)-approximate matching fall on
the spectrum of round complexity in regular graphs? Is it closer to approximate
fractional matching, or does it require some dependence on 7 similar to Maximal
Matching?® At first glance, the requirement of finding a matching that is nearly
perfect may be at least as challenging as finding a matching that is only maximal
(which guarantees only a constant approximation).

In this work, our first result is an algorithm that finds a (1 + €)-approximate
matching in regular graphs* with no dependency on 7 or A. This algorithm im-
plies that (1 + €)-approximate matching is strictly easier than Maximal Matching
in regular graphs, for an arbitrarily small® constant € > 0 (and even for some o(1)
values of €).

Theorem 5.1.1. Let n be a positive integer, and let € € (n~1/20,1/2) be an accuracy pa-
rameter. There is an O(e~>log(1/€))-round algorithm in the LOCAL model that finds a
(1 + €)-approximate maximum matching in n-node regular graphs, with high probability.
The algorithm works in the CONGEST model for constant values of €.

3Note that the amplification technique of [149] cannot be used to amplify the constant-
approximation factor to (1 + €) in regular graphs while using poly(1/€) phases of amplification.
This is because the technique is designed for general graphs, and applying it to a regular graph
can result in a non-regular graph after the first step. Consequently, the amplification algorithm
might need to use an algorithm for constant-approximate matching in general graphs, which re-
quires some dependence on 7 or A.

4 All our upper bounds apply also to almost regular graphs, where the degrees of all the nodes
are within a (1 + o(1))-multiplicative factor from each other.

5The case where € < n71/20 can be handled in poly(1/€) rounds by transmitting the entire
graph to all nodes.
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While this result advances our understanding of (1 + €)-approximate match-
ing in regular graphs, a better dependence on ¢ in the runtime is desirable for
small values of €. For instance, for € ~ 1/logA, the algorithm of Harris [174]
for general graphs takes (3(log4 A + loglog n) rounds, while the algorithm from
Theorem 5.1.1 takes O(log” A) rounds.® In our next result, we present an expo-
nentially faster algorithm, provided that € > 1/A° for some constant ¢ > 0. In
other words, we present an exponentially faster (1 + €)-approximation algorithm
for graphs that are not extremely sparse, i.e., when A > poly(1/€). We note that
the constant ¢ in Theorem 5.1.2 has not been optimized and can be improved sub-
stantially with a more careful analysis.

Theorem 5.1.2 (Main Result). Let ¢ = 10° and let 0 < € < 1 bea parameter. For A-
regular graphs with A > (1/¢€)¢, there is an O(log(1/¢€))-round CONGEST algorithm
that finds a (1 + €)-approximate maximum matching with high probability.

The restriction in the theorem about the graph being dense enough may sound
bizarre: shouldn’t we expect the complexity to increase with the density? In-
deed, this is the case for nearly all problems in nearly all models of computation.
In particular, for our same (1 + €)-approximate matching problem in LOCAL in
general graphs (not regular ones) the ~ log A upper bounds by [174] are per-
fectly consistent with this expectation.” Thus, one may think that the restriction
for A > poly(1/¢€) in the theorem is a mere technicality that is an artifact of a
suboptimal analysis. To our surprise, this is not the case. The following (sim-
ple) lower bound shows that our main result of Theorem 1.2 must have benefited
from the density of the graph, thus establishing a counter-intuitive separation be-
tween sparse and dense regular graphs by which dense graphs are easier! Note that,
for the same problem, the opposite separation holds in general graphs (due to the
Q(minf{log A/ loglog A, \/logn/ loglogn}) lower bound by [204], and the upper
bounds by [174]).

Theorem 5.1.3 (Informal version of Theorem 5.7.1). For any degree A > 2 and error
e = O(A™Y), any LOCAL algorithm that computes a (1 + €)-approximate maximum
matching in bipartite A-regqular graphs with at least n > Q(A~'e™1) nodes requires
Q(A e 1) rounds.

0 (x) hides poly log x factors.
’Specifically, the upper bounds of [174] are O(logA/e3 + polylog(1/¢,loglogn)) and
O(log® A/e* +log* n/e).
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One intuition behind this separation is that in A-regular graphs, the num-
ber of nearly optimal solutions to maximum matching scales with A (see for in-
stance [35]). This abundance of nearly optimal solutions intuitively facilitates the
rapid identification of one using randomness.

At the heart of the proof of our main result (Theorem 5.1.2) is a new lemma
which we refer to as the Recursive Regularity Lemma (Lemma 5.2.2). This lemma
shows that running a single round of Luby’s algorithm [217] on the line graph of
a sufficiently dense A-regular graph and removing the matched nodes together
with their incident edges yields an almost ~ A /2-regular graph.

In Section 5.1.1, we explain how improving our O(log(1/€)) runtime in The-
orem 5.1.2 (even only for very dense graphs where A > 218" for some con-
stant & > 0) might break the ~40-year-old O(log n)-barrier for Maximal Matching
in regular graphs. Furthermore, Theorem 5.1.2 implies that regular graphs with
A > poly(1/€) are substantially easier than general graphs in the closely related
LCA model, which is also discussed in Section 5.1.1.

Outline of this chapter: In the subsequent section, we discuss some implications
of our results. Then, in Section 5.1.2 we provide some basic definitions and nota-
tion. In Section 5.2 we provide a brief technical overview of our results. Section 5.4
provides a poly(1/€)-round algorithm for approximate matching in general reg-
ular graphs. Section 5.5 and Section 5.6 contain the technical details of our main
result (Theorem 5.1.2). Finally, Section 5.7 has the details of our lower bound con-
struction. We defer some basic definitions and concentration inequalities to Sec-
tion 5.3, as well as a new concentration inequality for sums of random variables
using shifted martingale analysis.

5.1.1 Further Implications

We discuss two additional implications of our results. The first is for the related
LCA model, and the second is for (1 — 1/poly(A))-approximation in the LOCAL
model, an approximation guarantee that is interesting in the context of Maximal
Matching, as we discuss below.

The LCA model: A closely related model to distributed graph algorithms is the
Local Computation Algorithms (LCA) model, introduced by Alon et al. [28] and
Rubinfeld et al. [248]. In the LCA model, we access a graph via adjacency list
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queries, where each query can ask for the identifier of the i-th neighbor of a node
v. The goal of an LCA algorithm is to answer output queries consistently. For
instance, in a-approximate matching, an output query involves a node v, and the
LCA must determine whether v is in the matching and return the matched neigh-
bor if it is. All the algorithm’s answers for all nodes v should be consistent with
a single matching, which needs to be a-approximate to the maximum matching.
The complexity measure is defined by the maximum number of access queries
made by the LCA per output query.

By using a known transformation from the LOCAL model to the LCA model
due to Parnas and Ron [230], our main result (Theorem 5.1.2) implies an LCA al-
gorithm for (1 4 €)-approximate matching with AC1°8(1/€)) queries, in A-regular
graphs where A > poly(1/¢). This stands in sharp contrast with the recent
A1/€) Jower bound of Behnezhad, Roghani, and Rubinstein [69] for general
graphs with maximum degree A > log* n. Observe that our algorithm returns
a matching that matches all but an e-fraction of the nodes, which is consistent
with the lower bound of [69]. We note that in extremely dense graphs where
A > n!/108(1/€) the trivial algorithm of gathering the entire graph has the same
query complexity. The following Corollary implies this query complexity for a
much wider regime of A.

Corollary 5.1.4. Let ¢ = 10° and let 0 < € < 1 be a parameter. For A-regular graphs
with A > (1/€)°, there is an LCA algorithm with AC1°8(1/€)) gqueries that finds a (1 +
€)-approximate maximum matching with high probability.

Nearly perfect matching: It is well-known that any A-regular graph contains a
matching that matches all but at most a (1/(A + 1))-fraction of the nodes. The-
orems 5.1.1 and 5.1.2 imply that we can get a matching that matches all but a
1/poly(A)-fraction of the nodes in O(log A) rounds in any A-regular graph. This
is because if A is a sufficiently large constant, we can use Theorem 5.1.2 with
e = 1/poly(A). Otherwise, in sparse graphs where A is bounded by a constant,
we can use Theorem 5.1.1 with ¢ = 1/A, which is a constant. We note that in
general graphs, the best known algorithms for this approximation guarantee take
at least poly(A) rounds [149, 174].

An algorithm that finds such a large matching can be of particular interest to
Maximal Matching. Next, we explain how improving our O(log A) runtime for
finding a matching that matches all but a 1/poly(A)-fraction of the nodes, even
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only in very dense graphs where the maximum degree A > 218" * 1 for some
constant § > 0, could lead to truly sublogarithmic-time algorithm for Maximal
Matching in regular graphs. Intuitively, this is because such an algorithm matches
all but A'=7 neighbors of a node v on average (for some constant v > 0). If
this algorithm also has a recursive regularity property similar to the one used to
prove Theorem 5.1.2 (i.e., if removing the matched nodes and their incident edges
results in an approximately Al~7-regular graph), we can repeat this algorithm
for loglog A rounds and achieve a sublogarithmic-time algorithm for Maximal
Matching. Recently, regular graphs have attracted considerable attention in the
context of Maximal Matching and Maximal Independent Set, where lower bounds
for regular graphs have been shown using the Round Elimination technique [47,
49-53,87-89].

5.1.2 Model and Basic Definitions

Basic Graph Notations: For a graph G, we denote by V(G) the set of nodes in G
and by E(G) the set of edges. Given anode u € V(G), we denote by N (u) the set
of neighbors of u in G, and by N4 (u) the set of nodes at distance exactly d from
u. When G is clear from the context, we omit the letter G from the notation and
use V,E and N(u) for brevity. In A-regular graphs, all the nodes have the same
degree A. In this work, we are interested in unweighted and undirected graphs.

Maximum Matching: A matching M in a graph G is a set of edges in E(G),
where no two edges in M share a node. A maximum matching in G is a matching
of maximum possible size. A (1 + €)-approximate matching in G is a matching
M satisfying OPT < (1 + €)| M|, where OPT is the size of a maximum matching.

5.2 Technical Overview

5.21 Warmup: A poly(1/€)-Round Algorithm for General
Regular Graphs
To prove Theorem 5.1.1, we use a two stage algorithm. We begin with a A-regular

graph on 1 vertices with target error parameter € > n~1/20, The first stage (sam-
pling) involves uniformly and independently sampling edges from the graph with
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the goal of reducing the degree from A to poly(1/€), plus some post-processing.
After this stage, we have an (irregular) graph on at most n vertices with degree at
most d = poly(1/¢€) and have used up a constant fraction of our error parameter
€ (i.e. this restricted graph still has an almost-perfect matching). Our second stage
(matching) involves actually finding a matching in this restricted graph, and its
runtime only depends on the error parameter € and the max degree d.

For the sampling stage, uniformly sampling to degree approximately € =2 log n
would result in a graph that retains a near-perfect matching with high probability
(via a Chernoff bound plus a union bound). Unfortunately, we do not want the
degree to depend whatsoever on n for the sake of the matching stage, so we need
to find a way to reduce this degree even further. Instead, we sample down to
degree @(e~*). The resulting subgraph can be very irregular, but we manage to
tease out enough structure to make our argument go through. In particular, some
small fraction of vertices may have degree exceeding our target ®(e~*) by more
than a factor two. We use Chernoff with bounded dependence and the matching
polytope to argue that stripping out these problematic high-degree vertices still
leaves an almost-perfect matching.

For the matching stage, we find a matching in the constructed low-degree sub-
graph from the sampling stage. The state-of-the-art algorithms of Harris [174] fit
our task, but they have a small runtime dependence on n. Instead, we combine
some of the ideas from [174] with some ideas from [160], as follows. In poly(1/€)
phases, we increase the size of the matching in each phase by poly(e) - n edges.
The algorithm for each phase finds a large set of disjoint augmenting paths. This
is done by first constructing a hypergraph H with the same set of nodes as in the
low-degree subgraph, where each hyperedge corresponds to a 1/e-length aug-
menting paths. Then, we find an O(1/€)-approximate fractional matching in the
hypergraph by using the algorithms of [70,174,203], and we round this fractional
matching by sampling each hyperedge with probability proportional to its frac-
tional value. By using a similar McDiarmid-type argument as in [160], we can
show that this rounding produces an integral O(1/¢€)-approximate matching in
the hypergraph H with high probability. Furthermore, observe that the the max-
imum degree of a node in the hypergraph H is expP°Y(1/€). Therefore, the algo-
rithms of [70,174,203] for finding a fractional matching in this hypergraph take
O(poly(1/€)) rounds, as desired.
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5.2.2 Exponentially Faster Algorithm in Dense Graphs

In this section, we give a brief technical overview for our main result. On bipartite
graphs, our algorithm for proving Theorem 5.1.2 simply runs O(log(1/€)) rounds
of Luby’s algorithm [217] that finds a large matching in each round. On general
graphs, we first run a color coding step to find a large bipartite almost regular
subgraph. While the algorithm is very simple, the main challenge is its analysis.
In this work, we provide a new martingale-based analysis for Luby’s algorithm.

Since our analysis relies on martingale concentration inequalities, it is more
convenient to work with the sequential view of Luby’s algorithm that was dis-
cussed in Chapter 4 Section 4.5. Our key lemma (Lemma 5.2.2) shows that after
applying one round of Luby’s algorithm (and removing the matched nodes along
with incident edges), the remaining graph remains almost regular, i.e., almost all
nodes have very similar degrees. Even with the sequential view, classical mar-
tingale concentration inequalities are not sufficient to provide the high probabil-
ity bounds that we require. We use two techniques, a shifted martingale trick and
scaled martingale trick, in order to provide the requisite bounds. Roughly speaking,
we show that the number of matched neighbors of a node behaves similarly to a
martingale. Finally, we show that a constant fraction of the nodes are matched in
each iteration of Luby’s algorithm when the graph is almost regular. Combined
with our key lemma, this implies that after O(log(1/¢€)) rounds at most € fraction
of nodes remain unmatched. We now present a deeper overview of each of the
above components in the subsections below.

Sequential view of Luby’s algorithm

The sequential view of Luby’s algorithm was discussed in Chapter 4, Section 4.5,
in the context of independent sets. For completeness, in this chapter, we will
briefly revisit this view, this time for matching. In the traditional distributed im-
plementation of one round of Luby’s algorithm, each edge f picks a uniformly
random number 7, and some edge e is chosen into the matching if and only if
re < 1o for all neighboring edges ¢’

We consider the following sequential view - the edges of the graph arrive se-
quentially in a uniformly random order and an edge ¢ is chosen into the matching
if and only if it arrives before any of its neighboring edges.

Assuming that there are no collisions (i.e. each edge chooses a different ran-
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dom number from its neighbors), it can be readily seen that the two algorithms
above produce exactly the same distribution over matchings. For CONGEST algo-
rithms, we restrict the range of the random numbers to be integers in {1,2,..., M}
for some polynomially large M. In this case, we showed that the two algorithms
are identical up to a vanishingly small failure probability in Proposition 4.5.1.

Martingale Techniques

Our analysis of a single round of Luby’s algorithm relies on analyzing certain
associated martingales and using martingale concentration inequalities.

Shifted Martingale Consider a collection X1, X», ..., X of boolean random vari-
ables and let E[X; | X3,...,X;_1] = p;. We are interested in obtaining high prob-
ability bounds on the sum S; = Y!_; X;. For example, consider X; to be the indi-
cator random variable for the event that the ith edge is chosen into the matching.
Now clearly, the random variables {X;} are not independent, so we cannot use
standard Chernoff bounds. If we let S; = Z;:l Xj, then one could hope to use
martingale inequalities to get a concentration result for S;. The challenge here is
that the sequence Sy, ..., S; is not necessarily a martingale. Nevertheless, when
the p; are bounded, then we can still utilize martingale concentration inequali-
ties to show that S; does not deviate too much from its mean by considering the
following shifted random variables:

Y; =S;—EI[S; | Yo,...,Yi—1] +Yi1

Since the sequence Yj,...,Y; is a martingale and further has bounded variance,
we can use bounded variance martingale concentration bounds on Y; to give good
concentration on S; as well. This shifting idea was implicitly used in Chapter 4,
in the context of approximate-maximum independent set in low-degree graphs.
In this chapter, we generalize this shifting idea to broader scenarios in Theo-
rems 5.3.11 and 5.3.12.

Scaled Martingale In some parts of our analysis, the shifted martingale trick
doesn’t suffice for our purposes. Consider a sequence of random variables de-
noted by Si,...,S; such that E[S; | S1,...,5,-1] = (1 — p)S;_1 for some fixed
0 < p < 1. In this scenario, we expect the difference S; — S;_1 to decrease as i in-
creases. It is challenging for the shifted martingale trick to exploit such dynamics.
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The main reason is that in order for the shifted martingale to give a concentration
result, we need the expected value of S; — S;_; to be bounded by some fixed num-
ber, which wouldn’t exploit the property that the difference is decreasing over
time. To get a concentration result in such scenarios, we use another trick which
we refer to as the scaling trick. We can obtain a concentration bound for S; by
considering the following scaled random variables:

S.
F=——"__
Co1-p)t
Observe that F; is a martingale. This is because E[F; | Fy,--- ,Fi_1| = WIE[& |
S,
F, - ,F_q] = W]E[Si | S1,--+,Si4] = W = F;_4. Therefore, we can

get a concentration result for S; by getting a concentration result for F;. The main
intuition behind the scaling trick is that it exploits the decreasing difference be-
tween S; and S;_; over time. This is exactly the reason for dividing S; by (1 — p)i.
For instance, since F; = Sj, if we get that F; doesn’t deviate too far from Fj, it
would imply that S; = (1 — p)'F; =~ (1 —p)'F; = (1 — p)iS;, which is exactly
where we're expecting S; to be at step 1.

Local Recursive Regularity Lemma

We analyze a single round of Luby’s algorithm using the above martingale based
techniques. First, we show a lemma with the following local guarantee.

Lemma 5.2.1 (Local Recursive Regularity Lemma - Informal). Let G be a bipartite
A-regular graph and suppose we run one round of Luby’s algorithm on G and let u be an
arbitrary node in G. Then, with probability at least 1 — exp(—poly(A)), A/2 £ o(A)
neighbors of u get matched.

Recall that N (u) is the set of neighbors of node u and N?(u) is the set of nodes
at distance exactly 2 from u. Let A, be the set of edges between N(u) and N?(u).
To prove Theorem 5.2.1, we show that roughly A /2 edges from A, are chosen into
the matching with probability at least 1 — exp(—poly(A)). While the claim holds
trivially in expectation, it is challenging to obtain high probability bounds due to
the dependencies between u’s neighbors.

To simplify exposition, let E, denote the set of edges that are at most 3 hops
away fromu,i.e. E, = EN{({u} x N(u)) U (N(u) x N?(u)) U (N?(u) x N3(u))}.
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Clearly edges not in E,, do not affect any of the edges in A, and hence can be ig-
nored, so we restrict the analysis to assume that only edges from E, arrive in the
sequential view of Luby’s algorithm.

Let M, C A, be the set of matching edges chosen from A, and our goal is
to get high probability upper and lower bounds on |M,,|. Let X; € {0,1} be an
indicator random variable for the event that the ith arriving edge belongs to M,,.
Let q; = E[X; | X3,...,Xj_1] be the probability that the ith edge is from A, and
none of its neighboring edges have already arrived. One could try now to uti-
lize the shifted martingale trick described above to obtain concentration bounds
on |[M,| = ¥ ; X;. However, the main challenge here is that g; itself is a random
variable. Our goal is to analyze g; using martingales analysis. Roughly speaking,
we use the scaled martingale trick discussed above to get concentration results
for g; for all 7, which enables us to apply the shifted martingale trick (i.e., Theo-
rems 5.3.11 and 5.3.12) to get the desired bounds on | M,,]|.

Analyzing q; To analyze g;, we need to understand how many edges survive after
the first i — 1 edges have already arrived. Intuitively, an edge is still surviving
in iteration i if neither it nor any of its neighbors was not sampled in the first

i — 1 iterations. Let E; be the set of surviving edges in A, at the beginning of the
lEi|l |Ei]

o . |Eul=(i=1) — A(IN?(u)[+1)=(i-1)

surviving edge is always added to the matching.

ith iteration. Then we have, gq; = since a sampled

The final key property towards the proof: To get high probability bounds on
|Ei|, we first prove that E[|E;| | E;_1] =~ (1 —2/k)|E;_1]|. This is exactly the setting
where the scaled martingale trick can help us to get a concentration result for |E;|,
which paves the way for proving Lemma 5.2.1.

Recursive Regularity Lemma

We use Theorem 5.2.1 to show that applying a single round of Luby’s algorithm
on a regular graph and removing the matched nodes along with incident edges
results in a graph that is still almost regular.

Lemma 5.2.2 (Recursive Regularity Lemma - Informal). Let G be a bipartite A-
regular graph and let G' be the graph obtained by running one round of Luby’s algorithm
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on G and deleting matched nodes and their incident edges. Then all but o(1) fraction of
nodes in G’ have their degree in the range A/2 + o(A) with high probability.

When A is large enough (A > polylogn), Theorem 5.2.1 followed by a union
bound suffices to show that all nodes have their degree in the range A/2 & 0(A)
with high probability. On the other hand, when A is small, then by Theorem 5.2.1,
the expected number of nodes that do not have the requisite degree is only 7 -
exp(—poly(A)). Further, the degree of a node after a round of Luby’s algorithm
only depends on O(poly(A)) other nodes. So, we can use a Chernoff-Hoeffding
with bounded dependence inequality to argue that all but an 7 - exp(—poly(A))
nodes have the required degree.

Proof Sketch of Theorem 5.1.2

We first argue that running one round of Luby’s algorithm on an almost regular
graph matches a constant fraction of the nodes with high probability. We note that
while this claim is easy to see in expectation, obtaining a high probability bound
requires the use of our shifted martingale technique, particularly when the graph
becomes only almost regular (instead of fully regular, as in the first iteration).
Combined with Theorem 5.2.2 that states that the resulting graph remains almost
regular, we get that after O(log1/€) rounds, at most e-fraction of nodes remain
unmatched.

5.2.3 Overview of Lower Bounds

To prove lower bounds against LOCAL algorithms, we use some ideas from a
lower bound construction of Ben-Basat, Kawarabayashi, and Schwartzman [71]
that gave ()(1/¢€) lower bounds in the LOCAL model for (1 + €) maximum match-
ing as well as other approximate graph problems. The critical idea in that proof is
that when an r-round LOCAL algorithm is deciding what to do with anode v (e.g.
who to match it with), it can only use the local structure of the graph around v; in
particular, it can only see the r-hop neighborhood around v. This means that we
could cut out this r-hop neighborhood from the graph, put it back in differently,
and the algorithm would have to make the same decision on v (or for randomized
algorithms, the same distribution on decisions). The proof revolves around de-
signing these r-hop neighborhoods as (symmetrical) gadgets, then showing that a
constant number of gadgets will (with constant probability) induce an unmatched
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node between them. The BKS proof uses a simple path as their gadget which in-
volves O(r) nodes. Hence the algorithm can be shown to have an overall error rate
of one error per O(r) nodes, so the critical round threshold to allow for (1 + €)-
multiplicative approximations is ()(1/€) rounds.

Relative to their result, the main upgrade we want to make is that the coun-
terexample graph(s) should be A-regular. It is relatively straightforward to take
BKS path gadgets and stick them into a large cycle, recovering their Q2(1/¢€) round
lower bound for 2-regular bipartite graphs. The main technical hurdle we over-
come is generalizing to higher degree. We know from our upper bounds that there
must be some degradation as the degree A increases, so the main question is, how
much efficiency do we need to lose to burn our excess degree? We design gadgets
with O(Ar) nodes and asymptotically maintain the original error rate of one error
per constant number of gadgets (the cycle proof argues about the outcome of two
gadgets inducing a mistake, but for the general case we reason about the outcome
of five gadgets), yielding (3(1/(Ae€)) round lower bounds.

5.3 Preliminaries

5.3.1 Matchings

We use the following well-known characterization of the matching polytope.

Theorem 5.3.1 (Folklore, e.g. [242]). Let G be an undirected graph and let M denote
the matching polytope for G; that is the convex hull of all 0-1 vectors in R™ that are
indicator vectors of matchings in G. Then, M can also be written as the intersection of
the following families of halfspaces:

1. x, > 0foralle € E(G).
2. Y x.<1forallve V(G).

e~v

3. )Y x< |S|2_ 1for all sets S C V(G) with odd size.

¢cE(G[9])

For a matching M of graph G, an augmenting path P is a path in G that alter-
nates between edges in M and those not in M with the additional property that
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both its end points are unmatched in M. Let P be a collection of vertex disjoint
augmenting paths, then M’ = MU {P \ M} \ {M NP} is a new matching of size
|M| + |P| and we say that M’ is obtained by augmenting M with P.

Proposition 5.3.2 (Theorem 2.1 of [240], statement from Proposition 7.1 of [174]).
Let M be an arbitrary matching of G, and OPT be the size of a maximum weight matching
in G. For any { > 1, there exists a collection P with |P| > % (OPT(1—1/¢) — |M]) of
vertex disjoint augmenting paths where each path consist of at most 20 + 1 edges.

5.3.2 Bounded Dependence Concentration Inequality

We utilize the following concentration bound for sums of random variables with
limited dependence.

Theorem 5.3.3 (Inequality (3) of [206], derived from Theorem 2.1 of [188]). Con-
sider n random variables A = {Xq,Xp, ..., Xn } with the property that 0 < X; < 1 for
all i almost surely. Then

n n 2/\2
P ;Xi—g]E[Xi] > )\] < exp (—m>

where x(A) is the chromatic number of the dependency graph of A.

5.3.3 Martingales

We start with the following useful folklore observations about the conditional ex-
pectation of a function of a random variable, and conditional variance.

Observation 5.3.4. Let Y and Z be two random variables such that each is a func-
tion of the other. For any random variable X, we have that:

E[X |Y] = E[X | Z]

Observation 5.3.5. Let X and Y be random variables. It holds that Var[X | Y] =
Var[X + f(Y) | Y] where f(Y) is a function of Y.

Next, we define martingales, supermartingales, and submartingales.
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Definition 5.3.6. [Martingale, Supermartingale, and Submartingale]
A sequence of random variables Xj, - - -, X; is called a martingale if for any i > 2

E[X;| Xy, ,Xio1] = Xi1

Furthermore, the sequence is called a supermartingale if E[X; | Xy,---, Xj_1] >
X;_1 for any i > 2, and a submartingale if E[X; | X3, -+, X;_1] < X;_1 for any
i>2.

We note that in the above definition of super/submartingales, we follow the
definition of Chung and Lu [114]. In some other textbooks, the terms are reversed
and the condition E[X; | Xy,---,X;_1] > X;_1 corresponds to a submartingale,
and the condition E[X; | Xy, -+, X;_1] < X;_1 corresponds to a supermartingale.
We now state some known martingale inequalities.

Theorem 5.3.7. (Theorem 6.1 in [114])
Let X1, - -+, Xt be a martingale sequence satisfying:

1. Var[X; | Xq, -+, Xi—1] < ¢;
2. 1Xi—Xiq| <M

Vi > 2, where ¢; and M are non-negative constants. Then for A > 0,

2
P[X: — E[X;] > A] <exp (—2 (T, 43) +MM3)>

Theorem 5.3.8. (Theorem 6.5 in [114])
Let X1, - -+, Xt be a martingale sequence satisfying:

1 Var[X; | Xq, -+, Xi—1] < ¢;
2. Xi—l - Xz’ < M

Vi > 2, where ¢; and M are non-negative constants. Then for A > 0,

2
P[X;: —E[Xi] < —A] <exp (‘2 (X, 4:) + M/\/3)>

Theorem 5.3.9. (Theorem 7.5 in [114]) Bounded Variance Supermartingale
Let X1, - -+, Xy be a supermartingale satisfying:
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1. Var[X; | Xy, -+, Xi—1] < ¢
22EX; | Xy, , Xia] - Xi <M

Vi > 2, where ¢; and M are non-negative constants. Then for any 0 < A < X3,

AZ
PiX, <Xy — Al <L —
X < X ]<e"p< 2(( 5_1¢i>+w/3>)

Theorem 5.3.10. (Theorem 7.3 in [114]) Bounded Variance Submartingale
Let X = Xy, -+, Xy, be a submartingale satisfying:

1. Var[X; | Xq, -, Xi1] < ¢;
2. Xi —]E[Xl | Xl/' o /Xi—l] < M

Vi > 2, where ¢; and M are non-negative constants. Then for A > 0,

/\2
P[X; 2 X1+ A] < exp (‘2 (C_, 00 + MA/3)>

5.3.4 The Shifted Martingale

In this Section we prove the following two theorem by using the shifted martin-
gale trick (that was briefly discussed in Section 5.2.2).

Theorem 5.3.11. [The Shifted Martingale Upper Bound]

Fort > 0, let Xy, -, X; be non-negative random variables, S; = 2;21 Xj, and p; =
E[X; | Xy, ,Xij_1]. Let Py, - -, Py and M be fixed non-negative numbers, and assume
that X; < M and p; < P, foralli € [t]. For P = Y_!_; P;and A > P, it holds that:

(A —P)?
P[S; > A] < exp <_S.M.p+2M(A— P)/S)

Proof. First, we define the random variable Y; as follows.

.o i=0
l Si—E[S; | Yo, ,Yia]+Yi1 i>0
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Roadmap of the proof: Our goal is to show that the sequence Yp,---,Y; is a
martingale, prove a concentration result for Y; by using Theorem 5.3.7, and then
deduce a concentration result for S;. To use Theorem 5.3.7, we need to bound the
variance Var[Y; | Yo,---,Yi_1] and the value of |Y; — Y;_1|. The proof is divided
into four steps. In the first step, we show that the sequence Y7, - ,Y; is a mar-
tingale. In the second step we show that Y; — Y;_; = X; — p;, which implies that
Y; — Yi_1] < 2M. In the third step, we use the property from the second step
to bound the variance Var[Y; | Yp,---,Y;_1]. Finally, in the fourth step, we plug
these bounds into Theorem 5.3.7 to get a concentration result for Y;, and deduce
the desired concentration result for S;.

First step: the sequence Y, - - - ,Y; is a martingale. We show that for any i > 1,
E[Y; | Yo,---,Yi—1] = Y;_1. Observe that:

E[Yi[Yo, -+, Yiea] = E[S; | Yo, -+, Yiea] = E[S; [ Yo, - -+, Yioa] + E[Yiq [ Yi4]
= Yiq
where the second equality follows since for any two random variables X, Y, we

have that E[E[X | Y] | Y] = E[X | Y].

Second step: Y; — Y;_1 = X; — p;. The claim trivially holds for i = 1. Fori > 1,
observe that:

Yi—Yi1 =85 —E[S;_1]| Yo, - ,Yi_1] (1)
=S —E[Si—Si_1+Si-1] | Yo, -+, Yiq] (2)
=S —E[Si—Si1| Yo, ,Yi-1] —E[Si1 | Yo, - -

[

Y] 3)

=S5, —E[S;—Si_1|S1,---,Si-1] = E[Si—1 | S1,- -+, Si1] 4)
=S5 —Si1—E[Xi | Xy, , Xia] (5)
= X; —E[X; | Xq,- -+, Xi1] (6)
= Xi—pi )

where (3) follows from linearity of expectation, (4) follows from Observation 5.3.4
(5) follows since E[S; 1 | S1,---,Si_1] = E[S;_1 | S;_1] = S;_1, and from an-
other application of Observation 5.3.4 since (X1, -+, X;_1) and (Sy,---,S;_1) are
functions of each other, so conditioning on either of them is equivalent.

Third step: Var[Y; | Yo, -, Y;_1] < 4MP;. Observe that

Var[Y; | Yo,---,Yi—1] = Var[Y; = Yi_1 | Yo, -, Yi4] (1)
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<E[(Yi—Yi1)? | Yo, o, Yid] )
<2M-E[[X; —pil | Yo, - -+, Yia] 3)
<2M - (E[X; | Yo, -+, Yia] + E[pi [ Yo, -+, Yia]) @)
=2M- (E[X; | X1, , X; 1] + E[p;i | Xq,--+, Xi-1])  (5)
<2M(p;i + Elp; | Xq,- -+, Xi—1]) (6)
< 4AMP; ()

where (1) follows from Observation 5.3.5, (2) follows from the definition of vari-
ance, (3) follows since we showed that Y; — Y;_1 = X; — p; in the second step,
which also implies that |Y; — Y;_1| < |Xi| + |pi| < 2M, (4) follows from the tri-
angle inequality, linearity of expectation, and since the X;’s are non-negative, (5)
follows from Observation 5.3.4, and (7) follows since p; < P; for all i.

Fourth step: concentration of Y; and S;. First, observe that Yy = [E[Y;| = 0. More-
over, having proved that the sequence Yj, - - - , Yy is a martingale, |Y; — Y;_1| < 2M,,
and Var[Y; | Yo, -, Yi—1] < 4MP;, we can plug these bounds into Theorem 5.3.7
to thatfor A’ > 0and P =y, P

/\/2
P[> A] < exp <_8 "M-P+2M- A’/3>

Furthermore, since Y; — Y; 1 = X; — p; for all i € [t], it implies that Y; = S; —
Zle pi- Hence, Y; > S; — P, which implies that for A > P:

A —P)?
P[S: 2 A]<P[Y;+P>A] =P[Y; > A —P] <exp (_8M.p_(|_2M())\—P)/3)

as desired. ]

Theorem 5.3.12. [The Shifted Martingale Lower Bound] ‘

Fort > 0, let Xy, -, X; be non-negative random variables, S; = Z;:l Xj, and p; =
E[X; | Xq,---,X;_1]. Let Pf,- . ,Pf, P{l, e ,Pth and M be fixed non-negative num-
bers, and assume that X; < M and Pf < pi < Pl.h foralli € [t]. Let P = ¥!_, Pf and
Pt =yt | Pt For P* > A, it holds that:
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(P' = A)? )

8-M-Pr4+2M- (P —))/3

P[S; < A] < exp <

Proof. The proof is very similar to the proof of Theorem 5.3.11. We start with
defining the shifted random variable Y; similarly to how we defined it in the proof
of Theorem 5.3.11.

L i=0
l Si—E[S;|Yo,---,Yia]+Yi1 i>0

We showed in the proof of Theorem 5.3.11 that the sequence Y7, - - -, Y} is a mar-
tingale. Next, we would like to use Theorem 5.3.8 to get a concentration result for
Y;, which would imply a concentration result for S;. Recall that in the proof of
Theorem 5.3.11 we showed that Var[Y; | Yo---,Y;1] < 4MPih (which was shown
in the third step in the proof of Theorem 5.3.11), and that Y; = S; — Y!_; p; (which
was shown at the end of the proof of Theorem 5.3.11). Furthermore, recall that
E[Y;] = 0. Hence, we can plug these bounds into Theorem 5.3.8 to get that:

P[S; < A] < P[Y; + P <Al = P[Y; < —(PF = A)]

con (2P
SOPA TS TM P 2M - (PT—A)/3

as desired. n

54 Warmup: A poly(1/€)-Round Algorithm

In this we show a simple randomized algorithm that finds a (1 + €)-approximate
matching in a number of rounds which only depends on the accuracy € and not
the graph size or degree.

Theorem 5.1.1. Let n be a positive integer, and let € € (n=1/20,1/2) be an accuracy pa-
rameter. There is an O(e~>log(1/¢€))-round algorithm in the LOCAL model that finds a
(1+ €)-approximate maximum matching in n-node regqular graphs, with high probability.
The algorithm works in the CONGEST model for constant values of €.
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While the runtime in Theorem 5.1.1 is constant for constant €, the dependence
on € is rather high. We can obtain better dependencies on € by leveraging the
(1+ €)-approximate matching algorithms given by Harris [174] at the cost of small
dependencies on n. This may be preferable for certain pairs of € and n.

Our algorithm for proving this result runs in two stages. In the first stage, we
reduce the degree A to poly(1/€) by sampling edges independently with proba-
bility @(1/(Ae*)) and then only consider the subgraph induced by nodes whose
degree is approximately @(1/e*). In Theorem 5.4.1, we show that the resulting
subgraph retains a large matching with high probability.

In the second stage, we need to find an almost perfect matching in the sampled
graph. For the second stage of Theorem 5.1.1, we design a novel algorithm with-
out any dependencies on n which finds an almost perfect matching in the sampled
graph. Our algorithm runs in rounds; each round extends an existing matching
by finding augmenting paths of limited length.

We now handle each stage in separate subsections: Section 5.4.1 for the sam-
pling stage and Section 5.4.2 for the matching stage.

5.4.1 Sampling Stage

In this subsection, we give our sampling stage algorithm and prove that the re-
sulting graph retains an almost perfect matching. Algorithm 7 gives a formal
description of the algorithm.

Algorithm 7 SamplingStage(G)

Input: A A-regular unweighted graph G = (V,E); an accuracy parameter € &
(n=1/20,1/2)
Output: An unweighted graph G’ = (V’/,E’) and a max degree d which is
min{%, A} with the guarantee the max degree of G’ is at most d
if A < %20 then
| Return G’ +— G and max degree d < A.

end

E; C E < each edge in E is included independently with probability p’ = %
G1 (V, El)

V, < all vertices in V with degree at most 2p’A in Gy

Gy Gl[VQ]

Return graph G’ < G, and max degree d < (2p'A).
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The main goal of this subsection is to prove the following result about Algo-
rithm 7.

Lemma 5.4.1. Let OPT(H) denote the size of the maximum matching in graph H. Then,
when we run Algorithm 7, we have that OPT(Gy) > (1 — 5¢)OPT(G) with probability
at least 1 — 5/nY.

We observe that if A < 62#, then Theorem 5.4.1 follows trivially (keeping the
entire graph means we preserved the original matching). Thus, in the rest of this
section, we assume that we used the sampling probability p’ = 3A0€O40 < 1. Our plan
is to show that the intermediate graph G; has an almost-perfect matching and that
there are not many high-degree vertices so removing them does not significantly
reduce the size of the matching.

More formally, we plan to invoke the following folklore result about almost-
regular graphs admitting an almost-perfect matching. The result requires the fol-
lowing notation. Let x € (0,1/2) and D > 1 be fixed. We say an edge ¢ is (x, D)-

balanced if and only if both its endpoints have degree in ((1 — x)D, (1 + «)D).

Lemma 5.4.2 (Folklore). Let G = (V,E) be an undirected, unweighted graph and
T, Ty, k € (0,1/2) and D > 1 be fixed such that -

(a) Atleast (1 — 1.)|E| edges are (x, D)-balanced.

(b) Atleast (1 — 1p)| V| vertices have degree in ((1 — x)D, (1 + x)D).
Then G has a matching of size at least (1 — 7, — T, — 2K — DLH)% consisting only of
(x, D)-balanced edges.

Proof. Let X be the set of vertices in G with degrees in ((1 —«)D, (1+ «)D). Re-
stricting the graph to these vertices yields H = G[X]. Then by definition, we have
\V(H)| 2 (1-1)|V(G)|and |[E(H)| > (1 — )|E(G)|. Let D = (1 +«)D. Our
goal is to find a large matching in H, which we plan to do by providing a fractional
point in the matching polytope and deducing that some integral point (matching)
is at least as good.

Our fractional point is x € RE(H) where x, = DLH, Ve € E(H). We first
claim that x belongs to the matching polytope of H by verifying that it satisfies the
conditions of Theorem 5.3.1. The first set of inequalities is true as x, = DLH > 0.
Since the degree of any vertex in H is at most D by definition, the second set of
inequalities is satisfied as well. For the third set of inequalities, let S C X be an

arbitrary odd sized set of vertices. Note that |E(H[S])| < w and further
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since each vertex in H has degree at most D, |[E(H[S])| < 1 ¥ycsD = @. Thus
we have,

1 |S|mm(\S| —1,D)
eeE(ZH{SDxE [E(HISDI 577 < 2(D +1)
_|S|min(|S|-1,D)+(D+1) 1
- 2(D +1) 2
o max(|S|,D +1)min(|S| —1,D) + max(|S[,D+1) 1
h 2(D+1)
~ max(|S[,D+1)min(|S|,D+1) 1
n 2(Dp+1) 2

_SIb+1) 1 _ [S[-1

- 2(b+1) 2 2

and thus the third set of inequalities is also satisfied. Thus, by Theorem 5.3.1, x is
in the convex hull of indicator vectors of matchings in H, which implies that there
exists an integral matching M in H with size at least ) ,cr(p) Xe. In particular,

|E(H)| _ (1—-1)|E(G)|
M e = >
M| > EEEZ =D D+1

But we have |E(G)| > 5 - (Loev () (1—%)D) > 5 (1 - %)|V(G)|(1 — x)D)

L (1-%)(1-%)A-rV(G)ID _ (1-7)1-5)(1-x)V(G)D

- 2(D+1) ” 21+ x)(D 1 1)
> (1-w)(1 - )1 —20(1-1/(0 + 1) 2
>(1-1-1-2—1/(D+1)) |V(2G)‘

as desired. O]

Now we just need to show that we can make the subgraph G; sampled in Algo-
rithm 7 fit the conditions of Theorem 5.4.2. We expect vertices to have degree p’A.
Since we are going to need « to be on the order of €, we are aiming to have a lot of
vertices with degree in the range ((1 — €)p’A, (1 + €)p’A). Unfortunately, as each
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edge is sampled independently with probability p’ = @(ﬁ), a standard Cher-
€

noff bound followed by a union bound attempting to guarantee that all vertices

have degree between ((1 —¢€)p’A, (1+ €)p’A) results in too much failure probabil-

ity. Instead, for the sake of analysis, we sample the edges in two separate phases

and utilize concentration bounds for random variables with limited dependence

to show that most of the vertices have approximately the correct degree. Formally,

we show the following lemma.

Lemma 5.4.3. With probability at least 1 — 4 /13, both of the following conclusions hold:
(a) At most (4e~ 1990/ (27€%))y vertices have degree outside of (1 — €)p'A, (1 +€)p'A)
in Gl.
(b) At most (12¢=1500/(27€)) ' edges in Gy are not (e, p'A)-balanced.

In order to prove Theorem 5.4.3, we break up the sampling stage into two
phases as follows. Let p = min{ 10022‘;% =,1}and g = p'/p. For the sake of analysis,
we assume that the set E; in Algorithm 7 is constructed as follows: let Ey C E be
such that each edge e is included in Ey independently with probability p, and
let E; C Eg be such that each edge is chosen independently with probability 4.
Let Gy = (V,Ep). The following two propositions are simple consequences of

Chernoff bounds.

Proposition 5.4.4. With probability at least 1 — 1/n%, every vertex in Go has degree
between (1 — e/3)pA and (1+€/3)pA.

Proof. Note thatif p = 1, then the claim follows trivially. So suppose p = 10022(2% =<

1. Consider a vertex v € V. For each neighbor u of v in G, let X,, denote the in-
dicator variable of the presence of the edge {u, v} in Go. Let Xo = ¥y e (0) Xuo
be the degree of v in Go. Note that E[Xy] = ¥,en (o) E[Xuo] = Lueng o) P = PA-
Thus, by Theorem 4.3.1 with 6 < €/3,

P[| X, — pA| > €/3pA] < 20~ PA/27 < o /,,1000/27

Thus, by a union bound over all v € V(G), the probability that there exists a
vertex with degree outside of the desired range is at most 211/11%0/27 < 1 /1%, as
desired. O

Proposition 5.4.5. With probability at least 1 — 1/n3°, Gy has between (1 — €)p'm and
(14 €)p'm edges.
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Proof. For an edge e € E(G), let X, = 1if e € E(G1) and X, = 0 otherwise.
Note that P[X, = 1] = pg = p’ for all e and that the X,s are independent. Let
X = Y ocp(G) Xe- Since G is A-regular, E[X] = p'm = p'(An/2). By Theorem 4.3.1,

P[|X — p'm| > ep'm] < 2p—(P'An/2)€?/3 _ 5,—500n/€* 1/130
as desired. 0
We are now ready to prove Lemma 5.4.3.

Proof of Theorem 5.4.3. For any v € V, let d, denote the degree of v in Gy. We
say Gy is good if and only if d, € ((1 —€/3)pA, (1 +€/3)pA) forallv € V. By
Theorem 5.4.4, P[Gy is good] > 1 — 1/n%0,

Let Y, be a random variable denoting the degree of v in G;. Since every edge
in Gg is included in G; independently with probability g, by Theorem 4.3.1, we
have

—e2qdy /27

P[|Y, — qdo| = (e/3)qdy | Go is good] < 2e

<2
< 0p—€*(1-¢/3)pgr/27
<2

e—1500/(27€2)

where we used d, > (1 — €/3)pA) since Gy is good in the second inequality. Un-
fortunately we note that this probability is not low enough to allow us to union
bound over all vertices in V. However, as Gy has bounded maximum degree
(when Gy is good), the random variables {Y;} exhibit limited number of depen-
dencies. We thus utilize concentration bounds for sums of dependent random
variables to show that most vertices have the appropriate degree.

Let Z, be an indicator variable denoting the event |Y;, — qdy| > (€/3)qd,. For
convenience, let 5y := 2¢71500/(27¢)  Then the previous inequality is equivalent
to P[Z, | Gpisgood] < Jyp. Consider the collection of random variables Z =
{Z,}. Given a graph Gy, variables Z, and Z, are dependent only when they are
adjacent in Go. Thus, if Gg is good, then the dependency graph of Z has maximum
degree at most (1 + €/3)pA; which implies that it has chromatic number at most
1+ (1+e€/3)pA < 4000logn/e?. Thus, applying Theorem 5.3.3 with A < nd,
we have

Y. Zo— ) E[Z

veV veV

P

x(2)

: , 2163
Go is good] > ndy | Ggis good | < exp | —
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2163 2nd3e>
SeP |~ zy ) SOP | T 1000l0gn

Which is at most 1/1!%. In particular, this implies that the probability that the
number of vertices whose degree in Gy is outside the range ((1+€/3)%pgA) C
((1+e€)p'A) exceeds 2ndy is at most ﬁ whenever Gy is good. Let B denote the
bad event that at least 216y nodes in G; have degree outside the range ((1 £ €)p’A).
Then we have P[B | Gy is good] < 1/n!%. Overall, without the conditioning, we
have IP[B] < P[B | Gy is good] + IP[Gp is not good] < 1/n1% +1/n%0 < 2/n%.
This completes the proof of the first statement in the lemma.

For the second part of the lemma, consider an arbitrary edge e = {u,v} €
E(Gp) and let W, be an indicator variable for the event that e € Gy and at least one
of its end points u or v have their degree outside the range ((1 —e€)p’A, (1+€)p'A).
Once again, let us condition on the event that Gy is good. We note that P[W, |
Gpis good] < Ple € E(Gy) and max{Z,,Z,} = 1 | Gpis good]|. Further, the
dependency graph of the collection of random variables W = {W,}.cg(c,) has

P

veV

Go is good

maximum degree at most (2(1 + €/3)pA)? since W, only depends on edges in
the 2-neighborhood of edge e. Thus the chromatic number, x(W) < 1+ (2(1 +
€/3)pA)? < 16(10°)(log® 1) /€*. Once again, applying Theorem 5.3.3 with A «
%0q|E(Go)|, we have

P| Y W.>0804E(Gy)|+ Y. E[W|Gisgood]
e€E(Go) e€E(Go)

<exp(—2|E(Gop) |c]2(5§e4/(16(10)6(log2 n))) < 1/n1%0

Go is good]

where we used |E(Go)| > n in the last inequality. Finally, we note that

E[W,|Gy is good]
<P[max(Zy,, Zy) = 1le € E(G1),Gp is good] - Ple € E(Gy)|Go is good|
<2P[Z, = 1le € E(G1), Gp is good] - P[e € E(G1)|Gy is good] < 2pq

Substituting into the inequality above, we get

P| Y W >364E(Go)l
eEE(G())

Gy is good] <1/ 1100
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But, when Gy is good, |E(Gy| < (1+€/3)pAn/2 < 2pAn/2, so
EGE(G())

P [ Z W, > 60ogpgAn/2 | Gy is good] < 1/n100

Overall, without the conditioning we have,

P| Y W >68pgAn/2
_eGE(G())

<P | Y W.>6dpqAn/2 | Gois good | +IP[Gy is not good]
_EGE(G())

< 1 1 2

S 100 + 30 S 30

The lemma now follows from a union bound over the two statements. O]
Theorem 5.4.1 now follows directly from Theorem 5.4.2 and Theorem 5.4.3.

Proof of Theorem 5.4.1. If A < 62#, then we have G, = G and the lemma fol-
lows trivially. Thus, we assume that A > 62#. By Theorem 5.4.5, |[E(G1)| >
(1 — €)p'm with probability at least 1 — 1/7%0. Thus, by the second statement of
Theorem 5.4.3, the number of edges in G; that are not (¢, p’A) balanced is at most
(12¢71500/27€%) /(1 — €) - |[E(Gy)| < 24e71990/27€|E(Gy)| < €|E(Gy)|. At the same
time, by the first statement of Theorem 5.4.3, at most (4e~ 1990/ (7)) < €|V (Gy )|
vertices of Gy have degree notin ((1 —¢€)p’A, (1+¢€)p'A).

Substituting 7, = 7. = k¥ = € in Theorem 5.4.2, we get that restricting to just
the nodes with degrees in ((1 — €)p’A, (1 + €)p’A) must have a matching of size
atleast (1 — 4e — 1) % > (1 — 5¢) where the last inequality used A > %. The
probability bound follows from a union bound over the two lemmas. G, includes
all these nodes because € < 1/2. O]

5.4.2 Matching Stage

In this subsection, we give our matching stage algorithm which accepts a (low-
degree) possibly-non-regular graph and returns an almost-perfect matching in a
number of rounds which depends only on the maximum degree 4 and the desired
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accuracy € > 0, not on the number of nodes n. Combined with our sampling stage
algorithm, which ensures that the maximum degree is a function of €, we will be
able to achieve an end-to-end number of rounds which depends only on € and not
the original degree A or the (original) number of nodes n. Our main result for this
subsection is the following.

Lemma 5.4.6. For € > n=1/29, there is an O(e~° log d)-round randomized LOCAL al-
gorithm where each vertex knows d and € that returns a matching of size at least (OPT —
en) on n-vertex graphs with maximum degree d with probability at least 1 — 1/n%C. Fur-
thermore, this algorithm is a CONGEST algorithm if € and d are constant.

To prove Theorem 5.4.6, we give an algorithm that improves a matching over
many iterations; in each iteration, the algorithm attempts to find a large set of dis-
joint augmenting paths for the current matching. The algorithm finds these paths
by constructing a hypergraph whose hyperedges each represent an augmenting
path for the current matching. The algorithm finds an approximately maximum
fractional matching in this hypergraph and then rounds that matching via inde-
pendent random sampling and removing collisions. When the current matching
is far from optimality, Theorem 5.3.2 certifies that this procedure actually finds a
large matching. The algorithm is formally given by Algorithm 8, and it relies the
following fractional matching algorithm for hypergraphs.

Theorem 5.4.7 (Theorem 4.8 of [70] with « = 2 and using the J(e)s computed
in the algorithm). In any f-bounded hypergraph G = (V,E) with € € (0,1) with
maximum degree A, there is an O(log A + flog(f/€))-round deterministic CONGEST
algorithm for computing an (f + €)-approximate fractional hypergraph matching in G.
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Algorithm 8 ConstantMatch(G)
Input: An unweighted graph G = (V,E); an accuracy parameter € €

(1’1_1/20, 1/2)
Output: A matching M in G
My +— @)
k«4/e+1
T < 10*/e* +1
T + 1/(4k?%)
foric {1,2,...,T} do
E; < the set of all M;_j-augmenting paths P with |P| < k
H; < (V,E;), where each P € E; yields a hyperedge between the vertices in P
x; < the fractional matching in H; given by Theorem 5.4.7 with e = 1/2
/* P; will contain disjoint M, j-augmenting paths we are choosing
*/
P +— @
for each vertex v € V independently do
Xy < {P VP € E; for whichv € P} U {x}
Y, < a randomly chosen member of X, with P € &, chosen with proba-
bility Tx;(P), and x chosen with probability 1 — 7Y 5,.cx, Xi(Q)
end
or each hyperedge P € E; do
Add P to P; if (a) there exists a v € P for which Y, = P and (b) for any
u e VtorwhichY, "NP#®,Y, =P

=

end

M; < augmentation of M;_1 by P;
end

return My

The remainder of this subsection is a proof of Theorem 5.4.6. We begin by
verifying the following property of P;:

Proposition 5.4.8. P; is a collection of vertex-disjoint M;_q-augmenting paths.

Proof. By definition of E;, P; is a collection of M;_1-augmenting paths, so it suffices
to check that they are vertex-disjoint. Suppose, for the sake of contradiction, that
there is a vertex v € V for which there exist Py, P; € P; with Py # P; for which
v € Pyand v € P;. By part (a) of the definition of P;, there exist vy € Py and
v1 € P; for which Y;,, = Py and Y, = P;. By part (b) of the membership of Py,



CHAPTER 5. DISTRIBUTED APPROXIMATE MAXIMUM MATCHING IN

REGULAR GRAPHS 152
since Py N Yy, # @, Yy, = Py, a contradiction to the fact that Py # P;. Thus, the
sets in P; are vertex-disjoint, as desired. O

Note, first, that |[M;| > |M;_1|, since all paths in P; are augmenting paths. Let
OPT denote the size of a maximum matching in G. If |[M7| > OPT — en, then
we are done, so assume for the sake of contradiction that |[Mt| < OPT — en. This
means that |M;| < OPT —en for all i € [T]. We use this to show the following:

Proposition 5.4.9. Foranyi € {1,2,...,T},if [M;_1| < OPT — en, then it holds that
Yrer,; Xi(P) 2 gy

Proof. By Proposition 5.3.2 applied to M < M;_1 and ¢ < (k — 1)/2, there exists
a collection P of M;_;-augmenting paths with length at most k in G for which

P| = 5(OPT(1-2/(k—1)) = [Mi_1])

| = N -

en

> ~(OPT(1 —¢/2) — (OPT — en)) = g(n ~OPT/2) >

2

When the sets in P are viewed as hyperedges in H;, P is a hypergraph match-
ing thanks to the vertex disjointness of the sets. Thus, H; has a hypergraph match-
ing with at least ' hyperedges. Since H; is a k-bounded hypergraph, Theorem
5.4.7 implies that the total size of the fractional matching x; is at least |P|/(k +

1/2) > ﬁ as desired. O

We then use this lower bound to show that the rounding part of Algorithm 8
finds a large collection of augmenting paths. To analyze the sampling steps, we
use McDiarmid’s Inequality:

Theorem 5.4.10 ( [220]). Let X1, Xy, ..., Xy be sets, c1,¢p,...,¢cn € R, and f : X X
Xy x ... x Xy — R be a function with the property that, for any i € [n], x1 € X1, x3 €
Xy, ..., Xy € Xy, and x| € A,

‘f(x]./ L /xi—ll xi/ xi+1/ L /xn) - f(x]./ L /xi—ll x;r xi+1l L /xn)’ < Ci

Then, for any 6 > 0,

52
P(If (X1, X2, .., Xn) — E[f (X1, Xar..., Xu)]| > 6] < 2exp (——Ef CZ>
i=1"%i
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Fixani € {1,2,...,T} for the rest of this section. Define the function f :
[Toey X» — R to be f(Y) := |P;|, where Y is the n-tuple of Yys for allv € V.
This choice of function is inspired by Lemma 5.1 of [160]. We now prepare to use
Theorem 5.4.10 by showing the following two results:

Proposition 5.4.11. Let Y and Y’ be two different tuples indexed by V for which there
exists exactly one v € V for which Yy, # Y}, Then |f(Y) — f(Y')| < 2k < 10/e.

Proof. Let P; and P! be the sets resulting from Y and Y’ respectively. It suffices
to show that ||P;| — |P/|| < k whenY, = xand Y, = P # *, as all remaining
cases can be covered by the triangle inequality. Let py, pa, ..., py with £ < k be the
members of P. By part (b) of the definition, for all j € {1,2,...,¢}, there exists at
most one P; € P; U {x} for which p; € P;. Every other set in P; does not intersect
P,so P; C P/U{Py,P,,...,P}. Furthermore, P/ C P; U {P}. Therefore,

|Pi| — € <|Pi| < [Pi +1
as desired (since ¢ < k). O

Proposition 5.4.12. If |[M; 1| < OPT — en, then

(1 —-2Kk>T)Ten _ e*n
a(k+1) ~ 5000

Ey[f(Y)] >

Proof. We start by lower bounding the probability that any P = {p1, p2,...,ps} €
E;is added to P;. First, note that

IPy[there exists j € {1,2,..., £} for which both Y,,, = P and Yp, = x forall i # ]

since the Yp,s are independent. For any u,w € V, let E;(u, w) denote the set of
all hyperedges Q € E; for which u,w € Q. Note that forany j € {1,2,...,/}
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Pylforallu € V\P,pi ¢ Yu]l = [] Pv.lp; ¢ Yl
ueV\P

= 11 (1T Y. xi(Q))
Q )

ueV\P €E;(u,p;

>1-7), ), x(Q

ueV QeE;(u,pj)
=1-7 ) Y. x(Q)
QeE;:pjeQu#p;€Q

>1—-kt ). x(Q)

QGEZ'ZPJ'GQ
>1—kt

By a union bound,

Py[forallu € V\P,PNY, =@ =1kt

The first event only depends on V' \ P, while the second only depends on P.
Let £x be the event in which there exists j € {1,2,...,¢} for which both Y, = P
and Yp],, =xand forallu € V\ P,PNY, = @. Thus, by independence,

Py[Ex] > (1 —K27)T(1 — 7)kx(P)

Such P are added to P;, as Yp, =P (satisfying condition (a)), Y;, = * for all
u € Pwithu # vj,and Y, NP = @ for all u € V \ P, so condition (b) is never
triggered. Thus,

Py[P € Pj] > (1 —K*1)T(1 — 7)*x;(P) > (1 — 2k*1)7x;(P)

and

Ey[f(Y)] = ) Py[P € Pj
PeE;
> (1-2k*71)T Y x(P)
pEEl’
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(1 —2k>T)Ten
~ o 4(k+1)

by Proposition 5.4.9, as desired. O

We are now ready to use McDiarmid’s Inequality to lower bound the improve-
ment in each iteration:

Proposition 5.4.13. |P;| > 10000 with probability at least 1 — 2 exp (—e®n/10%)
Proof. By Theorem 5.4.10, Proposition 5.4.11, and Proposition 5.4.12, with § <

4
10000~

e*n 262 6. 110
< < —— | < —
Py[f(Y) < 10000] \Zexp( (10/6)271) \2exp< €’n/10 >
as desired. ]

Proof of Lemma 5.4.6. Let T be the minimum value for which |M;| > OPT — en, or
T' = T+ 1if no such T’ exists. T’ is a random variable. We now upper bound the
probability that " = T + 1. Since |M;| = |P;| + |M;_4] for all i, |[Mr| < n, and
|Mo| = 0, there must exist an i for which |P;| < % < e*n/10%. Thus,

4
P[T'=T+1] =P {T’ =T+1and 3i € {1,2,..., T} for which [P;| < iOﬂ

LT e*n
<Y P|T'"=T+1and
; _ +1and |P;| < 104}
L e*n
gi_zlll’ |Ml 1] < OPT —enand |P;| < 104}
T
<LP|Pl< | 1M 1]<OPT—en]
1= L
< 2T exp(—€®n/1010)
< 1
\W

where the second to last inequality follows from Proposition 5.4.13. Thus, with
the desired probability, T" < T + 1, in which case the algorithm finds a matching
with the desired size.
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The maximum degree of H; is at most d*, so each iteration of the for loop takes
log(d¥) + klog(k/€e) = O((log(d/€))/€), as all other operations takes a constant
number of rounds in LOCAL, and a constant number of rounds in CONGEST
when d and € are constant. Thus, multiplying by T gives the desired runtime. [J

5.4.3 The End-to-End Algorithm

In this subsection, we are finally ready to show that Theorem 5.1.1 follows from
Theorem 5.4.1 and Theorem 5.4.6.

Proof of Theorem 5.1.1. We show that SamplingStage(G) (Algorithm 7) followed by
Algorithm 8 returns the desired output in the desired runtime (for € > n~1/29).
By definition, the maximum degree of G, is at most 2p’A = 6000/€*. We use this
fact to bound both the runtime and the approximation error:

Runtime: Theorem 5.4.6 is applied to the G, produced by Algorithm 7, so d =
6000/¢* in this case and O(e°logd) = O(e °log(1/€)) as desired. Since the
runtime of Algorithm 7 is a constant number of rounds, the overall runtime is
still just O(e > log(1/€)). Note that the algorithm for Theorem 5.4.6 can be used,
as each vertex in G knows both d (which only depends on the original regular
graph’s degree A and €) and €.

Approximation: Let OPT denote the size of the maximum matching in the input
graph G. By Theorem 5.4.1, we have that OPT(G;) > (1 — 5¢)OPT with probabil-
ity atleast 1 — % We note that since G is A-regular, we have OPT > (1 — i7)5 >

n

§.

Therefore, applying Lemma 5.4.6 results in a matching with size at least (1 —
5¢)OPT —en > (1 —5¢)OPT — 3eOPT = (1 — 8¢)OPT with probability at least
1-5/n3 —1/n% > 1—6/1n*. The theorem now follows by replacing € with /8,

which only changes run time by a constant factor. O

5.5 Exponentially Faster Algorithm in Dense Graphs

In this section, we show that there is an O(log(1/¢))-round algorithm to find a
(1+ €)-approximate maximum matching in A-regular graphs when A > (1)¢ fora
large constant c. We note that the proof makes no attempt to optimize the constant
c and we expect that it can be reduced significantly by a more careful analysis.
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Theorem 5.1.2 (Main Result). Let ¢ = 10° and let 0 < € < 1 be a parameter. For A-
regular graphs with A > (1/¢€)¢, there is an O(log(1/¢€))-round CONGEST algorithm
that finds a (1 + €)-approximate maximum matching with high probability.

A Roadmap for the Proof of Theorem 5.1.2 The algorithm for proving Theo-
rem 5.1.2 first runs a simple color coding step to find a bipartite almost regular
subgraph, and then runs Luby’s algorithm for O(log(1/€)) rounds. Since our
analysis for Luby’s algorithm uses several martingale inequalities, it is cleaner
to work with the sequential view of Luby that we present in Section 5.5.1. In
Section 5.5.2 we show that a single round of Luby’s algorithm in an almost reg-
ular graph matches a constant fraction of the nodes, with high probability.® In
Section 5.5.3, we state our key recursive regularity lemma that shows that run-
ning one round of Luby’s algorithm on an almost regular graph and deleting
the matched nodes yields an almost regular graph. The Local Recursive Regularity
lemma that bounds the probability that the degree of a particular node u almost
exactly halves after each round is the most technical part of the proof and we de-
vote Section 5.6 for its proof. Finally, in Section 5.5.4, we put these components
together to finish the proof.

5.5.1 Sequential View of Luby’s Algorithm

In the traditional distributed implementation of one round of Luby’s algorithm,
each edge e picks a uniformly random integer 7, in the set {1,2,..., M} for an
appropriately chosen polynomially large M. An edge e is chosen to be in the
matching if ., < r, for all neighboring edges ¢’. This distributed view was given
in Chapter 4 in the context of independent sets. We given it here again in the
context of matchings for convenience (Algorithm 9).

81In fact, we prove a more general claim where it suffices that a constant fraction of the edges
are balanced.
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Algorithm 9 Luby

Input: An unweighted graph G = (V,E), where |E| = m and a constant ¢’ > 0

Output: A matching M

I <~ @ foreachedgee € E do
‘ te < uniformly random number in {1,2,..., 1OOmcl+2}

end

for each edge e € E do

Add e to M if r, < ry for all neighboring edges ¢’ of ¢ in G (i.e., for edges ¢’
whereeNe’ #£ @)

end
return M

Algorithm 10 SeqLuby
Input: an unweighted graph G = (V,E)
Output: a matching M
M <+ @ U+ E while U # @ do
e < uniformly random element of theset U U < U \ {e} if {¢/ € E| e Ne #
@} C U then
| M~ MU{e}
end
end
return M

It is convenient for our analysis to work with a sequential view of Luby’s algo-
rithm. In the sequential view, the edges are sequentially sampled independently
without replacement. When an edge e is sampled, it is added to the matching
only if none of its neighboring edges had been sampled earlier. Crucially, unlike
the greedy matching algorithm, a sampled edge e is blocked by a neighboring edge
¢’ that was previously sampled even if ¢’ itself is not in the matching. This sequen-
tial view was presented in Chapter 4, Section 4.5, and we present it here again in
Algorithm 10 for convenience. In Chapter 4, Proposition 4.5.1, we showed that
the two algorithms are equivalent by showing that they produce the same distri-
bution over matchings with high probability”.

9The Proposition was stated in the context of independent sets, but trivially extends to match-
ings.
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Hence, in this chapter we focus on analyzing the sequential view of Luby
whenever we want to make claims about a single round of Luby’s algorithm. This
incurs an additional tiny 1/poly(n) failure probability, which we can tolerate.

5.5.2 Analyzing One Round of Luby’s Algorithm on Almost
Regular Graphs

In this section we show that a single round of Luby’s algorithm on almost regular
graphs matches a constant fraction of the nodes with high probability. In fact, we
prove this claim for a more general family of graphs in the following theorem.

Theorem 5.5.1. Let G be an undirected graph with n nodes and m edges, and let d =
2m /n be the average degree. Let E'V = {(u,v) € E(G) | deg(u) < 2d,deg(v) < 2d}
be the set of edges induced by nodes with degree at most 2d. If |E"®| > m /2, then one
round of Luby’s algorithm (Algorithm 9) finds a matching in G of size at least n /288 with
high probability.

Proof. For analysis, we’ll focus on the sequential view of Luby’s algorithm. By
Proposition 4.5.1, the result holds for the distributed version as well.

Consider the first t = n/24 iterations of the while loop in Algorithm 10. We
tirst claim that in each of these t = n/24 iterations, we add the sampled edge
to the matching with probability at least 1/6 (irrespective of previous random
outcomes). Formally, for each i € [t], let X; € {0,1} be a random variable in-
dicating whether we add an edge to the matching in the ith iteration, and let
pi = ]E[Xl | X1, .- Xt—l]- We now show that pi = 1/6,Vi € [t]

We say that an edge e is blocked if during any of the first ¢ iterations we sample
some neighboring edge ¢’. By definition, if we sample some edge ¢ in an itera-
tion i € [t] and it isn’t blocked, then e is always added to the matching. Next,
we show that the number of blocked edges in E/°“ is at most nd/6. Assume for
contradiction, that there is an iteration where edge ¢ = {u,v} is sampled that
blocks more than 4d edges in E/?. This implies that either u or v is incident on
more than 24 edges from E/°“. But that’s a contradiction since no edge from E/°%
can be incident on a node with degree > 2d. Thus, in each iteration, at most 44
edges from E/°“ can be blocked. Hence, in the first t = n/24 iterations, at most
(n/24) - (4d) = nd/6 edges are blocked in total.

Therefore, even at the end of the first ¢ iterations, at least |EY| — nd/6 >
nd/4 —nd/6 = nd/12 edges from E/°“ remain unblocked. In any fixed iteration
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i € [t], if we sample any of these edges, it will be added to the matching. Hence,
the probability that we add an edge to the matching in iteration i is at least:

nd/12 S nd/12

PiZ s u/a” ndja /0

Finally, to prove the theorem we use the shifted martingale trick (that was
discussed in the preliminaries, and is formally presented in Section 5.3.4) in a
black-box fashion, as follows. Let Sy = Y!_; X;, and let p; = E[X; | Xy, -+, X; 1]
Since p; > 1/6 for all i € [t], then by plugging in P/ = 1/6 for all i and P! =

{_| P, =t/6and P" = t in Theorem 5.3.12, we get that:

_ 2
P[S; < n/288] < exp (— (t/6 12{288) ) L e /%

5.5.3 Recursive Regularity

We first define some notation to facilitate the rest of the discussion. Intuitively, we
say a node («, A)-regular if all nodes in its two hop neighborhood have the same
degree.

Definition 5.5.2 ((«, A)-regular node). Let A be an integer and « € [0, 1] be a real
number. Given a graph G, we say that a node u is («, A)-regular in G if for any
v € {u} UN(u) UN?(u), we have A(1 — ) < deg(v) < A(1 +«).

We can now present our main technical lemma that states that if u is a (a,A)-
regular node, then its degree becomes almost exactly A /2 after running one round
of Luby’s algorithm, with failure probability exponentially small in A. The proof
of Lemma 5.5.3 is the most technical part of this chapter and is deferred to Sec-
tion 5.6.

Lemma 5.5.3 (Local Recursive Regularity Lemma). Let A > 20 be an integer, and
a € [0,1/10] be a real number. Let G be a bipartite graph and u be an («, A)-regular
node in it. Let deg’(u) be the number of unmatched neighbors of u after running SeqLuby
(Algorithm 10) on G. With probability at least 1 — exp(—A1/1%), it holds that:

= <1 — (10a +A—1/600)> <deg'(u) < % (1 + (10&+A—1/6OO)>
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As long as A is large enough (=~ logn), Theorem 5.5.3 followed by a union
bound suffices to show that an almost regular graph remains almost regular with
their degrees halved after one round of Luby’s algorithm. However, for smaller
A, we can no longer rely on a simple union bound. In the following lemma, we
use the Chernoff-Hoeffding concentration inequality with bounded dependence
to show that even for small A, almost all nodes halve their degree.

Lemma 5.5.4 (Recursive Regularity Lemma). Let n > K > A > 210 be integers, and
let € [0,1/10], 6 € [0,1/100] be real numbers. Let G be a bipartite graph with n nodes
and max degree K and let G’ be the graph obtained by running SeqLuby (Algorithm 10)
on G and removing all matched nodes together with their incident edges.

If at least (1 — &)-fraction of nodes in G are («, A)-regular, then at least (1 — ¢')-
fraction of nodes in G’ are («, A/2)-regular with probability at least

1—exp (—n/(KlO exp (A1/99))>
where 8’ = K2 - (8 + 2 exp (—A190) gnd o' = 10a + A—1/600,

Proof. We say that a node v is good if its degree in G’ is in the range 5 (1 4+ a’). Any
node that’s not good is called bad. Let R be the set of nodes that are («, A)-regular
in G. By Lemma 5.5.3, each (a, A)-regular node in G that remains unmatched is
good with probability at least 1 — exp (—A!/1°). Hence, the expected number of
nodes from R that are bad is at most |R| - exp (—A!/1®) < n. To obtain a high prob-
ability bound, we use Chernoff-Hoeffding inequality with bounded dependence
as follows.

For each node u € R, let B, € {0,1} be an indicator random variable that
indicates whether u is bad. We have ¥,cg E[X,] < |R|-exp (—AY1®) < n-
exp (—A/1%). Since the maximum degree in G is K, each X, depends on fewer
than K'° nodes. Hence we apply Theorem 5.3.3 (with A = |R| - exp (—A!/19)) to
get:

P|Y X,>2n exp(—Al/100)

ueR

<P|Y X,>2|R| exp(—Al/lé)]

| ueR

<P Y Xu> Y E[X,]+|R|exp(—A1®)

| ueR ucR

< exp (_2(|R| -exp(_A1/16))2>

]R]-Klo
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_ 2|R|

— P\ ko exp (2A1/16)
2|R|

<o (e (57m)

n
<o (g @)

where the last line used A > 21% and |R| > (1 — 6)n > n/2. We say that a node
v poisons a node u if v prevents u from being («/, A/2)-regular, i.e., v poisons u if
v is bad and is at distance at most 2 from u. We note that each bad node poisons
at most K% nodes. Let B be the set of bad nodes, i.e., we have |B| = ¥, .z X;, and
let B = V(G) \ R be the set of nodes that are not (a, A) regular in G. For nodes in
B, we have no guarantee on the probability of whether they become good, so we
always assume that they poison K? nodes. In total, the number of nodes that are
not (a/, A/2)-regular in G’ is at most (| B| + |B|)K? which is at most:

(|B| 4 21 - exp (—AY100)) . K2 < (61 4 21 - exp (—AY100)) . K2
= n-K%- (0 +2exp (—A/100Y)
with probability at least 1 — exp (—n/ (K exp (A1/%?))), as desired. O

Theorem 5.5.4 shows that after each round of Luby’s algorithm, the remaining
graph still satisfies the requirement that most vertices remain almost regular, al-
beit with worsening parameters. The following technical claim shows that these
parameters remain small enough after O(log(1/€) rounds.

Claim 5.5.5. Let A be an integer, c = 1/10°, and € be a real number satisfying
1 > ¢ > 1/A°. Furthermore let:

1. ag = A1/00 and o; = 10a;_1 + A~1/00 fori > 1,

2. 5 = exp(—AY?9), and 6; = A?(5;_1 + 2exp(—(A/2)1/19)) fori > 1.

It holds that a; < 1/10 and 6; < exp(—A!/3%) for 1 <i < 10log(1/€).
Proof. We start with bounding «;, observe that:

;= 10a;_1 + A~1/600 (1)
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10(10“1 A 1/600)+A71/6OO

< i 10j+1 . A_1/600
j=0
i 10i+1 . A71/600

NN

1001log(1/€) - 1010log(1/€) , A—1/600
100 —logA- A40/c A—1/600

//\
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NN IN

A
A41/98400—1/600
A

— A1/800 < 1/10

163
(2)
(3)

4)
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()
(8)
©)
(10)
(11)

where (4) follows since xg = A~1/600, (6) follows since i < 10log(1/€), and (7)
follows since € > 1/AY/¢. Next, we bound 6;. Let A; = A/2!. Since € > 1/(A1/C)

and i < 10log(1/e€),

we have that A; = A/ 2 > A/210logl/e > AOI  Therefore,

2exp(—A}/1oo) < 2exp(—A%/1000) L exp(—A1/200), Hence, we get that:

di

N //\

I
-

-
I
o

NN N

]

A2 (8;_1 + exp(—A1/20))
A

2(8%(0i—2 + exp(—A12%)) + exp(— A1)

NN

e

AZ(jJrl) . exp(_Al/ZOO)

exp(_Al/ZOO)AZ(i—H)
xp(
xp(
where (5) holds since 1/A? < 1/2,and (7) holds since i < 101log(1/¢)

—A1/200) . exp(log? A)

_ A1/300)

(1)
()

(3)
(4)

(5)
(6)
(7)

< log(A)/10.

]

We now extend Lemma 5.5.4 to a multi-round argument, showing that most of
nodes’ degrees after running Luby’s algorithm for i rounds become ~ A/2".
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Lemma 5.5.6 (Multi-Round Recursive Regularity). Let (A, €, («;), (6;)) be as de-
fined in Theorem 5.5.5. Let G be a bipartite n-node graph, where all but § = 6y =
exp (—AY290)fraction of the nodes are (xg, A)-reqular. For i < 10log(1/€), let G;
be the graph obtained after running Luby’s algorithm (Algorithm 9) for i rounds on G,
where in each round we remove the matched nodes together with their incident edges. If
\V(G;)| = en, then with high probability, at least (1 — 6;)-fraction of the nodes in G; are
(aj, A/21)-regular.

Proof. The idea is to use a recursive argument where we apply Lemma 5.5.3 with
a simple union bound in the dense case, and Lemma 5.5.4 in the sparse case. For
convenience of notation, let A; = A/2!. Since we apply Lemmas 5.5.3 and 5.5.4
recursively for i rounds, we need to ensure that ; < 1/10 and J; < 1/100, which
follows from Claim 5.5.5. The proof is split into two cases, a dense case where
A >10g*° 1, and a sparse case. We start with the dense case.

Dense case where A > log™ n: By Lemma 5.5.3 and a simple union bound ar-
gument, in the case where A > log50 n, all the nodes are (a;, A/ Zi)—regular after
running Luby’s algorithm (Algorithm 9) for i rounds with high probability. This
is because the failure probability of Lemma 5.5.3 is at most exp (—A}/ 16) at round
i,and A; > A% for any i (since € > 1/AY¢and i < 101log(1/€)).

Sparse case where A < log™ n: The idea is to apply Lemma 5.5.4 recursively for
i rounds and the proof follows by induction.

Induction base i=1: By Proposition 4.5.1 Algorithms 9 and 10 produce the same
distributions over matchings in the graph G, up to 1/poly(n) total variation dis-
tance. Hence, for i = 1 the claim follows directly from Lemma 5.5.4, since the
failure probability of Lemma 5.5.4 is only exp (—n/AYexp (AY%?)) < 1/n100,
for A < log50 n.

Induction step: Assume that the claim is true for i, i.e., assume that all but
|V(G;)| - 6; nodes in G; are (a;, A/2')-regular with high probability. We show that
the claim is true for i + 1. Again, by Proposition 4.5.1, Algorithms 9 and 10 pro-
duce the same distributions over matchings in the graph G;, up toa 1/|E(G;)|¢ <
1/(JV(G)])¢ < 1/(en)® < (1/n%?)¢ total variation distance, for an arbitrarily
large constant c. Since the max degree in G; is at most A, by Lemma 5.5.4 it holds
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that all but |V (G;;1)| - 8;41 nodes in G; 1 are (a;y1,A/2/!)-regular in G;;; with
probability at least

|V (Gj)] €n 1
1—exp <_A10 exp (A17%) > 1—exp |~ exp (AL/%9) Z 1= 150
1

where the first inequality holds since A; < A and |V(G;)| > en, and the second
inequality holds since € > 1/ AV/100 > 1/511/100 and A < log50 n. Hence, by a
union bound on all i’s, we get that as long as V(G;) has at least en nodes, it holds
that all but |V(G;)| - §; nodes are («;, A;)-regular in G; with probability at least
1—1/n1%. O

5.5.4 Putting it together

Theorem 5.5.6 shows that the graph remains almost regular after i ~ log(1/¢€)
repeated applications of Luby’s algorithm, and Theorem 5.5.1 showed that each
round of Luby’s on an almost regular graph matches a constant fraction of nodes.
We can now combine these two results to show that as long as the remaining graph
is large enough, each application of Luby’s algorithm matches a constant fraction
of nodes.

We first present a corollary of Theorem 5.5.1 to formalize that the almost regu-
lar graphs implied by Theorem 5.5.6 do indeed satisfy the requirements of Theo-
rem 5.5.1.

Corollary 5.5.7. Let A > C, where C is a large enough constant, and let G’ be a graph
with n' nodes and max degree A. Suppose at least (1 — exp(—A1/300))-fraction of the
nodes are («/, A")-reqular for o' < 1/10. It holds that Luby’s algorithm matches n' /288
nodes in G’ with high probability.

Proof. To apply Theorem 5.5.1, we need to show that at least 1/2 of the edges in G’/
are incident with nodes of degree smaller than 2d, where d is the average degree
in G’. We start with bounding d. Let R be the set of nodes that are (a/, A’)-regular
inG'.

Upper bounding d: Observe that:
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Yoev(c) degc (v)
V(G
< IR[-A'(1+a) +exp(=APR) V(G| - A
~ n/
AN(14a') + exp(—Al/30) . A
A'(1+42/10)

d

<
<

Lower bounding d: Observe that:

_ Yoev(on deg(®) _ [R|-A'(1—a')

d >
V(G V(G
> (1 —exp(—AY30)A'(1—a') > (1 -1/10)A'(1 —1/10)
> A(1-2/10)

where we used that exp(—A1/3%) < 1/10 for A larger than C (which is a suffi-
ciently large constant).

Hence, all the nodes that are (a’, A’)-regular in G’ have degree within a factor
of 2 from the average degree. Furthermore, the only edges that are incident to
nodes with degree larger than 24 are the edges incident to the nodes that are not
(a/, A')-regular, and these are only a A - exp (—A/3%0)) << 1/2-fraction of the
edges. The claim follows. O

We are now ready to prove Theorem 5.1.2.

Proof of Theorem 5.1.2. We first provide a proof that assumes that the graph in
bipartite, and then we lift this assumption by a simple sampling argument. We
simply run Luby’s algorithm in G for i = 10log(1/€) rounds. By Lemma 5.5.6,
all but an exp (—A1/3%)-fraction of the nodes in the graph are («;, A;)-regular at
round 7 with high probability. Hence, by Theorem 5.5.7, in each of these rounds
we match at least a (1/288)-fraction of the nodes. Therefore, after O(log(1/¢€)),
all but e-fraction of the nodes are matched, as desired.
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Overcoming bipartiteness: Lemma 5.5.6 assumes that the input graph is bipar-
tite. To overcome this, we apply a simple color-coding trick. Before running
Luby’s algorithm, each node picks a uniformly random color independently in
{0,1}. This naturally defines a bipartite subgraph graph G’ by ignoring all mono-
colored edges. Observe that for a given node u € G, the degree of u in G’ is
A(1 £ A~%4) with probability at least 1 — exp (—A%2/6) by a standard Chernoff-
Hoeffding bound (Theorem 4.3.1). Hence, if A > log50 n, then all the nodes de-
grees in G’ are A(1 + A~%%) with high probability. Therefore, all the nodes are
also (A_O'4, A)-regular in that case. Otherwise, if A < log50 n, then we can use a
bounded dependence Chernoff-Hoeffding (Theorem 5.3.3) type argument, as fol-
lows. By a union bound, the probability that a node u isn't (A~%4, A)-regular
is at most A% - exp (—A%2/6) < exp (—A%!). Hence, the expected number of
nodes that aren’t (A~%4, A)-regular is at most 7 - exp (—A%!). Furthermore, the
event of whether a node is (A~%4, A)-regular depends only on < A'? other nodes.
Hence, by applying Theorem 5.3.3 with A = n-A~%! we get that with high
probability, all but n - exp (—A'/?%) nodes are (A~%4, A)-regular in G’. Hence,
since A~0% < A~1/600 it suffices to apply Lemma 5.5.6 on G’. This concludes the
proof. O

5.6 Local Recursive Regularity

We devote this section to the proof of Theorem 5.5.3 that we restate here for con-
venience.

Lemma 5.6.1 (Local Recursive Regularity Lemma). Let A > 210 be an integer, and
a € [0,1/10] be a real number. Let G be a bipartite graph and u be an («, A)-reqular
node in it. Let deg’ (1) be the number of unmatched neighbors of u after running SeqLuby
(Algorithm 10) on G. With probability at least 1 — exp(—A'/19), it holds that:

A ~1/600 / A ~1/600
E(1—(10a+A ))gdeg(u)<§(1+(10a+A ))

5.6.1 Notation and Preliminaries

For the entirety of this section, let u be some fixed (&, A)-regular node in G. Recall
that N(u) is the set of neighbors of u and N%(u) is the set of nodes at distance
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NZ(u)

Figure 5.1: We focus on a node u that has A neighbors. The set of neighbors of u is
denoted by N(u), and the set of nodes at distance 2 from u is denoted by N?(u).
We denote the size of N?(u) by k. The set of edges between N(u) and N?(u) is
denoted by A. Observe that each v € N(u) has exactly A — 1 edges incident to it
in A,. However, this is not necessarily the case for the nodes in Nz(u), that can
have anywhere between 1 to A incident edges in A,,.

exactly d from u. Let k = [N?(u)|. Let E, denote the set of edges that are at most
3 hops away from u, i.e,

E,=EN {({u} % N(u)) U (N(1) x N?(u)) U (N?(u) x N3(u))}

and let A, = EN{N(u) x N*(u)}. The lemma states that almost exactly A/2
edges from A, are matched with high probability.

It is easy to observe that only edges from E, can affect the insertion of edges
in A, in the matching, and hence in this section, we restrict our attention to only
edges in the set E,. In other words, instead of SeqLuby (Algorithm 10), it suffices
to show the lemma for Algorithm 11. We formalize this in the following observa-
tion.

Observation 5.6.2. Let Dy and D; be the distributions over the matching edges
picked from A, = N(u) x N?(u) by Algorithms 10 and 11, respectively. It holds
that for any matching M C Ay:

P g1y [M' = M] =P prpp, M = M|



98

99

100
101
102
103

CHAPTER 5. DISTRIBUTED APPROXIMATE MAXIMUM MATCHING IN
REGULAR GRAPHS 169

Throughout this section, by iteration i we mean the ith iteration of the while
loop in Algorithm 11. We say an edge e € A, survives in iteration i if neither it nor
any of its neighbors have been sampled in the first i — 1 iterations. Intuitively, a
surviving edge that gets sampled gets added to the resulting matching.

Algorithm 11 SeqLuby, - SeqLuby in the neighborhood of u

Input: an unweighted graph G = (V,E) and anode u € V
Output: a matching M, C N(u) x N?(u)
M, @ E, < {(ux N(u))U(N(u) x N>(u)) U (N?>(u) x N3(u))} NE U <+ E,
while U # @ do
e + uniformly random element of the set U U <« U\ {e} if {¢/ | ¢ Ne #
@} C U then
| M, — M U {e}
end
end
My = M), (N(u) x N*(u)) return M,

Definition 5.6.3 (The set of surviving edges E;). For i > 1, we say that an edge
e € A, is still surviving at the beginning of the ith iteration of the while loop in
Algorithm 11, if it holds that

{eyu{e|ene£A0} CU

where U is the set of edges that haven’t been sampled so far. Let E; be the set of
surviving edges at the beginning of the ith iteration.

The Stopping Time: Since our proofs involve martingales analysis, one impor-
tant aspect of it is the stopping time t of our martingales. In several applications
of martingale inequalities, we need to stop the martingale earlier than its final
termination point. This concept is standard in martingales analysis, and in most
cases, without stopping the martingale early, one wouldn’t be able to apply the
black-box martingale inequalities conveniently. In our context, t is the number of
iterations of the while loop in Algorithm 11 that we consider for our analysis. We
set t = klog A/100 (recall that k = |N?(u)|). For the lower bound on |M,|, we
show that the size of | M,| is already large enough after t iterations of the while
loop. For the upper bound, we show that | M, | doesn’t change substantially after
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the first ¢ iterations (this is formally proven in Lemma 5.6.11), which allows us to
“stop" the analysis after t iterations.

For easy reference, we include a table of notations that we use throughout the
proof in Table 5.1.

Table 5.1: Table of Notations

Notation | Meaning

Vv The set of nodes in the input graph.

E The set of edges in the input graph.

u The fixed node throughout Section 5.6.

N(u) | The set of neighbors of u.
N?(u) | The set of nodes at distance d from u.

k The size of N%(u), i.e., k = [N%(u)|.

A The degree of the original input regular graph. In the Local Recur-
sive Regularity Lemma, all the nodes in {u} U N(u) U N?(u) have
degree in the range A(1 £ «).

b A parameter in [0,1/200] used to lower and upper bound the de-
grees of the nodes in {u} U N(u) UN?(u) by A(1 4 a).

E, The set of edges in (1 x N(u)) U (N(u) x N2(u)) U (N?(u) x N>(u)).

Ay The set of edges in N(u) x N?(u).
M, The returned set of matching edges in A, i.e., | M| is the number
of matched neighbors of u.

u The set of edges that weren’t sampled so far in Algorithm 11.

Z; A boolean random variable indicating whether we add an edge
from A, to the matching in the ith iteration.

qi The probability that Z; = 1 given Zj,---,Z;_1. Since the Z;’s are
boolean, g; = E[Z; | Z1,- - ,Z;_1].

E; The set of surviving edges in A, at the beginning of the ith iteration.

t The stopping time t = klog A/100.

5.6.2 Analyzing Number of Surviving Edges |E;|

Our first goal is to obtain tight bounds on the number of surviving edges at the
beginning of the ith iteration. Towards this goal, we first bound the total number
of edges adjacent to any node that are sampled by the first ¢ iterations. We setup
some additional notation to facilitate this discussion.
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Definition 5.6.4 (Labeled Edges). We say that an edge e is labeled at iteration
i € [t] if e has been sampled in one of the first i iterations, i.e., if e ¢ U at the end
of ith iteration of the while loop in Algorithm 11. If e is labeled at iteration i then
it also labeled at any iteration j > i.

Claim 5.6.5. With probability at least 1 —exp (—A!/11), every node in {u} U N (u)
N?(u) has at most A/? labeled edges incident to it at any iteration i € [t =
klog A/100].

Proof. Fix anode v € {u} U N(u) U N?(u). We would like to prove the claim by
applying Theorem 5.3.11. For this, let X; € {0, 1} be a random variable indicating
whether we sample an edge incident to v at iteration 7, and let p;(v) = E[X; |
Xy, , Xio1]) = P[X; = 1| Xq,- -+, X;—1]. Furthermore, let S; = Zﬁzl X; be the
number of labeled edges incident to v at iteration j. Since S; > S; for any j > i,
it suffices to prove the claim for j = t. Observe that since the degree of any node
in {u} UN(u) UN?(u) is at least (1 — a)A, it holds that |E,| > (1 —a)A(k+1).
Hence, we have that:

(1+a)A
; <
Pilo) S A pAG 1) — = 1)
This is because v has at most (1 + «)A edges incident to it, and at the i’th iteration
we're sampling an edge out of |E,| — (i—1) > (1 —a)A(k+1) — (i — 1) remaining
edges. Therefore, we have that:

(1+a)A
PilO) S A gak+ 1) — =)
o (1+a)A
S (—a)Ak+1)—t+1
B (1+a)A
~ (1—a)A(k+1) —klogA/100 + 1
8
Sk

Let P, =8/(k+1),andlet P = Y!_ P, = 8t/(k+ 1) < log A. By plugging these
values into Theorem 5.3.11 with A = A% and M = 1, we get that:
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1/9 2
1/9 _ (A7 —logA) _ Al1/10
PlS > 4 KexP( 8log A +2(A1/9 —logA)/3 <exp (—a%)

as desired.
The claim now follows by a union bound over all vertices in {u} U N(u) U
N?(u). O

We say that node a v is labeled at iteration i if the edge sampled during the ith
iteration is adjacent to v. We now utilize Theorem 5.6.5 to argue that any iteration,
every node v is equally likely to be labeled with probability ~ 1/k.

Lemma 5.6.6. Let p;(v) be the probability that we label a node v in the ith iteration.
With probability at least 1 — exp (—AY), for any node v € {u} U N(u) U N?(u) and
for any iteration i € [t = klogA/100], it holds that the probability that v is labeled at
iteration i is:

o <y« {8

Proof. We start with the upper bound. The probability that we label an edge inci-
dent to v at any iteration i is at most:

(1+a)A (1+a)A
PO S A A+ 1) — (=D S A—w)AGk+1) — 51
(1+a)A B (1+a)A
S (1—a)Ak—klogA/100 (1 —a)Ak(1 —logA/(100(1 — a)A))
(1+a) log A

h (1—a)-k'( 254 )

where the last inequality follows since:

1 ~ 1—1logA/(100(1 — «)A) +1log A/(100(1 — a)A)
1—log A/(100(1 — x)A) 1—1logA/(100(1 — x)A)
log A/(100(1 — a)A) log A

< o=
1/2 si+ 25A

<1+
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For the lower bound, we apply Corollary 5.6.5, which says that with probability
at least 1 — exp (—A/11), every node v € {u} U N(u) U N?(u) has at most A/°
labeled edges incident to it at any of the first ¢ iterations. Hence, any node v has
at least (1 — a)A — A/? unlabeled edges incident to it at any iteration i € [t]. The
probability that we label v at iteration i is exactly the probability that we pick one
of these unlabeled edges out of the |E,| — (i — 1) remaining edges. Hence:

_ _ ALl/9
o) > S )
(1—a)A— Ao

Z Ara)Ak+1) —(i—1) @)

(1—a)A-(1—1/((1—a)A¥?))
> T+ a)Ak+1) @)
(1-—w)A-(1—-2/A%7) A
(14 a)AKk+1) @
e ®)

where (1) holds since the degree of v is at least (1 — a)A — A9, (2) holds since
|Eu| < (14 a)A(k+1), (4) holds since & < 1/10, which implies that (1 —1/((1 —
w)A8/%)) > (1 —2A7%/9), and (5) holds since 1/(k +1) > (1/k)(1 —1/k), and
since k > A/7. The latter holds since u has at least (1 — «)A neighbors, and each
of them has at least (1 — «)A — 1 edges incident to it in |A,|. Hence:

272
B V) R C B 7y Ry N
where the last inequality holds since « < 1/10. O]

The above bounds on p;(v) allow us to show that the expected number of
surviving edges drops by a constant factor in each iteration. Recall that an edge
e € A, is said to be surviving at iteration i if neither it or any of its neighbors have
been sampled before that iteration. Informally, we show that E[|E;| | E;_1] =
(1—=2/k)|Eil.

Lemma 5.6.7. With probability at least 1 — exp (—AY1Y), forany 1 < i < t =
klog A/100, it holds that:
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1) (14 A6/7) ) |Eiq].

=N
—

—~
—_

~)

1. E[|Ej| | E1,--- ,Eiiq] 2 (1 -

2. E[|Ei| | E1,--- ,Ei_1] < (1 _ %(1—@ (1 _A—6/7)> B

Proof. We say that an edge ¢’ is killed at the (i — 1)’th iteration if ¢/ € E; 1, and
either ¢’ or a neighboring edge is sampled in the (i — 1)th iteration. That is, i — 1
is the first iteration in which ¢’ is no longer surviving. We denote the number of
killed edges at the (i — 1)’th iteration by K;_;. Observe that |E;| = |E;_1| — K;_1.
We analyze E[K;_1 | E;_1] to derive E[|E;| | E;_1].

Some notation: For an edge e = {v,w}, let p;_1(e) be the probability that e is
sampled at the (i — 1)th iteration. Similarly, for a set of edges S, let p;_1(S) be the
probability that some edge in S is sampled in the (i — 1)th iteration. We slightly
abuse notation and we also denote by p;_1(v) the probability that a node v is
labeled in the (i — 1)th iteration. Thatis, p;_1(v) is the probability that the sampled
edge in the (i — 1)th iteration is incident to v. Since the graph is bipartite, we
assume without loss of generality that v € L and w € R when we refer to an
edge {v, w}, where L and R are the left and right sides of the graph, respectively.
Furthermore, we assume without loss of generality that N(u) C L and N?(u) C R.
Observe that when an edge e is sampled, it kills the set of edges {¢/ € E; 1 |
ene # @}. LetY, € {0,1} be 1if and only if e € E; 1, and letd; 1(v) C E; 4
be the number of surviving edges incident to a node v at the (i — 1)th iteration.
Observe that:

E[Ki—1 | Eiq]= ). pi-i(e)-{e € Eiiq|ene # O} (1)
e={v,w}

= {Z }Pi—1(€) (dim1(v) + dia(w) = Ye) 2)

= (ZLPil(U) 'di1(0)> + < ZRPil(w) 'dil(w)> — pi—1(Ei-1) 3)

= ( Y. pica(v) 'dil(v)) + ( Y. pici(w) 'dil(w)) —pi-1(Ei-1) (4)

veN(u) weN2(u)
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where (2) follows by a simple inclusion/exclusion argument, since the number of
edges that are killed by e = {v, w} is the number of edges killed that are incident
to v, plus the number of edges killed that are incident to w, minus the number of
edges killed that are incident to both (which could only be e itself if happens to
be surviving at the beginning of the (i — 1)th iteration), and (4) follows since the
only nodes in L that are incident to edges in E;_; are the nodes in N(u) and the
only nodes in R that are incident to edges in E;_1 are the nodes in N?(u). Now we
are ready to derive an upper and lower bounds on E[K;_1 | E;_1].

Upper Bound on E[K;_; | E;_1]: By plugging the upper bound on p;_1(v) and
pi—1(w) from Lemma 5.6.6 into equation (4) above, we get that:

2(1+w)
(1—a) -k

logA) 2(1+a)
258 S (1—a) -k

E[K;1| Ei1] < |Ei_q] - (1+ |Eiq| - (14+A7%7)

Lower Bound on E[K;_; | E;_1]: First, observe that since i < t = klogA /100,
we have that:

, , |Ei_1|
PiciBi) S G A+ 1) = (= 2)
< |Ei_1]
S T —a)(Bk) — ¢
< |Ei]
S (1—a)(Ak)/2
< 4Ei|
Y

where the last inequality holds since « > 1/2. Hence, by plugging the lower
bound on p;_1(v) and p;_1(w) from Lemma 5.6.6 into equation (4) above, we get
that:

2(1 — ) —7/8 4|E; 4|
. . >_—— 7 .|E: . — S
E[K; 1 | E;i_1] > T E;i 1] (1—A7/8) ;
2(1—a)

> (+a)-k |Eiq| - (1= A7)
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Deriving Upper and Lower Bounds on E[|E;| | E;_1]: Since |E;| = E;_1 — K;_1,
we get that:

B | i) > (1- G (1+8797) )

and that:

E[E| | Ei] < (1 - H (1 —A—W)) B |

as desired. Finally, the lemma follows since E|[|E;| | E1,--- ,E;_1] = E[|E;] |
Ei_1]. O

Now we are ready to give concentration results for |E;| for any i € [t =
klog A/100]. We start with showing a lower for |E;| in Lemma 5.6.8 and then
we show an upper bound on |E;| in Lemma 5.6.9.

Lemma 5.6.8. Let 7y = (1 - %83; (14 A76/7) > With probability at least 1 —

exp (—AY13), it holds that for every i € [t = klog A/100].

Eil 297 (L=a)8)?- (1-2717)

Proof. The idea of the proof is to use the scaled martingale trick that was briefly
discussed in Section 5.2.2. Let BB be the event in which the upper and lower bounds
on E[|E;| | E;_1] from Lemma 5.6.7 hold. By Lemma 5.6.7, the event I3 happens
with probability at least 1 — exp (—A!/11). Our analysis next is conditioned on
the event B happening. For i > 1, we define the following random variable F; as
follows.

E.
k= |1_1|1
Ty

Observe that F; is a supermartingale (see also Definition 5.3.6) with a starting point
F| = |E1| = |Ay| (recall that A, = (N(u) x N*(u)) N E is the set of edges between
u’s neighbors and their neighbors). This is because:
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1 E;,_
E[F | B, - Fa] = FIEHEH | Ey,- Eiq] 2 il _ Fi_q

¢ T
where the first equality follows from Observation 5.3.4, and the inequality follows
from Theorem 5.6.7. Hence, to get a lower bound on |E;|, we would like to apply
the supermartingale inequality from Theorem 5.3.9. For this, we analyze Var[F; |
F;_1] and E[F; | F;_1] — F; for i > 2. First, observe that for any i € [t], we have that:

e (R () s (o

where the second to last inequality follows from the fact that 1 — x > e~2* for any
0 < x < 1/2. Next, for i > 2, we analyze Var[F; | F;_1] and then E[F; | F;_1] — F,.
Observe that:

F_
Var[F; | Fi_1] = Var {Fz’— jyl |Fi_1} (1)
i
E; E;,_
— var | 15 [Ecl EH] @
Te Te
1
< —E (1B — |Eia])? | Eia] ®)
Te
2A
< —E [||Ei| = [Eial| | Ei-a] (4)
¢
2A
= —— (E[|E;1| | Ei-1] — E[|Ei] | E;1]) (5)
¢
2A
< —— (IEia| = |Eica| + 12[Ei 4] /k) (6)
¢
2A  12|E;q|
Te
3.1
< ®

where (1) follows from Observation 5.3.5, (3) follows by the definition of vari-
ance, (4) follows since the maximum value of |E; — E; 1] is (1 4+ a)A < 2A, (5)
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follows since |E;_1| > |E;|, (6) follows since E[|E;| | Ei—1] = (1 —12/k)|E;_1|
by Lemma 5.6.7, and (8) follows since 7, > A~Y10 and |E; 4| < |Eq| < (1+
w)2A? < 4N

Next, we analyze E[F; | F;_1] — F; for any i > 2. Observe that:

E[F, | Fy] — Fi = ——(E[|E| | Ei_y] — |Ei] 1)
V4

< (|Eia] — |E) @)
V4

< 4al 3)

where (2) holds since |E;| < |E;_1]| (as there are more surviving edges at iteration
i — 1 compared to iteration i), and (3) holds since |E; 1| — |E;| < 2(1 +a)A < 4A
(as we Kkill at most 2(1 4+ a)A — 1 edges in each iteration), and ’yl L> A0,
Furthermore, observe that F| = |E1| = |A,| > ((1 —a)A)? — (1 — a)A, as u has at
least (1 — a)A neighbors, and each of them has at least (1 — «)A — 1 edges incident
to itin A,. Hence, we can plug our bounds on Var[F; | F,_1] and E[F; | F;i_1] — F;
into Theorem 5.3.9 to get that for a given i € [t|, conditioned on the event B
happening, we have that:

PIF < ((1—-a)A)? — (1—a)A— A7 | Bl < PIE < B — A7/*| B) M
A35
<
S &P ( 2A31log A + 8AZ 85) )
< exp (—A3/10) 3)

where (2) follows since i < t = klogA/100, and therefore Z§:1 96A31 /k < ¢t
96A31 /k < A3!log A. Furthermore, observe that P[F; < ((1—a)A)?(1—A71/%)] €
P[F; < ((1 —a)A)% — (1 —a)A — A7/4]. This is because ((1 — a)A)?(1 — A71/5) <
(1 —a)A)? — (1 — a)A — A7/% Hence, to get rid of the conditioning on the event
B happening, we just use a union bound argument to get that for a given i € [t]:

P[F; < (1—a)A)?- (1-AY3] < PF < ((1-a)A)?—(1—a)A— A4 | B]
<
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By another simple union bound argument, we get that with probability at least
1 —exp (—AY13), for every i € [t, > ((1- ®)A)? - (1 — A71/3). Hence, the
lemma follows since F; = |E;| /) O

(1+«)
exp (—AY13), it holds that for every i € [t = klog A/100).

Lemma 5.6.9. Let ), = (1 — 2020 (1 _ pA-6/7) > With probability at least 1 —

Eil <oy ' (L+a)8)(1+8717)

Proof. The proof is very similar to the proof of Lemma 5.6.8. As in the proof on
Lemma 5.6.8, we define the random variable:

_ |Ei]

7
Observe that F; is a submartingale (see also Definition 5.3.6) with starting point
F; = |E1| = |Ay|. This is because for any i > 2, we have that:

F;

1 E;_
E[F | R, - Fa] = FIEHEA | Ey, -+, Eiq] < Eial _ Fiq

h Th
Hence, we would like to use Theorem 5.3.10 to get a concentration result for F;.
For this, we need to analyze Var[F; | F;_1| and F; — [E[F; | F;_1]. Observe that by a
similar calculation to the one that we provided for 'yé in the proof of Lemma 5.6.8,
it holds that 'YZ > AV10 for any i € [t]. Hence, by the exact same calculation of
Var[F; | F;_1] in the proof of Lemma 5.6.8, it holds that Var|[F; | F;_1] < 96A%!/k.
It remains to analyze F; — [E[F; | F;_1]. Observe that:

1
F—E[F | 1] = ——(|Ei| — E[|Ei| | Ei-1]) (1)
Th
1
< 5 (Eim1| = |Eiza| +12[E; 1] /k) ()
h
482
< 24 ©
kv,

< 336AMH (4)
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where (2) follows since |E;| < |E;_1| and E[|E;| | E;_1] > 1 —12|E;_1|/k, where the
latter follows from Lemma 5.6.7, (3) follows since |E; 1| < |E1] < ((1+a)A)? <
4A?, and (4) follows since k > A/7 and 7;1_1 > A0L

The rest of the proof is exactly as the proof of Lemma 5.6.8, where instead of using
Theorem 5.3.9, we use Theorem 5.3.10 to get concentration for F;, and then deduce
the desired bound for |E;|. Observe that our analysis above is conditioned on the
event B happening, where B is the event in which the bounds on E[|E;| | E;_1]
hold. By Theorem 5.3.10, we have that:

< exp (_As/m)

Finally, by two simple applications of a union bound argument, the probabil-
ity that there exists an i € [t] for which F; > ((1+ a)A)? 4+ A7/# is at most
exp (—A13),
Hence, with probability at least 1 — exp (—A~1/3) for every i € [t], F; < ((1+
w)A)? 4+ A7% < (14 a)A)?(1 4+ A™1/5). The proof of the lemma follows since
Fi = |Eil /v,

]

5.6.3 A Lower Bound on | M|

Recall that by definition, whenever a surviving edge gets sampled at some itera-
tion i, it gets added to the matching M. We can now utilize the sharp concentra-
tion bounds on the number of surviving edges to obtain concentration bounds on
the size of the matching M. We first give a lower bound on |M,,| in this section
and give an upper bound in the next.

Lemma 5.6.10. With probability at least 1 — exp (—A~1/15) it holds that:

A (1-a) ~1/300
> - (1-A
Mul =5 (1+a)? ( )

Proof. It suffices to show that the size of M, is large enough after t = klog A/100
iterations of the while loop in Algorithm 11, as the size of M, can only increase
after the tth iteration. Let B be the event in which the upper and lower bounds
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on |E1|, -+ ,|E¢| from Lemma 5.6.8 and Lemma 5.6.9 hold. Observe that the event
B happens with probability at least 1 — exp (—A!/1*). We prove the lemma con-
ditioned on the event B happening and then get rid of this condition by a sim-
ple union bound argument. To prove the lemma in the case where the event B
happens we apply Theorem 5.3.12, as follows. Recall that Z; is an indicator ran-
dom variable indicating whether we add an edge to M, in the ith iteration of the
while loop in Algorithm 11, and recall that g; is a random variable representing
the probability that we add an edge in the ith iteration given the randomness so
far. In other words: q; = P[Z; =1 | Z1,---,Zi 1] = E|Z; | Z1,--- ,Zi_1]. As
discussed in Section 5.2.2, we have that:

o |Eil
TR

This is because the probability that we add an edge to the matching in the ith
iteration is the probability that we pick a surviving edge among the remaining
|Ey| — (i — 1) edges. Next, we show an upper and a lower bound on Y!_; g;,
conditioned on the event B happening. Observe that |E,| < ((1+ a)A)(k+1),
as the number of edges in E, is exactly the number of edges touching the nodes
in N2(u) plus the number of edges touching u itself. Since each node has degree
at most (1 + a)A, we get at most (1 + a)A(k + 1) edges in total in E, (recall that
IN2()] = .

Alowerboundon Y!_, g;. Lety, = <1 — %(Ha) (1+ A_6/7) ) Observe that:

(=)

t . > t |Ez’| )

;q’/;ﬂwm(kﬂ)—(i_u (1)
t i—1 2 ~1/5
v, (L= a)A)? - (1 - A7V5)

Z 1_21 (1+a)A(k+1) (2)
(1—a)A)2-(1—A"V5) &

E T = (3)

_ (- 0)2A- (1= A7/5) 1—qf “

I+a)(k+1)  1—1,
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14+« _ t
C(1-a)?A-(1- A—1/5) 1-— <1 — %Eﬁa; (1+A7%7) ) 5
a 1
(14+a)(k+1) 1_<1__E+a; (144 6/7)>
L (1= 0)?A-(1—=A"V5) 1 AT1/I00 o
= (1+0€)(k+1) iEl-l—tx; (1+A 6/7)
(1-a)PA-k (1A 1/5)(1 — A=1/100) -
T 21+ a)2(k+1) (14 A=6/7)
A (Q=a) 100
> Utay (1—A ) @)

where (2) follows from Lemma 5.6.8, (4) follows from the geometric series for-
mula, (6) follows since 'yt < A7V/100 and (8) follows since k > A/7 and from a
simple arithmetic. Now we show an upper bound on Y/_, g;.

An upper bound on Y!_; g;. Lety, = (1 -2 Ehg (1—A757) ) Observe that

|E4| = ((1 — &)A)k, by just counting the degrees of the nodes in N?(u). Hence, we
have that:

Y=Y 0
i=1 l i:1|E”|_(i_1)
t i—1 2 —-1/5
YL (14 @)A1+ A1)
S ; (1 —a) Ak —¢t @

_ (A +a)pa)Pa+a717) i“Y 1 3

(1—a)Ak —klogA/100 =
(L+a)A)A+A"2)A+A1) &y
S (1 —a)bk i_:;”l ®
1+ a)?A0 4+ A+ AT .
B (1 —a)k =, ©)
(1—|—0€)2A(1 +A—1/5)(1+A—8/10) 1
< : (6)
=k ).
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_a +a)2A(1 4+ A71/3) (1 4 A78/10) 1 ”
~ _ "o (l-a _

(=% g -a)
A (4P (1+ATF)(A+A) @®)
T2 (1-a)? (1—A—06/7)
A (1+a) ~1/100
< . .

where (2) follows from Lemma 5.6.9 and the rest follows from simple arithmetic.
Having proved the upper and lower bounds on Y!_; g;, we apply Theorem 5.3.12

. 1-a)® -
with Xi = Zi, S = Yi1 Zi < [Mul, pi = g, P' = 5 (7 - (1 - A7V/20),

ph=24. 83&; (14+AV10), M =1,and A = P’ — A% to get that:

Al.Z
P(M) <A |B) < exp (~1555 ) < exp (~411)

Finally, since the event 3 happens with probability at least 1 — exp —A!/!%, by a

simple union bound, we get that |[M,,| > P‘ — A% > 2. 812;2 (1 — A71/300)

with probability at least 1 — exp (—A/1%), as desired. O

5.6.4 An Upper Bound on | M,

Observe that all our analysis takes into consideration only the first t = klog A /100
iterations of the while loop in Algorithm 11. To show an upper bound on |M,,], it
doesn’t suffice to consider only the first ¢ iterations as we also need to make sure
that not too many edges are added to | M,,| after the tth iteration. Our proof for the
upper bound on | M,| is split into two parts. First, in Lemma 5.6.11, we show that
Algorithm 11 doesn’t add too many more edges to | M| after the tth iteration.
Then, in Lemma 5.6.12, we show an upper bound on the number of edges that
are added to | M| up to the tth iteration, and deduce the upper bound on |M,,]|.
Recall that we say that a node is labeled at iteration i if one of its incident edges
was sampled in one of the first i iterations. Observe that a labeled node at iteration
i can’t be matched at iteration j > i, as all of its incident edges are non-surviving
at iteration j (see also Definition 5.6.3). In the following lemma, we show that the
number of unlabeled neighbors of u after the t's iteration is small.
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Lemma 5.6.11. With probability at least 1 — exp (—A/12), the number of unlabeled
nodes in N (u) after the tth iteration is processed is at most A7,

Proof. We use the scaled martingale. Let 5 be the event in which the upper and
lower bounds on the probability that a node is labeled from Lemma 5.6.6 hold.
We first provide an analysis conditioned on the event B happening, and then we
remove this assumption by a simple union bound argument. By Lemma 5.6.6, the
event B happens with probability at least 1 — exp (—A!/11). Let W; be the number
of unlabeled nodes in N(u) after the ith iteration is processed. Observe that by
Lemma 5.6.6, we have that:
11—«

E[W; | Wi1] < (1 T Orak (1- A_7/8)) Wi

This is because by Lemma 5.6.6, each node v is labeled with probability at least

(11;—;‘)1{ - (1 — A~7/8) at any iteration. Therefore, the total probability mass that the

unlabeled nodes have at the beginning of the ith iteration is W;_1 - (11;0‘6"),( (11—
A7/ 8)_.

Next, let v = (1 - (114:—0?()k (1-A"7 8)), we define the following random vari-
able:

l' =

r),l*l
Observe that F; is a submartingale with a starting point F; = W; = |N(u)|. This is
because for any i > 2:

1 Wi 4

E[F | 1] = F]E[Wi | Wi1] < iz Fi 4

Hence, we would like to use Theorem 5.3.10 to get a concentration result for F;
and then deduce a concentration result for W;. For this, we analyze Var[F; | F;_1]
and then F; — E[F; | F;_1]. Observe that:

Var[F; | Fiy | Fq) = Var[Fi— Fi_1/v | Fi_4] (1)

1
= FVW[Wi — Wi | Wi4] )
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= 7l~1_11E[(Wi —Wi1)? | Wi (3)
< %Enw,- — Wi | Wi) @
< o (EWey | W] — E[W | W) ©)
< ,Yill (Wii1 — (1—-8/k)W;_1) (6)
. 16?1'1 ®)

where (1) follows from Observation 5.3.5, (3) follows from the definition of Vari-
ance, (4) follows since the maximum value of |W; — W;_4| is 1, (5) follows since
Wi_1 = W;, (6) follows from Lemma 5.6.6 which implies that E[W; | W;_1] >
(1 —8/k)W;_1, and (8) follows since W; < W; < (1+a)A < 2A and Ayl > A0
Next, we analyze F; — E[F; | F;_1].

1

F — ]E[Fi | Fi—l] = ’)’iil (W1 - ]E[Wz | Wi—l]) (1)
1
< ,),ifl (Wi—l — (1 — 8/k)Wl-_1) (2)
_ 8W; 4
- k,yifl )
< 1120% (4)

where (2) follows since by Lemma 5.6.6, E[W; | W;_1] > (1 —8/k)W;_1, and (4)
follows since W;_1 < 2A, k > A/7, and 'yi_l > A%l Therefore, by plugging the
bounds on Var[F; | F;_1] and F; — E[F; | F,_1] into Theorem 5.3.10 for A = A, we
get that:

P[F > (1+a)A+A] <P[F > F +A| B
/\2
g —
exp 2((Xi_; 16A11/k) 4+ 112A01))
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AZ
- P <_ 2(16A1 T log A/100 + 224A11) )
= exp —(A%®)

where the first inequality holds since F; < (1 + a)A. By a union bound over the
event in which the event B doesn’t happen we get that:

IP[F; > 3A] < exp —(A!/12)

Finally, since

Wt:Ft")’t 1<3A(1—m(1—A 7/8))

(klog A/100)(1 — A~7/8)
3k

< 3A-exp (—
< A1_1/4OO

the claim follows. O
Now we are ready to give an upper bound on | M,,|.

Lemma 5.6.12. With probability at least 1 — exp (—A~1/1%) it holds that:

(1+a)

(1-ap
Proof. Let B be the event in which the statement from Lemma 5.6.9 holds. That is,
in the event B we have upper bounds on |E1|,- - - ,|E;|. As usual, we first prove
the lemma conditioned on the event B happening. The proof is similar to the
proof of Lemma 5.6.10 where we showed a lower bound on |M,|. Recall that Z;
is an indicator random variable indicating whether we add an edge to M, in the
ith iteration of the while loop in Algorithm 11, and q; = E[Z; | Z1,--- ,Z;_1]. In
the proof of Lemma 5.6.10 we showed that Zle gi < % . % 1+ A’l/loo).
Let | M! | be the size of M, after the first ¢ iterations were processed. We apply

Theorem 5.3.11 with X; = Z;, St = [M4|, pi =g, M =1,P = &5 gjzgz 1+
A~1/100) ‘and A = P + A% to get that:

A
|Mu| < 5 . (1 _i_Afl/SOO)
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A1'2
P[IM!| > A | B] <exp ( A ) < exp(—AO’l)

By a simple union bound argument (to get rid of the conditioning on B), we get

that [M!| < P+ A% < & % - (1 + A~1/290) with probability at least 1 —

exp (—A/1%). Finally, by Lemma 5.6.11, with probability at least 1 — exp (—A!/12),
we can’t add more than A%%7° edges to M, after the tth iteration. Hence, with

probability atleast 1 —exp (—A!/1%), it holds that | M,,| < 1*"‘% (14 A—1/500),

as desired.
O

5.6.5 Finishing the Proof

Since M, is exactly the matching adjacent to nodes in N(u), the bounds on | M,,|
suffice to prove Theorem 5.5.3.

Proof of Lemma 5.5.3. First, by Observation 5.6.2, Algorithm 10 and Algorithm 11
produce the same distributions over matchings in (N (u) x N2(u)) N E. Further-
more, by Lemma 5.6.12, with probability at least 1 — exp (—A!/15), it holds that

|IMy| < 2 (11; (1+ A~1/590) Hence, the number of unmatched neighbors of

u is at least:

deg' (1) > (1—a)A — | M,| @
A (1+a) ~1/500
A (1+a)d ~1/500
(a2 ava) ®
> 2 (22— (1480) - (14A7/5%)) )
%(2 20— (14 8a+ A~ 1/600)) (%)
% (1 (100 + A~ 1/6°°)> ©)
(1+a)°

where (4) follows since < (14 8a) for a < 1/10, and rest follows from sim-

(1-a)?
ple arithmetic. For the upper bound on deg’ (1), we use Lemma 5.6.10, which says
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that with probability at least 1 — exp (—A!/15), it holds that |M,| > 5 - (1-a) .
(1 — A~1/3%), Hence, we have that:

deg/ (i) < (14 a)A — | My (1)
< (1+a)A—§.%-<1—A—1/300> @
o thorm) o

% (2 +20— (1—8a)- (1 A—1/3°0)) 4)
%(2+2a— 1 8a— A—1/60°)) )

% ( +(10a+ A~ 1/600)) ©6)

where (4) follows since 8;—32 > 1 —8a, for « < 1/10. Hence, by a simple union

bound argument, we get the desired bounds on deg’ (1) with probability at least
1 —exp (—A19),
O

5.7 Lower Bounds

In this section, we complement our algorithms by giving lower bounds for bi-
partite regular graphs of low degree. Our bounds are based on a lower bound
construction of Ben-Basat, Kawarabayashi, and Schwartzman (BKS), who proved
Q)(1/€) lower bounds for a variety of problems in the LOCAL model, including
maximum matching [71]. The high-level idea from that construction is as follows.
First, design a symmetric subgraph gadget (for them, a path sufficed) with ra-
dius roughly equal to the number of rounds so that no matter how the gadget’s
boundary nodes are hooked up to the surrounding graph, the innermost node(s)
can never hope to learn about anything outside of the gadget. Next, due to the
symmetrical design of the gadget, we can choose to randomly insert it either for-
wards or backwards. No matter how an algorithm (even randomized) originally
chooses to match that innermost gadget node(s), this equalizes the probability of
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matching it with its forward neighbor and backwards neighbor. Finally, there is
now a constant probability that a constant number of these innermost matching
edges are now locked in a way that induces a single error, meaning we expect
there to be roughly one error per (gadget size) number of nodes. Against Monte
Carlo algorithms, there is an additional step where the independence of our for-
wards/backwards insertion decisions can be used to execute a Chernoff bound
that makes it exponentially unlikely that the number of mistakes can be signifi-
cantly lower than expected.

The efficiency of this argument hinges on the number of nodes in the gadget.
Let r be the number of rounds available to the algorithm. In the original con-
struction [71], the path gadgets had O(r) nodes, so roughly € ! rounds winds up
translating into a (1 4 €) multiplicative error. Our main technical contribution
is showing that we can match this efficiency when constructing a cycle (a bipar-
tite regular graph of degree two) and that as the degree A scales up, we can de-
sign gadgets with only O(Ar) nodes. We make the following observations about
this dependence on A: (i) any lower bound, whether it uses this particular gad-
get framework or not, must eventually worsen as A increases because our upper
bounds establish that higher degree regular graphs are easy and (ii) for this par-
ticular gadget framework, ®(Ar) is asymptotically the best possible gadget size
dependence on A and r. The latter can be observed by considering a breadth-first
search (BES) tree rooted at one of the innermost nodes; this tree must have r levels
before we ever reach any node outside the gadget. There must be a path from the
root to a node at level r, otherwise the root will not be connected to the outside
graph; this path is a witness to the fact that there is at least one node at every
level. Next, observe that the node at level i € [1,7] must have A unique neighbors,
which must be either in levels i — 1, i, or i + 1 (otherwise the BFS tree is incorrect);
this holds even for non-bipartite graphs and for bipartite graphs they can only be
in levels i — 1 or i + 1. In any case, this means we can partition the r levels into
groups of three (if non-bipartite) or two (if bipartite) such that each group must
have at least A nodes. Hence there are Q)(Ar) nodes in such a gadget.

Our gadgets formally yield the following lower bounds against deterministic
and Monte Carlo algorithms.

Theorem 5.7.1. For any degree A > 2 and error € € (0, m% any deterministic
LOCAL algorithm that computes a (1 + €)-multiplicative approximation for MAXIMUM-
MATCHING on bipartite A-reqular graphs with at least n > Q(A~'e™1) nodes requires
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Q(A e 1) rounds.

For any degree A > 2, error € € (0, m), and failure probability § € (0,1), any
Monte Carlo LOCAL algorithm that computes a (1 + €)-multiplicative approximation
with probability at least 1 — 6 for MAXIMUMMATCHING on bipartite A-regular graphs
with at least n > Q(A~ e 1In(1 — 8)~1) nodes requires Q(A~1e™1) rounds.

The complexity of our proof and the resulting constant factors heavily depend
on the degree, so we will split our analysis and gadget design into the follow-
ing cases, from easiest to hardest: degree two (Section 5.7.1), even degree (Sec-
tion 5.7.2), and finally general degree (Section 5.7.3). The first two subsections
prove specializations of Theorem 5.7.1 with better bounds.

5.7.1 Bipartite Regular Graphs of Degree Two (Cycles)

As a warm-up, we consider the (easy difficulty) degree two case. This case is
also covered by Section 5.7.2, which handles even degree, but the construction
here will be simpler, be useful for building intuition (especially for readers less
familiar with the original BKS construction), and yield a better constant factors.
We will prove the following subresult in this subsection.

Theorem 5.7.2. For any error € € (0, 11—6), any deterministic LOCAL algorithm that
computes a (1 + €)-multiplicative approximation for MAXIMUMMATCHING on bipar-
tite 2-regular graphs with at least n > Q (e~ ') nodes requires Q(e~1) rounds.

For any error € € (0, 3%), and failure probability 6 € (0,1), any Monte Carlo LO-
CAL algorithm that computes a (1 + €)-multiplicative approximation with probability
at least 1 — 6 for MAXIMUMMATCHING on bipartite 2-regular graphs with at least
n > Qe 'In(1 — )1 nodes requires Q(e~1) rounds.

Proof. The overall proof plan is to use the BKS path gadget (with slightly different
notation), but embed it a little differently to get an even-length cycle. We give all
the proof details here so it is not necessary for a reader to be familiar with the BKS
proof.

We want our gadget to help guard against LOCAL algorithms which run for
some r rounds (which will be one round fewer than the Q(e~!) rounds we require
in the theorem statement). Figure 5.2 depicts the gadget design, which we now
formally describe. For the ith copy of our (path) gadget, let us label the nodes
v, v}, ..., vh and connect v; with U;_H for j € {0,1,..,2r —1}. Our gadget will
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Gadget g B ackwards ............................................................................................ 5

Figure 5.2: (Degree Two Case) These are the two ways to our (path) gadget may
be inserted between u and u'. In r rounds, the shaded innermost node v’. can only
learn about the internal contents of the gadget and nothing else in the surrounding
graph, no matter whether the gadget was inserted forwards or backwards. The
gadget is connected to two anchor nodes via the blue curved edges.

Gadget Pair

Figure 5.3: (Degree Two Case) For even k, we generate a distribution of counterex-
amples by inserting k gadgets between k anchor nodes u'?,u?3, ..., uk=1k yk1,
Each gadget is independently and uniformly at random chosen to be inserted for-
wards or backwards. We then pair up gadgets, starting with {g!, ¢%}.

also have two external edges coming out of the path endpoints v, and v},. These
will connect to some external nodes u,u’. Let’s say that the gadget is inserted
forwards if v}, is connected to u and v}, is connected to v and the gadget is inserted
backwards if v}, is connected to u and v} is connected to v. Importantly, for the
innermost node v, it is impossible to tell whether the gadget is inserted forwards
or backwards within 7 rounds.

Now that we have described our gadget, we are ready to discuss how to use it.
Let k be the number of gadgets that we use; since we will pair them up later, we
know that k is even. A constant number of gadgets will suffice against determin-
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istic LOCAL algorithms, but we will require on the order of In(1 — §) ! gadgets
against Monte Carlo LOCAL algorithms to establish an failure probability of ¢.
We introduce k additional anchor nodes, outside of any gadget, and label them
wl?2 23 . yk=1k k1 with the intention that anchor node %/ is connected to
gadgets ¢' and ¢/. We then insert each gadget independently and uniformly at
random either forwards or backwards between its two anchor nodes. The final re-
sult is a distribution over (counterexample) graphs; see Figure 5.3 for a depiction.

As a preliminary observation, each graph in the support of distribution is a
cycle on k(2r 4 2) nodes. Since this is an even number of nodes, the graphs in our
distribution are indeed bipartite.

We are now ready to begin reasoning about the algorithm’s performance on
this distribution. Let us focus our attention on some innermost gadget node v’
(note that each gadget pair has two of these). The algorithm may do one of the
following to this gadget node (a deterministic LOCAL algorithm does one of them
deterministically, and a Monte Carlo LOCAL algorithm will produce some distri-
bution over these three possibilities):

e leave the node v/ unmatched,

i

e match vi with o],

e or match v with ¢’ IRy

For technical reasons, we will post-process the algorithm’s output to make the
tirst case impossible. Whenever vi is unmatched, we will match it with vi L1, uUN-
matching v}, with its previous match. This can only improve the size of the
matching, so if we can show that the post-processed matching is not a (1 + €)-
approximation, the algorithm’s matching is also not a (1 + €)-approximation.

Next, we say that v’ is matched to the right if it is matched with v! 41 and its
gadget is inserted forwards, or if it is matched with v} _; and its gadget is inserted
backwards. Similarly, we say that it is matched to the left if it is matched with
o', and its gadget is inserted forwards, or if it is matched with o’ 41 and its gad-
get is inserted backwards. Our post-processing has guaranteed that exactly one
of these possibilities occurs, and our random insertions guarantee each innermost
node is independently and uniformly at random matched to the right or left (we
have essentially XOR’d the algorithm’s decision pattern with a random bit string).
Interestingly, this means that we can even guard against a Monte Carlo algorithm
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whose computation at various nodes all have access to some shared public ran-
domness.

We now pair up adjacent gadgets; each pair will have an independent chance
of creating an unmatched node. For i € {1,2,..,k/2}, the ith gadget pair in-
cludes the nodes of g*~!, the nodes of g%, as well as the anchor node between
them, namely 1% ~1%, We know that there is a 1/2 probability that the two inner-
most gadget nodes v¥~! and v’ have one match left and one match right. When
this event occurs, there are an odd number of nodes between these two matching
edges, so one of the nodes between these two innermost gadget nodes must be
unmatched. Furthermore, this 1/2 failure chance occurs independently across all
our gadget pairs.

Against deterministic LOCAL algorithms, we are essentially done. We now
choose the minimum number of gadgets possible: k = 2. We also choose r =
|5(e71 —7)| whichis Q(e™!); since € < 1/16 this guarantees r > 1and hence v!_,
and v, ; actually exist. Furthermore, our overall construction has n = k(2r +2) =
4r +4 = Q(e 1) nodes, which the algorithm was guaranteed to be able to handle.
Observe that in expectation (over the randomness of our counterexample distri-
bution) the algorithm leaves half a node unmatched across these two gadgets. It
must get performance at least this bad on some specific graph in the support of
this distribution. On that counterexample, its multiplicative approximation is at
least:

n 14 1
n—1/2 2n —1

=1+ L
o 8r+7

1
BLbe T =7)]+7

1
> 1+
S(e1—7)+7

>1+4€ (sincee <1/16 — € < 1/7)

=1+

This contradicts the (1 + €)-multiplicative approximation guarantee of the deter-
ministic LOCAL algorithm, completing that half of the proof.

We now consider Monte Carlo LOCAL algorithms. We now need additional
gadgets to force the failure probability to J, so we will be choosing a new value
for k. Since each gadget pair is independent, we can use a Chernoff bound to
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control the probability that the algorithm fails on too few gadget pairs; it will be
exponentially small in the total number of gadgets.

Due to linearity of expectation, the expected number of gadget pairs which fail
ispu= % : % = f We need some additional multiplicative error to run our Chernoff
bound argument, so let us consider the likelihood that at most half as many, 'gc fail.
Let X be a random variable for the total number of gadget pair failures; since X is

a sum of independent Bernoulli variables we know that:

e TH2 Yy e(0,1)
k/8] < 67(1/2)2(k/4)/2
<

To arrive at a contradiction, we want to show that the left-hand side is strictly less
than 1 — 6. Hence it suffices to show that:

e k32 15
—k/32 < In(1 —9)
k>32In(1—6)""

We can easily satisfy this by choosing k = 2[161In(1 — 6) 1] + 2; note that this
is guaranteed to be even and will contribute an asymptotic factor of Q(In(1 —
5)~1). Since we have now forced Pr[X < k/8] < 1 — &, we know that the comple-
ment probability is Pr[X > k/8] > 6. When this many failures occur, our Monte
Carlo algorithm will have an approximation ratio which is strictly larger than:

n__q_ k/8
n—k/8 n—k/8
L k/8
k(2r+2) —k/8
=1— —1
16r +15
Similar to the deterministic case, we can choose r = |{;(e~! — 15)] which is

Q(e™!) and since € < 1/32 this guarantees r > 1 which ensures Uf,_l and vi 41
exist. Additionally our construction has n = k(2r +2) = Qe tIn(1 —§) 1)
nodes which the algorithm was guaranteed to be able to handle. We now finish
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the approximation ratio analysis; the ratio is strictly larger than:

n _q_ 1
n—k/8 16| (e~ 1 —15)] + 15
1
>1- 16(e-1-15)+15
17
>1+¢€ (sincee < 1/32 = € < 1/15)

Hence with probability strictly greater than J, the approximation ratio is strictly
worse than (1 + €). This contradicts the approximation guarantee of the Monte
Carlo LOCAL algorithm, completing the second part of the proof. O

Remark 5.7.3. In addition to being able to guard against Monte Carlo algorithms
with access to shared public randomness, it also does not matter if the algorithms
know the graph size n upfront. It is also possible to improve the upper bounds on
allowed e with additional observations, e.g. removing anchor nodes or arguing
that in the deterministic case at least two nodes must actually be unmatched. At
some point, this hinges on what a LOCAL algorithm is actually allowed to do in
zero rounds.

5.7.2 Bipartite Regular Graphs of Even Degree

We now consider the (medium difficulty) even degree case. We prove the follow-
ing subresult in this subsection.

Theorem 5.7.4. For any even degree A > 2 and error € € (0, @), any deterministic
LOCAL algorithm that computes a (1 + €)-multiplicative approximation for MAXIMUM-
MATCHING on bipartite A-reqular graphs with at least n > Q (A~ e™1) nodes requires
Q(A e 1) rounds.

For any even degree A > 2, error € € (0, s577 ), and failure probability 5 € (0,1),
any Monte Carlo LOCAL algorithm that computes a (1 + €)-multiplicative approxima-
tion with probability at least 1 — § for MAXIMUMMATCHING on bipartite A-reqular
graphs with at least n > Q(A~'e 1In(1 — 6) 1) nodes requires (A~ e~ 1) rounds.

Proof. In order to support larger degree than the degree two proof, we plan to
replace each node v from that construction with a “node subgadget” h°. Just as
each node used to be connected to two other nodes, we will be able to connect
each node subgadget to two other node subgadgets.
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Subgadget hv ....................................

Figure 5.4: (Even Degree Case) This is our node subgadget h” for degree A =
4, which takes on the role of a node v from the original construction. The red
dashed lines emphasize missing edges (if they were not missing, the gadget would
internally look like biclique Ky a4+1). The subgadget is connected to two other
subgadgets h?', h”" via blue curved edges to correspond with the original node
being connected to two other nodes v’ and v”’. To maintain the bipartiteness of the
resulting graph, the nodes being replaced by these node subgadgets must all be
from even-length cycles.

Informally, our subgadget will offer A/2 nodes that are each missing two de-
gree and hence can be connected to adjacent node subgadgets, for a total of A
outgoing edges. We will then expect the typical solution to use exactly one of
these external edges, which simulates the behavior of a node in the original proof.
The fact that we have A outgoing edges is not a coincidence; a combination of reg-
ularity and bipartiteness mean that if we want all subgadget nodes with external
edges to be on the same side of the bipartition, the number of external edges is
necessarily a multiple of A (since each node on that side generates A edges and
each node on the other side consumes A edges).

Figure 5.4 depicts the subgadget design for degree A = 4, and we now for-
mally describe it for all even A > 2. To replace what was originally node v, our
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(node) subgadget consists of the (2A 4 2) nodes ¢, /3, ..., £3,17,75, ..., a1 Inter-
nally, we connect E;.’, with r;’ forall forallj/ € {1,2,..,A}and j € {1,2,..,A+ 1}
unless j/ € {2j —1,2j}. Our gadget will also have A external edges coming out
of nodes r{, 75, ..., 73 ,, (two each). If the node v was connected to nodes v and 0",

then we have external edges from r;-’ to ¥ and 1’;’" forallje {1,2,.., A/2}.

Now that we have described our subgadget, we copy the path gadget construc-
tion from the proof of Theorem 5.7.2, replacing every node with a node subgadget.
Reusing some notation from that proof, our path gadgets will guard against algo-
rithms that run for r rounds and we will be using k path gadgets in total, where
k is even and to be decided later. We also use k additional anchor nodes which
also get turned into node subgadgets. In total, the total number of nodes we use
isnow k(2r +2)(2A +1).

Let us consider what the algorithm does on a single node subgadget. For con-
venience, let’s define the following sets of subgadget v’s nodes:

X0 = {2, ) (1X7| = &)
YO = {1,013 ) (V| = A/2)
2% =A{rj o1 T} (|12° =4a/2+1)

The most natural thing to do for subgadget v is to match the A/2 + 1 nodes of Z
to an equal number of nodes in X?, then match the remaining nodes of X to an
equal number of nodes in Y?. This leaves one remaining node from Y? to match
with an external node. '

In fact, we will force the algorithm to do this on each node subgadget h%r
that corresponds to an innermost node v’ in some path gadget ¢'. For conve-
nience, let v = vi.. We will postprocess the algorithm’s decisions on subgadget h?,
and we will maintain that the total size of the matching does not decrease, so if
the post-processed matching fails the approximation guarantee, so did the algo-
rithm’s original matching. First, if any node in Z? is unmatched, we match it to a
node in X“ which is not currently matched to another node in Z°. This is always
possible because Z? and XV are fully connected and |XY| = A > A/2+1 = |Z7|.
We possibly need to unmatch that node of Z° with a node in Y?, but even with
this in mind, we have not reduced the total size of the matching. Next, if any node
in XY is unmatched after this, we match it to a node in Y” which is not currently
matched to another node in Y°. This is always possible because X” and Y are
almost fully connected; each node in X? is only missing a connection to a single
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node in Y?, and between Y’ and Z? there are A + 1 nodes total, enough to guaran-
tee a match for every node in X” even with the missing edges. We possibly need
to unmatch that node of Y with an external node, but again this does not reduce
the total size of the matching. Finally, if any node in Y? is unmatched after this,

we match it to an external node in h%+1, possibly unmatching that external node
with a different external node. Since we are only doing this post-processing for
innermost nodes v = vi, we can safely do this all without collisions. As a result of
our post-processing, exactly one node of h?r is matched to an external node, and
the size of the matching has not decreased.

At this point, we can follow the original proof with only minor changes. We
say that % is matched to the right if its only external edge matched is with /%+1
and its gadget ¢ is inserted forwards, or if its only external edge matched is with
h?r-1 and its gadget g is inserted backwards. Similarly, we say that it is matched
to the left if its only external edge edge matched is with %1 and its gadget g’ is
inserted forwards, or if its only external edge matched is with hor+1 and its gadget
¢' is inserted backwards. Again, our post-processing has guaranteed that exactly
one of these possibilities occurs, and our random insertions guarantee each inner-
most node subgadget is independently an uniformly at random matched to the
right or left.

We now pair up adjacent gadgets as before; fori € {1,2,...,k/2}, the ith gadget
pair includes the node subgadgets of ¢*~!, the node subgadgets of g%, as well as
the node subgadget for the anchor node u*~1%. We know that there is a 1/2
probability that the two innermost node subgadgets have one match left and one
match right. When this event occurs, there are an odd number of nodes between
these two matching edges (an odd number of subgadgets times an odd number
of nodes per subgadget), so one of these nodes must be unmatched. Furthermore,
this 1/2 failure chance occurs independently across all our gadget pairs.

Against deterministic LOCAL algorithms we again choose a minimal k = 2 for
a single gadget pair. On average against our distribution, the algorithm leaves 1/2
of a node unmatched; we can begin to work out its multiplicative approximation
ratio to be at least:

n 14 1
n—1/2 2n —1

1
14+ —
> +2n
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1
2k(2r +2)(2A + 1)
1
82A +1)(r +1)

-1+

=1+

To turn this into (14e€), weletr = ng;jrsj This is Q(A~1e™!) as claimed, and as
long as € < 1zAg —5, we have r > 1 so that our post—processmg was valid (i.e. 0\,
and vr .1 exist). Additionally our construction has Q(A~ le=1) nodes which the
algorithm was guaranteed to be able to handle. The upshot is that after making
these choices for k and r, we have contradicted the (1 + €)-multiplicative approx-
imation guarantee of the deterministic LOCAL algorithm, completing that half of
the proof.

To deal with the other half, Monte Carlo LOCAL algorithms, we again invoke a
Chernoff bound. Since the failure probability is the same, the Chernoff calculation
is identical and we need to choose k = 2[161In(1 — 6) '] + 2 so that the number
of gadget pair failures X satisfies Pr[X < k/8] < 1 — 4. Hence the complement
probability is Pr[X > k/8] < J, but this many failures would make our Monte
Carlo algorithm have an approximation which is strictly larger than:

n B k/8
k8 YT T8
k/8
—14
K2r+2) 20+ 1) —k/8
>1+ 1
160256+ D) (r + 1)

To turn this into (1 +€), we let r = L32A+16J This is Q(A~'e™1) as claimed,
and as long as € < 35 A1+17, we have r > 1 so that our post-processing was valid.
Additionally our construction has Q(A~'e~'In(1 — 6)~') nodes which the algo-
rithm was guaranteed to be able to handle. Hence with probability strictly greater
than ¢, the approximation ratio is strictly worse than (1 + €). This contradicts the
approximation guarantee of the Monte Carlo LOCAL algorithm, completing the
second part of the proof. O

5.7.3 Bipartite Regular Graphs of General Degree

We now consider the (hard difficulty) general degree case. Unfortunately, the way
we got the even degree proof to work via node subgadgets runs into complications
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when try the same technique for odd degree. If we design a node subgadget
with an odd number of nodes, we will have an odd number of external edges
and the algorithm will be able to break symmetry (the subgadget’s two neighbors
will not look the same). If we design a node subgadget with an even number of
nodes, then we will want to match an even number of nodes to external nodes
and the algorithm will be able to evenly split them between the subgadget’s two
neighbors.

Hence we will need a different attack angle to handle odd degrees. The key
insight is to view the path gadget as a degree-two way to simulate a very long
edge (so that the algorithm cannot see the neighbor on the other side of the long
edge). We will design edge subgadgets to do the same thing for higher degrees.

We are now ready to prove Theorem 5.7.1, which is restated below for conve-
nience.

Theorem 5.7.1. For any degree A > 2 and error € € (0, m» any deterministic
LOCAL algorithm that computes a (1 + €)-multiplicative approximation for MAXIMUM-
MATCHING on bipartite A-reqular graphs with at least n > Q (A~ e™1) nodes requires
Q(A e 1) rounds.

For any degree A > 2, error € € (0, m% and failure probability § € (0,1), any
Monte Carlo LOCAL algorithm that computes a (1 + €)-multiplicative approximation
with probability at least 1 — 6 for MAXIMUMMATCHING on bipartite A-reqular graphs
with at least n > Q(A e In(1 — 8)~1) nodes requires Q(A~'e™1) rounds.

Proof. In order to support larger degree than the degree two proof, we plan to
create a (bipartite, regular) degree five graph and then replace each edge (u,v)
in it with an “edge subgadget” h*“. We choose degree five to be the original
degree because of two factors: we want to write every degree A > 2 as a sum
A =3x+2y wherex,y € {0,1, ..., A} and we needed the coefficients on x and y in
that expression to both be at least two. It is easy to prove that every degree A > 2
tits this criteria; if A is even, then it can be written as A = 0 42y for some y > 1
and we can then always choose x = 0. If A is odd, then it is at least A > 3 and
so A — 3 is even; we can hence write A = 3 + 2y for some y > 0 and then always
choose x = 1.

This property that A = 3x + 2y means that for any specific value of A we will
only use two different edge subgadgets. Our “blue” subgadget will induce degree
x and our “red” subgadget will induce degree y, and hence three blue subgadgets
and two blue subgadgets induce a real degree of A.
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Figure 5.5: (General Degree Case) These are nodes from five adjacent layers of our
base graph, which is bipartite, regular, and has degree five. The edges are colored
blue and red so that every node has three incident blue edges and two incident red
edges. Each of these colored edges (u,v) will be replaced by an edge subgadget
h*.

The exact degree five base graph is not actually important (we can always
extract five disjoint perfect matchings and arbitrarily color them three blue, two
red), but for concreteness we will reason about the following layered graph. Let
k, the number of layers, be a parameter chosen later; we guarantee that k will
be a multiple of four (each set of four layers corresponds to a gadget pair in the
original proof). We have four nodes per layer, so our graph consists of 4k nodes
labelled v*/ fori € {1,2,...,k} and j € {1,2,3,4}. Foralli,i € {1,2,..., k}, where
i+1=1i (mod k), and for all (j,j') € {(1 1),(2,1),(2,2),(3,3),(4,3),(4,4)} we
have an blue edge (v ij ol ). Foralli,i’ € {1,2,..,k}, wherei+1 =7 (mod k),
and for all (j, /') € {(1,2),(2,3), (3,4), (4,1)} we have an red edge (v"/,0"/"). This
base graph is depicted in Figure 5.5.

We are now ready to present our edge subgadget h"“. It takes in three pa-
rameters: the degree A, an induced degree z € {0, 1, ..., A}, and a length p which
is a positive even integer. Informally, our edge subgadget behaves like z parallel
edges between u and v that have a length of 2p + 1 (i.e. it takes that many hops
to get from u to v), implying that a 2p-round algorithm cannot see the identity of
v when making a matching decision for u. This is done by adding Ap additional
nodes along with edges that use up all of their A degree along with using up z
degree from both u and v.
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Subgaciget h*®

Figure 5.6: (General Degree Case) This is our edge subgadget h*?, which sim-
ulates z parallel edges between u and v of length 2p + 1. The red dashed lines
emphasize missing edges. To maintain the bipartiteness of the resulting graph, u
and v must be on opposite sides of the bipartition.

We now formally describe the edge subgadget, which is depicted in Figure 5.6.
Our subgadget consists of (Ap) nodes {wlujz’}l6 (12,.0},je{12,.,a}- We think of our
nodes as being arranged in p layers with A nodes in each layer. We say that a
node wlu]v is in layer 7, and each layer is only connected to adjacent layers (except
for the first layer i = 1 and last layer i = p, which are also connected to u and v
respectively).

When going up from an odd layeri € {1,3,..,p — 1} to the even layeri + 1, the
nodes are fully connected except for a matching between the first z nodes. That
is, wZ}U is connected to w;’fl/]., forall j,j’ € {1,2,..,A} unless j = j/ < z. When
going up from an even layer i € {2,4,...,0 — 2} to the even layer i + 1, the only

connection is a matching between the first z nodes. That is, w;‘]v is connected to
0

w?fl]. forallj € {1,2,...,z}. Finally, u is connected to wi"j forj € {1,2,..z} and v
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is connected to w;‘]v forje {1,2,..z}.

After replacing all the edges in our base graph with edge subgadgets, we have
a total of n = 4k + 10k(Ap) nodes. Next, we will identify the equivalents of path
gadgets and gadget pairs within our graph, so that we can argue that algorithms
will wind up making mistakes at a certain rate.

Our new version of a gadget consists of an innermost node v/ with even i
along with the five edge subgadgets incident to that node. Our construction has
provided the following properties: (i) gadgets do not overlap and (ii) each gadget
can be removed and reinserted into the graph one of 3!2! = 12 ways without
changing the overall structure of the graph, since the blue edge subgadgets can
be freely permuted with each other and the red edge subgadgets can be freely
permuted with each other. This leaves all nodes v"/ with odd i serving as anchor
nodes between gadgets.

We now group gadgets as follows; for i € {1,2,...,k/4}, the ith gadget group
includes the 5 gadgets whose innermost nodes are v 21, 9422 p#i=24 piil 742
(each consisting of that node and the five edge subgadgets incident to that node),
as well as the anchor node v*~11. Intuitively, the situation is that we are examin-
ing an anchor node and its five neighbors; the algorithm needs exactly one of these
neighbors to be matched towards our anchor node, but it cannot do so precisely
due to our random method for inserting gadgets. The algorithm gets to decide
how to split a gadget’s probability of matching its innermost node towards a red
edge or towards a blue edge, but after that the red edges get shuffled and the
blue edges get shuffled and so any decision has a constant probability of getting
messed up.

In order to have independence between gadget groups later, it will be conve-
nient to run a Yao’s minimax principle argument. Let Y be a random variable rep-
resenting the algorithm’s randomness (even shared public randomness between
the nodes), and y be a specific value for this randomness. If the algorithm is de-
terministic, then this does not matter and we can say e.g. y can only be the empty
string. If we condition on Y = y, then the algorithm behaves deterministically
and in particular, every gadget’s innermost node is deterministically matched to
either a node in a red edge subgadget or a blue edge subgadget. After these deci-
sions are locked in, we randomly insert all gadgets and consider what happens to
our gadget groups.

We want to lower bound the probability that some node in the gadget group
is unmatched. One sufficient condition for this to occur is that an even number of
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the five gadgets in the gadget group match towards the anchor node. The algo-
rithm’s decision (which can depend on Y) amounts to choosing which subset of
gadgets get to participate, but participating gadgets have a probability of either
1/2 or 1/3 of changing the parity of the outcome. Since the probability of chang-
ing the parity is never greater than 1/2, this means that the even-parity proba-
bility after a coin flip (viewed as a weighted average) is closer to the even-parity
probability before the flip than the odd-parity probability before the flip; hence
the even-parity probability can never drop below 1/2. Furthermore, due to con-
ditioning Y = v, all gadget groups are independent Bernoulli variables (possibly
with different probabilities).

Against deterministic LOCAL algorithms the conditioning doesn’t matter, and
we choose a minimal k = 4 giving us a single gadget group. On average against
our distribution, the algorithm leaves at least 1/2 of a node unmatched; we can
begin to work out its multiplicative approximation ratio to be at least:

n 14 1
n—1/2 2n —1
>1+i
2n
1
8k + 20kAp
U
32 4 80Ap

To turn this into (1 +€), we let p = L‘?;szj. This is Q(A~'e™1) as claimed, and
as long as € < m we have p > 2 so that our edge subgadgets are valid. Ad-
ditionally our construction has Q(A~'e~!) nodes which the algorithm was guar-
anteed to be able to handle and we guarded against 2p round algorithms which
is Q(A~'e~!) as well. The upshot is that after making these choices for k and p,
we have contradicted the (1 + €)-multiplicative approximation guarantee of the
deterministic LOCAL algorithm, completing that half of the proof.

We need to be a little careful rerunning our Chernoff bound, since the failure
probability may not be exactly 1/2, although it turns out that a lower bound on
the probability suffices. The expected number of gadget groups which fail is y,
which is between %% = § and § (the exact value in this range can depend on y).
We need some multiplicative error to run our Chernoff bound argument, so let us
consider the situation where at most % fail. Let X be a random variable for the
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total number of gadget pair failures; since X is a sum of independent Bernoulli
variables (independent conditioned on Y = y) we know that:

Pr(X < (1—uly =y] <e "2 Yy e(0,1)
Pr[X < u/2|Y =y] <e M8
<

Pr[X < k/16]Y = y] < e K/

To arrive at a contradiction, we want to show that the left-hand side is strictly
less than 1 — 6. Hence it suffices to show that:

ekt 15
—k/64 < In(1—9)
k> 64In(1—06)""

We satisfy this by choosing k = 4[161In(1 — §)~1] + 4; note that this is guaran-
teed to be a multiple of four and will contribute an asymptotic factor of Q(In(1 —
5)~1). Since we have now forced Pr[X < k/16] < 1 — 6, we know that the comple-
ment probability is Pr[X > k/16] < 6. When this many failures occur, our Monte
Carlo algorithm will have an approximation ratio which is strictly larger than:

n k/16
n—k/16 1+n—k/16

k/16
4k + 10kAp — k/16

1
64+ 160Ap — 1

1

64 + 160Ap

=1+

=1+

>1+

To turn this into (1 +¢€), we let p = Leiéafﬂ. This is Q(A~'e™1) as claimed, and
aslong as e < m, we have p > 2 so that our edge subgadgets are valid. Ad-
ditionally our construction has Q(A~'e~1In(1 — §)~!) nodes which the algorithm
was guaranteed to be able to handle and we guarded against 2p round algorithms
which is Q(A~!e™!). Hence with probability strictly greater than ¢ (just over our
counterexample distribution), conditioned on Y = y, the approximation ratio is
strictly worse than (1 + €). But we now finish our Yao’s minimax argument and
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observe that since this argument worked for every value of y, we can safely un-
condition this statement by taking a weighted average. Hence with probability
strictly greater than ¢ (over both our counterexample distribution and the ran-
domness of the algorithm), the approximation ratio is strictly worse than (1 + €).

This contradicts the approximation guarantee of the Monte Carlo LOCAL al-
gorithm, completing the second part of the proof. O
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Chapter 6

Improved Inapproximability for
MaxIS in CONGEST

In Chapter 4, we showed that an O(A)-approximation to the Maximum Indepen-
dent Set can be found in O(poly(loglogn)) rounds in the CONGEST model. In
this chapter, we demonstrate that achieving substantially better approximation
factors, namely, 2 — € and 4/3 — ¢, is impossible even in linear and quadratic
times, respectively. This chapter is adapted from a joint work with Yuval Efron
and Ofer Grossman [139].

6.1 Introduction

By far the most fruitful technique for showing lower bounds in the CONGEST
model is reductions from two-party communication complexity, as discussed in
Chapter 3. This technique has yielded nearly tight results for various fundamen-
tal problems, such as distance computations, minimum spanning tree, minimum
vertex cover, and more [7,43,99,103,119,132,140,150,155,162,168,180,224,237,252].

In this work, we take this technique a step further, and we introduce a frame-
work of reductions from t-party communication complexity, for every t > 2. Our
framework enables us to show improved hardness of approximation results for
Maximum Independent Set.

Bachrach et al. [43] used the two-party framework to show that finding a
(5/6 + €)-approximation requires Q(1/ log® ) rounds, and finding a (7/8 + ¢€)-
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approximation requires Q(n%/ log” ) rounds, in the CONGEST model. We am-
plify the hardness results of Bachrach et al. by using more parties. Our results:

Theorem 6.1.1. For any constant 0 < € < 1/2, any algorithm that finds a (1/2 + €)-
approximation for Maximum Independent Set in the CONGEST model requires at least
Q(n/ log® n) rounds.

Theorem 6.1.2. For any constant 0 < € < 1/4, any algorithm that finds a (3/4 + €)-
approximation for Maximum Independent Set in the CONGEST model requires at least
QO(n2/ log® n) rounds.

While our results are not necessarily tight, we hope that our technique could
pave the way for more and stronger lower bounds in the CONGEST model. We
note our results hold even against randomized algorithms that succeed with prob-
ability p > 2/3, and even for constant diameter graphs. The hard instances that
are used to prove Theorems 6.1.1 and 6.1.2 are weighted graphs, but we can extend
our arguments for unweighted graphs as well by losing a logarithmic factor in the
lower bounds (in terms of the number of rounds), as explained in Remark 6.4.9.

To prove Theorems 6.1.1 and 6.1.2 we use reductions from t-party communi-
cation complexity where we use t = O(1/¢) players. For t = 2, our constructions
are similar to the ones presented in [43], and can be viewed as simplified versions
of them.

The Challenge: Perhaps the first attempt that one would try to extend the two-
party framework to the multi-party case is to use a reduction from the multi-party
Set-Disjointness problem. In the multi-party Set-Disjointness problem, there are
t players py,-- -, ps. Each player receives a string x' € {0,1}*, and they wish to
know if the strings all intersect at the same index. That is, they wish to know if
there is an index m € [k] such that x}, = x2, = ... = x!, = 1. However, using a
reduction from the multi-party Set-Disjointness problem is not a simple task, and
as t increases, the task becomes more challenging. This complexity arises because,
in the non-intersecting case, there are many sub-cases of pairwise intersections,
and the reduction needs to account for all these sub-cases. For example, if we
try to extend the reduction of [43] to the multi-party Set-Disjointness problem,
in the non-intersecting case, for every pair i # j € [t], whether the strings x’
and x/ intersect influences the size (or weight) of the Maximum Independent Set.
Therefore, in the non-intersecting case, the reduction needs to account for all the
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sub-cases of pairwise intersections. The more players we have, the more sub-cases
arise, and the more infeasible the reduction becomes.

To overcome this challenge, we use reductions from a certain Promise Pairwise
Disjointness problem, rather than the multi-party Set-Disjointness problem. In this
Promise Pairwise Disjointness problem, there are ¢ players each receiving a string
x' € {0,1}*, with the promise that the strings are either all intersecting at the same
index or pairwise disjoint. That is, in the non-intersecting case, for all pairsi # j €
[t], it holds that x” and x/ are disjoint. Most importantly, we don’t have many sub-
cases of pairwise intersections in the non-intersecting case. The communication
complexity of this Promise Pairwise Disjointness problem is Q(k/tlogt) [105],
which is large enough for our purposes, and we are able to use it to prove our
results.

Road-map: In Section 6.2, we begin with some useful definitions and tools. In
Section 6.3, we present our framework of reductions from the multi-party com-
munication complexity model. The technical heart of this chapter is provided in
Sections 6.4 and 6.5, where we show our linear and quadratic lower bounds, re-
spectively.

6.2 Preliminaries

6.2.1 Multi-party Communication Complexity

Our lower bounds rely on reductions from the number-in-hand model of multi-
party communication complexity. In the number-in-hand model, there are ¢ play-
ers, each is holding an input x' € {0,1}*, and they wish to compute a joint func-
tion of their inputs f(x!,---,x!), where t and k are parameters of the model. The
communication setting in the number-in-hand model can be defined in various
ways. In this work we use the shared blackboard model (see also, for exam-
ple, [241]), where the players can exchange messages by writing them on a shared
blackboard that is visible to all the players. The communication complexity in this

model is formally defined as follows.

Definition 6.2.1. [Communication Complexity - Shared Blackboard]
Letk > 1,t > 2 be two integers, f be a Boolean function f : Hle{O,l}k —
{TRUE, FALSE}, and Q be the family of protocols that compute f correctly with
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probability at least 2/3, in the shared blackboard model. Given t inputs xt, e

denote by 7TQ(x1, cee xt) the transcript of a protocol Q on the inputs xl oo xt
i.e. the sequence of bits that are written on the shared blackboard. The cost of a

protocol Q is

Cost = max T xl,---,xt
@=, max ol x)

The communication complexity of f, denoted by CCy(k,t), is defined to be
the minimum cost over all the possible protocols that compute f correctly with
probability at least 2/3:

CC¢(k,t) = min Cost
(k1) = min Cost(Q)
Our lower bounds for the CONGEST model are achieved via reductions from
the Promise Pairwise Disjointness function. For two strings x,y € {0,1}*, we say
that x and y are disjoint if 2;-‘:1 xjy; =0.

Definition 6.2.2. [Promise Pairwise Disjointness]

Letk > 1, > 2, and x!,--- ,xt € {O,l}k, with the promise that the strings
1

xl, ... xt are either uniquely intersecting, or pairwise disjoint. That is, either there
is an m € [k] satisfying x}, = x2, = --- = x/, = 1, or x’ and ¥/ are disjoint for all

pairs i # j € [t|. The Promise Pairwise Disjointness function outputs TRUE if the
strings are pairwise disjoint, and FALSE if they are uniquely intersecting.'

Chakrabarti et al. [105] proved the following theorem.

Theorem 6.2.3. [Theorem 2.5 in [105]]
Let f be the Promise Pairwise Disjointness function. It holds that CCs(k, t) = Q(k/tlogt).

6.2.2 Large Distance Codes

Our proofs use the tool of error-correcting codes that was used in [43]. Let us define
the notion of a code-mapping. Here, we use a similar definition to the one given by
Arora and Barak [34] (Chapter 19, Definition 19.5, page 380, in [34]).

For any positive integer k, we denote by [k] the set of positive integers {1,2,- - -, k}.
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Definition 6.2.4. [Code-mapping]
Let 2 be a finite set of symbols, called the alphabet. Fix three integersd > 1, L > 1
and M > L. For two strings x,y € ¥M the distance of x and y, denoted by d(x,y),
is equal to |{i € [M] | x; # y;}|.

A code-mapping with parameters (L, M, d, %) is a function C : & — =M, such
that for every x # y € L, d(C(x),C(y)) > 4d.

Our proofs use the following Theorem that shows the existence of large-distance
codes (Lemma 19.11 in [34]).

Theorem 6.2.5. Let X be an alphabet of size g = |X|. There is a code-mapping with
parameters (L, M,d, %), where L< M < gandd = M — L.

One way to construct a code-mapping that proves Theorem 6.2.5 is by the so
called Reed-Solomon code, which is a well-known algebraic construction for error-
correcting codes. In our proofs we don’t need the details of the construction, but
only its existence.

6.3 Multi-Party Communication Complexity
Reductions

In this section we show how to prove lower bounds for the CONGEST model via
reductions from the shared blackboard model of multi-party communication com-
plexity. Our framework extends the notion of a family of lower bound graphs [103]
that was discussed in Chapter 3 (in Definition 3.2.4), for any arbitrary number
t > 2 of players.

Definition 6.3.1. [Family of Lower Bound Graphs]
Given two integers k > 1, t > 2, a function f : Hf’:l {0,1 }k — { TRUE, FALSE }, and
a graph predicate P, a family of graphs

{Gf = (V,Ef,ﬂ)f) ‘ X = (xl,- . ,xt) & ]‘le:{O/l}k}

is said to be a family of lower bound graphs with respect to f and P if there is a
partition of the set of nodes V = Ule V' for which the following properties hold:?

2Throughout this chapter, we use the notation V = Ule V' to emphasize that {V} icly is a
partition of V.
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1. Only the weight of the nodes in V' and the existence of edges in V' x Vi may
depend on x/;

2. Gy satisfies the predicate P iff f(%) = TRUE.

Next, we prove the following reduction theorem, which is based on a stan-
dard simulation argument. This theorem extends Theorem 3.2.5 that was stated
in Chapter 3 (and also in Theorem 1 in [103]). Given a family of lower bound
graphs and a graph Gy in it, we denote by cut(Gz) the set of cut edges of Gz. That
is, cut(Gsz) = Ex \ (Uf_; Vi x V).

Theorem 6.3.2. Fixk > 1,t > 2, f : TI!_1{0,1}* — { TrUE, FALSE }, and a graph
predicate P. If there is a family { Gz = (V, Ex, wz) } of lower bound graphs w.r.t. f and
P, then any algorithm for deciding P in the CONGEST model with success probability at

least 2/ 3 requires () <W%(|kki;|v|> rounds.

Proof. Let ALG be a distributed algorithm in the CONGEST model that decides
P in T rounds. We define a protocol for f in the shared blackboard model, as
follows. Let ¥ = (x!,---,x") € [T'_; {0, 1}* be the vector of inputs of the players
pl, cee, pt, where pi receives the string x!, in the shared blackboard model. Each
player p' constructs the part of G; for the nodes in V'. This can be done by the
first condition of Definition 6.3.1, and the fact that the V’s are disjoint.

The players p!, - - -, p' simulate ALG, where each player p’ simulates the nodes
in V', as follows. All the messages that are sent on edges in V! x V' are simulated
by player p', without any communication with the other players. All the other
messages, the ones that are sent on edges in cut(Gz) = Eg \ (Ui_; V' x V), are
written on the shared blackboard. That is, whenever there is a message from some
node in V' to some node in V7 for i # j € [t], player p’ writes this message on the
shared blackboard, which is visible to all the other players. In particular, it is
visible to p/ who is simulating the nodes in V/.

After simulating the T rounds of ALG, the players know whether Gy satisfies
the predicate P, and by the second condition of Definition 6.3.1, this reveals the
information about f(x). Observe that the total number of bits that are written
on the blackboard are O(T|cut(Gg)|log|V|). This is because an algorithm in the
CONGEST model sends at most O(log |V|) bits on each edge in each round, and
the only messages that are written on the blackboard are the ones that are sent
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on the edges in cut(Gz). Hence, the communication complexity of f is at most

CCr(k,t
O(Tlcut(Gs)|log | V]) and therefore, T = O 1o oty ). =

Our hardness results use families of lower bound graphs with respect to the
Promise Pairwise Disjointness function and a gap predicate P. We formalize such
families in Definition 6.3.4. First, we formally define the notion of y-approximation
for Maximum Independent Set.

Definition 6.3.3. [y-approximation for Maximum Independent Set]

Let G = (V,E,w) be a vertex-weighted graph with weight function w, and let
OPT be the value of an optimal solution for Maximum Independent Set.> An in-
dependent set I in G is y-approximation for Maximum Independent Set if w(I) >
OPT /.

Definition 6.3.4. [y-approximate MaxIS family of lower bound graphs]

Fix 0 < ¢y < 1,8 > 0. Let P be a graph predicate that distinguishes between
graphs of Maximum Independent Set of weight at least B, and graphs of Max-
imum Independent Set of weight at most v - f. A family of graphs is called a
y-approximate MaxIS if it is a family of lower bound graphs with respect to the
Promise Pairwise Disjointness function and the graph predicate P.

The following corollary follows from Theorems 6.2.3 and 6.3.2.

Corollary 6.3.5. Let k > 1, t > 2 be two integers. If there is a y-approximate MaxIS
family of graphs {Gz = (V,Ex,ws) | ® € [T'_1{0,1}*}, then any algorithm for finding
a y-approximation of Maximum Independent Set in the CONGEST model with success
probability at least 2 /3 requires Q) (k/ (tlogt - |cut(Gz)|log |V|)) rounds.

6.4 Linear Lower Bound

In this section we prove the following theorem.

Theorem 6.1.1 For any constant 0 < € < 1/2, any algorithm that finds a (1/2 + €)-
approximation for Maximum Independent Set in the CONGEST model requires at least
Q(n/ log® n) rounds.

3Throughout this chapter, for a subset of nodes U C V, we denote by w(U) = Y_,c; w(0).
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In order to prove Theorem 6.1.1, we construct a (1/2 + €)-approximate MaxIS
family of lower bound graphs { Gz = (V, Ez,wz) | ¥ € [T'_,{0,1}* }.

6.4.1 The family of lower bound graphs

We start by describing a fixed graph construction G = (V,E,w), and then we
describe how to get from G and a vector of strings £ € []!_;{0, 1} the graph G; =
(V,Ez, xz), which gives a family of graphs { Gz = (V,Ez, wz) | ¥ € Hle{o, 1353},

Our fixed graph construction G contains t copies of a fixed base graph H. We
start by describing the base graph H.

Some notations. Let k, «, ¢ be three positive integers that are to be chosen later
such that (¢ + a«)* = k, and ¢ > «a. Let C be a code-mapping given by Theo-
rem 6.2.5 with parameters («, ¢ + «,¢,X), where X = {1,--- ,{ + a}. Observe that
k = |Z|*. Hence, we order the elements in X* by an arbitrary ordering, and for
m € [k], we denote by C(m) the code-mapping of the m’th element in X*.

Description of H = (Vy,Eg). The set of nodes Vy contains a clique of size k,
denoted by A = {v4, ..., v}, and ¢ + « cliques, Cq, - - -  Clta) each of size ¢ + «.
For each h € [{ + a], the nodes in Cj, are denoted by C;, = {o(4,1), ", O(n04a)}-
We call the cliques Cy, - - -, Cyy, the code gadget, and we denote this set of nodes

by
O+

Code = U Ch
h=1
The reason that these cliques are called the code-gadget is as follows. Given a
code-word w € X!**, we can represent w by £ + a nodes

Uy € Cl/uz S CZ/' o U € Cf-i—ﬂ(

where u;, € Cj corresponds to the h’th position in w. That is, u, = 0y}, ,), where
wy, is the value in the h’th position in w. For any m € [k], we denote by Code,
the set of nodes that corresponds to the code-word C(m) € Y+ and we connect
vm € A to all the nodes in Code \ Codey,.

This concludes the description of H. More formally, the graph H = (Vy, Eg) is
defined as follows. Given a clique C, we denote by E(C) the set of all the possible
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Figure 6.1: An example of the base graph H, where / = 2, « = 1. A is a clique of
k = (¢ + a)* = 3 nodes, and there are £ + a = 3 cliques C1, C, and Cs, each of size
3. In this example, we assume that the code-mapping of 1, C(1) = “2,3,1”, and
therefore, v1 in connected to all the nodes in Code = C; U C U C3, except of the
nodes in Code; = {0(12),0(23),0(31)}- The other edges between {v;,v3} x Code
are omitted in this figure, for clarity.

edges between nodes in C.
Vg = AU Code
l+uo
Ey = E(A) U {{vm,u} | vm € A,u € Code\ Coden,} | J E(Cy)
h=1

Obtaining the fixed graph construction G from H: Now we are ready to de-
scribe the fixed graph construction G = (V,E). Lett > 2. There are t copies
of H in G, denoted by H 1 ... Ht! In order to distinguish between nodes in dif-
ferent H'’s, we add a superscript i for the nodes in H'. That is, for each i € [t],
H' = (V,E') contains a clique and a code-gadget, where the clique is denoted by
Al = {v},--- ,vi}, the code-gadget is denoted by Code’, the cliques in the code-
gadget are denoted by C}, - - -, C}M, and for any h € [¢ + «], the nodes in C;, are
denoted by C;l = {‘Téh,l)" . ,(Tgh, ’ Jra)}. Similarly, Code', denotes the set of nodes
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Figure 6.2: An illustration for the connections between C,i and C{l. In this example,
¢+ a = 3. Observe that for any r € {1,2,3}, 0}  is connected to all the nodes in

j j
C}, except of 7, ..

in Uf;’f‘ C;; that corresponds to the code-word C,. That is, let w = C(m), we have
that Code!, = {Uél,wl)’ e ’Ué€+“/w£+a)}' | |

It remains to describe the connections between H' and H/, for any i # j € [t].
For any h € [{ + a], we add all the possible edges between C} and C;l except of the
natural perfect matching between Ci and C), i.e., {{Uéh,r)’o-éh,r)} | r € [{ +«a]}. More
formally, we add the following edges for any i # j € [t] and any h € [{ 4 «],

{{u,v} lueCive ci} \ {{afh’r),agh’r)} 7 e [Ha]}

This concludes our fixed graph construction G, and we proceed to describing Gs.

Obtaining G; from G and %: Given ¥ = (x!,---,x!) € TT'_;{0,1}*. The graph
Gz = (V,E,wsg) is defined as follows. The sets of nodes and edges of Gy are
exactly as in G. The weights of nodes in Gx are defined as follows. Leti € [t],
m € [k], and v}, € A,

. ¢ ifxi =1
w(v},) = "
(om) {1 otherwise
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All the other nodes in Gy are of weight 1. That is, for any u € V \ U!_; A/,
w(u) =1.

This concludes the description of Gz. Before we proceed to proving that Gy is
a family of lower bound graphs, we provide three useful properties of Gy that are
used in the proof.

Property 3. For any m € [k], it holds that (J;_; Code!,) U {v, | i € [t]} is an inde-
pendent set.

Proof. First, observe that the nodes in {v!, | i € [t]} are independent. This is be-
cause v, € A’, and there are no edges between A’ and A/ for any i # j. There are
also no edges between A’ and Code/, for any i # j. Furthermore, forany i € [t] and
any m € [k], it holds that {vi,} U Code!, is an independent set. This is because v,
is connected only to the nodes in Code’ \ Code',,. Finally, let w = C(m) be the code-
mapping of m. Since for any i # j, we have that Code!, = {Uél,wl)’ e O'é rawpy) }

]

and Codel, = {Ugl,wl)’ 0 )}, and Uéh,r) is not connected to Oéh,r) for any

(€+“/wﬁ+tx .
h,r € [£+ a], we have that |J!_; Codel, is an independent set. Hence, the union
(Ui, Codel,) U {vi, | i € [t]} is an independent set. O

Property 4. For any i # j € [t|, and any my # my € [k|, the bipartite graph
(Code!

s Code},,) contains a matching of size at least (.

Proof. Let w! = C(m1) be the code-mapping of my, and let the w? = C(m;y) be the
code-mapping of m,. Given h, r € [¢ 4 «], observe that (Téh " is connected to all the

nodes in C{l \ {O'gh r)}. Hence, since the distance between w! and w? is at least £,

there are at least ¢ positions i € [¢ + «a] for which w}l # w%, and therefore, there

are at least ¢ positions h € [¢ + a] for which it holds that Uéh o) is connected to
"h

Ugh,wi)’ where w} is the i’th position in w! and w? is the h’th position in w?. O

Property 5. Let i # j € [t], let my # my € [k|, and let I be any independent set. Let

w' = C(my) be the code mapping of my, and let w* = C(my) be the code-mapping of my.

The number of positions h € [{ + «| for which it holds that aéh ) € I and O’Zh W) € Iis
h "h

at most .

s Codezm) contains a matching of
size at least ¢. Therefore, there are at least ¢ positions i € [¢ + a] for which I

Proof. By Property 4, the bipartite graph (Code!
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contains at most one of the nodes ¢!, ;. and o ,.- This leaves at most a other
(h,wh) (h,wh.)

positions for which I can contain both Uéh,w,%) and Uéh/wi)' O

6.4.2 G:isa(1/2+ e)-approximate MaxIS family of lower
bound graphs
In this section we show that there is a constant t > 2 for which Gz isa (1/2 + €)-

approximate MaxIS family of graphs. We start with a slightly weaker statement
for t = 2, which is later used in the proof for ¢ > 2.

6.4.21 Warm-up:t =2
In this section we prove the following lemma.

Lemma 6.4.1. For t = 2, and for any constant € > 0, it holds that the family of graphs

{Gy=(V,Eq,wy) | X € H{o,uk}

isa (3/4 + e)-approximate Max1S family of lower bound graphs.

For the rest of this subsection, we assume that ¢t = 2. Lemma 6.4.1 is a corollary
of Claims 6.4.2 and 6.4.3.

Claim 6.4.2.

For any g(u1 2 € { G2y = (V, Eap), Wi ) | (x1,2%) € TT71{0, 13+ }, if «!
and x? are not disjoint, then 8(x1,,2) contains an independent set of weight at least
40+ 2a.

Proof. Since the sets are not disjoint, there is an m € [k] for which x}, = x2, = 1.
Therefore, the weight of each of the nodes v}, and ©v2, is . By Property 3, the
set {v},} U {02} U Codel, U Code?, is independent, and observe that its weight is
40+ 2a. O

Claim 6.4.3.
For any 8(x1x2) € {G(xl,xz) =(V, E(xl,xz)/w(xl,xz)) | (xlr x2) € Hz‘zzl{ofl}k 1o if x!
and x? are disjoint, then any independent set I in 8(x1,52) is of weight at most
30 +2u+ 1.
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Proof. The proof is by the following simple case analysis.

1. I contains at most one node of weight ¢: In this case, the node of weight ¢
must be either in the clique A® or in the clique A%. Assume without loss of
generality that this node is in A'. Observe that we can take at most one node
of weight 1 from A2. Furthermore, since each of Code! and Code? is a union
of { 4 « cliques, we cannot construct an independent set in Codel U Code? of
weight larger than 2(¢ + «), it follows that the weight of I cannot be larger
than 3¢ + 2« + 1.

2. I contains two nodes of weight ¢: This implies that I contains one node
vlml € Al of weight £ and another node v%,h € A? of weight £, where m; #
my € [k]. Since the strings x!, x? are disjoint, it must be the case that m; #

my. Furthermore, since v}, , 1s connected to the nodes in Code' \ Code), ,»and

02m2 is connected to the nodes in Code? \ Code%nz, it remains to show that
1N (Codey,, U Codes,))| < £+ 2. By Property 4, (Code;, , Codes,,) contains
a matching of size at least ¢, and since |Code;, U Codes,, | = (2¢ + 2a), this
implies that |I N (Code;, U Codes, )| < £+ 2a. To conclude, in this case,
I contains 2 nodes of weight ¢ and ¢ + 2a nodes of weight 1. In total, the

weight of I is 3¢ + 2a.

Notice that I cannot contain more than 2 elements of weight ¢ since the elements
of weight £ form two disjoint cliques. O

Proof of Lemma 6.4.1. Claims 6.4.2 and 6.4.3 imply that the family of graphs
{Gz = (V,Ez,wz) | € [T—1{0,1}* } is a family of lower bound graphs with re-
spect to the set disjointness function and the graph predicate that distinguishes
between graphs of Maximum Independent Set at least 4¢ + 2a and graphs of Max-
imum Independent Set at most 3¢ + 2a + 1.

We set ¢ = logk —logk/loglogk,a = logk/loglogk. Hence (¢ + a)* = k
as desired. Since the dominating terms in the two cases are 4¢ and 3/, it follows
that for any constant € > 0, { Gz = (V, Ez, wz) | # € [1,{0,1}*} isa (3/4 + ¢)-
approximate MaxIS family of graphs®. O

6.4.2.2 Hardness Amplification using t > 2 Players

In this section we prove the following lemma.

4In fact, by slightly changing the parameters ¢ and , the claim holds for any € = Q(1/ logk).
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Lemma 6.4.4. For any constant € > 0, there is a constant t > 2 for which it holds
that { Gz = (V,Ex,ws) | * € [T'_1{0,1} } isa (1/2 + €)-approximate MaxIS family
of lower bound graphs.

Lemma 6.4.4 follows from Claims 6.4.5 and 6.4.8.

Claim 6.4.5. For t > 0, and any gz € { Gz = (V,Es, wz) | X € H 1{0,1}k }, if
there is an m € [k] for which it holds that x}, = --- = x{, = 1, then ¢z contains an
independent set of weight at least #(2/ + ).

Proof. Observe that for any i € [t], it holds that w(v!,) = ¢. Furthermore, by
Property 3, (U!_; Code,) U{v, | i € [t]} is an independent set, and it is of weight
2t0 + ta. O

Before we proceed to the case in which the strings are pairwise disjoint, let us
prove the following helper claim and a corollary of it.

Claim 6.4.6. For any positive integer t. Let mq,my, - - - , m; be any t distinct values
n [k]. For any independent set I, if {v}, | i € [t]} C I, then

¢
(| Codefni)‘ < 0+ at?
i—1

Proof. Let us start with some notations. Let w' = C(ml) be the code-mapping

of m;. Hence, we have that Codel, = {(7 - } Furthermore, let
1w’) (b+awy, )

S={he[l+a]| Zi:1|lﬂ(7(hwi)| 1}, S = [+ a]\ S. That s, S is the set of
"h

values h € [¢ + a] for which the independent set I contains at most one node in
PR Uéh,w;; ) }. Finally, let 1[Jff ; be an indicator defined as follows.

(h,w},) (h,w;l)

1 ifcol Elanda el

ho_

Vi =
0 otherwise

By Property 5, for any i # j € [t], it holds that ¥ ey ¢ < '/ < a. Hence,
4o

|Iﬁ UCode ]—Z|IﬂCodem‘—Z|Iﬂ U{‘Thl | (1)

i=1
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{4 {4

— 2 Ia {Uéh,w;;)}‘ = » 21 1N {‘Téh,w;;)H 2)

~ (S X et ) + (DS, l}|) ®

heSi=

Y. X 21/4]) (4)

N
—
D)
—~—
=
H,_/
//\v\:/\_/
+

hesSi=1 he§ i#jelt]
t
=L Xl {og )+ X Y2 (5)
hesi=1 i#je[t| hes
<O+a+2a-t(t—1)/2 < l+at? (6)

Where (1), (2), and (3) are straightforward. (4) holds because for any h € S, there

are at least two indices i # j € [t], for whichitholds that¢? . € Tando’ . € I.
(h,wj,) (h,w),)

(5) holds by changing the summation order of the second sum. (6) holds because
foranyh € S, Y\, |IN {Uéh,wﬁ,)}| < 1, and by Property 3, Y ¢ (/44 l[)ffj < a. O

Corollary 6.4.7. For any positive integer t, let my,my,--- ,my be any t distinct values
n [k]. For any independent set 1, if {v},. | i € [t]} C I, then

w(I) < (t+ 1)+ at?
Proof. Since each vfﬂi is connected to all the nodes in Code’ \ Codefﬂi, we have that

w(I):w(lﬂ(OAi))—l—w(Iﬁ(OCOde (Zw )—I—w (INn( UCode )

i=1 i=1 i=1
S+ 0+ at? = (t+1)0 + at?

]

Claim 6.4.8. Fort > 0, and any gz € { Gz = (V,Ez, ws) | ¥ € Hle{O, 1}k }, if the
strings x!, - - -, x! are pairwise disjoint, then the weight of any independent set is
at most (t + 1) + at?.

Proof. The proof is by induction on ¢, where the base case of t = 1 is straight-
forward (even the case of t = 2 was already proved in Claim 6.4.3). We assume
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correctness for t — 1, and prove correctness for t. Let I be an independent set in g.
Recall that A’ is a clique and therefore |I N A’| < 1. The proof is by the following
case analysis.

1. Thereis some i € [f] for which it holds that I N A’ is either empty, or contains
a node of weight 1: Observe that in this case, w(I N V?) < ¢+« + 1. This is
because any independent set contains at most £ + a nodes in Code’ = V\ A‘,
Furthermore, by the inductive hypothesis on the graph induced by the nodes
in Uje iy V/, we have that w(l) <t +a(t =12+ £ +a+1 < (E+1)0 +
a(t> =2t +1)+a+1 < (t+ 1)+ a(t?). Where the last inequality holds
sincea > 1,and t > 2.

2. Foranyi € [t], N A’ contains a node of weight ¢, denoted by vini: This case
is proved directly, without applying the inductive hypothesis, as follows.
First, since the strings xl, - xt are pairwise disjoint, it must be the case
that for any i # j € [t], m; # mj. This is because w(v}, ) = ¢ if and only if
xfﬂ], =1, and if m; = m;, it would imply that x' and x/ are not disjoint. Hence,
by Corollary 6.4.7, we have that

w(I) < (t+ 1)+ at?
As desired.

]

Proof of Lemma 6.4.4. By Claims 6.4.5 and 6.4.8, we have that the family of graphs
{ Gz = (V,Ez,wz) | * € [T'_;{0,1}*} is a family of lower bound graphs with re-
spect to the pairwise disjointness function and the graph predicate that distin-
guishes between graphs of Maximum Independent Set at least ¢ (2¢ 4+ «) and graphs
of Maximum Independent Set at most (t + 1)¢ + a« - t2.

Recall that ¢ = logk — logk/ loglogk,a = logk/ loglogk. Which implies that
the graph predicate distinguishes between independent sets of weight at least
2t(logk — logk/ loglogk + logk/ loglogk) = 2tlogk and independent sets of
weight at most (t + 1) (log k — log k/ loglog k) + t*(log k/ loglog k) < (t+2) logk,
for any constant t and k >> t. Hence, for any constant € > 0, we choose t = 2/¢€
(or the first integer larger than 2 /¢, if it is not an integer). This implies that for any
constant € > 0, there is a constant ¢ for which { Gz = (V, Ez,wz) | ® € [T!_1{0,1}*}
isa (1/2 + e)-approximate MaxIS family of graphs. O
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Proof of Theorem 6.1.1. Observe that k = ©(n), where n = |V|. Furthermore,
{Gs = (V,Ez,wz) | # € [T'_1{0,1}* }isa (1/2 + ¢€)-approximate MaxIS family of
graphs, where the partition of the set of nodes that is needed for Definition 6.3.1
is V = U!_; Vi. Hence, by Corollary 6.3.5 and the fact that |cut(Gz)| = t*log*k =
®(log? k), any algorithm for finding a (1/2 4 €)-approximation for Maximum In-
dependent Set in the CONGEST model with success probability at least 2/3 re-
quires Q(k/(tlogt - |cut(Gz)|log|V])) = Q(n/(tlogt-log’>n) = Q(n/log®n)
rounds. ]

Remark 6.4.9. While our hard instances in the proof of Theorem 6.1.1 are weighted,
it is easy to extend the argument for unweighted graphs as well, by losing a loga-
rithmic factor in the lower bound (in terms of the number of rounds), as follows.
For every node v of weight ¢, we replace v by an independent set of size ¢, de-
noted by I(v). For every node u that is adjacent to v in our construction, if u is
of weight 1, we connect all the nodes in I(v) to u. Otherwise, if u is of weight ¢,
it means that it is replaced by an independent set of size ¢, denoted by I(u). We
connect I(v) to I(u) by a bi-clique (a full bipartite graph). The proof that the con-
verted construction yields a hardness of (1/2 + €)-approximation follows from a
similar case analysis to the one provided for the weighted case. Since the number
of nodes in the unweighted construction in n = @(kl) = ©(klogk) rather than
©(k), in terms of the number of rounds, we lose a logarithmic factor in the lower
bound compared to the weighted case.

6.5 Quadratic Lower Bound

In this section we prove the following theorem.

Theorem 6.1.2 For any constant 0 < € < 1/4, any algorithm that finds a (3/4 + €)-
approximation for Maximum Independent Set in the CONGEST model requires at least
Q(n2/ log® n) rounds.

In order to prove Theorem 6.1.2, we construct a (3/4 + €)-approximate MaxIS
family of lower bound graphs { F; = (V,Ez, wz) | X € Hle{O,l}k2 }. Observe
that unlike the previous section, the length of the strings in ¥ is k? rather than k. In
our graph construction, similarly to the previous section, k = ©®(n). Hence, hav-
ing the length of the strings being k? allows us to achieve a near-quadratic lower
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bound. Our hard instances are weighted graphs, and we can extend our argument
to unweighted graphs as well by losing a logarithmic factor in the lower bound
(in terms of the number of rounds) in the same way as explained in Remark 6.4.9.

6.5.1 The family of lower bound graphs

We begin with describing a fixed graph construction, F = (V, Er, wr), and then
we describe how to get from F and a vector of strings % € []i_; {0, 1}"2 the graph
Fz = (V,Es, xz). Let G be the fixed graph construction defined in Section 6.4.1.
The fixed graph construction F consists of exactly two copies of G, denoted by
G! and G?. Recall that G = (V;, Eg) where Vg = [J!_; A" U Code'. In order to
distinguish between the sets of nodes that belong to G! and the sets of nodes that
belong to G2, we add an ordered pair as a superscript (i,b), where b € {1,2}
indicates whether the set is in G! or in G2. That is, the set of nodes of G is V1 =
Ut_; AGD U Codel™), and the set of nodes of G2 is Vg = Uf_; AW2) U Codel?).
Hence the set of nodes of F is Vr = |J!_; V!, where for any i € [t], we denote by

Vi — 2 | yi2)
vl = AGD Y CodeltV)
vi2) = A62)  Codel?)
A = [l | m e K]}
A2 = (o) | m € K]}

) {+u (1)

. i

CodeliV) = | | C,
h=1

Codeli2) = U C,(ll 2)
h=1
(1) ¢ (i1) (i1)
G =)y Ty}
(i2) ¢ (i2) (i,2)
G =0y T
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The weight function wr is defined as follows. For any v € V,

¢ ifve_ AU U ALE2)
wr(v) =

1 otherwise

That is, the weight of any node in the cliques |J!_; AG1) U A(2) is ¢, and the
weight of any node in the code-gadgets |J!_; Code"!) U Code("?) is 1. Observe that
unlike the previous section, the weights of the nodes don’t depend on the strings
in X.

t
Obtaining F; from F = (Vp,Ep,wr) and . Letx = (x!,--- ,xf) € T {0,1 }kz.
i=1

my) TOT 11,111y € k] . The graph
Fr is defined as follows. The set of nodes and the weight function remain exactly

as in F. The set of edges contains all the edges in F, and the following edges in
AL s AG2) for any i € [t].

For any x', we index the k? positions in x' by xém

{0l o0 | Xy = O}

my,mmy)
That is, for any i € [t] and any mq,m; € [k], we add an edge between 7)1(12'11) €

A and v,(?i’f) € A2 if and only if x! =0.

(m,m3)
6.5.2 F:;isa (3/4+ ¢)-approximate MaxIS family of lower
bound graphs

In this section we prove the following lemma.

Lemma 6.5.1. For any constant € > 0, there is a constant t > 2 for which it holds
t
that {Fz | x € TT {0,1 }k2 }is a (3/4 + e)-approximate MaxIS family of lower bound
i=1
graphs.

Lemma 6.5.1 is a corollary of Claims 6.5.2 and 6.5.3.
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Figure 6.3: An example of the graph induced by the nodes in V1. As in the
previous figures, { = 2,4 = 1 and k = ({ +a)* = 3. V! contains two sets
of nodes: V(1Y) which is in G!, and V(12) which is in G2. The graph induced
by the nodes in V(I')) has an identical topology to the graph induced by the
nodes in V(12), and they are both identical to the topology of the base graph
construction H that was described is Section 6.4.1. The reason that there is an
ordered pair (1,b), where b € {1,2} in a superscript in V(') and V(12) is as
follows. The first element in the pair indicates that these sets are parts of V1,
and the second element b in the pair indicates that V(1*) belongs to G. Sim-

ilarly, VA = A0 U Code) = 0D y Myl u Y, and V2 =
A2 U Code1?) = A(2) y C§1’2) U Cél’z) U C§1’2). As in the previous figures,

the code-mapping of 1, C(1) = “2,3,1”, and therefore, Uil'l) is connected to all
the nodes in Code(I'!) except of the nodes in Codegl’l) = {(T((llzl)) ,(7((21,’31)) ,(7((;11))}

(12)

Similarly, v is connected to all the nodes in Code(1?) except of the nodes in

Codegl’z) = {(7((1122)) , (7((2132)) , 053112)) }. Some edges are omitted in this figure, for clarity.
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. ot K2y : :
Claim 6.5.2. For any ¢z € {Fz: | € [1{0,1}" }, if there is a pair (mq,my) €
i=1

[k] x [k] for which it holds that x! = x? = ... = xE = 1, then gz

: } (m1,m3) (m1,my) my,my)
contains an independent set of weight at least 4¢¢ + 2at.

Proof. Consider the following set of nodes.

t .
I=J {v U1y Code Ju {v 21y Code,(é’f)

t . . t .
First, by Property 3, it holds that both | {vi,i’ll) Hu Code,(ﬁ’ll) and | {01(111,22) U
i=1 i=1
Code,(é’zz) are independent sets. Furthermore, the only possible edges between
t , : t
U {v,(é’ll) U Code,(ﬁ’ll) and U {v } U Code,(nz) are the ones in {{vm1 , ,,,2 } |
i=1 i=1

i€ [t]} But since x% = 1, none of the edges in

= x = ... =X
ny,1y) (myq,my) (my,my)

{{vm1 ,02 } | i € [t]} exists in the graph Fz. The weight of I is
| U m1 ,vm2 )|+ | U Codem1 u Coclem2 )| =280 +2t(0 + o) = t(40 + )

as desired. n

t
Claim 6.5.3. Forany gx € { Gz | € [T {0,1 }k2 }, if the strings x1,x2,- - -, x! are
=1

pairwise disjoint, then the weight of ;ny independent set in gz is at most 3(t +
1)¢ + 3at3.

Proof. The proof is by induction on t. For t = 1, observe that w(INV?!) =
w(In (VAN yvE2)) = w(1n (ALY U Code™) U AM2) U Code12))) < 40 + 2.
We assume correctness for t — 1, and we prove correctness for t. Let I be an inde-
pendent set in gz. The proof is by the following case analysis.

1. There is some i € [t], for which it holds that |I N (A(®Y) U A(2))| < 1: In this
case, observe that w(I N V) = w(IN (A U AE2) U CodelV) U Codeli?))) =
w(IN (AE) U AE2)Y)) £ w (1N (Codel™V) U Code?))) < £+ 2(¢ + a). Hence,
by applying the inductive hypothesis on the graph induced by the nodes
in U]E[t]\{z} V], we deduce that HJ(I) = ZU(I N U]E[t]\{l} V]) + ZU(I N Vl) <
3t + 3a(t —1)% + 30 + 20 < 3(t + 1)¢ + 3at’.
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2. For all i € [t], it holds that |[I N (AGY) U AG2)| = 2: This case is proved
without applying the inductive hypothesis, as follows. Fist, since A("1) and

AU2) are cliques, there is one node in I N A") and one node in I N A(2),
(1) ¢ A1) and 02 € AG?), where ml, m? €

m ml

Denote these two nodes by v

[k]. This implies that U(i’ll) and v(i’f) are not connected by an edge. Since the
ml. mi

strings x!,- - -, x! are pairwise disjoint, it must be the case that all the pairs

in {(m},m?) | i € [t]} are distinct.

We split the multiset of indices {m} | i € [t]} into equivalence classes by their

value, where each class contains a set of indices of the same value. Ob-

serve that there are positive integers r,q1,q2, - - - , g, satisfying 2]7.21 q; = t,

for which we can split {m} | i € [t]} into r equivalence classes Q1 -, Qy,

where |Q;| = g;. Lets; = Z}Il qj.5 Assume without loss of generality that

1 1

Ql - {mll' t /m51
_ 1 1
Q2 = {msl—l—ll T, Mg,
1

1

Q3 = {m52+1’ o o /mS3
1 1

Qr = {msr,1+1z e my )

where

1 _ _ a1
m57_1+1 — ... = mt

That is, we are assuming without loss of generality that Q1 contains the first
s1 = q1 indices in {m} | i € [t]}, Q2 contains the next g, indices in {m} | i €

SFor example, if the multiset is {1,1,2,3,3,3,5}, then we have r = 4,41 = 2,qp = 1,43 =
3, qa = 1
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(]}, etc. This assumption is indeed without loss of generality because we
can always split {m] | i € [#]} into r equivalence classes by their values, for
some positive integer r, and our proof doesn’t depend on the actual elements
in each class. Since the pairs in {(m},m?) | i € [t]} are distinct, it must be
the case that

2 2
ml;&---;«émsl
2 2
Mg g # -0  F Mg,

2 2
M, 41 7& 7& Mg,

2 2
m2 g F e A

The idea of the proof is to split the set of nodes into 3 disjoint sets, where the
intersection of the independent set with each of the sets has small weight, as
follows (we set sg = 0).

t
v=Jviyvid
i=1

Firi’i set Secop\d set Thigsl set
§ r—1 r S , r 5 ,
— U V(Sj+1r1)) U U ( U V(l,l)) U U ( U V(ZIZ))
j=0 j=1 Z':S]',1+2 j=1 l':Sj,1+1

In Propositions 6.5.4, 6.5.5, and 6.5.6, we show that the intersection of the
independent set with each of the three sets has small weight, and therefore,
in total, the weight of the independent set is sufficiently small.

Proposition 6.5.4. It holds that

r—1
w10V | < (r+1)0+af?
j=0
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. 1 1 1 . . .
Proof. Since my, Mg yq,° ", Mg 4qarein different equivalence classes, they

are distinct. Hence, by applying Corollary 6.4.7, we have that

j=0

r—1
w (Iﬁ (U V(SJH'U)) (r+1)f+ar’* < (r+1)0 4 at?

Proposition 6.5.5. It holds that

w(m(}( [JJ V(“))><2£(tr)+zx(tr)

j=1 Z'=Sj,1+2

Proof. Since for any i € [t], AU is a clique, and Code(!) is a union of £ + «
cliques, we have that

(6.0,) 5. v

j=1 i=s; 142 j=li=s; 1+2
r 5j , .
=) Y w (I N(AGD U Code“'”))
j=1 i:S]',1+2
T 5j
< Z Z 20+«
j=li=si 142

i Q) —1) +a(Q)] 1)
= i%(%‘ —1)+alg—1)
Zq] +2£(Z ) +a Zq]—l

j= j=1 j=1
S2(t—r)+a(t—r)

where the final inequality holds because 2;21 q; = t.
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Proposition 6.5.6. It holds that

w(IﬂO( LJJ V(i'z)))<(t+r)€+oct3

j=1 iZSj_1+1

Proof. Since for any j € [r], it holds that mgj—l G FE o F mgj. We can ap-

ply Corollary 6.4.7 on the graph induced by the nodes in Uf]: 5141 V(i2) to
deduce that
5
U V&) <(1Ql + 1) +a(|Qj)?
iISj_1+1
= (g;+ )0 + ag/

Hence, we have that

r 5j r 5j r
w(mU( U V(ff2>)) =Y wIn( U V)<Y (g+ D)l +aq;
j=1

j=1 Z':S]',1+1 Z'=S]‘,1+1 j=1
S (E4+r)0+af?r < (t+1)0 +at®

In total, we have that

w(l) =w (m U Vst 1>))

j=0

r 5j
+w|InJ( | v
+2

j=1 i=sj1

r 5j .
+w|InJ( | v

j=1 iISj_1+1

Hence,
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(r+1)0+at?> +20(t —r) +a(t —r) + (t+ 1)l +at?
O(r+1+2t —2r +t+r)+3af
= ((3t+1) +3at’

w(I) <
<

as desired.
O

Proof of Lemma 6.5.1. Claims 6.5.2 and 6.5.3 imply that the family of graphs
{Gz = (V,Ez,wz) | X € Hle{O,l}kz} is a family of lower bound graphs with
respect to the pairwise disjointness function and the graph predicate that dis-
tinguishes between graphs of Maximum Independent Set at least 4t/ + 2at and
graphs of Maximum Independent Set at most 3(t + 1)¢ + 3at>.

Recall that ¢ = logk — logk/ loglogk,« = logk/ loglogk. Which implies that
the graph predicate distinguishes between independent sets of weight at least

4t(logk —logk/ loglogk) + 2logk/ loglog k
= 4tlogk — 2tlogk/loglogk > 4(t — 1) logk

and independent sets of weight at most
3(t +1)(logk — logk/ loglogk) + t*(log k/ loglog k) < 3(t 4 2)logk

, for any constant t and k > t. Hence, for any constant € > 0, we choose t =
(3/4€) — 1 (or the first integer larger than t = (3/4€) — 1, if it is not an integer).
This implies that for any constant 0 < € < 1/4, there is a constant t for which
{G:z = (V,Es,wz) | x € [T_1{0, 1}¥ } is a (3/4 + €)-approximate MaxIS family
of graphs. O

Proof of Theorem 6.1.2. Observe that k = O(in) = ©(n), where n = |V|. Fur-
thermore, by Lemma 6.5.1, { Gz = (V, Ez, wz) | % € [T'_1{0,1}¥ Vis a (3/4 + ¢)-
approximate MaxIS family of graphs, where the partition of the set of nodes that
is needed for Definition 6.3.1 is V = [J!_; VI. Hence, by Corollary 6.3.5, the
fact that the length of the strings is k* = ©(n?), and the fact that |cut(Gz)| =
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O(t*log’k) = O(log?k), any algorithm for finding a (3/4 4 €)-approximation
for Maximum Independent Set in the CONGEST model with success probability
at least 2/3 requires Q) (k2/(tlogt - |cut(Gg)|log |V])) = Q(n?/(tlogt - log® n) =
Q(n2/ log® n) rounds. O
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