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Abstract
Towards Reliable Causal Machine Learning for Macroeconomics
By
David A Bruns-Smith
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Avi Feller, Co-chair

Professor Jacob Steinhardt, Co-chair

The 21st century has seen an explosion in the availability of economic data, and machine
learning tools for making predictions from that data. Motivated by these developments, in
this dissertation, I consider the broad question of: what, if anything, can machine learning
contribute to macroeconomic policy-making? In Chapter 2, I begin with a case study of a pure
prediction problem in Icelandic tax data, and show that machine learning is quantitatively
and qualitatively useful for this problem. But in economic policy settings, we want to predict
the effect of an intervention, a much more challenging problem than the standard supervised
learning task. Therefore, the rest of my dissertation focuses on using machine learning for
observational causal inference. In Part 2, I consider the “no unobserved confounders” case,
where we assume that we observe all of the relevant covariates. In this setting, the causal
inference problem reduces to a prediction task under covariate shift, and we can debias
causal effect estimates using the density ratio - the object that measures how the covariate
distributions shift. In high dimensions, density ratios are typically not well behaved, and
I help make progress on this front in Chapter 3 by drawing connections between density
ratio estimation and so-called “balancing weights” estimators via a duality argument. Then
in Chapter 4, I apply these results to obtain a broad set of numerical equivalence results
for debiased machine learning estimators, which results in a number of implications for
undersmoothing and hyperparameter tuning in practice. In Part 3, I turn to the setting
where we do potentially have unobserved confounders, making unbiased recovery of the causal
effect impossible. Instead, we use “sensitivity analysis”, which measures how quickly the
estimated causal relationship degrades with hypothetical confounding. Of particular relevance
to macroeconomics, I develop algorithms for the dynamic setting where causal effects unroll
over time, adopting the Reinforcement Learning framework. Chapter 5 considers the tabular
setting, and Chapter 6 extends these results to function approximation with machine learning.
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Chapter 1

Introduction

1.1 Causal Inference and Machine Learning in
Macroeconomics

In order to achieve our various social and political goals, we would like to predict the effect of
economic policy interventions before rolling them out. Due to the tremendous complexity of
the economy (in the United States, over 300 million people and over 30 million businesses, for
example), it’s virtually impossible to reason out policy consequences from only first principles,
and so, increasingly, we turn to the empirical data on historical interventions, randomized
and otherwise, to further build our understanding of policy impacts.

The 21st century has brought a rapid expansion in the size, quality, and availability
of economic data, including both survey and large administrative datasets. There have
concurrently been two major developments in empirical economics. The first is the “Credibility
Revolution” - an emphasis on experimental design and the credibility of drawing causal
conclusions from historical data. This development highlights the fundamental gap between
predicting trends in historical data versus predicting the impact of an intervention. Causal
inference has seen wide adoption and development in applied microeconomics and labor
economics in particular. While the adoption in macroeconomics has been considered uneven
8], there has been considerable progress on this front [251, 242, 286, 213]. Interestingly, in
macroeconomics, research has not typically involved using explicit causal inference machinery
like potential outcomes — although there are notable exceptions [241].

The second development is the incorporation of “machine learning” — a set of statistical
tools that leverage large amounts of data and computing power to predict an outcome given
various inputs without the practitioner having to precisely specify the (potentially very
complicated) relationship between the inputs and outcomes beforehand. As with causal
inference, machine learning is popular in applied microeconomics and labor economics —
especially in the burgeoning intersection of “causal ML.” One advantage of machine learning
methodologies in this context is the ability to explore heterogeneity by flexibly modelling
how treatment effects depend on covariates [16]. By contrast, in macroeconomics, machine
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learning has been nearly exclusively restricted to (1) fitting large-scale macroeconomic DSGE
models [93], and (2) macroeconomic forecasting [112].

1.2 Overview of this Dissertation

The content in this dissertation includes parts of previously-published papers that I co-
authored with Oliver Dukes, Avi Feller, Emi Nakamura, Betsy Ogburn, and Angela Zhou [41,
45, 43, 44, 42].

Predictions and Interventions

In this dissertation, I focus on developing the machine learning and causal ML toolkit for
macroeconomics applications (very broadly construed). In Chapter 2, before turning to causal
inference, I begin with a simple case study of a prediction problem in macroeconomics where
machine learning works out-of-the-box. In this application, we use an Icelandic administrative
tax dataset to predict future household labor income given current household information.
Crucially, the goal here is not to take this predictor and claim that we can forecast the future
income of any new household with high accuracy. This might be a fundamentally spurious
endeavor [263]. Instead, we are inspired by Milton Friedman’s work on the permanent income
hypothesis, i.e. that a core component of household behavior is expectations about future
income. Friedman explicitly conceptualized the core concept as a conditional expectations
of future income — see Figure 2 of the chapter “The Permanent Income Hypothesis” from
“A Theory of the Consumption Function” [99]. But when Friedman wrote Theory of the
Consumption Function, the statistical machinery of the time made estimation of the curve
of expected income over future periods very difficult; indeed, Friedman mostly sets aside
statistical questions, and remarks only that conditioning on coarse groups like age-year buckets
is undesirable. However, estimating the conditional expectation of future income is precisely
a prediction problem, which the machine learning toolbox can estimate flexibly even while
conditioning on a very large and granular information set. By solving this prediction problem,
we are able to give a descriptive quantitative analysis of income risk and its persistence over
time across an entire population.

However, our ultimate goal is to predict the effect of economic policies, and machine
learning prediction tools are not well-suited to this task when applied naively. Let’s say that
we are considering rolling out a jobs training program in Philadelphia, and we would like to
predict what impact it will have on participants’ future earnings. We have some data from a
jobs training program that happened recently in a very similar city — let’s say Baltimore. In
this dataset, we observe some people who participated in job training and some who did not.
It will not suffice to simply fit a machine learning model that predicts future earnings given
participation in job training plus other baseline characteristics. If in our dataset, those who
receive training have systematically less education and lower previous earnings, then it is
likely that their future earnings will be systematically lower than those who do not receive
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training, even if job training does in fact boost their future income. Machine learning is very
good at finding and exploiting complicated sources of correlation in data if they improve
prediction, and so a machine learning algorithm fit on this dataset will (accurately) infer
that those who received job training are more likely to have lower future earnings. But these
predictions do not reflect the underlying causal effect of the job training program.

The previous paragraph discussed the problem very informally. To formally reason about
causal effects, we will need to introduce some notion of counterfactuals. We will use the
“potential outcomes” framework [138], which posits that for each individual, there exist two
possible outcomes: future earnings with job training, ¥'(1), and future earnings without job
training, Y'(0). The fundamental problem is that in our dataset, we necessarily only observe
one of these two outcomes for each individual; for those who do receive job training, we
cannot observe what would have happened in the hypothetical possible world in which they
never received job training, i.e. Y(0). In general, we need some assumptions to make it
possible to use the observed potential outcomes to infer something about the unobserved
potential outcomes.

Causal Inference with No Unobserved Confounders

One such assumption is to claim that we observe all relevant variables — sometimes called “no
unobserved confounding”, “conditional ignorability”, “conditional exogeneity”, among other
things. In the job training example, our problem was that job training participation might
be correlated with education or previous earnings, which we might erroneously attribute to
a causal effect of the training program if we fit a predictive model. However, if we observe
education and previous earnings, then we could correct for those differences. This is the
setting for Part 2 of my dissertation.

My contribution to the literature on causal inference with no unobserved confounding
begins by recognizing that this setting is formally equivalent to the problem of “covariate
shift” in machine learning — I am not the first to make this connection, but this viewpoint
leads to a number of useful insights. Consider our job training example, and assume (for the
moment) that the only important confounding factors are education and previous income.
If we fit a machine learning model to predict the observed Y (0) amongst those without job
training, we could then apply that model to predict the unobserved Y (0) for those who did
receive job training without having to worry about bias from confounding. Unfortunately,
the distribution of education and previous income are still systematically different between
the two groups, and the predictive capabilities of machine learning model depend on test
samples being drawn from the same distribution as the data used to train the model. In the
extreme case where everyone in the dataset who receives job training has very little education
and everyone in the dataset who does not receive job training has a extensive education, it is
simply not possible to transfer a useful predictive model from one population to the other.

It turns out that many fields, including survey sampling, econometrics, statistics, and
machine learning, have been studying this covariate shift problem for decades, but under
different names. The key object goes by many names but is always the same: the density
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ratio, the likelihood ratio, survey weights, importance weights, the inverse propensity score
weights, or the inverse probability weights. Different disciplines have developed various
ways of estimating the density ratio, and in Chapter 3, I demonstrate some surprising
numerical equivalences between seemingly unrelated algorithms. In particular, I show that a
class of modern methods in statistics called “balancing weights” and recent methods from
econometrics called “automatic estimators of the Riesz representer” are numerically equivalent.
But these methods are in turn exactly equivalent to an older estimator in computer science
called “direct density ratio estimation” (also “least squares density ratio estimation” or the
“convex surrogate loss for the likelihood ratio”). And these methods are a generalization
of an even older technique from survey sampling called “calibration weighting.” I develop
these equivalences in Chapter 3 using a fairly general duality argument. While doing so, we
produce some new insights: while we can view these different methods as estimating the
density ratio over some function class, we can alternatively view the estimand as a “tailored”
density ratio that is only sensitive to certain functions. The very surprising result is that
these two viewpoints arrive at the same answer.

Inspired by the results in Chapter 3, in Chapter 4 we consider a popular machine
learning framework for estimating causal effects with no unobserved confounders called
“automatic debiased machine learning” (AutoDML) — known in other literatures as “GREG”,
“augmented balancing weights”, “augmented minimax linear estimation”, or “approximate
residual balancing”. AutoDML uses the estimators for the density ratio from Chapter 3
and uses them to correct for the covariate shift problem when using machine learning in
causal inference. Recall that our goal is to predict what would have happened to those
who received job training in the counterfactual world where they instead had not received
training. We do this by fitting a machine learning predictor of ¥ (0) amongst those who never
received training and then applying it to those who did. The issue is that the predictor faces
a potentially different distribution of education and prior income which may threaten the
validity of the predictions. In AutoDML, we estimate the density ratio via balancing weights,
which measures how education and previous income has shifted, and then add a correction
term to the machine learning estimate using the density ratio estimate.

Our main result is that for linear models in some (potentially infinite-dimensional) basis,
this procedure of combining the machine learning predictive estimate with the density ratio
estimate, can be rewritten as a single predictive model that is a mixture of the original model
and the unregularized least squares estimate. That is, we shift our model toward one that
overfits in the training data, but in a principled way according to how the control and treated
populations differ. In the special case where both the predictive model and density ratio
model use fo-norm regularization, we show that the result is exactly equivalent to making the
predictive model overfit more, and in particular this procedure is equivalent to boosting with
ridge regression. We connect these results to the broad literature on “undersmoothing” —
another word for overfitting — and develop some practical considerations for hyperparameter
tuning in AutoDML.
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Causal Inference with Unobserved Confounders

In our earlier job training example, we worried that the effect of factors like education or
previous income would be mistakenly attributed to the effect of the job training program.
The solution was to measure education and previous income and adjust for how they differ
between the control and treated populations. But what about other unobserved factors? If
education and prior income were systematically different, we might actively expect other
factors to differ as well. And while education and prior income might already be available,
either collected as part of the job training program or fused in from another administrative
dataset, by contrast consider childhood nutrition or childhood exposure to heightened cortisol
levels. These factors impact future earnings even conditional on education, are likely to
be different between treated and control populations if those who receive job training are
systematically more disadvantaged, and are very unlikely to be measured in an available
dataset. In this case, it is impossible to exactly recover the causal effect of job training. I
consider this setting in Part 3 of the dissertation.

As in Part 2, this setting is also a case of distribution shift. Importantly, however, it’s not
just the covariate distributions that shift, but also the relationship between the covariates and
the potential outcomes (“conditional shift”). The problem is severe — we train a predictor
between A and B1 and are then asked to use A to predict B2. If we don’t know anything
about B2 it’s relationship to A could be arbitrarily different and our predictor would be
useless. Without any further restrictions, it’s impossible to get a single unbiased point
estimate. Instead, we will assess the sensitivity of our results to potential differences between
B1 and B2. That is, let’s say we have a single measure of how different B1 is from B2 given
A, call it A. In Part 3, we will give a particular definition of A, but for now just assume
that when A = 1, then B1 and B2 have the same relationship given A. As A grows, B1
and B2 become more and more dissimilar. Even though we don’t know exactly how B1
and B2 differ, given a predictor of B1 given A, we can still build upper and lower bounds
on the best predictor of B2 given A for each value of A. If these upper and lower bounds
are not too far apart for a large range of A’s, then we have some evidence that our results
are not very sensitive to hypothetical unobserved factors — such factors would have to be
extremely strong to overturn our analysis. On the other hand, if even for very small values,
like A = 1.1, the upper and lower bounds become far apart, then our analysis is very sensitive
to confounding. Even a small violation of the “no unobserved confounding” assumption
would threaten the results, and it is necessary to go collect new data.

In Chapters 5 and 6, we show how to compute these upper and lower bounds on the
prediction function of interest for the popular “marginal sensitivity model” in the challenging
dynamic setting: i.e. we causal effects that unroll over time. Formally, we adopt a Markov
decision process (MDP) framework, which immediately connects our results to the large
literature on Reinforcement Learning. In Chapter 5 we consider discrete covariates (called
the “tabular” setting) and in Chapter 6, we generalize to continuous covariates with arbitrary
machine learning function approximation. In Chapter 6, we also extend our results to learning
a robust optimal policy under confounding.
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Finally, while this dissertation is largely technical and methodological in nature, much of
the work has had direct application in my empirical macroeconomics research. I will largely
leave these results for other publications, but in a concluding Chapter 7, I will discuss where
some of my results have been most useful, and also some future promising directions for
further development of causal inference and machine learning in macroeconomics.



Chapter 2

Case Study: Income Prediction

2.1 Introduction

In this chapter, we introduce an application of pure prediction in economics. As motivation,
economic hardship and the dynamics of socioeconomic inequality depend crucially on the
income shocks that households face. Such shocks come in a variety of forms: positive shocks
include promotions and stimulus checks; negative shocks include job loss, illness, and lack of
available working hours. A large body of research shows that unexpected income shocks pass
through to changes in household spending and saving [262, 201, 233|, with wide heterogeneity
in responses across household characteristics [164, 20, 178, 90, 104]. Households’ responses to
shocks are also key drivers of financial fragility [208, 2, 222], the effectiveness of fiscal policy
[163, 141, 18], and the evolution of wealth inequality [235, 74, 14].

To study the impacts of shocks on households and the corresponding implications for
subsidy allocation or macroeconomic policy, we first need to be able to measure them. While
we observe changes in income from one period to the next in many economic datasets, we
rarely observe what proportion of those changes were unexpected shocks, or whether those
shocks were temporary or will persist long into the future. Consider a household that makes
$60,000 dollars annually. In the next year, the household might simultaneously experience a
promotion to site manager — a persistent increase of $5,000 a year — and an especially-snowy
spring construction season — a temporary decrease of $20,000 a year — for a total observed
shock of -$15,000. Does this hypothetical household spend more because their expected
income will be higher into the future? Do they (or can they) spend less to weather the larger
but temporary negative shock? Do they have a savings buffer to draw upon, or does the
unexpected temporary loss of income cause them to miss their mortgage payments? These
various considerations are difficult to tease apart based on the observed, overall shock alone.

In the economics literature, the workhorse statistical model for analyzing shocks and
their persistence is a panel model where current income is the sum of a random transient
shock and unobserved permanent income that evolves according to an autoregressive process
[3, 202, 37]. Statistical estimands of interest, such as the size of transient and persistent
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shocks, are then defined with respect to the parameters of this model. Importantly, however,
this model embeds a series of assumptions about the income process that impose strong
homogeneity across households and over time, such as assuming that households across the
income distribution face shocks of the same size, severely limiting our ability to understand
critical sources of variation.

In this paper, we instead propose to directly estimate income shocks and their persistence
from income data. We first propose a non-parametric estimand for income shocks — defined
outside of any particular statistical model — in terms of the conditional expectation of future
income given the information known in the present. Estimating these conditional expectations
for a particular population requires finding the best mean-squared error predictors for data
drawn from that population, a task we can perform using off-the-shelf supervised learning
tools with strong uniform convergence guarantees. Our procedure outputs estimates of income
shocks associated with each income observation along with the persistence of those shocks at
several horizons into the future. These shocks can then be used in downstream tasks like
estimating households’ consumption/savings response, calibrating models for the evolution of
wealth inequality, or as real-world datasets for studying algorithmic fairness.

Contributions:

e We provide a nonparametric definition of income shocks that relaxes strong functional
form assumptions, and allows researchers to assess heterogeneity in the size and
persistence of income shocks across observed features.

e As a real-world application, we estimate income shocks in Iceland by predicting labor
income at various horizons into the future using a large administrative tax dataset.

e We document several features of the estimated shocks that are not captured by standard
economic parametric income models, including: a much larger magnitude of income risk
faced by individuals at the bottom of the income distribution; an exponential decay in
the persistence of shocks on average over time; wide hetereogeneity in the persistence
of shocks across household circumstances; and substantial asymmetry between positive
and negative shocks.

We hope to draw attention to an under-utilized role for prediction in the social sciences, where
supervised learning models are used as an approximation of a conditional expectation, rather
than used to predict future outcomes for new, potentially out-of-distribution observations.
We also hope to further connect the parallel research on income shocks in economics and
computer science. The large body of research on income uncertainty and household responses
in economics can bring valuable insight to the recent literature on algorithmic fairness and
inequality. Likewise, the powerful non-parametric modelling and optimization toolboxes from
computer science can shed new light on the dynamics of income.
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2.2 Related Work

Economics

A large literature on economic theory studies household responses to income shocks. The
permanent income hypothesis [99, 67] suggests that households will smooth consumption
over the lifecycle, and predicts very small responses to temporary shocks but large responses
to permanent shocks. A literature on precautionary savings explores why consumption seems
to track income so closely in the data with an emphasis on uninsurable idiosyncratic income
risk [50, 49, 134, 113, 163].

Most closely related to the current work is the literature on transient-persistent income
process models. Linear transient-persistent autoregressive models have been widely used |3,
202, 37], and we will compare these parametric models to our non-parametric estimands in
Section 2.3.

Several recent papers have critiqued these models for failing to match key stylized facts
documented in real income data. For example, Guvenen et al [118] emphasize the substantially
higher skewness and kurtosis exhibited by US income data that linear panel models have
difficulty reproducing. Other papers address the assumptions about the persistence of shocks
embedded in standard models. For example, De Nardi et al [75] discretize income into buckets,
and then non-parametrically estimates a first-order Markov chain for transitions between
these discrete states. They find evidence for heterogeneity in the persistence of shocks and
substantial deviations from the AR(1) process in [37]. Arellano et al [10, 11| propose a
Bayesian approach for estimating the posterior of permanent income (defined as a latent
variable) using expectation-maximization. Straub [288] creates proxies for permanent income
in real data by averaging together several past and future income observations — a procedure
that could be seen as a very simple version of predicting income at several future horizons.

Computer Science and Machine Learning

Recently, a growing literature in computer science and algorithmic fairness has also emphasized
the role of income shocks. This includes algorithm and mechanism design research for subsidy
allocation where the level of household income and wealth as well as their susceptibility to
shocks play central roles [2, 222, 231]. Other work studies the dynamics of income inequality
over time [127, 244], including their implications for policy interventions. In many ways, this
literature has close connections to the macroeconomic consumption and inequality literature.
In fact, Nokhiz et al [222] solves and simulates from a macroeconomic consumption model
with incomplete markets and precautionary savings motives in the style of Hubbard et al
[134] or Gourinchas and Parker [113].

Most of the related work in computer science has used simulated income data. For
example, Abebe et al [2] simulate shocks as arriving via a Poisson process. Nokhiz et al
simulate income with a first-order Markov chain over discretized income states. On the other
hand, D’Amour et al [71] have an implicit model for income shocks in their simulated model
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for loan repayment. In their model, the probability of repayment is a deterministic function
of credit score, embedding a number of assumptions about credit score calculations and the
income risk faced by households that necessarily partially determines their ability to repay.
Our work is complementary to the work above and provides an alternative to simulation,
measuring the degree of labor income risk directly in real-world data.

Reader et al [244] suggest modelling the evolution of income inequality as a linear dynamical
system, with policy interventions and feedback loops modelled as a PID controller. Our
method similarly has connections to the controls literature. As we will discuss, the transient-
persistent models for income can be formulated as partially-observed dynamical systems,
finite-sample estimation of which has featured in recent research on system identification
(276, 182, 204, 183].

An adjacent literature studies the dynamics of income between generations, mostly focused
on interventions in university admissions [127, 4]. This work complements a large body
of work on inter-generational mobility in economics [73, 68, 64]. Extending our predictive
estimands and the corresponding measures of income risk to an inter-generational context
would be an interesting direction for future work.

Limits of Prediction in Social Science

Another important literature emphasizes the limits of predictability of future life outcomes.
Narayanan [215] called predicting social outcomes “fundamentally dubious”. A large-scale
prediction competition, the Fragile Families Challenge, found that predictive accuracy across
a variety of social outcomes and algorithms was low across the board [263]. Flexible machine
learning models hardly performed better than linear regression on a handful of features.
More broadly, Liao et al [189] and Raji et al [240] outline a large taxonomy of basic ML
functionality failures in real-world deployments.

We instead emphasize a potentially under-utilized role for prediction in social science:
approximating a conditional expectation. This follows the exhortation in Lundberg et al
[197] regarding prediction in sociology: to clearly state the statistical estimand of interest.
We would like to characterize the distribution of prediction errors around the conditional
expectation of future income and how it evolves from one period to the next. If the absolute
size of these errors for the best possible predictor given the feature set is large, then this
is not a functionality failure, but an accurate statement of income risk in the population.
Likewise, if the model has substantially larger prediction errors for one sub-group compared
to another, then the relative distribution of these residuals tell us about the inequality in
income risk across groups.

Predicting Future Income

In this work, we solve prediction problems for income h periods into the future conditional
on current and past income and other covariates. Surprisingly, we have found very few
published papers that solve this kind of income forecasting problem. The only such example
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to our knowledge is Gerardi et al [106], who use unpenalized linear regression to predict
future income conditional on current income, housing wealth, and demographic variables.
See Section 2.4 for a discussion of the performance of linear regression in our setting.

A very large literature in machine learning considers income prediction problems framed
as classification tasks. Most of this work is centered on the Adult dataset [176], first used
to assess the performance of tree-based ensembles [22]. See Ding et al [80] for a review of
recent research using this dataset, especially on algorithmic fairness, and several associated
limitations. The standard task on Adult is classifying whether or not income falls below
or above $50,000. In contrast, we consider income prediction as a regression problem, and
introduce a dynamic dimension by forecasting future income conditional on current and past
income. Furthermore, the emphasis of our work is different but complementary to the fairness
literature using Adult — if our prediction algorithms have larger prediction errors for certain
sub-populations we interpret this as a substantive result about the relative income risk faced
by those sub-populations.

2.3 Defining Income Shocks

Let y;; denote log income of individual ¢ at time ¢ and let x;; denote covariates such as age,
education, calendar year, and wealth. We assume that we observe N i.i.d. samples of the
trajectories 7; = {(yit, Ts) Y1y from the same joint distribution — we make no assumptions
within a trajectory on the relationship between y;; and z;; or their evolution over time. The
7; can either be interpreted as draws from an underlying joint distribution or as samples from
some finite population of individuals. In what follows, we omit the ¢ subscripts when clear
from context. In practice, draws across individuals are unlikely to be entirely independent —
common violations might include individuals within the same household or firm, and we plan
to address these limitations in future work.

We define an income shock at time t to be the difference between observed income y; and
expected income given all information available before time t. Define the information set
Zi—1 = {Yt-1,Tt—1,Yt—2, Tt—2, ...}. Then the income shock at time ¢ is:

At =Y — ]E[yt|It71]' (21)

We define the persistence of the time ¢ income shock as the change in expected future income
upon adding the new information (y;, z;) into the information set. We write the horizon-h
persistence of the shock A; for all h > 1 as:

G = ElyernlTe] — Elyern—1|Zia]. (22)

As a concrete example, let E[y;|Z;_1] = 1.0 and realized income y; = 2.0. Then the total
shock at time ¢ is A; = 1.0. Now we use the realized y; (and ;) to update the expectations
for the future to measure how long the shock lasts. If the updated conditional expectation
Ely:+1]/Z:) = 1.5, then the portion of the total shock A; that is expected to remain after
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Figure 2.1: An illustration of our estimands. The black dots represent the conditioning set
7, 1. The grey boxes represent the predictions one and two periods ahead. At time t, we
observe the new observation (shown as an open circle) y;. The difference between the new
observation and the previous prediction is A; as shown in the lefthand diagram. When we
add y; to the conditioning set and update the predictions, we get the persistence at each
horizon as shown in the righthand diagram.

one period is ¢¢1 = Elyi1|Z:] — E[y:|Zi—1] = 0.5. If the original and updated 2-step-ahead
conditional expectations are E[y;10-1|Z;—1] = 1.0 and E[y;42|Z;] = 1.1, then the amount of the
total shock expected to persist two periods into the future is ¢, 2 = 0.1. So in this example,
while the time ¢ unexpected change in income was large, only half of the shock is expected
to persist one period into the future, and only 10% of the shock is expected to persist two
periods into the future. See Figure 2.1 for an illustration.

The quantities A, and ¢, are our non-parametric estimands. They are not observed
directly, and we would like to estimate them from data. However, first we briefly justify our
choice of these quantities.

Theoretical justification

Simple theoretical models for household responses to income shocks usually imply that
consumption depends on the expected present value of future income, sometimes called
permanent income. Given a discount rate v, permanent income at time ¢ is:*!

o0
Z 7y
k=t

ITypically, permanent income would be discounted by 1/r, where r is the rate of return on assets and
therefore represents the relative value of money now versus money in the future. In the simplest models,
~v = 1/r in equilibrium.

yferm — | It (23)
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Then the unexpected change to permanent income at time t is
yio o = By ] = A+ Z 7h¢t,h- (2.4)
h=1

So in this sense, the objects A; and ¢, are precisely the relevant theoretical objects for
studying a household’s response to income shocks. Equation (2.4) suggests one way to
summarize these shocks in a single measurement. Indeed, the framework of updating
future expectations as new information arrives is exactly the motivation for the definition of
permanent income in Flavin 1981 [95].

More sophisticated economic models suggest that current consumption choices may depend
on the whole conditional distribution of P(y;y5|Z;—1) rather than just the conditional mean.
This suggests a straightforward extension of our procedure using conformalized quantile
regression [250] that we hope to pursue in future work.

Comparison to parametric estimands

It is helpful to compare our non-parametric estimands to the commonly used transient-
persistent model [37, 10]. This model imposes the following structural assumptions on the
income process:

Y = Pt + €,
pt = f(pe—1) + mt,

for some measurable function f and where E[e|p;] = 0 and E[np;—1] = 0. First, notice
that the expected system transitions in the implied autoregressive model, obtained via the
standard trick of re-writing the partially-observed non-linear system as an infinite-order
autoregressive model, is exactly the conditional expectation E[y;|Z;_1]. See for example [183]
for discussion in the controls setting.

The classical parametric model used in [37] makes the additional functional form assump-
tion:

Pt = Pt—1 + Nt

where the variance of 1 and € are independent of p;. Note that in this case, our non-parametric
definition for shock persistence exactly corresponds to the persistent shock in the model,;
Grn = pt — pr—1 because Elyiin|pr] = pi. However, the classical model imposes several
additional testable implications: that households across the income distribution face shocks
of the same size; that there are no interactions between age, demographics and shock size or
persistence; that persistent shocks are perfectly-persistent into the future; and that there is
no asymmetry in the persistence of positive and negative shocks. Using our non-parametric
estimands that avoid making such strong assumptions, we will demonstrate substantial
deviations from this simple model for labor income in Iceland.
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Limitations of any particular estimator

The exact interpretation of our non-parametric estimand depends entirely on our dataset,
our definition of the relevant random variables, and the contents of the conditioning set, Z;.
For example, as we discuss in Section 2.4, we have to choose the definition of the periods t;
are these yearly or monthly shocks? Monthly shocks have to account for seasonal variation,
whereas for yearly shocks the business cycle becomes a central object of concern. Likewise,
we have to choose a definition of income; does y; represent labor income or total family
income? Any of these choices may not be inherently right or wrong, but will have different
implications for the relevant downstream economic analysis.

More generally, as commonly done in the economics literature [3, 37, 10, 74], we measure
shocks in terms of a statistical expectation. The relevant theoretical objects of interest
in Section 2.3, are household expectations because a household’s behavioral responses to
income risk depend on their own beliefs about the future. This can introduce substantial
measurement error along across at least two dimensions. First, we do not have access to
important private information — for example an individual’s plan to leave their job next
year to go back to school. Second, our predictions are formed using hundreds of thousands
of observations from across the entire population of Iceland, information that any given
individual might not have. This discrepancy must be kept in mind when performing any
later economic analysis using our estimated shocks. For example, we may try to impose
some structural assumptions on the nature of this measurement error, and partially identify
behavioral estimands to account for the additional uncertainty. Or otherwise, we have to
more narrowly interpret our estimated income shocks as a measure of aggregate labor income
risk across Iceland, capturing heterogeneity across observables in the tax data, rather than
the personal uncertainty about future income faced by any particular individual.

2.4 The Income Prediction Problem

Our non-parametric estimands for income shocks, A, ¢, can all be computed given the
conditional expectations E[y;,,|Z;] for all ¢t and all A > 1. The conditional expectation is
equivalent to the best mean-squared error predictor of y;,j over all possible functions of the
features in the set Z;. Therefore, we have reduced the problem of estimating income shocks
and their persistence to a series of prediction problems for which we can use off-the-shelf
supervised learning tools. In this section, we discuss how we solve these prediction problems
in practice with a large administrative tax record dataset from Iceland.

Data and sample selection

We use income measurements from Icelandic income tax data, made available to us through
collaboration with Statistics Iceland. In our Icelandic tax data, the period ¢ is measured in
years, and for every individual in every year from 1981-2018 we observe (log) labor income
y: and a collection of other demographic and financial variables. We transform all income
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observations to 2018 US dollars, adjusting for Icelandic CPI [135] and the exchange rate
between the dollar and the Icelandic Kréna [225]. While we observe nearly the entire popula-
tion of Iceland during this timeframe, we restrict our sample to reflect in-employment labor
income risk. This involves three sample selection steps: (1) we only include individual-year
observations with labor income strictly greater than zero; (2) we only include those individual-
year observations for which we observe non-zero income for at least six consecutive periods
before and at least twelve consecutive periods after; and (3) we only include observations for
individuals aged thirty and older (to avoid income changes due to switching in and out of
higher education). This leaves 508,235 individual-year observations across 62,387 individuals.

Note that the choice to study in-employment labor risk and unemployment risk separately
is common [76, 287, 37, 212]. Our choice to focus on in-employment risk is mostly for
purposes of presentation and for comparison with [37]. Unemployment risk is also of central
interest, and re-estimating income shocks with unemployment will be the object of future
work. Furthermore, the particular choice of zero for the minimum threshold might include
individuals who are unemployed for part of the year; for discussions on alternative choices of
the minimum threshold see Nakajima and Smirnyagin [212]. Likewise, the choice to study
labor income as opposed to total income after taxes and transfers has consequences for
the interpretation of our estimand. In general, these choices for sample selection and the
definition of income do not change the non-parametric estimands outlined in Section 2.3 but
are enormously important for substantive economic analysis of the results.

For covariates x;, we include age, education, gender, total assets (net of debt), and housing
wealth.? Education is binned into five categories: incomplete compulsory education, compul-
sory education only, upper secondary only, undergraduate only, and beyond undergraduate.
With no essential loss of generality, instead of fitting a separate model for each ¢, we will fit
a single predictor, but additionally condition on calendar year. Thus our complete feature
set includes dummies for calender year t, current income and covariates (y;, x;), and six lags
of income and covariates, {(y;_¢, T;—¢)}5_,. Note that this is only an approximation of the
information set Z;, which should include as many lags as are available. However, we can
justify this theoretically with relatively mild assumptions on the mixing of the stochastic
process for income. In practice, we also found that including more lags does not improve
mean-squared error in cross-validation.

Training

As we would like to use highly-flexible regularized function classes for prediction, we leverage
both sample-splitting and cross-validation to prevent over-fitting. Note that while each
training sample corresponds to an individual-year observation, the observations within an
individual trajectory are highly-correlated. Therefore, we perform all sample-splitting and
cross-validation at the individual level. First, we randomly divide the full population of

2Notably missing from the tax data is information on race or ethnicity, presumably due to extremely low
rates of immigration. During the timeframe of our dataset, more than 92% of the population were ethnically
Icelandic.
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individuals into two halves. Within each half, we train models predicting ;) for h =
{1, ..., 12}, using the feature set described above. Prior to training, all features were shifted
and scaled to have mean zero and standard deviation one. We considered a variety of
regularized linear models, random forests, and gradient-boosted tree regressors, over a range
of hyperparameter values. We chose the best performing model using 5-fold cross-validation.
Gradient-boosted trees consistently performed the best in cross-validation across all horizons.

The output of this process is our best approximation of the conditional expectations
E[yi+n|Z: for all h from each of the two halves. We then compute the estimated income shocks
A, and persistence profiles ¢y, by applying the models trained in one half to the individual-
year observations in the opposite half. This way, the income shock for each observation is
estimated using a model that was never previously trained using that observation.

Remark: We claim that this process gives the best approximation of the conditional
expectation in the population. This does not mean that our trained models are the best
predictors of future income on never-before-seen observations from a different population.
Applying the predictors outside our dataset could face significant distribution shift, perhaps
most notably the massive impact of COVID-19 in 2020 and onward. Instead, we rely on
the fact that we randomly split individuals into two halves from a known population. This
means the strong uniform convergence guarantees that come from the i.i.d. assumption in
supervised learning apply exactly. As a result, however, any insights about income risk from
our procedure are only guaranteed to describe the population of Iceland during the timeframe
of our sample — extrapolating outside this population would require additional statistical
assumptions.

Model assessment

Before presenting our results on income shocks, we first assess our models’ predictive perfor-
mance. First, we emphasize the advantage of using a highly flexible model class by comparing
our final gradient-boosted tree models to two simpler benchmarks: a simple random-walk
baseline that always outputs most-recent income and ordinary-least-squares linear regression.
We are inspired to include the random-walk baseline by a famous macroeconomics result that
a random walk beat existing models for predicting exchange rate out-of-sample [200], and the
linear regression model due to its strong performance in the Fragile Families Challenge [263].

Figure 2.2 compares the mean-squared error of the best performing gradient-boosting
model and the two baselines. In particular, we plot the MSE of predictions on data points
that were not used in training; for each data point, we make predictions for all horizons h,
using the models trained in the opposite split. The gradient-boosted trees model perform
much better than the random walk, and modestly better than the linear model, achieving
between 7 to 19% reduction in MSE. Note that the magnitude of the average prediction
errors across the whole population is quite large. For one year ahead, the MSE suggests that
the average magnitude of prediction errors is around 0.2 in logs. In levels, this corresponds
to an error of about 22% of income. For twelve years ahead, even the best performing model
has average prediction errors of around 40% of income. Recall that prediction error one
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Figure 2.2: Mean-squared error of hold-out predictions. The top diagram plots the mean
squared error of the gradient-boosted trees model, the linear model, and the random walk
baseline for horizons 1 to 12. The bottom diagramplots the percent reduction in mean-squared
error achieved by the flexible gradient-boosted tree model relative to the linear model and
random walk baseline.

period ahead is exactly the definition of the income shock A; and so, assuming that we have
a good approximation of the conditional expectation, the large absolute mean-squared error
indicates a fairly substantial amount of income risk. However, the average squared-error can
be misleading, and we will show later that the largest prediction errors are concentrated at
the bottom of the income distribution.
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Figure 2.3: Percentage reduction in mean-squared error for predictions h = 1 year ahead
across bins of current income. The top and bottom plots compare the gradient-boosted model
to the random walk baseline and linear model respectively.

The importance of flexible models becomes more clear in Figures 2.3 and 2.4. These
figures plot the relative improvement of our gradient-boosted model against the linear and
random walk baselines across the distribution of current income. We proceed by binning:
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Figure 2.4: Percentage reduction in mean-squared error for predictions h = 10 year ahead
across bins of current income. The top and bottom plots compare the gradient-boosted model
to the random walk baseline and linear model respectively.

we split the observations into 20 equally-sized bins based on quantiles (from 5% to 95%) of
log current income. Each dot in these figures corresponds to one of these bins. The x-axis
is average current income within bins, with values in levels — recall that this represents
inflation-adjusted income in 2018 US dollars. Figure 2.3 plots the reduction in MSE achieved
by the gradient-boosted model compared to the two baselines for predictions h = 1 year ahead.
Figure 2.4 plots the reduction in MSE achieved by the gradient-boosted model compared
to the two baselines for predictions h = 10 years ahead. Note that the flexible model is
especially important when predicting future income for houses at the bottom of the income
distribution. The flexible model achieves nearly 20% improvement versus the linear model
for individuals who make less than $20,000 (2018 US dollars) a year.

By definition, conditional on any value of the features, our prediction errors should be
mean-zero if we have achieved a good approximation of the conditional expectation.> We
explore this in Figure 2.5, where we compare the distribution of prediction errors across
current income for both the linear and gradient-boosted trees models. We use the same
buckets of current income, but the y-axis now plots the deciles and mean of prediction error
within each bucket. Note that the distribution of prediction errors for the linear model in
the upper plot is asymmetric with non-zero mean, and with the most substantial deviation
for households with current income less than $20,000. The 90-10 interquantile range is only
slightly smaller in the lower plot, but most importantly the distribution has approximately
mean-zero everywhere, further validating our approximation of the conditional expectation.

3To see this, note that Ely; — E[y:|Z;—1]|Z¢—1] = E[y¢|Zi—1] — E[y¢|Z:—1] = 0. Or more intuitively: if the
prediction errors were not mean-zero conditional on a particular input, we could always improve the MSE by
shifting all predictions for that input.
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Figure 2.5: Deciles and mean of the distribution of prediction errors within bins of current
income. The upper and lower diagrams plot the distribution of errors for the linear model
and gradient-boosted model respectively.

2.5 Shocks

With our approximations of the conditional expectations Ely;y,|Z;] in hand for all h and ¢,
we can estimate the shocks A, =y, — E[y,|Z;—1] and their persistence ¢, = Elyn|Zi] —
E[y14n-1|Z;—1] for every individual in every year of our sample. This produces a concrete
artifact as output: income shock estimates attached to every observation that can be used in
downstream economic research tasks. In this section, we use the shock data to provide an
initial characterization of labor income risk in Iceland.

The distribution of total shocks A, is exactly equal to the distribution of prediction
errors, but now we analyze them substantively instead of as a diagnostic tool for model fitting.
From the bottom diagram in Figure 2.5, we can see that low-income households face a much
wider distribution of shocks. The 10-30% quantile shocks and the 70-90% quantile shocks are
all at least twice as large for individuals at the bottom of the income distribution compared
to the middle and top. This is a substantial deviation from the classical autoregressive model
discussed in Section 2.3 that predicts an equal amount of income risk across the income
distribution. Furthermore, notice that if we had used linear regression for prediction, then
from the upper diagram in Figure 2.5 we would have incorrectly concluded that low income
individuals face much larger positive shocks than negative shocks.

Using our methodology, we can also assess how these shocks persist over time. Figure 2.6
plots the persistent shocks ¢, 5, as a function of the total income shock A;. The upper diagram
shows the results for h = 1, and the lower for h = 10. We begin by summarizing some
observations for the h = 1 case. First, notice the asymmetry between positive and negative
income shocks, a result that mirrors recent findings of asymmetry in consumption responses
[66]. For positive total income shocks, there is a clear and roughly linear relationship between
the total shock size and the persistence one period ahead. A substantial and fairly consistent
proportion of total income shocks are persistent. Negative income shocks, on the other hand,
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Figure 2.6: The upper and lower diagrams compare A; and ¢, for the estimated income
shocks computed using the predictions from our model on held-out samples for h = 1 and
h = 10 respectively. We divide the obvservations into 50 bins according to A;; the x-axis
plots the mean value within each of these bins. The y-axis gives the 10% through 90% deciles
of ¢, within these bins, each as a different line. We plot y = x as a dashed line for reference
to indicate perfect persistence.

are typically less persistent on average and the heterogeneity in persistence for negative
shocks (e.g. as represented by 90-10 interquantile range) also appears to be much larger.
That is, the degree of persistence of negative income shocks varies more — especially for the
lowest income individuals. Furthermore, as the total income shock becomes more negative,
the relationship between the shock size and persistence appears less linear.

The degree of persistence drops off rapidly at longer horizons. The lower diagram of
Figure 2.6 plots the deciles for h = 10 case; the y-axis now corresponds to the change in
expected income 10 years into the future upon receiving the shock, ¢:10 = Elyiy10/l:] —
E[y+10-1|1:—1]. Notice that the relationship between the total shock size and persistence 10
years into the future is much flatter, although still noticeably asymmetric.

These results contrast sharply with the AR (1) income process specification from Section 2.3,
in which permanent income is perfectly persistent and so we should not see any drop over
time. The classical model also does not predict a gap in persistence between positive and
negative income shocks, nor does it predict any heterogeneity in the degree of persistence
across the distribution of shocks. Each of these features of our shock series is a substantively
interesting fact about labor income risk in Iceland that cannot be explained by income
processes predominantly adopted in macroeconomic structural models.
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2.6 Discussion

Roles for Prediction in Social Science

Our work emphasizes an under-utilized role for prediction in the social sciences. While
machine learning models cannot predict future life outcomes with high accuracy [215, 263],
they can instead be used to approximate conditional expectations, and the distribution of
prediction errors can be of scientific interest in its own right. In this sense, we join Lundberg
et al [197] in stressing the importance of clearly defining a statistical estimand.

To estimate a conditional expectation, we need to select the best predictor relatively from
among all functions of the input features, a task for which supervised learning algorithms
together with sample-splitting and cross-validation are well-suited. We can at least partially
validate our model by checking for conditionally mean-zero prediction errors in held out
data. Here flexible regressors like gradient-boosted trees play an important role, as simpler
prediction models like linear regressions are observably mis-specified in our setting, as we
illustrated in Figure 2.5. Our narrowly-scoped usage of these predictors contrasts with typical
applied settings, where a predictor is trained from historical data, and then deployed in
real-time on newly collected data that will not generally be drawn from the same distribution
as the training data. We hope to have demonstrated the utility of our methodology by
illustrating the substantial inequality in the size and persistence of labor income shocks in
Iceland, especially for low income individuals.

What can we do with this shock series?

One benefit of our procedure is that we produce a concrete research artifact: a series of
income shocks and their persistence for every individual in every year of our sample. These
shocks are interesting in their own right for studying labor income risk, see our discussion
above about the distribution of shocks over quantiles of current income, and the asymmetry
and heterogeneity of shock persistence. However, the principle goal is to use these shocks in
downstream scientific tasks. In this section, we briefly highlight directions for future work.

First, there is a large literature on scarring during business cycles. In the United States,
individuals who first entered the labor market during or immediately before the Great
Recession faced worse outcomes that persisted even after the economy recovered [257].
Because we condition on both age and year, we can directly assess the size and persistence
profile of shocks that occur in the Great Recession in Iceland, which could provide valuable
additional evidence on scarring.

Second, we can estimate the response of household consumption to these shocks. One
approach to studying the consumption response would be to estimate the average derivative
of consumption with respect to these shocks and their persistence over time. Furthermore,
since our shocks are computed using the full heterogeneity across observables, we would be
able to break down how these consumption responses differ across income, age, education,
assets, etc.
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Finally, structural macroeconomic models typically use a simple autoregressive model or
first-order discrete Markov chain for the income process when modelling household behavior.
Typically, the parameters of this income process are estimated separately, and then the
macroeconomic model is calibrated using simulated draws. Our estimates of expected future
income give us a way to potentially test these macroeconomic models directly with data,
subject to the limitations described above on the difference between our predictions formed
with tax data, and the private future expectations of individuals.
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Part 11

Causal Inference with No Unobserved
Confounders
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Chapter 3

Duality for Balancing Weights

In Part 2, I transition from discussing pure prediction using machine learning to considering
causal inference. We begin by assuming that there are no unobserved confounders, making
it possible to use machine learning on observables to perform causal inference. The core
issue is that the distributions of observables under the treated and control populations will
generally be different, invalidating the critical assupmtion for prediction: that the train and
test distributions be the same.

In Chapter 3, I will begin by estimating the difference between the train and test
distributions in terms of the density ratio. In particular, we consider so-called “balancing
weights” estimators, connect them to estimation of the density ratio through a duality
argument. This has implications for our underlying statistical assumptions: assumptions on
the density ratio versus assumptions on the outcome function end up producing identical
estimates. In Chapter 4, we apply the estimates for the density ratio to causal inference using
machine learning, and show that correcting for covariate shift is equivalent to “undersmoothing”
— that is we would like to overfit in the training data to reduce bias, but in a principled way
based on how the treated and control populations differ.
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3.1 Introduction

Using covariates to transfer outcome information from one setting to another is a central task
in domain adaptation, observational causal inference, and missing data imputation. These
tasks share a common structure: we observe covariates and outcomes for a source data set
and want to predict outcomes given covariates in a target data set, which might have a
different covariate distribution than the source. One standard approach is to reweight the
source distribution to have a similar covariate distribution to the target. When the source
and target distributions have common support, using the density ratio for weights leads to
unbiased estimation, known as importance weighting for domain adaptation under covariate
shift [289] and inverse propensity score weighting (IPW) for observational causal inference
[255].

Importance weighting has several drawbacks. First, using the density ratio for weights can
lead to extremely large variance and unstable estimation [162, 69]. Second, the density ratio
is notoriously difficult to estimate, and simple plug-in estimates do not guarantee covariate
balance between the reweighted source distribution and target distributions [see 29].

Due to these drawbacks, in practice we would like to use weights with smaller variance
than the density ratio that directly target a specified level of covariate balance [e.g., 117,
136]. In general, such a bias-variance trade-off only exists if we assume restrictions on the
outcome model; without restrictions, only the density ratio can guarantee finite bias. This
motivates the so-called minimaz balancing weights estimators, which we study in this paper.
These estimators find the minimum dispersion weights that constrain the worst-case bias
between groups over an outcome function class [see 329, 130, 323, 152].

Summary of Contributions

We begin by reviewing existing balancing weights estimators, which achieve a smaller mean
squared error than importance weighting by introducing an assumption on the outcome
model. We argue that the outcome assumption implies two new results.

First, we use convex duality to show that the minimax optimization problem for balancing
weights can be replaced with a simple convex loss over the outcome function class. Our
dual formulation in Section 3.4 shows that the minimax weights are always a (rescaled
and recentered) function from that class. For example, if the outcomes are bounded, the
corresponding weights will be bounded. If the outcome function belongs to an RKHS with
some kernel, the corresponding weights will belong to an RKHS with the same kernel. The
outcome assumption pins down the shape of the balancing weights.

Second, we show that after making an outcome assumption, we do not need the density
ratio to exist, i.e., we do not need to make the additional “overlap” assumption that is
common in causal inference. Instead, there is an explicit quantity, the minimum achievable
bias, which depends on the outcome function class, and which acts as a quantitative measure
of the degree of overlap violations. We show that this measure can be more appropriate
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than an overlap assumption in finite samples for quantifying the underlying difficulty of the
reweighting problem.

Finally, given the central role of restrictions on the outcome model in both of the previous
results, we briefly consider the setting in which this assumption is incorrect. In particular,
we provide simple moment conditions under which we can retain a finite bound on the error
when the true outcome model is not in the assumed class.

Related work

Estimators that target balance. Many reweighting estimators in causal inference explicitly
target the discrepancy between source and target distribution, also known as balance [120,
329, 17, 130, 323, 294, 126, 9]. See [29] for a summary. The literature on domain adaptation
also uses worst-case discrepancy between distributions [199, 117, 320, 70]. Some approaches
learn representations that minimize these discrepancies [103, 272, 15]. Closely related are
estimators that target the density ratio between two groups through a surrogate loss [291,
219, 290).

Overlap in causal inference and adversarial training. Many existing theoretical
treatments of balancing weights require the density ratio to exist (called overlap in causal
inference), which is typically used for proving asymptotic consistency [see 130, 152]. This
assumption, however, can be highly restrictive especially in high-dimensions, as illustrated
by [72]. See also [169] for a discussion of the implications of overlap violations for causal
inference. The same topic arises in adversarial training. See, for example, [87, 36], who
generalize ¢-divergences to distributions that do not have common support. This idea is
applied to GANs in [283, 108].

Domain adaptation and causal inference. We emphasize that domain adaptation
and causal inference are both special cases of the same problem setup. Related work combines
ideas from these two literatures. For example, [269, 147] use integral probability metrics to
estimate causal effects without the need for an overlap assumption. The same idea is used
in [152] for matching estimators in causal inference. Other work has made the connection
between causal inference and adversarial training [319, 228].

3.2 Problem Setup

Let X € & denote covariates, and Y € R denote outcomes. We study the general class of
problems with source and target populations, P and @), with different joint distributions over
X and Y. We observe X in both populations, but only observe the outcomes, Y, for the
source population, P. The goal is to estimate the missing mean in the target population,
Eq[Y]. Many important problems share this structure, including causal inference and domain
adaptation.

Problem Setting 1 (Causal Inference). Consider the causal inference setting with a binary
treatment status variable, 7', and potential outcomes Y (0) and Y (1). For the control group,
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we observe covariates X and the potential outcome Y (0). In the treated group, we still
observe X but do not observe Y (0). Therefore, finding the average treatment effect on the
treated is equivalent to solving the problem setup described above, where P corresponds to
the 7' = 0 population, @) corresponds to the T"= 1 population, and Y corresponds to Y (0).

Problem Setting 2 (Domain Adaptation). Consider a classification task with features X,
labels Z, and loss function ¢. In a source environment where we observe both X and Z, we
train a model h for predicting Z given X. We would like to estimate the average risk of our
classifier in a new environment where we observe X but not Z. This problem is equivalent
to the setup above, where P corresponds to the source environment, () corresponds to the
target environment, and Y corresponds to the loss, ¢(h(X), Z).

Ignorability and Overlap

To estimate the mean of Y in () using the outcomes from P, we require some kind of regularity
between the source and target populations. A common assumption is the ignorability
assumption (also called the covariate shift assumption, or selection on observables), which
requires the relationship between covariates and outcomes to be the same across the two
groups:

Assumption 1 (Ignorability). For all z € X,
PY|X =2)=Q(Y|X = x).

Notice that in the causal inference setting described above, Assumption 1 is equivalent to
the standard conditional independence assumption, Y (0) L T|X.

Typically, Assumption 1 is paired with a requirement that the density ratio d@)/dP exists,
also known as overlap or continuity in different literatures:

Definition (Overlap). We say that overlap holds if Q) is absolutely continuous with respect
to P.

Importance Weighting

In the special case where Assumption 1 and overlap hold, we can estimate the mean of the
missing outcomes by reweighting the observed outcomes with the density ratio. This estimator
is called importance weighting or inverse probability weighting (IPW) and is unbiased:

B (200 v - B [S200 Erly x|

= Eq[Ep[Y[X]] = Eq[Y],

where we use ignorability for the last equality.
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Importance weighting has two main drawbacks. First, the overlap assumption is very
strong, especially in high dimensions [72]|. But even if overlap holds in the super-population, in
finite samples there are usually so-called practical overlap violations: regions of the covariate
space that are well-represented in the target population, but very rare in the source population,
leading to large importance weights.

Mean Squared Error

Large weights lead to large mean squared error. Consider arbitrary weights w(X). We
will expand the mean squared error (MSE) of Ep[w(X)Y] for estimating Eg[Y] using the
standard bias-variance decomposition. Define the outcome function, fo(x) = Ep[Y|X = x] =
Eq[Y|X = z] and likewise, let o3(x) be the conditional variance of Y. Then,

MSE(w) = Ep[(w(X)Y — Eq[Y])?]
= (Ep[w(X)Y] = Eq[Y])* + Varp[w(X)Y]
= (Ep[w(X) fo(X)] — Eq[fo(X)])? (3.1)
+ Eplw(X)*05(X)]. (3.2)

The MSE depends on two quantities: (1) the imbalance of the mean of the outcome function
fo between the re-weighted source distribution and the target distribution; and (2) the
variability of the weights under the source distribution, which amplifies the noise in the
outcomes. With practical overlap violations in high dimensional problems, w = d@Q/dP
can be enormous, and (3.2) will result in a large MSE [see, for example, 162]. Balancing
weights, introduced in Section 3.3, explicitly target the trade-off between bias and variance,
as discussed extensively in [152].

Notation

We now introduce formal notation used for the remainder of the paper. Let (X,S) be a
measurable space.! Let P and Q be given probability measures on (X,S). Let fy be a
real-valued measurable function on X'. Denote M(X') the space of signed finite measures on
(X,S) and M(P) those absolutely continuous with respect to P. Denote P(X') the space of
probability measures on (X, S) and P(P) those absolutely continuous with respect to P.

With a slight abuse of notation, for measurable f : X — R and both M € M(X)
and M € P(X), we will write Ey[f] = [, f(z)dM(z). We assume Ep[|fo|] < oo and
Eqllfol] < .

While our setting is quite general, it may be helpful for the reader to keep in mind the
case where X is finite and discrete with cardinality n. In this case, P and () are probability
vectors of length n and measurable functions are simply vectors in R". Likewise, M(X) is
just R™.

ITo side-step topological issues, we assume that X is a separable Banach space.
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3.3 Balancing Weights

In this section, we briefly review the existing work on balancing weights estimators and
then introduce our main contributions. Balancing weights estimators find weights w(X)
with minimum dispersion, subject to a balance constraint between the target covariate
distribution and the reweighted source distribution. In general, we will consider weights
such that Ep[w(X)] = 1, i.e., we always end up with the same “size” population that we
started with. The problem of choosing weights can be reformulated as finding a measure
R € M(P) such that [, dR(z) =1, with w := dR/dP. This corresponds to the intuition
behind reweighting as creating a “pseudo-population” based on P intended to match ). We
will therefore often use w and R interchangably.

A simple balancing weights estimator might constrain the mean of the covariates to match
within tolerance 4, similarly to [329]. For example, let X = R¢. We could find the minimum
variance w such that

[Er[X] = Eq[X][l2 <9, (3-3)

where, as a reminder, w = dR/dP. If the outcome function fy(X) is linear with bounded
coefficients, then this constraint will bound the bias term (3.2) and the tuning parameter ¢
lets us trade-off bias and variance to achieve a smaller MSE than the importance weights.

Assumptions on the Outcome Function

More generally, we may not want to assume that f; is linear. But this presents a difficulty:
without any further restrictions, for any w # d@/dP, there always exists an adversarial
fo that can make the bias term (3.1) arbitrarily large. Only the density ratio guarantees
bounded bias for any fy, but often at the cost of high variance.

Therefore, in practical settings, we instead restrict the outcome function in order to
control the error. To make progress, we assume that f; belongs to some function class F:

Assumption 2. The outcome function fy belongs to F where F is a closed and convex set
of measurable real-valued functions such that for all f € F, Ep[|f]] < 0o, Egl|f]] < o0, and
—-feF.

For the causal inference problem setting, Assumption 2 requires making an assumption
about the relation of the potential outcome Y'(0) to the covariates. For the domain adaptation
problem setting, the assumption is about the relationship between the accuracy of a predictor,
((h(X), Z), to its input features, X.

Many choices of F in Assumption 2 are quite general and justifiable with domain knowledge.
Some examples for 0 < B < oo are:

Bounded functions: Foo == {f : ||f|lc < B}
Lipschitz functions: Fripe) == {f : ||f||Lipe) < B}
RKHS functions: Fy = {f : || fllx < B},
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where || - ||Lip(c) denotes the Lipschitz constant with respect to a metric ¢ and || - || denotes
the norm in some Reproducing Kernel Hilbert Space (RKHS), H.

Under Assumption 2, the bias is bounded by the worst-case discrepancy in means over F.
This quantity is called an integral probability metric (IPM), defined for any set of functions,
G, and any M, N € M(X) as:?

IPMg(M, N) = sup { [Ex/[g] — Exlg]l}- (3.4)

geg

The bias term (1) for a re-weighted population R under Assumption 2 is upper-bounded by:

[Eq[fo] — Er[fo]| < IPM#(Q, R). (3.5)

This value is always finite by our assumptions on F and we can trade it off against the
variance of the weights.

Before introducing the general form of balancing weights in Section 3.3, we define two
quantities that will be useful in our discussion below, the maximum and minimum bias.

Definition (Maximum and minimum bias). The mazimum bias, dmax, s the bias under
uniform weights (when R = P). The minimum bias, dmi, is the smallest bias achieveable by
reweighting P.

6max = [PM]:(Qv P) (36)
Oin == i . .
win = dnf {IPMz(Q, R)} (3.7)
Eg[l]=1

Since R = P is feasible for (3.7), dmin < dmax- In the special case where overlap holds,
R = @ is also feasible, which implies d,,;, = 0.

Minimax Balancing Weights

Assumption 2 and the resulting IPM bound on the bias (3.5) lead to a generalized balancing
weights estimator as discussed in [152] and [29]. Define 0% := sup, . 0a(x), where we assume
0 < 02 < co. We can plug these bounds into the MSE to arrive at the following optimization

problem:
()]} 3)

A solution always exists because the objective is finite for R = P, which is feasible. For
0% > 0, the problem is strongly convex in R and has a unique solution. Since the IPM term
is itself a supremum, this estimator is sometimes referred to as minimax balancing weights.

REM(P)
Egr[l]=1

inf {IPM;(Q, R)? + 0°Ep

’If g€ G = —g € G then the absolute value can be omitted.
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Furthermore, 35 > 0 such that (3.8) has the same minimizer as:

(%)

such that IPM£(Q, R) < 4.

(3.9)

We view 02 and § as exchangeable tuning parameters: o2 represents the importance of
reducing the variance of the weights; d represents the level of acceptable bias. For o2 € (0, 00),
the corresponding 6 lies in (dmin, Omax)-

Our Contributions

In this paper, we start from the premise that Assumption 2 is necessary to achieve a reasonable
MSE in high dimensions leading to estimators (3.8) and (3.9). Our main argument is that
Assumption 2 immediately implies two additional results.

First, we derive a general duality result that lets us rewrite problems (3.8) and (3.9) as a
single convex optimization problem over F. Therefore, we can solve the minimax balancing
weights problem by optimizing a simple convex loss over a function class. Furthermore, this
reformulation shows that the optimal weights are always a rescaled and recentered member
of F.

Second, we no longer need an overlap assumption. Before restricting f;, we saw that
only w = dQ/dP could guarantee finite bias. Therefore, to bound the MSE we needed the
density ratio to exist. But once we assume that f; € F, we no longer need the density ratio
to exist, and we can simply minimize our bound on the MSE directly. Moreover, we argue
that Assumption 2 provides us with a more appropriate quantitative measure of overlap —
the minimum bias, d,,;, — that precisely characterizes the difficulty of translating results
from one distribution to another.

3.4 Duality Theory for Balancing Weights

In this section, we derive a dual characterization of the solution, R*, to problems (3.8) and
(3.9) and the corresponding minimax weights w* = dR*/dP.

The Variance of the Weights

Our dual derivation uses the fact that the variance term can be written as a special case of a
class of information-theoretic divergences called ¢-divergences [285]. These have a variational
representation that will allow us to simplify the minimax problems (3.8) and (3.9) into a
single convex loss.
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Definition (¢-Divergence). For any conver function ¢ with ¢(1) = 0, the ¢-divergence
between M € M(X) and N € P(X) is:

Dy(M||IN) = Ey [¢ (dM/dN)],
where Dy(M||N) = oo if M is not absolutely continuous with respect to N.

Notice that we can subtract off a constant to re-center our variance term in (3.9) without
affecting the minimizer over R. We can then rewrite the objective as the divergence between
R and P with ¢(x) = 2% — 1. This is known as the x? divergence, and we denote it Dy(R||P):

(Z—i)Q - 1] — Do(R||P).

Variational representations. It is possible to express ¢-divergences in a dual form, called
a variational representation, as a supremum over measurable functions. Let M € M(X') and
let N € P(X). Let ¢* denote the convex conjugate of ¢. Then [168] and [220] show that:

Dg(M]|N) = sup {Emlf] - Enlo™(N)]}, (3.10)

Ep

where the supremum is over all real-valued measurable functions on X. If we additionally
assume, as we do for R, that Ey[1] = 1, then we have the tighter representation,

Dy(M|IN) = Sl;p{EM[f] — AN} (3.11)
where A% [f] = inf (A +En[e"(f = V]}-

This result, using the infimum over \ in the spirit of [260], appears to have been independently
proposed by [7] and [35]. Under minimal conditions on ¢, the suprema in (3.10) and (3.11)
are achieved by ¢'(dM/dN).

Dual Formulation
We now present our main duality result under Assumption 2 where f, € F.

Theorem 3.4.1. Under Assumptions 1 and 2, for 6 > i, the optimization problem (3.9)
has a unique solution,

L AP HAEL
dP Varp[f*]

where, for a unique p > 0 corresponding to 0, f* achieves the following supremum:

sup {Ealf) ~ Eplf] - & Varplf]}. (3.12)

) =Bl ).



CHAPTER 3. DUALITY FOR BALANCING WEIGHTS 34

The resulting MSE 1s:

Eqlf*] — Ep[f] - 0)?
MSE(RY) < & + 0> 20 . 3.13
(R) o (313)
Proof Sketch. The full proof is available in the Appendix. Here we provide a brief
outline. In the first step, we show that problem (3.9) is equivalent to:

sup { Eqlf] + (1/1)Do(RIIP) — Exlf]} |

inf {
fer REM(P)

Egp[l]=1
for some p > 0 corresponding to d. In the second step, we apply (3.11) for the x? divergence
to show that the inner subproblem has an explicit solution:

Rei?r%f(_P){<1/u>D2<R||P> —Eglf]} = —Ep[f] - ZVars[f].

The theorem then follows from standard convex duality results.

Remark 3.4.1 (The Shape of the Weights). The weights dR*/dP are equal to f* multiplied
by some scalar s; and then shifted by some scalar ss:
dR*
dP
where s; and s, depend on both § and f*. Therefore, if we assume F is the set of quadratic
functions, then the balancing weights will also be quadratic, and if we assume F is an RKHS

with a certain kernel, then the balancing weights will belong to an RKHS with that same
kernel.

=51+ sof",

Remark 3.4.2 (Other ¢-Divergences). We can replace the x? divergence in the balancing
weight problems (3.8) and (3.9) with other ¢-divergences. A duality result corresponding to
Theorem 3.4.1 will hold for any convex function ¢ such that ¢(1) = 0 with convex conjugate ¢*
such that {¢* < oo} = R. See the Appendix for details. We can use this general formulation
to derive corresponding duality results for entropy balancing [120] or other measures of
dispersion [see 29].

Remark 3.4.3 (Tuning Parameters). For every § there is a unique corresponding p. Therefore,
we can treat ;o as a tuning parameter instead of 0 and solve (3.12) directly. In terms of p,
the solution to (3.9) is:

dR* 1

=1+ L - Epl) (3.14)

and there is a closed form relationship between p and § given by:
5 = Eqlf"] — Eplf*] - SVars[f].

Going forward, we will often use ¢ and u interchangeably.
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The Full Information Case

To help illustrate Theorem 3.4.1, consider the simplified setting where we know f; exactly.
This corresponds to a special case of Assumption 2 where F is the convex hull of {fy, —fo}-
Assume without loss of generality that Eg[fo] > Ep[fo]. Then, applying Theorem 3.4.1, we

get f* = fy, and

dR" -1 (EQ[fO]_EP[fO]_5
P Varp[fo]

The optimal weights are always a rescaled and recentered version of fy. In this special case,
the dual optimal f* does not depend on 9; only the scaling factor does. Therefore, the MSE
bound (3.13) becomes a quadratic in § and we can solve for the optimal bias:

) (o~ Bl

02

5 = (W) Eqlfi] - Erlfoll

which gives

2

vsn(u) < ( ) (ol - Exlf®

Varp|fo] + o2

This is an independently interesting result. With complete information, we can analytically
find the optimal bias-variance trade-off. Under homoskedasticity, these weights have the
smallest possible MSE over all w such that Ep[w] = 1.

The Linear Case

For a second simple example, we return to the linear problem in (3.3). In this case, duality
shows that balancing weights are equivalent to fitting a linear model. In fact, for a certain
choice of linear F, problem (3.12) is identical to linear regression.

Let g : X — R? be some feature map. Assume that our balance constraint is:

Er[g(X)] = Eqlg(X)]ll2 < 0.

This is equivalent to problem (3.9) using the following linear function class:

Jo € Fiin = {5T9(X) HIBlle < 1}'

Applying Theorem 3.4.1, we know f* = (3*)Tg(X) € Fy, and therefore the optimal weights
will be linear. Solving (3.12) via calculus, we get:

B = c1(Covplg(X)] + e2I) ™ (Eqlg(X)] — Eplg(X)])

for some scalars ¢; and ¢; that depend on p. Notice the dependence on the inverse of the
covariance of the features plus a regularization term. This is another way of deriving a
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well-known result: for Fy,, problem (3.9) is identical to estimating Eg[Y'] by fitting a ridge
regression in the P population and then applying it to the @ population. See [152] for a
direct proof. If we replace the ¢5-norm with the ¢;-norm, we obtain a similar equivalence for
Lasso. When the regularization term is 0, we obtain linear regression as a special case.
Several other papers have recognized the duality between linear regression and balancing
weights estimators for a linear function class; see [324, 323, 310, 294, 29]. Theorem 3.4.1
generalizes these existing duality results for linear function classes to general function classes

F.

3.5 Outcome Assumptions and Overlap

In this section, we discuss the implications of the outcome assumption for overlap. First,
we show that if overlap holds, then under conditions on F, as 6 — 0, the balancing weights
converge to the importance weights d@Q/dP.

However, when overlap is violated, the only impact on the balancing weights estimator is
that the minimum bias (which depends on our function class F) is greater than zero. Due to
Assumption 2, for any § > d,;, there still exists a solution to (3.9) that bounds the MSE. If
the variance of the outcomes is large, then we naturally want to choose ¢ larger than 0.,
and the failure of overlap has no impact on our estimator.

Instead, we argue that we should use the minimum bias, d,,;,, directly as a measure of
practical overlap violations. We illustrate that in finite samples, d,,;, can be large even when
overlap holds in the super population, and likewise that d.,;,, can be small even when overlap
is violated in the super population. Therefore, under Assumption 2, d,,;, is a more precise
summary of the underlying difficulty of the reweighting problem.

Convergence to Importance Weights

We begin with an example. Let X' = R. Let P be Gaussian with mean 1 and variance 1,
let () be Gaussian with mean 2 and variance 1, and let p and ¢ denote their densities. Let
F =Af: Ifllc <1} so that the outcome function is bounded between —1 and 1. The
solution to the dual problem, f*, and the corresponding optimal weights are illustrated in
Figure 3.1.

The weights have a distinctive form. When ¢ = ,,,4,, the optimal weights are uniform.
As the allowed bias § decreases, the optimal weights trace out the density ratio dQ/dP
but truncated above and below. This is the form of a well-known estimator in the causal
inference literature, IPW with a trimmed propensity score [316]: under Assumption 2 with
bounded functions, the balancing weights formulation provides formal justification for using
the truncated density ratio for weights. As § — 0, the optimal weights converge to d@/dP.

In general, convergence to the importance weights will always occur as 6 — 0 under
certain conditions on F.
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Optimal Weights
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Figure 3.1: The optimal weights and corresponding dual optimal function for the Gaussian
example, with ¢ starting at d,., and shrinking towards zero.

Definition (Distribution-defining). F is distribution-defining if VM, N € P(X),
IPM#(M,N)=0 < M = N,

For example, F, and Fi,() are distribution-defining, as is 3 for a universal kernel.
When F is distribution-defining then only d@/dP can achieve worst-case bias zero. Therefore,
when overlap holds and F is distribution-defining, the optimal weights, w* — dQ/dP as
0 —0.

This connection between balancing weights and the density ratio is not new: among
others, [323] makes a similar point.

Balancing Weights Without Overlap

What if overlap does not hold? Then if F is distribution-defining, by definition, 6,,;, > 0. In
this case, problem (3.9) still has a solution that bounds the MSE for any § > i, but the
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failure of overlap precludes us from using 6 = 0. However, the motivation behind balancing
weights is to avoid using an unbiased estimator: if the variance of the outcomes is sufficiently
high, we might still prefer to use 6 > dpin.

Consider a simple example in which we reweight P = Uniform(1,2) to target Q@ =
Uniform(1.01,2.01). While @ is not absolutely continuous with respect to P, intuitively, we
should be able to find w that achieves small error because the distributions are close to each
other. The function class F provides a formal definition of “close to each other” for the
purposes of reweighting.

For these uniform P and @), there is an irreducible bias, d,,;,, for any possible weights:

2.01
Omin = SUpP f )dx + sup/ f(x)dx

feF ferFJ2

If F is unrestricted, then f could take on arbitrarily large values on the intervals [1,1.01] and
[2,2.01]. Therefore, the bias is unbounded without Assumption 2, which typically justifies
imposing an overlap assumption. However, if we assume F € {f : || f|l« < B}, for example,
then we have d,,;, = 0.02B8 which may be quite small.

The parameter § > i, in problem (3.9) is a tuning parameter that trades off bias and
variance. If the variance of the outcomes is very large, then we may prefer to use a value
of ¢ larger than d,,;,. In this case, the overlap violation would not have any impact on our
estimator at all. On the other hand, if the variance of the outcomes is small relative to dpyin,
we may prefer to use a value of § close to 0. The best we could do would be to set § = dyin;
without overlap, the best achievable lower bound for the MSE is 62

min*

Quantitative Overlap

In finite samples, we argue that d,,;, will often be a more useful measure of overlap than
the existence of the density ratio in a super-population. For example, let Payper = N (100, 1)
and Qsuper = N (—100, 1). Technically, overlap holds and the density ratio exists over all of
R. For concreteness, let 7 = F5 be an RKHS with a Gaussian kernel. Then for Py,per and
Qsuper, Omin = 0, because w = dQ)/dP will perfectly balance the RKHS. However, any finite
dataset will have severe practical overlap violations. Let P be a sample of n data points from
Pyyper and likewise for (). With high probability, the points in P and the points in () will be
far apart, and as a result, d,,;, over the RKHS will be large.

On the other hand, if we let Pyper = Uniform(1,2) and Qsuper = Uniform(1.01,2.01),
overlap does not hold and d,,;, will be non-zero for the super-population. But, for corre-
sponding finite samples P and @), 0, is still likely to be very small. In these examples,
super-population overlap is misleading, whereas d,,;, is a precise quantitative summary of the
difficulty of the reweighting problem for function class F.
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3.6 IHDP Example

In this section, we walk through an example on a real dataset to make the previous two
sections more concrete. We apply balancing weights to the Infant Health and Development
Program (IHDP) using an RKHS function class.

The IHDP Dataset and Setup

The Infant Health and Development Program (IHDP) data set is a standard observational
causal inference benchmark from [129], based on data from a randomized control trial of
an intensive home visiting and childcare intervention for low birth weight infants born in
1985. We consider a non-experimental subset of the original data with ng = 608 children
assigned to control, n; = 139 children assigned to treatment, and n = 747 total children. For
all children, we have a range of baseline covariates, including both categorical covariates, like
the mother’s educational attainment, and continuous covariates, like the child’s birth weight.
Our goal is to estimate the average outcome (a standardized test score) in the absence of the
intensive intervention. We observe this outcome for the 608 control children, and want to
re-weight these observations to estimate the missing mean for the 139 treated children.

To do so, we use an RKHS as a flexible but tractable functional form for fy. In particular,
we assume that F = F5 = {f : || f|lx < B} for B < oo, where H is the RKHS induced by
the Gaussian kernel,

1
Klonaz) = exp (~3les =l ).

Define K € R™" with K;; = K(X;, X;). Then for any f € F, there exists an o € R™ such
that o' Ka < B and f(X;) = Y1 | a;K;;,Vj.

Solving the Dual Problem

We compute the minimax balancing weights by solving the dual problem (3.12) directly for
many values of the tuning parameter ;1 > 0. The dual problem can be written as a quadratic
optimization problem over the vectors « that characterize the f € F. See the Appendix
for details. We obtain the corresponding optimal weights by plugging the resulting f* into
(3.14).

The balancing weights interpolate between two extremes. See Figure 3.2 for an illustration.
At one extreme are the weights with maximum bias and minimum variance. This is achieved
at p = 0, which results in uniform weights and corresponding bias § = d,ax.

At the other extreme are the weights with maximum variance and minimum bias. Since
some of the covariates are continuous, the data points for the control and treated groups
have disjoint support. Therefore, there are no weights that achieve zero bias. Instead, we
find weights that achieve the smallest possible bias over .7-"5, Omin, Which will correspond to
SOME [I = fimax < 00. We find . by increasing p until the bias stops decreasing. The
corresponding weights are shown in black in Figure 3.2.
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The function class FJ; has the nice property that the worst-case bias scales with the
norm bound B, IPMzz (R, Q) = B-IPMz (R, Q). Furthermore, regardless of B, the optimal
weights remain identical. Therefore, we can report the bias as a fraction of the size of functions
in F. For the IHDP data, dpay = 0.1028 and ., = 0.0898 with corresponding variances o2
(with uniform weights) and 1.702. For this particular problem, we achieve most of the bias
reduction with smaller weights: the intermediate weights in Figure 3.2 have § = 0.090B with
variance 1.3502, highlighting the relevance of the bias-variance trade-off.

In any real data set with continuous covariates, two finite samples will typically have
disjoint support like we have here. The standard approach in causal inference is to assume
that overlap holds in the super-populations from which the samples were drawn. In this
case, we could approximate the density ratio asymptotically. However, as we emphasized in
Section 3.5, the implications of overlap for balancing weights are entirely summarized by 6y
so we do not need to make such an assumption.
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Figure 3.2: The optimal weights and corresponding dual optimal function for the IHDP
example for the extreme values of 1 and one intermediate value.

Remark 3.6.1 (Computational Advantages of the Dual). For an RKHS, there is a closed
form of the IPM, which makes the primal and dual problems equally easy to solve. But
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in some situations, it is computationally easier to solve the dual problem (3.12) directly
instead of the primal problem (3.9). Consider a class of neural networks parameterized
by bounded network weights #. Then handling the IPM constraint in the primal problem
requires adversarial training, as in [151], which can be quite computationally challenging. On
the other hand, (3.12) requires training a neural network once with a convex loss function
which can be accomplished with off-the-shelf SGD.

3.7 Robustness

Balancing weights rely heavily on the function class in Assumption 2. In this section, we
show that with minimal moment conditions we can still retain a bound on the bias even
if we have misspecified the function class F. We consider two functions classes. First, a
misspecified F for which we solve (3.9) to find R* such that IPM#(Q, R*) < 4. Second, the
true function class, G such that fy € G and fy ¢ F. To bound the bias, we need to show that

IPMA(Q,R*) <6 = IPMg(Q, R*) < p(5) (3.15)

for some p < oo which has good scaling with §. Without further assumptions, (3.15) will not
hold for any G.

IPMs correspond to common perturbations in the robust statistics literature. For example,
IPMz,_ and IPM7  are equivalent to the total variation (TV) distance and Wasserstein
distance respectively. For F = F,,, we can apply Lemma E.2 from [328] to achieve (3.15)
for any G. We require an Orlicz norm bound under @) and R* on ¢g(X) for all g € G. For a
simple example, let G be linear. Then we get the following result:

Proposition 3.7.1. Let TV (Q, R*) < 6 and let fo € {B8%x : ||| < 1}. If R* and Q have
bounded covariance, then we have the following upper bound on the bias:

[Eqlfo] = Er-[fo]| < p1(0),

where py(8) = O(\/3).
If instead R* and Q) are sub-Gaussian, then we have the following upper bound on the
bias:

[Eq[fo] — Er+[fo]| < p2(6),
where py(0) = O(d4/log(1/9)).

For general G, the rate of p in terms of § is similar, but the moment conditions on X
become stronger. In practice, these robust statistics results mean that we can make a best
guess about F and as long as () is sufficiently “nice”, the true bias will not be much larger
than §.
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Chapter 4

Augmented Balancing Weights as
Undersmoothing

4.1 Introduction

Next, we demonstrate the implications of Chapter 3, when applied to machine learning
for causal inference. Combining outcome modeling and weighting, as in augmented inverse
propensity score weighting (AIPW) and other doubly robust (DR) or double machine learning
(DML) estimators, is a core strategy for estimating causal effects using observational data.
A growing body of literature finds weights by solving a “balancing weights” optimization
problem to estimate weights directly, rather than by first estimating the propensity score and
then inverting. DR versions of these estimators are referred to by a number of terms, including
augmented balancing weights [17, 131], automatic debiased machine learning (AutoDML) [55],
and generalized regression estimators (GREG) [79]; see [30] for a review. Moreover, this
strategy has been applied to a wide range of linear estimands via the Riesz representation
theorem [131, 56]. In this paper, we consider augmented balancing weights in which the
estimators for both the outcome model and the balancing weights are based on penalized
linear regressions in some possibly infinite basis; in addition to all high-dimensional linear
models, this broad class includes popular nonparametric models such as kernel regression
and certain forms of random forests and neural networks.

We first show that, somewhat surprisingly, augmenting any regularized linear outcome
regression (the “base learner”) with linear balancing weights is numerically equivalent to
a single linear outcome regression applied to the target covariate profile. The resulting
coefficients are an affine (and often convex) combination of the base learner model coefficients
and unregularized OLS coefficients; the hyperparameter for the balancing weights estimator
directly controls the regularization path defining the affine combination. In the extreme
case where the weighting hyperparameter is set to zero — which we show can easily occur
in practice — the entire procedure is equivalent to estimating a single, unregularized OLS
regression.
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We specialize these results to ridge and lasso regularization (5 and ¢, balancing, respec-
tively) and show that augmenting an outcome regression estimator with balancing weights
generally corresponds to a form of undersmoothing. Most notably, we show that an augmented
balancing weight estimator that use (kernel) ridge regression for both outcome and weighting
models — which we refer to as “double ridge” — collapses to a single, undersmoothed (kernel)
ridge regression estimator.

We leverage these results to prove novel statistical results for double ridge estimators and
to make progress towards practical hyperparameter tuning, which remains an open problem
in this area. We first make explicit the connection between asymptotic results for double
kernel ridge estimators [281] and prior results on optimal undersmoothing for a single kernel
ridge outcome model [209], showing that the latter is also semiparametrically efficient. This
generalizes the argument in [245] that “OLS is doubly robust” to a much broader class of
penalized parametric and non-parametric regression estimators. As a complementary analysis,
we next adapt existing finite sample error analysis results for single ridge regression [83]
to derive the finite-sample-exact bias and variance of double ridge estimators. Using these
expressions, we can compute oracle hyperparameters for any given data-generating process.

Finally, we illustrate our results with several numerical examples. We first explore
hyperparameter tuning for double ridge regression in an extensive simulation study on 36 data-
generating processes, and compare three practical methods to the optimal hyperparameter
computed using our finite sample analysis. Surprisingly, asymptotic theory and our simulation
results suggest equating the hyperparameters for the outcome and weighting models. We
caution against the naive application of hyperparameter tuning based solely on cross-validating
the weighting model, forms of which have been suggested previously. This approach can
lead to setting the weighting hyperparameter to exactly zero — and therefore recovering
standard OLS — even in scenarios where OLS is far from optimal. We emphasize this
point by applying our results to the canonical [184] study, highlighting that researchers can
inadvertently recover OLS in practice.

Broadly, our results provide important insights into the nexus of causal inference and
machine learning. First, these results open the black box on the growing number of methods
based on augmented balancing weights and AutoDML — methods that can sometimes be
difficult to taxonomize or understand. We show that, under linearity, these estimators all share
an underlying and very simple structure. Our results further highlight that estimation choices
for augmented balancing weights can lead to potentially unexpected behavior. At a high
level, as causal inference moves towards incorporating machine learning and automation, our
work highlights how the traditional lines between weighting and regression-based approaches
are becoming increasingly blurred.

Second, our results connect two approaches to “automate” semiparametric causal inference.
AutoDML and related methods exploit the fact that we can estimate a Riesz representer
without a closed form expression for a wide class of functionals. The estimated Riesz
representer then augments a base learner by bias correcting a plug-in estimator of the
functional. Older approaches, such as undersmoothing [109, 217], twicing kernels [218], and
sieve estimation [216, 273], avoid estimation of the Riesz representer, tuning the base learner
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regression fit such that an additional bias correction is not required. Achieving this optimal
tuning in practice has long been a hurdle for the implementation of these methods. Subject
to certain conditions, both approaches can yield estimators that are asymptotically efficient.
We show that if all required tuning parameters are defined in terms of an fo-norm constraint,
then these approaches can be numerically identical even in finite samples. We use these
equivalences to make progress toward practical hyperparameter selection and find promising
directions for new theoretical analysis.

In Section 4.2 we introduce the problem setup, identification assumptions, and common
estimation methods; we also review balancing weights and previous results linking balancing
weights to outcome regression models. In Section 4.3 we present our new numerical results,
and in Sections 4.4 and 4.5 we cache out the implications for ¢, and /., balancing weights
specifically. Building on our numerical results, Section 4.6 explores both asymptotic and
finite sample statistical results for kernel ridge regression. Section 4.7 illustrates our results
with a simulation study and application to canonical data sets. Section 4.8 offers some other
directions for future research. The appendix includes extensive additional technical discussion
and extensions.

Related work

Balancing weights and AutoDML. With deep roots in survey calibration methods
and the generalized regression estimator [GREG; see 79, 196, 105], a large and growing
causal inference literature uses balancing weights estimation in place of traditional inverse
propensity score weighting (IPW). [30] provide a recent review; we discuss specific examples
at length in Section 4.2 below. This approach typically balances features of the covariate
distributions in the different treatment groups, with the aim of minimising the maximal
design-conditional mean squared error of the treatment effect estimator. Of particular
interest here are augmented balancing weights estimators that combine balancing weights
with outcome regression; see, for example, [17, 131, 28|.

A parallel literature in econometrics instead focuses on so-called automatic estimation
of the Riesz representer, of which IPW are a special case, where “automatic” refers to the
fact that we can estimate the Riesz representer without obtaining a closed form expression.
Estimating the Riesz representer directly, under the assumption that it is linear in some
basis, dates back at least to [246]; see also [245]. The corresponding augmented estimation
framework has more recently come to be known as Automatic Debiased Machine Learning, or
AutoDML; see, among others, [61], [63], [55], and [56]. This approach has also been applied
in a range of settings, including to corrupted data [6], to dynamic treatment regimes [58],
and to address noncompliance [279).

Numerical equivalences for balancing weights. Many seminal papers highlight con-
nections between weighting approaches, such as balancing weights and IPW, and outcome
modeling; see [45] for discussion. Most relevant are a series of papers that show numerical
equivalences between linear regression and (exact) balancing weights, especially [245, 173,
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52], and between kernel ridge regression and forms of kernel weighting [152, 130]. We discuss
these equivalences at length in Appendix B.1.

4.2 Problem setup and background

Setup and motivation

The core results in our paper are numeric equivalences for existing estimation procedures, and
as such these results hold absent any causal assumptions or statistical model. Nonetheless, a
primary motivation for this work is the task of estimating unobserved counterfactual means
in causal inference, as well as estimating the broad class of linear functionals described in [57].
We briefly review the corresponding setup, emphasizing that this is purely for interpretation.

Example: Estimating counterfactual means

Let X,Y, Z be random variables defined on X', R, Z with joint probability distribution p. To
begin, consider the example of a binary treatment, Z = {0,1} and covariates X. Define
potential or counterfactual outcomes Y (1) and Y (0) under assignment to treatment and
control, respectively. Under SUTVA [259], we observe outcomes Y = ZY (1) + (1 — Z)Y(0).
To estimate the average treatment effect, E[Y (1) — Y (0)], we first estimate the means of the
partially observed potential outcomes. We initially focus on estimating E[Y(1)]; a symmetric
argument holds for E[Y'(0)].

Let m(z,z) =E[Y | X = x,Z = z] be the outcome model, e(x) =P[Z =1| X = z] be
the propensity score, and «o(x, z) = z/e(x) be the inverse propensity score weights (IPW).
Under the additional assumptions of conditional ignorability, Y (1) 1L Z | X, and overlap,
Ela(X, Z)?] < oo, we have that E[Y (1)] is identified by E[m(X, 1)], a linear functional of the
observed data distribution.

There are three broad strategies for estimating E[Y(1)]. First, the identifying func-
tional above suggests estimating the outcome model, m(x,1) among those units with
Z = 1, and plugging this into the regression functional, E[m(X,1)]. Second, the equal-
ity E[m(X,1)] = E[Z/e(X)Y] = E[a(X, Z)Y]| suggests estimating the inverse propensity
score weights, a(x, z) = z/e(x), and plugging these into the weighting functional. Finally, we
can combine these two via the doubly robust functional [248]:

E[m(X,1) + a(X, Z)(Y — m(X,1)].

This functional has the attractive property of being equal to E[m(X, 1)] even if either one of
a or m is replaced with an arbitrary function of X and Z, hence the term “doubly robust.”
Doubly robust estimators have been studied extensively in semiparametric theory; note that
m(X, 1)+ a(X, Z2)(Y —m(X,Z)) — 1 (m) coincides with the efficient influence function for
1 (m) under a nonparametric model (see Kennedy 2022 [167] for a review of the relevant
theory). See [60, 167] for recent overviews of the active literature in causal inference and
machine learning focused on estimating versions of this functional.



CHAPTER 4. AUGMENTED BALANCING WEIGHTS AS UNDERSMOOTHING 46

General class of functionals via the Riesz representer

Our results apply well beyond the example above. In particular, they apply to any functional
of the form

¥(m) = E[h(X;, Zi, m)], (4.1)

where Z is an arbitrary set; Z a random variable with support Z; and h is a real-valued,
mean-squared continuous linear functional of m [57, 131, 55]. Following [55, 56|, we can
generalize the weighting functional to this general class of estimands via the Riesz representer,
which is a function «(X, Z) € Lo(p) such that, for all square-integrable functions f € Lo(p):

E[h(X, Z, f)] = Ela(X, Z) f(X, Z)]. (4.2)

As in the counterfactual mean example, we can identify the more general target functional
in (4.2) via the outcome regression functional in (4.1), via the Riesz representer functional in
(4.2) with f = m, or via the doubly robust functional

E[h(X, Z,m) + a(X, Z)(Y —m(X, Z))]. (4.3)

Estimators of this DR functional are augmented in the sense that they augment the “plug-
in,” “outcome regression,” or “base learner” estimator of E[h(X, Z, m)] with appropriately
weighted residuals; or, equivalently, that augment the weighting estimator with an appropriate
outcome regression. This is the class of estimators to which our results apply. In future work
we will explore whether we can extend our results to a different class of functionals that
admit DR functional forms, first introduced by [246], and to the superset of such functionals

characterized by [258].

)

Balancing weights: Background and general form

The core idea behind balancing weights is to estimate the Riesz representer directly — rather
than via an analytic functional form (e.g., by estimating the propensity score and inverting it).
As a result, balancing weights do not require a known analytic form for the Riesz representer
[56], are often much more stable [329], and offer improved control of finite sample covariate
imbalance [323]. We briefly describe two primary motivations for this approach.

First, a central property of the Riesz representer is that the corresponding weights,
w(X,Z) = a(X, Z), are the unique weights that satisfy the population balance property
property in Equation (4.2) for all square-integrable functions f € Lo(p). For our target
estimand ¢(m) we only need to satisfy the condition in Equation (4.2) for the special case of
f =m. If we are willing to assume that m lies in a model class F C Lo(p), then it suffices to
balance functions in that class. This is achieved by minimizing the imbalance over F:

Imbalance(w) = sup {wa, 2)f(X, Z)] — E[h(X, Z, f)]}. (4.4)
fer
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As we discuss next, balancing weights minimize a (penalized) sample analog of Equation
(4.4).

Alternatively, [55] consider finding weights f that minimize the mean-squared error for
a(X, Z):

min {E [(£(X, 2) - a(X,2))"]}. (4.5)
Automatic estimation of the Riesz representer, also known as Riesz regression [59], minimizes
a sample analog of Equation (4.5). When F is convex, then up to choice of hyperparameters
(see (4.6) below), the solutions to Equations (4.4) and (4.5) are equivalent.

Linear balancing weights

In this paper, we consider the special case in which the outcome models are linear in some
basis expansion of X and Z. This is an extremely broad class that encompasses linear and
polynomial models of arbitrary functions of X and Z and with dimension possibly larger
than the sample size, as well as non-parametric models such as reproducing kernel Hilbert
spaces [RKHSs; 116], the Highly-Adaptive Lasso [31], the neural tangent kernel space of
infinite-width neural networks [140], and “honest” random forests [5]. However, this class
excludes models for m that are fundamentally non-linear in their parameters, like general
neural networks or generalized linear models with a non-linear link function.

Under linearity, the imbalance over all f € F has a simple closed form. Because our results
concern numeric equivalences, we will focus on the finite sample version of the linear balancing
weights problem. Let F = {f(x,2) = 0 ¢(x,2) : ||0]] < 1} where || - || can be any norm on
R?. The general setup constrains [|@|| < r; we set 7 = 1 without loss of generality, which
simplifies exposition below. Let || - ||. be the dual norm of || - ||; that is, [|v]|. == supy, <, u'v.
Many common vector norms have familiar, closed-form, dual norms, e.g., the dual norm of
the fo-norm is the ¢;-norm; and the dual norm of the ¢;-norm is the {,-norm. Let X,,, Y}, Z,
be n i.i.d. samples from the distribution p of the observed data. Define the feature map
¢: X xZ— R?and let ¢; : X x Z — R denote the mapping for the jth feature. Define
O, = ¢(X,, Z,) and let @, = h(X,, Z,, $) denote the target features. We will write [ for
sample averages; define ®, = E[®,] and &, = E[®,]. For exposition, we assume that d < n
and that ®, has rank d. We emphasize that this is not necessary for our results — one can
replace R? with an infinite-dimensional Hilbert space H and relax the rank restriction. See
Appendix B.2 for a formal presentation of the high-dimensional (d > n) setting.

In what follows we write w for the 1 x n vector w(®,), to highlight the fact that we will
estimate w directly rather than as an explicit function of X or ®,. Using the derivation
above, we can directly calculate the finite sample imbalance as:

Tmbalances(w) = || Lwd, — &, ..
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Now we can write the penalized sample analog of balancing weights optimization problem
in (4.4) equivalently as either:

Penalized form: &1}&% {||%w<l>p — 3,12 + 51||w|]§}
Constrained form: min ||w||3
weR™

such that [|2w®, — O, < 6.

Furthermore, we can write the equivalent problem in (4.5) as:

Riesz regression form: (5161]%; {%OT((I);(PP)G — %ZHTCE + 5;:,”(9”}, (4.6)

where we use the terminology “Riesz regression” from [59]. For any parameter do > 0 and
corresponding constrained problem solution w, there exists a parameter 63 > 0 such that
w = 53<I>pé, where 6 is the solution to the Riesz regression form. As a result, for any norm
| - ||, the penalized and constrained forms will always produce weights that are linear in ®,
[see 30, Section 9]. Therefore, since the problems are equivalent, we typically use a generic §
to denote the regularization parameter, and will specify the particular form only if necessary.
In Appendix B.1 we illustrate several concrete examples for this problem.

Remark 4.2.1 (Intercept). An important constraint in practice is to normalize the weights,
LS w; = 1. This corresponds to replacing ®, and ®, with their centered forms, ®, — @,
and ®, — ®,, in the dual form of the balancing weights problem. This is also equivalent
to adding a column of 1s to ®,. Appropriately accounting for this normalization, however,
unnecessarily complicates the notation. Therefore, without loss of generality, we will assume

that the features are centered throughout, that is, ®, = 0.

Remark 4.2.2 (Equivalence with kernel ridge regression). For the special case of /5 balancing
(as in Appendix B.1) the balancing weights problem is numerically equivalent to directly
estimating the conditional expectation E[Y,|®,] via (kernel) ridge regression and applying
the estimated coefficients to &Dq. Moreover, the solution to the balancing weights problem has
a closed form that is always linear in ®,; we provide further details in Appendix B.1. For
exact balance with 6 = 0, the balancing weights problem is equivalent to fitting unregularized
OLS; see, for example, [245], [173], and [51].

4.3 Novel equivalence results for (augmented)
balancing weights and outcome regression models

Our first main result demonstrates that any linear balancing weights estimator is equivalent
to applying OLS to the re-weighted features. Our second result provides a novel analysis of
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augmented balancing weights, demonstrating that augmenting any linear balancing weights
estimator with a linear outcome regression estimator is equivalent to a plug-in estimator
of a new linear model with coefficients that are a weighted combination of estimated OLS
coefficients and the coefficients of the original linear outcome model.

Weighting alone

Our first result is that estimating ¥ (m) with any linear balancing weights is equivalent
to fitting OLS for the regression of Y, on ®, and then applying those coefficients to the
re-weighted target feature profile. The key idea for this result begins with the simple
unregularized regression prediction for 1(m), ‘T)qus-

Proposition 4.3.1. Let 0’ = é‘S(I);, 6° € R?, be any linear balancing weights, with corre-
sponding weighted features ﬁ)g = %uﬁ‘s@p. Let Bols = (@;q)p)T@;Y; be the OLS coefficients of
the regression of Y, on ®,. Then:

E [wé © Y;J = (i)gBols

= (i)p + 36) Bolsa

where A = ég — @, is the mean feature shift implied by the balancing weights and where
superscript § indicates possible dependence on a hyperparameter. We have assumed without
loss of generality that ®, = 0, but we sometimes use A notation to demonstrate the role
of mean feature shift in various expressions. We use the symbol o to denote element-wise
multiplication.

Note that here we have written the OLS coefficients using the pseudo-inverse {. For clarity
in the main text, we focus on the full rank setting, where () ®,)" = (&) ®,)~"; we provide a
proof for the general setting in Appendix B.2.

We can interpret this result via a contrast with standard regularization. Regularized
regression models navigate a bias-variance trade-off by regularizing estimated coefficients
Breg relative to ﬁols, leading to (I>q,6’reg The balancing weights approach instead keeps ,Bols
fixed and regularizes the target feature distribution by penalizing the implied feature shift,
Y S

We emphasize that this is a new and quite general result. As we discuss in Appendix B.1,
it has been shown previously that for exact balancing weights, E[uvemyp] = <T>q3015. However,
Proposition 4.3.1 holds for any weights of the form w = 9@; with arbitrary § € R?. In Sections

4.4 and 4.5, we consider the particular form of @g for /5 and /., balancing, respectively.

Augmented balancing weights

We can immediately extend this to augmented balancing weights, which regularize both the

coefficients and the feature shift. Let Breg be the coefficients of any regularized linear model
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for the relationship between Y, and ®,, where the superscript A indicates dependence on
a hyperparameter (e.g., estimated by regularized least squares). We consider augmenting
1) [1215 o YZ,,] with 5reg using the doubly robust functional representation in Equation (4.3).
The augmented estimator is:

B[0,32,] + B’ o (v, — 0,30,)] = [0’ o vy + B [ (@, - 3) B2, ] (4.7)

Many recently proposed estimators have this form; see e.g., [17, 30]. If the weighting model

and outcome model have different bases, our result applies to a shared basis by either

combining the dictionaries as in [55] or by applying an appropriate projection as in [131].
We apply Proposition 4.3.1 to the first term of the right-hand side of (4.7) to yield the

following result. As this result is purely numerical, it applies to arbitrary vectors reg € R,

but substantively we think of 5, as the estimated coefficients from an outcome model.

Proposition 4.3.2. For any ﬁ;\eg € ]Rd, and any linear balancing weights estimator with

estimated coefficients 0° € R, and with w° = ééq); and <f>g = % 00, the resulting augmented
estimator

E[@ oY) + B [(cb - <1>5> Teg]
E [éiﬁozs + (<I> - <I>5) mg]
= IAE[q)qBaug]a

where the jth element of Baug 18:

? . 1) S A
ﬁaug,j = (1 - aj) reg,j +a; Bols,]

where Aj = &, ; — B, ; is the observed mean feature shift for feature j; and A‘S <I>5 —d,;
15 the feature shift for feature j implied by the balancing weights model. Fmally, a’ 6 [0, 1]
when the covariance matriz is diagonal, (9] ®,) = diag(o}, 03, ...,07), with o7 > 0.

This is our central numerical result for augmented balancing weights: when both the
outcome and weighting models are linear, the augmented estimator is equivalent to a
linear model applied to the target features @, With coefficients that are element-wise
affine combinations of the base learner coefficients, reg, and the coefficients Bolb from an
OLS regression of Y, on ®,. (The coefficients are additionally conver combinations of 3 reg
and Bols when the covariance matrix is diagonal.) In Sections 4.4 and 4.5 below, we analyze
some of the properties of the augmented estimator for /5 and /., balancing weights problems

respectively.
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The regularization parameter for the balancing weights problem, 9, parameterizes the
path between reg and Bols To see this, consider the cases where 6 — 0 and 6 — co. Asd — 0
tlle balancing weights problem prioritizes minimizing balance over controlling variance, and
A% — A; for all j. (Recall that we assume @, ; = 0 for all j. Thus, A; = &, ; and A5 oI .

So 35 — A is equivalent to CIDq — ®@,;.) In this case, aj = A?/A] — 1, and the welghts fully

“de-bias” the original outcome model by recovering unregularized regression, Baug — Bols. In
Section 4.7, we will see that when chosen by cross-validation, ¢ sometimes equals exactly
0 in applied problems; thus even when Breg is a sophisticated regularized estimator, the
final augmented point estimate can nonetheless be numerically equivalent to the simple
OLS plug-in estimate. Conversely, as 0 — oo, the balancing weights problem prioritizes
controlling variance, leading to uniform weights and A — 0. In this case, a = A? HAAVES

the weighting model does very little, and ﬁaug — reg

It is also instructive to consider two other extremes: unregularized outcome model and
unregularized balancing weights. First, con81der the special case of fitting an unregularized
linear regression outcome model, i.e., ro ﬁols Then Proposition 4.3.2 reproduces the
result, originally due to [245], that “OLS is doubly robust” [see also 173]. This is because
5aug Bols for arbitrary linear weights 6° € R, Thus, OLS augmented by any choice of
linear balancing weights collapses to OLS alone. Equivalently, we can view OLS alone as an
augmented estimator that combines an OLS base learner with linear balancing weights.

A similar result holds for unregularized balancing weights, i.e., exact balancing weights.
Let Wexact be the solution to a balancing weights problem in Sectlon 4.2 with hyperparameter
0 =0, and let € R? be arbitrary coefficients. Then from the balance condition, <I> =,

reg

a? =1 for all 5, and we have that Baug = 5015. Thus, the augmented exact balancing weights
estimator also collapses to the OLS regression estimator. Equivalently, the augmented exact
balancing weights estimator collapses to the unaugmented exact balancing weights estimator.
[324] use a very similar result to argue that entropy balancing, a form of exact balancing
weights, is doubly robust.

4.4 Augmented ¢/, Balancing Weights

In this section, we study ¢ balancing weights estimators, which are commonly used in the
context of kernel balancing [116, 130, 152, 27] and for panel data methods [1, 28]. We first
show that the regularization path a? from Proposition 4.3.2 follows typical ridge regression
shrinkage, with a smooth decay. Moreover, augmenting with ¢, balancing weights is equivalent
to boosting with ridge regression, and always overfits relative to the unaugmented outcome
model alone. We then show that when the outcome model used to augment ¢, balancing
weights is also a ridge regression (which we refer to as “double ridge”), the augmented
estimator is itself equivalent to a single, generalized ridge regression, albeit undersmoothed
relative to the base learner. These results extend immediately to the RKHS setting of “double
kernel ridge” estimation, combining kernel balancing weights and kernel ridge regression. In
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Section 4.6, we show the implications of these numeric results for undersmoothing in the
statistical sense.

While the following results hold for arbitrary covariance matrices, in the main text we sim-
plify the presentation by assuming that ®, @, is diagonal; that is, (®, ®,) = diag(o7, 03, ...,03),
with ajz > 0. This is without loss of generality for ¢, balancing since the f5-norm is rotation
invariant.

General linear outcome model

Following Remark 4.2.2 above, ¢ balancing weights, including kernel balancing weights,
have a closed form that is always linear in ®,. Our next result applies this closed form to
Proposition 4.3.2 to derive the regularization path that results from augmenting an arbitrary
linear outcome model with ¢, balancing weights. Although this is an immediate consequence
of Proposition 4.3.2, the resulting form of the augmented estimator has unique structure that
warrants a new result.

Proposition 4.4.1. Let w 5 be (penalized) linear balancing weights with regularization
parameter 6 and F = {f(x ) = 0Tp(x) : |0]2 < 1}. Then 1), = O (P D, + 61) 1P
Therefore, the augmented ly balancing weights estimator wz’th outcome model ﬁ;\eg € R? has
the form

E[®,5,] + Elwg, (Y, — ©,67,)] = E[@5),

where the jth coefficient of BgQ s given by

BKQJ = (1 - a?) 'r‘eg] + Q; ﬁols,] (48)
2
5 9

ad .
J 0]2-—1-5

In this case, the a?- are exactly equal to the standard regularization path of ridge regression.
To see this, recall that ridge regression with penalty ¢ shrinks the Bols coefficients as follows:

A5 o7 55
ridge,j — 2 —|—(5 5018,] ajﬂols,j- (49)

This is identical to the expression in (4. 8) but with 3

Bols towards 0 with regularization path a , while /5 augmenting shrinks 5013 towards reg with
the same regularization path.

As an illustration, the right panel of Figure 4.1 shows (3, (on the y-axis) for ten covariates,
Wlth ¢ increasing from 0 (on the x-axis). The dots on the left pick out Bys; when & = 0, then
a =1 and 542 ﬁols The limit on the right shows ﬁ The smooth regularization path is
characteristic of ridge regression shrinkage.

reg S€b to 0: Ridge regression shrinks

reg*
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Figure 4.1: Regularization paths for “double ridge” augmented ¢y balancing weights. Panel
(a) shows the coefficients reg of a ridge regression of Y, on ®, with hyperparameter A. The
black dots on the left are the OLS coefficients, with A = 0. The red dots at A = 5 illustrate the

coefficients at a plausible hyperparameter value, 5reg Panel (b) shows re-weighted covariates,

CIDg, for the ¢5 balancing weights problem with hyperparameter §; the black dots show exact
balance, which corresponds to OLS. As ¢ increases, the weights converge to uniform weights
and CIDg converges to ®,, which we have centered at zero. Panel (c) shows the augmented

coefficients, @2 as a function of the weight regularization parameter . The black dots on
the left are the OLS coefficients. As § — oo, the coefficients converge to 37,,. All three
regularization paths have essentially identical qualitative behavior.

We can also view ng as the output of a single iteration of a ridge boosting procedure,
fit using Y, and ®, alone. See [46] and [232] for detailed discussion; [218] makes a similar
connection in the context of twicing kernels.

Proposition 4.4.2. Let Y Y, — q)pﬁ
be the coeﬁ‘iczents from the mdge regression of Y on ®, with hyperparameter 6. Then,
552 - reg+ﬁboost7 and ||Y (I)pBKQHQ < HY o 57‘69”2

So for a fixed 9, the augmented f, balancing estimator is equivalent to estimating a new
outcome model coefficient estimator 562 that overfits relative to reg (in the sense of having
smaller in-sample training error), and then applying that model to ®,.

Surprisingly — and in contrast to the general result in Proposition 4.3.2 — the augmented
coefficients BgQ are the same for every target covariate profile ®,. To see this, note that
Proposition 4.4.1 shows that ¢, balancing weights are always linear in ®,. Therefore, the
corresponding regularization path a? does not depend on the target profile ®,; it depends only
on ¢ and the source distribution variances 0'j2-. This property is closely related to universal
adaptability in the computer science literature on multi-group fairness [172]. The particular @,
may nonetheless impact the choice of ¢ in hyperparameter selection, e.g., via cross-validating
imbalance, which in turn influences the degree of overfitting; we do find this to be the case
theoretically in Section 4.6.

reg D€ the residuals from the base learner. Let Bboost
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Ridge regression outcome model

Proposition 4.4.1 holds for arbitrary linear outcome model coefficient estimators Alf;g € R
we now state the corresponding result for a “double ridge” estimator, where the base learner
outcome model is itself fit via ridge regression. The key takeaway is that the implied
augmented coefficients are undersmoothed relative to the base learner ridge coefficients.

For this section, we will consider the following generalized ridge regression, sometimes
known as “adaptive” ridge regression [115]. Let A € R™? be a diagonal matrix with jth

diagonal entry A; > 0. Then the generalized ridge coefficients are:
Biage = argmin||®,5 — Y, 15 + 5TAS
BeR?
= (¢, @, +A) DY,

Standard ridge regression is the special case where the \; all take the same value and so
A = \I. As above, the generalized ridge coefficients can be rewritten as shrinking the OLS
coefficients:

2
Ao g; ) «
ridge,j ﬁols7 j - (410)
86 (0’? + A J

We now demonstrate that the augmented ¢, balancing weights estimator with base learner

~

Br’}dge is equivalent to a plug-in estimator using generalized ridge with smaller hyperparameters,

~

5£dge, where I' is a diagonal matrix with jth diagonal entry 7; € [0, A;].

Proposition 4.4.3. Let Bgdge denote the coefficients of a generalized ridge regression of Y,
on ®, with hyperparameters A, and let 11}22 denote Uy balancing weights with hyperparameter &

defined in Section 4.2. Define the diagonal matriz I with jth diagonal entry:

Ny

Chaerw ek

Then:
IAE[(I)QB:}Z'dge] + E[wgg (YP - q)PBgdge)} = IAE[(I)foidge]‘
I

Furthermore, Bm»dge are standard ridge regression coefficients (i.e., ~y; is a constant for all j)
when \; = X and o; = o for all j.

The same result holds for kernel ridge regression; see Appendix B.2.
In this setting, augmenting with balancing weights is equivalent to undersmoothing the
original outcome model fit. In particular, we can use the expansion in Equation (4.10) to see

the undersmoothing in Brridge explicitly:
2 2 2
o7+ o7 + N oF+0 )

Vv
outcome model augmentation
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where the first term is the shrinkage from the original generalized ridge model alone, and the
second term is due to augmenting with ¢, balancing weights. Importantly, the second term is

2 .
in [1, Uj;/\J] and therefore partially reverses the shrinkage of the original estimate. In Section

J
4.6, we connect this to undersmoothing in the statistical sense.

4.5 Augmented /., balancing weights

In this section, we study /., balancing weights estimators, which are widely used in the
balancing weights literature [329, 17] and in the AutoDML literature [55]. In the main
text, we consider the special case where the covariance matrix @;CIDP is diagonal; that is,
(®, ®,) = diag(o},03, ...,07), with 07 > 0. Unlike with ¢, balancing, this is no longer without
loss of generality.

For diagonal covariance, we first show that /., balancing has a closed form: it is equivalent
to applying a soft-thresholding operator to the feature shift from ®, to ®,. We then write the
resulting augmented estimator as applying coefficients Bgoo to ®, and show that Bgoo is a sparse,
element-wise convex combination of the base learner coefficients and OLS coefficients. When
the outcome model is also fit via the lasso, we use the resulting representation to demonstrate
a familiar “double selection” phenomenon [26], where Bgoo inherits the non-zero coefficients of
both the base learner and the weighting model. This is a form of undersmoothing in the ¢,
“norm,” in the sense that ng always has at least as many non-zero coefficients as the base
learner, Breg.

Weighting alone

We first define the soft-thresholding operator and show that the /., balancing problem has a
closed form solution.

Definition (Soft-thresholding operator). Fort > 0, define the soft-thresholding operator,

0 if 2] <t
Ti(z) =R z—t ifz>t
24+t ifz< —t

Proposition 4.5.1 (¢, Balancing). If (IDITCDI, 1s diagonal, the solution wgoo to the {s opti-

mization problem (B.3) is:

%wgoo CDp(@;q)p)_l [cfp + 7?5((511 - (T)p)}
p(®, @)1 [8, + T5(A)]

where A = <T>q — <T>p, where we include 519 (equal to 0 by assumption) to emphasize the
dependence on feature shift, and with corresponding reweighted features, @g = <T>p+7fs(<f>q—§>p).
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For intuition, compare the (un-augmented) /., balancing weights estimator to the lasso-
based coefficient estimates [125]:

8w, oY) = Ts(By) " foss
E[(I)qﬁl)z;sso] = (T)(;r’]j\(ﬁols)u
where we simplify ('153 here to emphasize the connections between the methods. Whereas lasso

performs soft-thresholding on the OLS coefficients (regularizing the outcome regression), £
balancing performs soft-thresholding on the implied feature shift to the target features.

General linear outcome model

We can then plug the closed-form solution for the weights into Proposition 4.3.2.

Proposition 4.5.2. Let wgoo be defined as above. Then the augmented l balancing weights

estimator with outcome model fit 32‘@ € R? has the form,

E[@qéi\eg] + IAE[UA)? (YZD - q)pB?eg)] = E[(qugoo]7

oo

where the jth coefficient of Bgoo equals:

~ ‘
B r€g,J Zf |A]| < 5

Zoovj = ~ ~ . ?
‘A% ,f‘em + (1 — ‘A%D Bois,j  otherwise

where Aj = @, ; — @, ;.

The augmented coefficients ng are an element-wise convex combination of B}eg and By
For features where the mean feature shift A; is small (relative to ¢), Bgoo is equivalent to the
base learner coefficient Br)‘eg. The remaining coefficients are interpolated linearly toward the
Bols coeflicients.

Figure 4.2 summarizes these results and their implications for the augmented estimator.
As with Figure 4.1, we generate simple simulated data with d = 10. In the left panel, we
plot the coefficients from lasso regression of Y, on ®, as a function of the lasso regularization
parameter. The regularization path begins with the black dots, which represent the OLS
coefficients. Each lasso coefficient (represented by a colored line) then shrinks linearly to
exactly zero, due to the soft-thresholding operator. The middle panel plots the reweighted
covariates using /., balancing weights between ®, and ®, solved in the constrained form. The
black dots represent 5(1, corresponding to exact balance. Then as the weight regularization
parameter increases, the reweighted covariates shrink linearly to exactly zero, just as in
lasso. The right panel plots coefficients for the augmented estimator that combines a baseline

outcome model fit Br)‘eg with /., balancing weights. The lines correspond to B@oo as defined
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Figure 4.2: Regularization paths for “double lasso” augmented /., balancing weights. Panel
(a) shows the coefficients B;\eg of a lasso regression of Y, on ®, with hyperparameter A. The
black dots on the left are the OLS coefficients, with A = 0. The red dots at A = 0.2 illustrate
the coefficients at a plausible hyperparameter value, Af’ég. Panel (b) shows re-weighted
covariates, i)g, for the /, balancing weights problem with hyperparameter §; the black dots
show exact balance, which corresponds to OLS. As § increases, the weights converge to

uniform weights and @)g converges to ®,, which we have centered at zero. Panel (c) shows

the augmented coefficients, Bgoo as a function of the weight regularization parameter §. The
black dots on the left are the OLS coefficients. As § — oo, the coefficients converge to
B?eé' All three regularization paths show the typical lasso “soft thresholding” behavior. The
regularization path for the augmented estimator also shows “double selection” behavior.

in Proposition 4.5.2. The regularization path begins at the black dots, where [S’gm = Bols,
and eventually converges to BA;\eg, showing the usual soft-thresholding behavior. The order
at which the coefficients go to zero reflects the size of éq, because the regularization path
depends on the weight coefficients from the middle panel. Thus, the augmented estimator

shrinks £, toward BA but via a soft-thresholding operator applied to the feature shift, A;.

reg

Lasso outcome model

In the case where Ar)‘eg is itself fit via lasso, as studied in [55], then we recover a familiar

double selection phenomenon [26].

Proposition 4.5.3 (Double Selection). Let Bfasso denote the coefficients of lasso regression of
Y, on ®, with reqularization parameter X. Denote the indices of the non-zero coefficients as
Iy. Let w;?oo be o balancing weights with parameter § as in Proposition 4.5.1. Let Is denote
the non-zero entries of the reweighted covariates éq. Assume that Bols 1s dense. Then the
indices of the non-zero entries of the augmented coefficients Bgoo are oy = I\ U Is.

The lasso coefficients have a sparsity pattern generated by soft-thresholding the OLS
coefficients. The augmented estimator then shrinks from OLS toward 32, by soft-thresholding

reg
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the implied feature shift to the target features. As a result, wherever the lasso coefficients
are non-zero or the weight coefficients are non-zero, the final augmented coefficients are
also non-zero. The “included coefficients” for the final estimator are then the union of the
coefficients included in either individual model. Therefore, augmenting a lasso outcome model
with (4, balancing also exhibits a form of undersmoothing in the ¢, “norm”, |3, |lo, in the
sense that there are always at least as many non-zero coefficients as for the unaugmented
lasso outcome model. However, this will not correspond to undersmoothing the base learner
in the traditional sense, because in general there will not exist a lasso hyperparameter A that
will produce sparsity pattern I,.

As noted by, for example, [295], the double selection estimator may suffer from imprecision
due to adjustment for covariates that are associated with treatment but not outcome. One
could in principle remove covariates that are only predictive of the treatment, but this can
jeopardize statistical inference. We refer to [207] for a discussion on navigating this trade-off.

4.6 Kernel Ridge Regression: Asymptotic and Finite
Sample Analysis

The results above are numerical: they hold without any statistical or causal assumptions.
However, the connection between augmented estimators and outcome models also presents
statistical insights that we discuss here. In particular, we leverage the numerical result that
double (kernel) ridge regression — which uses ridge regression for fitting both the outcome
and weighting models — is equivalent to a single, undersmoothed outcome ridge regression
plug-in estimator.

First, we consider an asymptotic analysis in Section 4.6: we use this equivalence to make
explicit the connection between asymptotic results for augmented balancing weights with
kernel ridge regression and prior results on optimal undersmoothing of a kernel ridge plug-in
estimator. As a result, optimally undersmoothed kernel ridge regression inherits whatever
guarantees can be proven for augmented ridge regression. An implication is that we can
generalize the insight from [245] that OLS is doubly robust to a wider class of non-parametric
estimators. This equivalence also suggests an appropriate hyperparameter scheme when the
outcome regression is an element of an RKHS.

Second, we consider a finite sample analysis in Section 4.6: we use this equivalence to
derive the finite-sample design-conditional mean squared error of augmented kernel ridge
regression. We then use this expression to characterize finite-sample-optimal hyperparameter
tuning. We turn to hyperparameter tuning in practice in the next section.

Asymptotic Results

We now use our results in Proposition 4.4.3 to make explicit the connection between two
otherwise distinct sets of asymptotic results. First, [312] and [278] argue that double kernel
ridge regression can deliver y/n-consistent estimation of functionals in certain scenarios.
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[312] also proposes an optimally undersmoothed ¢, balancing weights estimator. Separately,
[130] and [209] propose optimally undersmoothed (single) kernel ridge outcome regression.
Since, as we have shown in Proposition 4.4.3 (see also Remark 2), these three procedures
are equivalent, we can connect these results and show that plug-in estimators based on
optimally undersmoothed kernel ridge regression or £, balancing weights can be y/n-consistent.
Moveover, results on RKHSs suggest a simple heuristic for hyperparameter choice. We give
the high-level argument here and defer additional technical details to Appendix B.5.

To move from numerical results to statistical results, we must place some constraints
on the data generating process. Assume that we observe n iid samples of (z;,y;, z;) from
p. Define K € R™" to be the kernel matrix with 4, j-th entry K;; = k((x;, ), (x;, 2;)). Let
032 denote the eigenvalues of K. We assume that 0]2- = 02 > 0 is constant for all j; we can
relax this at the cost of additional complexity. The “single” kernel ridge regression outcome
regression estimator with parameter A has coefficient estimates:

A;\idge = (K + )‘I)_ly'
Applying Proposition 4.4.3, the augmented “double kernel ridge” estimator with hyperpa-
rameter ¢ is equivalent to a plug-in estimate for a new kernel ridge model:

A0

3ue = (K +~I)71 ith v = — 2~
Bang = (K +~I)"'y,  with v po

For statistical guarantees, we must typically allow the hyperparameters to change with n; let
Yn, An and o, then denote sequences of hyperparameters. In the doubly robust framework, one
can choose \, and ¢, in a way that is MSE-optimal for prediction purposes whilst ensuring
that the bias of the augmented estimator is small. For two functions of n, f, and g,, let
fn =< gn denote that f, = O(g,) and g, = O(f,). Then due to special properties of RKHS
geometry, it follows that §,, can be of the same order as A, that is §,, < A, [281, Theorem
5.2]. In the next section, we consider setting = A for hyperparameter tuning in practice; our
Proposition 4.4.3 then implies that 7, =< A\2. We note more generally that Proposition 4.4.3
implies that v, < A\,0,.

There are two important cases to consider. When the RKHS is finite dimensional, the
choice \, = 8, = n~ /2 is optimal for controlling the prediction error for both the outcome
and weighting models [48, 281]. The augmented estimator is then equivalent to a single ridge
regression with hyperparameter v, < n~!, which matches the rate of [130, 209]. Hence, this
approach will always undersmooth relative to the MSE-optimal hyperparameter for a single
ridge regression.

When the RKHS is infinite-dimensional, we find that the undersmoothed hyperparameter
implied by the augmented procedure can take on a range of asymptotic rates, both faster
and slower than n~!, depending on effective dimension and smoothness; we give concrete
examples in the Appendix. This somewhat contrasts with the results in [130, 209]. In this
sense, Proposition 4.4.3 generalizes the standard undersmoothing arguments, which typically
change the regularization schedule from n=1/2 to n=!.
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Remark 4.6.1 (Single-model double robustness). Another interesting implication of the
equivalence of these two procedures is that the single kernel ridge procedure is doubly robust,
much the same way OLS is. Because estimating the coefficients from an OLS regression of Y
onto features of (Z, X) is equivalent to a balancing weights or an IPW estimator based on a
model for the inverse weights that is linear in the same features, this procedure is consistent
whenever either the weights or the outcome model is truly linear—that is, whenever either of
these two linear models is correctly specified [245]. Similarly, the single kernel ridge procedure
is doubly robust in that it is consistent if either the true outcome regression or the inverse
propensity score is consistently estimated. However, valid inference in the case where the
inverse weight model but not the outcome model is truly linear will typically require different
tuning parameter selection.

Finite Sample Mean-Squared Error

We now use our numerical equivalences to write out the exact finite-sample mean squared
error of the augmented kernel ridge estimator: by re-writing the augmented balancing weights
estimator as a single outcome model, we can immediately leverage existing results from [83].

Following their setup, we define the diagonal matrix 3= %(I)qu)p; if 3 is not diagonal,
we can apply a rotation (without loss of generality). We consider ridge regression with
rescaled hyperparameter A\ and solution (f) + AI)7'®,Y, /n; this is equivalent to standard
ridge regression above with hyperparameter n\, and also accommodates kernel ridge regression
with appropriate choice of ®,. Assume that Y, = ®,8, + ¢ with 8y € R?, and where ¢ € R"
are iid with mean zero and variance o2. Then the exact, design-conditional, squared bias and
variance of the ridge regression prediction applied to a new iid sample (Ppey, Yiew) ~ p are:

B2(\) = A2B87 (2 + M) T'E[@T®,)(X + A1) By
2

Vo (\) = %tr [i(i + L) E[@TD,) (5 + M)—l] .

Applying Proposition 4.4.3, we can simlarly derive the squared bias and variance of an
augmented ridge estimator for our linear functional estimand; we denote these quantities Bg

and V; respectively. We express the bias and variance in terms of the two hyperparameters,
A and 9:

Proposition 4.6.1. Let 0]2- denote the eigenvalues offl and define I'y 5 to be the diagonal
matriz with non-zero entries y; = %. Then,
B2(\,6) = B§ (2 + Tas) 'TasE[0g)"E[@Ts (2 + o) B0
2

Valr6) = Ztr [S(S 4 T ) B[R, TE[®,] (5 + Tas) ]

n

In the next section, we compare — numerically and via simulation — existing hyper-
parameter selection schemes to the optimal trade-off between Bq2 and V,. However, first
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we note that the analysis above opens up exciting new avenues for both theoretical and
methodological work. One could theoretically analyze the mean squared error to understand
how the optimal ¢ scales with the problem parameters; for example, by using proportionate
asymptotics from random matrix theory as in the high-dimensional ridge regression literature
[124]. Second, our analysis here suggests a novel, more complex hyperparameter selection
scheme based directly on the finite sample analysis. We leave this to future work.

4.7 Numerical illustrations and hyperparameter tuning

This section illustrates our results in practice. We first explore hyperparameter tuning
for double ridge regression, comparing practical methods to the optimal hyperparameter
computed using our results from Proposition 4.6.1. Following our asymptotic results in
4.6, we recommend equating the weighting and outcome model hyperparameters in practice.
We then apply both double ridge and lasso-augmented ¢..-balancing to two versions of the
canonical [184] application. An important theme throughout is that some approaches for
hyperparameter selection frequently lead to 6 = 0, which collapses the augmented estimate
to OLS alone — even in settings where this is far from optimal. Overall, we take this as a
warning that existing hyperparameter tuning schemes can be potentially misleading when
applied naively.

Hyperparameter tuning for ridge-augmented ¢/, balancing

We begin with practical hyperparameter tuning for the special case of double ridge, building
on the MSE expression in Section 4.6. There is an active literature on selecting hyperparam-
eters for augmented balancing weights estimators and double machine learning estimators
more broadly [152, 310, 30, 19]. We contribute to this literature by comparing practical
hyperparameter tuning schemes with an oracle hyperparameter tuning scheme based on
Proposition 4.6.1.

Reflecting empirical practice, we focus here on choosing hyperparameters sequentially: we
first select the outcome model hyperparameter A (e.g. by cross-validation) and then select
the weighting model hyperparameter §. Ultimately, we find strong performance for both C'V
imbalance and CV outcome hyperparameters, as defined below. We especially recommend
the latter as a reasonable starting point in practice. In additional to theoretical support from
our asymptotic analysis, the outcome model hyperparameter scheme does not require any
additional algorithm or code after having fit the initial outcome model.

Oracle and practical hyperparameter tuning

Oracle hyperparameter. To compute oracle hyperparameters, we first compute the
prediction-MSE-optimal A using the standard ridge regression MSE expression, and then
we use Proposition 4.6.1 to compute the corresponding optimal ¢ for the linear functional
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estimand:

A" = argmax, {B2(A) + V,(A)}
§* = argmax;{ B2 (X", 0) + Vo (A", 6)}.

While there is not a closed form for ¢*, we can nonetheless directly compute this optimal
hyperparameter and characterize its behavior under a range of scenarios. We draw several
conclusions about optimal 6* for a wide range of DGPs of the form Y, = ®,8, + €. First,
5* is generally increasing in the noise, o?: larger o2 typically implies larger 6*. Second, §*
generally depends on the target mean, E[®,]; that is, two DGPs that are identical except
for E[®,] can have different values of ¢*. The optimal hyperparameter, however, does not
depend on the magnitude of the shift in the target mean: replacing E[®,] with ¢E[®,] for
c # 0, scales both the bias and variance by ¢?, leaving §* unchanged.

Practical hyperparameter. We compare the oracle hyperparameter with three imple-
mentable practical proposals. In all cases, we first pick A by cross-validating the mean squared
error of a ridge outcome model.

o C'V imbalance. Choose ¢ by cross-validating the estimated imbalance, H%@TJ(IDP —d,|13,
adapting a proposal from [310].

e CV Riesz loss. Choose § by cross-validating the Riesz loss in Equation (4.6), adapting
a proposal from [55]; this is the dual form of cross-validating the estimated imbalance.

e C'V outcome. Choose ¢ to be equal to the cross-validated ridge outcome A, as inspired
by the asymptotic theory in [281].

Before presenting simulation results, we provide a preliminary analytic discussion, com-
paring these practical schemes to the behavior of the oracle 6*. For the first two proposals:
just like the oracle, both depend on the target mean E[®,] and are invariant to re-scaling.
However, these two approaches are mechanically independent of the outcomes Y,,, unlike the
oracle 0* which, in general, depends on the variance of the outcomes. On the other hand, the
last proposal depends on the outcomes Y, but is mechanically independent of E[®,].

This suggests that any one of these tuning parameter approaches cannot perform well across
all DGPs. In future work, if we pursue a theoretical analysis of the oracle hyperparameter,
e.g. in a proportionate asymptotics framework, we may be able predict when either the
outcomes or the covariate shift is more important. In this work we begin by demonstrating
that no one tuning scheme does uniformly best in simulations.

Simulation study

To assess the behavior of these hyperparameter tuning schemes, we conduct an extensive
simulation study using 36 distinct data-generating processes, 30 synthetic and 6 semi-synthetic;
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# of DGPs Relative MSE
Method Best Worst Median Best  Worst Prop.(6 = 0)
CV Outcome 10 3 0.58  0.097 2x10° 0
CV Imbalance 25 2 0.39  0.001 2x10° 0
CV Riesz Loss 1 31 3,454 0.23 3 x107 0.56

Table 4.1: Mean-squared error (relative to the oracle) for four hyperparameter selection
methods for double ridge regression from a numerical investigation of 36 data generating
processes (30 synthetic and 6 semi-synthetic). The final column is the proportion of draws
where the hyperparameter § = 0.

see Appendix B.3 for a detailed discussion. For each DGP, we directly compute the oracle
hyperparameter using the results in Section 4.6. We then compute values from the three
practical hyperparameter tuning methods discussed above. The mean squared error that we
consider is design-conditional, and so we draw samples of the covariates for each DGP only
once.

Table 4.1 presents a summary of the MSE for the three methods across the 36 DGPs.
Overall, we find that the C'V outcome approach of choosing § = A and the C'V imbalance
approach both perform well in practice: these two achieve the lowest MSE in 35 of the 36
DGPs, with CV imbalance performing slightly better on average. By contrast, selecting o via
CV for the Riesz loss has numerical stability problems that compromises performance. The
performance for the outcome and balance approaches, on the other hand, seem to degrade
gracefully and rarely perform catastrophically. Taken together, these preliminary findings
suggest researchers should begin with these two tuning methods as defaults.

Recovering the OLS point estimate. As we discuss above (see, e.g., Figure 4.1), when
0 = 0 the point estimate for the augmented balancing weights estimator is numerically
identical to the OLS point estimate. Thus, when a hyperparameter tuning procedure chooses
0 = 0 in practice, researchers are simply estimating the equivalent of OLS — even if they
are unaware they are doing so. This is especially problematic in settings where OLS is far
from optimal [though see 174, 124, for counterexamples|. In our synthetic and semi-synthetic
DGPs, 6 = 0 is never optimal, and is usually associated with a very large error driven by
extreme variance. Thus the fact that hyperparameter tuning procedures can return 6 = 0 in
these DGPs represents a pathological case.

In our simulation study, we find that, when cross validating the Riesz loss, over half of
all draws returned § = 0. By contrast, none of the other methods returned § = 0 in the
synthetic DGPs, though, as we discuss below, we do observe exact zeros for § occasionally
when cross-validating imbalance in the standard Lal.onde dataset. This further highlights
the numeric instability of hyperparameter tuning via CV for the Riesz loss, at least in the
settings we consider here. We further suggest that in these cases, practitioners assess the
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sensitivity of the § = 0 results to the particular tuning procedure used or to the random
choice of cross-validation splits.

Application to LaLonde 1986

We now illustrate our equivalence and hyperparameter tuning results on real-world datasets.
Following [55], we focus on the canonical [184] data set evaluating a job training program in
the National Supported Work (NSW) Demonstration. The primary outcome of interest is
annual earnings in 1978 dollars.

For these illustrations, we estimate the Average Treatment Effect on the Treated (ATT),
E[Y (1) = Y(0) | Z = 1]. We recover the missing conditional mean E[Y(0) | Z = 1] using the
setup from Example 3 in Appendix B.1, where the source and target populations are the
control and treated units respectively. Thus ®, and ®, correspond to the feature expansion
¢(X) applied to the covariates in the control group and treated group respectively. We
consider two different features expansions of the original covariates: (1) a “short” set of 11
covariates used in [77];' and (2) an expanded, “long” set of 171 interacted features used in
[91].

Our goal is to explicate how augmented estimators under different hyperparameter tuning
schemes undersmooth in practice in both low and high-dimensional settings. In some cases,
the augmented estimator collapses to exactly OLS as we document above.

High-dimensional setting

Following [55], we first consider the expanded set of 171 features for [184] used in [91].
Figure 4.3 shows estimates for ridge-augmented /5 balancing (top row) and lasso-augmented
(+ balancing (bottom row). The left two panels of each row show the cross-validation curves
for the outcome regression and balancing weights, respectively. The right panels show the
point estimate as a function of the weighting hyperparamter 9, holding the outcome model
hyperparameter A fixed; the black triangle represents the OLS plug-in point estimate. For
context, the corresponding experimental estimate is $1,794 [see 77]. The green and red dotted
lines correspond to hyperparameters chosen by cross-validating balance and the Riesz loss,
respectively. For the double ridge estimate, the purple line corresponds to § = 5\, the outcome
hyperparameter selected via cross validation.

Figure 4.3 highlights that both the imbalance and the point estimate are highly nonlinear
close to zero. Thus, even small departures from OLS (at § = 0) lead to large changes in the
point estimate. We can also assess the sensitivity of the point estimate to the hyperparameter
selection scheme. In this case, choosing ¢ via CV balance leads to meaningfully larger choices
than via other methods.

Finally, the selected § is always strictly greater than zero for this high-dimensional dataset.
However, we find this is sensitive to small perturbations in the problem parameters. For

IThese are: age, years of education, Black indicator, Hispanic indicator, married indicator, 1974 earnings,
1975 earnings, age squared, years of education squared, 1974 earnings squared, and 1975 earnings squared.
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example, when we perturb E[®,] by adding a small value to all the even elements, then the
cross-validated £ Riesz loss chooses § = 0 in 38% of draws of the cross-validation splits. As
suggested by our simulation results, this is likely to result in extremely large mean squared
error.
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Figure 4.3: Augmented balancing weights estimates for the [184] data set with the expanded
set of 171 features used in [91]; the top row shows ridge-augmented (s balancing, and the
bottom row shows lasso-augmented /., balancing. Panels (a) and (d) show the 3-fold cross-
validated R? for the ridge- and lasso-penalized regression of Y, on ®, among control units
across the hyperparameter A; the purple dotted lines show the CV-optimal value for each.
Panel (b) and (e) show the 3-fold cross-validated imbalance for {5 and ¢, balancing weights
across the hyperparameter §; the green dotted lines show the CV-optimal value for each.
Panels (c¢) and (f) show the point estimates for the augmented estimators across the weighting
hyperparameter d; the black triangles correspond to the OLS point estimate; the green and red
dotted lines correspond to the cross-validated balance and Riesz loss respectively; the purple
line corresponds to the cross-validated ridge hyperparameter (for § = 5\) The variance-based
hyperparameter for ridge is 62/n? = 104.8 and for lasso is 137.5. The corresponding point
estimates are 1923.6 and 725.8 respectively, essentially equal to the plug-in outcome model
estimates.
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Figure 4.4: Ridge-augmented ¢y balancing weights (“double ridge”) for [184] with the original
11 covariates. Panel (a) shows the 3-fold cross-validated R? for the Ridge-penalized regression
of Y, on ¢, among control units across the hyperparameter A; the purple dotted line shows the
CV-optimal value, A. Panel (b) shows the 3-fold cross-validated imbalance for £, balancing
weights across the hyperparameter d; the green dotted line shows the CV-optimal value,
which is § = 0 or exact balance. Panel (c) shows the point estimate for the augmented
estimator across the weighting hyperparameter §; the black triangle corresponds to the OLS
point estimate, the green dotted line corresponds to cross-validated balance, the red dotted
line corresponds to cross-validated Riesz loss, and the purple dotted line corresponds to the
ridge outcome hyperparameter.

Low-dimensional setting: Recovering OLS

Finally, we apply double ridge to the “short” version of the [184] data set with 11 features.
Figure 4.4 shows the cross-validation curves for the outcome and weighting models, as well
as the point estimate as a function of the balance hyperparameter, with the OLS estimate
given by the black triangle. As above, the green, red, and purple dotted lines correspond
to hyperparameters chosen by cross-validating balance, cross-validating the Riesz loss, and
choosing § = A respectively.

Unlike for the “long” dataset in Figure 4.3, Figure 4.4 does not display quite as stark
nonlinearity around zero. Importantly, however, setting ¢ by cross-validating imbalance or the
Riesz loss yields 0 = 0 (up to numerical imprecision), which reduces the augmented estimator
to exactly the estimate from a simple OLS regression — even though the base learner ridge
outcome model is heavily regularized. By contrast, our preferred hyperparameter tuning
scheme of choosing § = A results in an estimate that is roughly $400 dollars smaller than the
OLS estimate.
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4.8 Discussion

We have shown that augmenting a plug-in regression estimator with linear balancing weights
results in a new plug-in estimator with coefficients that are shrunk towards — in some cases
all the way to — the estimates from OLS fit on the same observations. We generalize this
equivalence for different choices of outcome and weighting regressions. In the asymptotic
setting, we draw the explicit connection between augmented estimators and undersmoothing
for the special case of kernel ridge regression. Then we derive the design-conditional finite
sample MSE for the double ridge estimator, and use it to solve numerically for oracle
hyperparameters. We compare the oracle hyperparameters with three practical tuning
schemes and then illustrate our results on the canonical Lal.onde data set.

There are many promising avenues for future research. The fundamental connection
between doubly robust estimation and undersmoothing opens up several theory directions.
While we focus on the special case of kernel ridge regression in Section 4.6, we anticipate
that these connections will hold more broadly. Similarly, while our focus in this paper has
been on interpreting balancing weights as a form of linear regression, the converse is also
valid: we could instead focus on how many outcome regression-based plug-in estimators are,
in fact, a form of balancing weights; see [191] for connections between outcome modeling and
density ratio estimation.

We also anticipate that the MSE we derive in Section 4.6 is a starting place for future
theoretical analysis that can inform practice. We demonstrate in our simulation study that
existing hyperparameter selection methods cannot perform uniformly well over all DGPs.
We expect that analyzing the optimal hyperparameters, for example in a proportionate
asymptotics regime, can either help devise new tuning schemes or inform which tuning
method will work best on the dataset at hand.

We conjecture that these results may provide new insights into the estimation of causal
effects in the proximal causal inference framework [297]. This framework uses proxy variables
to identify causal effects in the presence of unmeasured confounding. Estimation has been
complicated by the fact that, in the absence of strong parametic assumptions, estimators
of proximal causal effects are solutions to ill-posed Fredholm integral equations. [107] and
[153] recently proposed tractable nonparametric estimators in this setting. They use an
“adversarial” version of double kernel ridge regression — allowing the weighting and outcome
models to have different bases — to estimate the solution to the required Fredholm integral
equations. Our results apply immediately to standard augmented estimators with different
bases for the outcome and weighting models, either via a union basis [55] or by applying
an appropriate projection as in [131], and extending these results to proximal causal effect
estimators might help in constructing new proximal balancing weights, matching, or regression
estimators with attractive asymptotic properties.

Finally, many common panel data estimators are forms of augmented balancing weight
estimation [1, 28, 12]. We plan to use the numeric results here to better understand connections
between methods and to inform inference.
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Chapter 5

Dynamic Sensitivity Analysis: The
Tabular Case

In this part, we discuss the setting where we cannot observe all relevant confounding variables.
The existence of these unobserved confounders make identifying the exact causal effect
impossible and instead we will perform sensitivity analysis. We parameterize the strength
of unobserved confounding, and this solve an optimization problem to get upper and lower
bounds on the causal effect.

Notably in this section we turn to dynamic causal effects. We are interested in intervening
in a system that evolves over time, and get upper and lower bounds on the causal effect on
outcomes of interest at many time steps into the future. To do this, we change our formalism
and turn to the language of reinforcement learning. While we will not explicitly refer to
potential outcomes, our counterfactuals are now give in terms of different policies running in
a Markov decision process. However, all of the key objects — like the density ratio — are the
same as they were above. In Chapter 5, we consider the tabular case (with discrete actions
and covariates), and in Chapter 6 we extend our results to the full continuous case with
machine learning function approximation.
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5.1 Introduction

Due to cost, feasibility, or safety concerns, practitioners often need to evaluate a sequential
decision-making strategy using only previously-collected observational data. In reinforcement
learning (RL), this problem is called off-policy policy evaluation (OPE). When the policy
used to collect the data is unknown, there might exist unobserved variables correlated with
both the policy and the outcomes. In this case, the causal effect of future interventions is
unidentified and naive estimates for a new policy will be biased.

What kind of so-called unobserved confounders arise in Markov decision processes (MDPs)?
Unobserved variables of interest in a medical setting are almost always highly persistent. For
example, consider electronic medical records that do not document socio-economic status.
A patient’s socio-economic status is unlikely to change between visits to the hospital. In
macroeconomics on the other hand, unobserved shocks are often assumed to be drawn iid
every period. Consider the Federal Reserve Board adjusting monetary policy in response to
oil price shocks. Events like earthquakes in oil fields might reasonably be assumed to occur
independently across quarters.

Recent work develops OPE methods that are robust to unobserved confounding [214,
158]. Given an observational data set and a hypothetical confounder, these methods adapt
importance sampling approaches to calculate worst-case estimates for the value of a new
policy. A practitioner can assess the sensitivity of their results to unobserved variables by
increasing the strength of confounding and computing how quickly the worst-case bounds
degrade.

However, the existing literature arrives at radically different conclusions. [158] - henceforth
KZ - finds that it is possible to efficiently construct non-conservative bounds in the infinite
horizon setting. On the other hand, [214] - henceforth NKYB - only finds non-trivial bounds
when confounding is restricted to a single time step. Furthermore, both approaches find the
finite horizon case with confounding at each step to be computationally intractable.

The natural questions are: 1) what is responsible for the substantial gap between the
conservativeness of the existing bounds? and 2) how can we compute tractable lower bounds
for the finite horizon case?

Summary of our Results:

We identify a key assumption under which it is possible to obtain sharp lower bounds on
the expected value in a confounded MDP, even as the horizon grows. When the unobserved
confounding variables are drawn iid each period, the marginal dynamics over the observed
state themselves form an MDP. In this case, OPE methods can be applied to the marginal
MDP after appropriate adjustments for confounding. Such an assumption is made in KZ.

But if the unobserved state might be persistent over time, the problem is a genuine
partially-observed MDP (POMDP). Marginal transition probabilities for the observed state
will not be Markovian in general. Medical applications, which frequently feature persistent
unobserved variables, fall under this category. As a result, existing bounds that target this
setting, such as NKYB, are more conservative. In this paper, we focus on the case where the
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marginal problem is an MDP and demonstrate enormous performance differences compared
to setting with persistent unobservables.

We derive an expression for the bias of common estimands under confounding in the
marginal MDP setting. We show how to express OPE “direct methods” in this form. Then
we demonstrate how to adapt direct methods to give worst-case bounds in the finite horizon
case. Our method is sufficiently generic that any approach which regresses a function against
states and actions can be plugged into our framework to get bounds.

Finally, we show that model-based OPE methods provide sharper lower bounds on the
value function. We can compute these bounds in a computationally efficient way by combining
techniques from the robust MDP literature with sensitivity models from causal inference. A
model-based approach provides a natural way for domain experts to provide guidance on
reasonable limits for the strength of confounding on outcomes. We evaluate our methods
with existing OPE benchmarks.

5.2 Related Work

Off-policy evaluation There are several classes of popular OPE algorithms. [306] provides
a summary and empirically compares their performance. These classes include: importance
sampling (IS) [236, 122], model-free direct methods like Fitted Q-Evaluation [186], model-
based methods [229, 110}, and hybrid methods [300, 145, 156]. [306] shows that, typically,
either simple methods like FQE or hybrid methods have the best performance in practice.

Recently, a variety of marginalized importance sampling (MIS) methods [192, 302, 211]
have been developed, which have the potential to solve the poor empirical performance of
standard IS. This approach is adopted by KZ.

Causal inference and sensitivity analysis

Estimating the causal effect of a treatment on some outcome is the object of study in
causal inference [128, 138, 234]. The line of work on dynamic treatment regimes [210, 181]
is the most relevant to RL. Work in this area frequently assumes an unconfoundedness
condition, which guarantees that the causal effect of a treatment is identified. For example,
unconfoundedness will hold if the data come from a randomized control trial.

If unconfoundedness might be violated, then a researcher can assess the robustness of
their causal estimates via sensitivity analysis [253, 97]. In recent work, [315, 155] give bounds
for treatment effects subject to a sensitivity model. Other work develops bounds for the
effectiveness of a single-step policy in the presence of unobserved confounders [159, 150].

Off-policy evaluation with unobserved confounders

Besides NKYB and KZ, most work in RL with unobserved confounders assumes that the
causal effects are identified, i.e. assumptions are made about latent structure such that the
true effect of interest can be recovered [32, 224]. For POMDPs, [299] analyze the bias for
importance sampling in the presence of confounders, and give some conditions under which
this bias can be corrected.
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5.3 Problem Setting and Notation

Markov Decision Processes

Let (X, A, P, R, x,v) be an Markov decision process (MDP) where X" is the set of states
and A is the set of actions, which we assume are finite. Let P(S) denote all probability
distributions on a set S. P : X x A — P(X) is the transition function, R : ¥ x Ax X — Ris
the reward function, xy € P(X) is the initial state distribution, and v € [0,1) is the discount
factor. A (stationary) policy m: X — P(.A) assigns probabilities to each action given a state.
We are interested in the expected value of policy 7

T—1
zfm] |
t=0

where xg ~ x, a; ~ w(-|xy), i1 ~ P(:|xy, ap), 7o = R(my, a4, 2441) and T < o00.

Vi =E

Confounded Off-policy Evaluation

In this paper, we consider MDPs with unobserved confounding variables. Specifically, we
assume the state space is partitioned into observed state X and unobserved state /. The
full-information MDP is (X x U, A, P, R, x,7)-

In the confounded off-policy evaluation problem, we have access to a dataset D,, =
{7:}N_,, collected according to a stationary behavior policy, m, : X x U — P(A). Each
7= {(xi,al, 2t 1, 7))} denotes an observed trajectory where (o, ug) ~ X, a; ~ m(+|7, ur),
(g1, upr1) ~ P(:|xy, ug, ap), and 1y = R(wy, ag, x411). Note that while R is only a function of
the observed state, it can still rely on u; via x411.

Our goal is to estimate the expected return Vj° for a stationary evaluation policy,
me : X = P(A), which does not depend on the unobserved state.

5.4 Two Types of Unobserved State

We begin by making a distinction between unobserved states that are dependent over time,
and unobserved states that are drawn iid each time step.

Assumption 1 (IID Confounders). The unobserved state u; is drawn iid for all t > 0
and therefore the transition dynamics can be factored as:

Pz’ |, u, a) = P2z, u, a)p(u)

This corresponds to the “memoryless” unobserved confounding assumption in KZ. Under
Assumption 1, the marginal observed state transition probabilities are Markovian:

(2 |z, a) = Zp (' |z, u,a)

ueU
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and the value of evaluation policy 7. in the true MDP is equal to the value of 7, in the
marginal MDP, (X, A, P, R, x,), where we abuse notation slightly to let P and x denote
the corresponding marginal quantities over the observed state.

While we have reduced the problem to finding the value of 7, in the marginal MDP, this
value is not identified given the dataset D,, because the unobserved state u affects both
the choice of action m,(a|z,u) and the transitions P(z'|z,u,a). For example, any dataset
collected under policy 7, will be consistent with a set of many possible marginal transition
probabilities P(2'|x,a). However, standard OPE algorithms for MDPs can be adapted to
this setting via some strategy to control for confounding.

If the unobserved state is persistent, then the problem is no longer a marginal MDP plus
causal uncertainty. Consider the simplest such scenario where v, is drawn from some initial
distribution and w; = wyg, V¢. In this setting, P(x4y1|2zy, a;) is non-stationary in general and
P(zyi1|2e, ag, ..., o, ag) is not Markovian due to the dependence via u induced by conditioning
on x. Therefore, the problem is a partially-observed MDP (POMDP).

For the POMDP case, even when m,(a|z, u) = my(alz, v'), Va, z,u, v’ (as in a randomized
trial), many OPE algorithms are biased because the observed state and actions do not
themselves constitute an MDP. A notable exception is IS methods. When m(a|z,u) =
mp(alz,u"), the problem satisfies Assumption 1 in [299] for POMDPs.

When the behavior policy varies over u, the value is not identified and one must further
adapt IS methods as in NKYB. However, as we will demonstrate, without Assumption 1 these
bounds are too conservative for practical use - even when confounding is limited to a single
time step. Therefore, in this paper, we develop lower bounds on the value of a policy given
Assumption 1, and show that the bounds are far less sensitive to confounding. It is crucial
to remember that Assumption 1 is not reasonable in some settings, especially medical ones,
and given the substantial gap in performance, we suspect that new algorithms or sensitivity
models need to be developed to make the persistent confounder case work in practice.

5.5 Estimation with Unobserved Confounders

Bias due to Spurious Correlation

Under Assumption 1, we can explicitly quantify the bias due to unobserved confounding. For
comparison, we begin with a quantity that ¢s identified under confounding: the behavior
policy conditional on the observed state. Consider the naive empirical estimate, 7,(a|x), for
my(a|z) given Dy, .

Lemma 5.5.1. Under Assumption 1, w(a|z) is an unbiased estimator of my(al|x).



CHAPTER 5. DYNAMIC SENSITIVITY ANALYSIS: THE TABULAR CASE 74

Proof.
Ep,, [#(a|z)] = ) p(ulz)ms(alz, v)

uel

— Zp(u)ﬂ'b(a|x, u) = my(alx). -

uelU

On the other hand, consider estimating the expectation of a function of z,a, and 2/,
conditional on x,a, i.e. mg(zr,a) = E[f(x,a,2")|z,a]. Define the corresponding naive
estimator, m(x,a) as above.

Proposition 5.5.2. Under Assumption 1 and given a function f: X x Ax X — R,

x,a].

Proof sketch. Conditional on x and a, the distribution of v in D, is p(u|x,a) and

my(z,a) = Ep Mf(x,a,x')

b

m(alz, )

plulz,a) = M

p(u)

by Bayes rule. Then reweight accordingly. O

mp(alz)

As an immediate corollary of Proposition 1, 7(z,a) is not, in general, an unbiased
estimator of my(x,a). For a relevant example, let f(z,a,2’) = 1(z' = ¢) for some i € X.
Then my(z,a) = P(i|r,a), the marginal probability of transitioning to state . Unless
mp(alz,u) = m(alz,u') or P(a'|z,a,u) = P(2'|x,a,u’),Vu, v, the naive estimator of the
transition probabilities is biased. Furthermore, since m,(a|z,u) is unobserved, the observed
data is consistent with many possible P(2'|z, a).

Sensitivity Model

While estimands like P(z'|z,a) are not point-identified under Assumption 1, it is possible to
give upper and lower bounds that are consistent with the observed data. However, without
further assumptions these bounds are typically vacuous. Therefore, we follow the sensitivity
analysis approach and specify limits on the impact of the unobserved state. The idea is that
we will construct a worst-case estimate given a fixed level of confounding and study how the
estimate changes as the degree of confounding is increased.

We control the dependence of the behavior policy on the unobserved state via a parameter
I'. This is a popular technique in the causal inference literature, described in [253]. In
particular, we follow [293] and have I" bound the odds ratio between the unobserved behavior
policy and the observed marginal behavior policy:

Assumption 2 (Policy Confounding Bound). Given I' > 1, for all x € X, uw € U, and

neA 1_( mfaew) malo) \ _ o
r s (1 —m,(a\x,u)) / (1 —7rb(a|x)) =
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Note that Assumption 2 implies the bounds:

mp(alT)
mp(alz, u)

< B(z,a)

alz,a) <
where
1
a(x,a) = m(alz) + f(l — my(alz))
B(x,a) =T+ m(alz)(1-T)

5.6 Policy Evaluation with Confounders

In this section, we will show how to compute worst-case value estimates. As long as
Assumption 1 holds, by Proposition 1 we have an unbiased expression for regressing any
observed quantity f against x and a. This expression depends on the unknown probabilities
mp(a|z, w) which we can bound using Assumption 2. By choosing different functions f, we
can adapt most OPE direct methods as described in [306]. We illustrate this procedure for
Fitted Q Evaluation (FQE).

We begin with some notational details. We denote the state and state-action value
functions for a policy m and horizon T as:

o = ZL‘]

T—1

t
E YT
=0

Q7 (x,a) =E [R(z,a,2") + Vi_,(a/,v) |z, a]

Vi(z)=E

respectively. Throughout the rest of the paper, we will use the short-hand g(z,7) =
Y aeaT(alz)g(z,a). Denote the Bellman evaluation operator for a policy 7 as 7™, defined as:

(T7g)(x,a) = E[r(m, a,z’) +yg(x, W)’ZL‘, a}
where g is any function on X x A. The state-action value function Q7. can be computed by
applying 77 to Qo = 0, T-times [237]. Furthermore, V[ (z) = Q7(z, ), and the expected

value is simply the average of the value function over the initial state distribution. Therefore,
we can easily compute estimates of the expected value using Q7.

Confounded FQE

FQE iteratively applies an empirical approximation of 77 to compute Q7. Let @y = 0 and let
‘H be some function class. Given a dataset D,, and an evaluation policy 7., FQE computes
| N
Qr = ar}glgmin NT Z Z(h(xi, a;) — y;)°
eH i=1 =0

where y; = r(x}, 0, 2141) + YQp-1 (w41, 7).
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Essentially, regression with the class H approximates the conditional expectation of the
function

f($7 a, $,) = T(l’, a, *T/) + VQk’fl(ajla ’/Te)
and T™Qr_1(z,a) = E[f(z, a,2)|z,a]. With unobserved confounding, regression using the

data D,, no longer gives an unbiased estimate of 7™ Qy_1(x,a). Instead, we can apply
Proposition 1 with the function f defined above to get:
x,a] .

We can then use Assumption 2 to bound the unobserved my(alz,u). For example, we
immediately get the following naive bound.

m(al)

T Qr-1(7,a) =Ep,, f(z,a,2")

m(alr, u)

Proposition 5.6.1. Let y .= f(x,a,2’). Under Assumptions 1 and 2, For all x € X and
ac A,

(T7Qr—1)(x,a) >
Ep,, |(B(z,a)l(y <0) + a(z,a)l(y > 0))y

x,a].

This naive bound is too conservative to use in practice, especially as the horizon grows. To
get a better bound, we can solve an optimization problem over all possible values of m,(a|z, u)
which are consistent with the observed data. Fix z and a. Let my(alz) and P(2/|x,a) be
the nominal behavior policy and nominal transition probabilities respectively. The basic
unknown quantities are p(u), m(a|z, u), and P(-|z,u,a) € P(X),Yu. We have the following
observable implications:

Lemma 5.6.2. Under Assumption 1, Vx € X,a € A, 2’ € X,

ZP(U)Wb(a|x,u) = m(alz), and

ueU

ZP(U)%(G|$, w)P(2' |z, u,a) = 7(a|z)P(|z, a).

ueU

For a fixed x and a, let B,, be the set of possible m,(a|z,-) such that Lemma 2 and
Assumption 2 hold. Then:
x,a]

Unfortunately, when computing a regression in practice, this requires introducing a new
optimization variable for the unknown values of u for every data point. Instead we use a
clever reparameterization to remove the dependence on u that KZ introduced for MIS.

T Qp-1(z,a) =

Mﬂx, a,7')

min E
mp(alz, ) EBza Dy 7Tb<a’l’,u>
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Reparameterization

Define

o) =Y (pwix,awwx,u, a>> 1

=y P(a|x,a) m(alz, u)
and the corresponding set
B = {g(x,a,-) : m(alz,u) € By}

The idea is that g(z,a,2’) is equal to 1/m,(a|z, u) convolved with an unknown density. Since
both m,(alz,u) and p(u|x, a)P(z'|z, u, a) are unknown, optimizing over B,, is equivalent to
optimizing over B,, where we replace m,(a|x)/m(a|x, u) with m,(alz)g(x, a, x’). We have the
following constraints:

Lemma 5.6.3. Under Assumptions 1 and 2,
VeeX,ae A x' e X,

a(z,a) < m(alr)g(z, a,2") < B(x, a),
and
Z m(alz)g(z, a, ") P( |z, a) = 1.
o' eX
Now we are ready to state our confounded FQE bound:

Theorem 5.6.4. Under Assumptions 1 and 2,
Vee X,a€ A,

Tﬁer—l(x7 (l) 2
. /
min x,a,T

mp(alz, ) EBza f( )

b { m(al)

my(alr, u)

x, a}

— min_ Ep,, [m(al)g(e,a,2')f (2,02
g(z,a,)EBza

x,a]

For a given dataset D,,, this bound can be computed with a simple linear program. Fix
x and a, and for shorthand, denote the naive estimates of the nominal behavior policy and
nominal transition probabilities as 7., € [0, 1] and P, € [0, 1]1¥] respectively. The bound in
Theorem 1 can be estimated by the following LP:

min ¢w

weR‘X‘
such that
1
Tra + f(l — Tgq) S W T 4 7(1 =T

and pg;w =1,
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where ¢(z') is the sample average of r + vQy_1(2/, 7.) conditional on z and a. Note that
Tra pm, and c are all observables estimated from the data, and I" is given. Only the vector
w is unknown.

Remark 1. Theorem 1 gives a lower bound for a single application of 7. We get a lower
bound on V,™ by applying 7™ k-times and then averaging over the initial state distribution.

Remark 2.The reparameterized optimization problem in Theorem 1 can in principle be
used when regressing a wide variety of functions f against  and a. This provides a blueprint
for adapting other OPE methods that solve a regression problem.

5.7 Sharper Bounds with Robust MDPs

Unobserved variables create bias when they are correlated with both the behavior policy
and the state transitions. The sensitivity model in Assumption 2 limits the correlation
with the behavior policy. However, in the reparameterization strategy above, we combine
our unknowns, m,(a|z,u) and P(2'|x,u,a). Therefore, we cannot leverage any additional
information that limits the correlation between v and the transitions. Consider the extreme
case, where P(2'|x,u,a) = P(2'|x,a),Yu. In this case, naive OPE estimates will be unbiased
even if I' in Assumption 2 is large. While in observational studies, it is not possible to rule
out all correlation between unobservables and the dynamics, we might be able to use domain
knowledge on causal mechanisms to restrict the feasible transitions.

One branch of the sensitivity analysis literature, exemplified by [254], suggests using three
sensitivity parameters. First, a bound on the correlation between the unobserved confounder
and the treatment. Second, a bound on the correlation between the unobserved confounder
and the outcome. Third, a parameter representing the distribution of the unobserved
confounder. [254] presents the case where u is a binary variable. However, [81] show that for
worst-case bounds, this is without loss of generality. Therefore, we assume that U = {0, 1}.

Assumption 2 bounds the impact of v on 7m,. Following [254], we now introduce two
additional parameters:

Assumption 3 (Transition Confounding Bound). Given A > 1, for all z € X, a € A,

e X, and uelU:
/ D (o)
1 (B ) (P ),
A 1— P2 |z, u,a) 1 — P(z'|z,a)

Assumption 4. Given a fixed p € [0, 1], p(u = 1) = p.

For any tuple of sensitivity parameters, (I', A, p), we will give worst-case bounds on the
value function V;*(z) using a model-based approach. Each (I', A, p) has a corresponding set
of possible transition probabilities under Assumptions 2, 3, and 4, such that the observable
implications in Lemma 2 hold. Finding the worst-case value given an uncertainty set for
the dynamics has been extensively explored in the Robust MDP literature [221]. The
standard approach is to separate the uncertainty over the state-action pairs, assuming that
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the uncertainty sets across x,a pairs are not linked. In our problem, this assumption is
violated because of the requirement that m,(-|x,u) is a probability distribution. In the
language of robust MDPs, our problem is “s-rectangular” instead of “s,a-rectangular”.

Fortunately, s-rectangular MDPs can also be solved efficiently [311]. Let G, denote the
set of feasible transition probabilities for a fixed z. Let P, € RMIXI*l he the matrix whose
rows are P(:|z,a) for each a. Instead of the state-action value function, we iteratively solve
for worst-case estimates of the value function:

. T
V(@) = min m(-|z)" Py

where y = (3_,c 4 Te(alz)R(x, a,-)) +vVi—1(-). When optimizing over the unknown quantities
P(2'|z,u,a) and my(a|z,w) for all 2/, a, and w, this problem has a linear objective with linear
and bilinear equality constraints, so it can be easily solved. We estimate V¢ by letting V5 = 0,
then solving the above minimization problem 7T-times. As we will show in our evaluation, for
all values of the parameters (I', A, p), the s-rectangular robust MDP formulation provides
sharper bounds than the linear program corresponding to Theorem 1.

5.8 Evaluation

We use the benchmarks from OPE-Tools [306] for evaluation. In particular, we adapt their
three discrete environments, Graph, Discrete MC, and Gridworld, together with a small toy
problem. Note that the data generating processes do not strictly need to be confounded.
Our methods bound the worst possible confounded MDP that could have generated the data.
Therefore, the two relevant, observable reference points are the value of the behavior policy
and the nominal value of the evaluation policy. Nonetheless, for completeness we augment
the environments with unobserved confounding variables. Our approach takes an existing
behavior policy and transition matrix, and adds an additional state variable v which induces
a correlation between the policy and transitions based on either the rewards or the optimal
value function.

For each environment, we choose a behavior policy m, and evaluation policy 7. such that
the value of m, without confounding is greater than the value of m,. This way, it is possible
to find which level of confounding makes it impossible to guarantee that m, is superior to .
Furthermore, the impact of confounding can be compared relative to the difference in values
between the two policies. See Table 5.1 for a summary of the four test environments and the
Appendix for full details.

Lower Bounds with Confounding

For our first experiment, we collect trajectories from each of the four environments using their
respective behavior policies. For each environment, we collect 30,000 /horizon trajectories,
keeping the number of data points the same across environments. Then, we compute our
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’ Environment ‘ Horizon ‘ States ‘ Actions ‘ Vit ‘ Ve ‘ Sparse Rewards? ‘
toy 5 3 2 0.3397 | 0.4990 No
ope-graph 4 8 2 -0.1786 | 0.7174 No
ope-mc 20 22 2 -18.1890 | -15.7381 Yes
ope-gridworld 8 16 4 -0.4994 | -0.3569 No

Table 5.1: Characteristics of the four test environments.

confounded FQE and robust MDP lower bounds for values of I" and A ranging between 1.1
(barely confounded) and 10 (highly confounded). For the robust MDP bounds, we fix the
parameter p = 0.5, i.e. each period the unobserved state is equally likely to be ©v = 0 or
u = 1. The robust MDP bounds are not very sensitive to this parameter and this choice
doesn’t impact the qualitative results, although corroborating results are in the Appendix.
Our lower bounds for the four environments are plotted in Figure 5.1.

The confounded FQE bounds are the black curve at the bottom of each plot. Without
any additional restrictions of the transition dynamics, these bounds degrade the quickest
as I' increases. This curve intersects the value of 7, at I' = 6 for ope-graph, and I' < 3 for
the remaining environments. Qualitatively, this means strong requirements on confounding
are required for the FQE bounds to guarantee that the evaluation policy is better than the
behavior policy. Compare this, for example, to the other curves in ope-graph and ope-mc
which are greater than V™ for all values of T'.

The curves above the confounded FQE curve correspond to our robust MDP bounds. In
all cases as A grows, the corresponding lower bounds get worse. As mentioned previously, for
ope-graph and ope-mc, any value of A guarantees that V™ > V7. For toy and ope-gridworld,
consider the A = 2 curve, which is third from the top. For the toy environment, assuming
A = 2 substantially increases the I' at which the curve crosses the dotted 7, line compared to
the FQE curve. For ope-gridworld, the A = 2 curve lies above V™ for all I'. These examples
highlight the qualitative and quantitative importance of limiting the degree of confounding
on the transition probabilities.

Tightness

Our confounded FQE and robust MDP methods provide lower bounds on the expected value
subject to their respective sensitivity models. A natural question is: how far are these bounds
from the infimum over all full-information MDPs consistent with the observed data, subject to
the given sensitivity model? We split our analysis of tightness into two parts, the single-step
case and the multi-step case.

A single iteration of our bounds requires solving a minimization problem. The tightest
possible bound on V7 is the minimum over all valid full-information MDPs. But our robust
MDP solution produces candidate transition probabilities P(z'|z,u,a) and behavior policy
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Figure 5.1: Lower bounds on the expected value of 7.. For reference, in each environment, we
plot the value of 7, without confounding (the dotted line at the top) and the value of m, (the
dotted line below). The black line at the bottom is the confounded-FQE bound. Each other
line corresponds to a robust MDP bound for a single value of the transition confounding
parameter A, with light to dark lines going from 1.1 to 10.

mp(alz, u) corresponding to some valid full-information MDP. Therefore, since it is a lower
bound, it must achieve the true minimum and so a single iteration of the robust MDP
approach is tight.

On the other hand, our confounded FQE bound solves a minimization problem separately
for each state-action pair without enforcing that m,(-|z, u) be a density across actions. We
quantify the impact on performance by comparing the FQE bound to our robust MDP bound
as A goes to infinity. We present results for the ope-graph and ope-mc environments in
Figure 5.2. The qualitative findings for the other environments are similar.

For the ope-graph environment, the gap between the FQE bound (the black line at the
bottom) and the robust MDP bounds for large A are negligible until I" > 8, at which point
the gap grows. For the ope-mc environment, the gap begins substantial and grows slightly
larger as I' grows. For this particular environment, the robust MDP lower bounds always
guarantee that the evaluation policy is at least as good as the behavior policy. However, the
FQE lower bound can only provide this same guarantee for I' < 3. Therefore, it appears that
enforcing the density constraint across actions can matter in practice, so for cases where we
do not wish to make any assumptions on the transitions, we prefer our robust MDP bounds
with very large values of A.

When confounding occurs in more than one time step, our robust MDP bound is computed
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Figure 5.2: Lower bounds on the expected value as A grows large. The black line at
the bottom is the confounded FQE bound. The upper dashed line is value of 7, with no
confounding. The lower dashed line is the value of .

iteratively with different minimization problems solved at each time step. The candidate
transitions and behavior policy that correspond to each minima may differ, so the lower
bounds are potentially loose. Theoretically, the looseness of our bound is characterized by
Theorem 4 of [221]. In particular, as the horizon goes to infinity, our lower bound converges
to the best possible lower bound - the rate of convergence can be found in the proof of the
theorem.

To test this empirically, we use the full-information transitions and behavior policy from
the final iteration of our robust MDP method as a candidate. Because the candidate MDP is
consistent with the observed data subject to the sensitivity model, if the value of this MDP
matches our lower bound, than our lower bound must be tight. For the toy, ope-graph, and
ope-mc environments, we use the same experimental setup as we did for the results in Figure
5.1. The gap between the candidate MDP value and our lower bounds are reported in Table
5.2. For these environments, the value of the candidate MDP differs by less than 10~® from
our lower bound. For the ope-gridworld environment, we find our lower bound is not tight at
small horizons, so we ran experiments with a short, medium, and long horizon. As predicted
by the theory, the bound improves for large T as value iteration approaches its fixed point.

Assumption 1 and Comparison with NKYB

Assumption 1 - that the unobserved state is drawn iid each period - is crucial to the quality
of the bounds above. We demonstrate this by comparing our bounds to those in NKYB,
which do not assume iid confounders. In order to compare to NKYB, we have to alter the
experimental setup above in two ways. First, NKYB only supports confounding that occurs
in a single time step. The initial time step is confounded, but for the remainder of the horizon,
the behavior policy only uses the observed state. We compute the analogue for our robust
MDP algorithm by computing 7" — 1 iterations of unconfounded value iteration followed by a
single iteration of our lower bound.

Second, NKYB uses a similar but more restrictive sensitivity model. Our sensitivity
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| env [ T=2A=2[T=10,A=10]
toy < le-8 < le-8
ope-graph < le-8 < le-8
ope-mc < le-8 < le-8
ope-gridworld T=28 2.03e-3 3.06e-2
ope-gridworld T=208 4.75e-3 2.87e-2
ope-gridworld T=508 2.65e-5 2.97e-4

Table 5.2: The difference between our robust MDP bound and the value of 7, in the candidate
MDP defined by the transition probabilities from the last iteration of our bound. The first
three environments use the default horizons given in Table 5.1.

parameter restricts the odds ratio between the confounded policy for a given value of u
and the policy averaged over all u. Their sensitivity parameter restricts the odds ratio
for the confounded policy between any values of u, which grows roughly like the square
of ours. For this comparison, we can calculate the true sensitivity parameters for each
confounded environment under the different sensitivity models. We provide a performance
comparison using the true sensitivity parameters for each environment in Table 5.3. Even
with confounding restricted to a single time step, the NKYB bounds, which do not assume
iid confounders, are enormously conservative.

This is a key result. Even for a single time-step, policy evaluation is highly sensitive
to persistent unobserved variables. The ability of our robust MDP bounds to guarantee
improvement over the behavior policy in Figure 5.1, even over longer horizons, depends
crucially on our Assumption 1. In turn, this highlights the fact that off-policy evaluation
with confounding in settings where Assumption 1 fails is far more difficult and requires a
different algorithmic approach. As mentioned in the introduction, while iid confounders are
feasible in certain settings - like unobserved oil supply shocks for macroeconomic policy -
Assumption 1 is not reasonable for many applications, especially in medicine.

The results in Table 5.3 might hinge on the different sensitivity models, so we perform a
robustness check which uses identical values of I' and which should therefore be very favorable
for the NKYB bounds. The toy and ope-graph NKYB bounds improve, but the ope-mc and
ope-gridworld bounds remain unusable.

Horizon and Comparison with KZ

Many of the details above depend on the horizon. For example, our robust MDP bounds
become tight as the horizon increases and NKYB restricts confounding to a single time-step.
Therefore, in this section we assess how our lower bounds change as the horizon increases.
This also provides a convenient setting to compare with the infinite horizon bounds in KZ.
Comparing with KZ requires modification of our initial experimental setup. We use
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’ env ‘ Nominal ‘ NKYB ‘ Ours ‘
toy 0.5189 0.0436 | 0.25372
ope-graph 0.7008 0.0280 0.3994
ope-mc -15.6941 | -64.5040 | -15.9647
ope-gridworld | -0.3588 | -2.3914 | -0.4112

Table 5.3: The value of 7w, without confounding and the corresponding lower bounds from
NKYB and our robust MDP procedure. For each bound and each environment, we use the
true parameter value for the respective sensitivity models.

the ope-graph and ope-gridworld environments. In order to generate a non-trivial steady-
state distribution, we remove the terminating states and alter the transition probabilities
accordingly. Furthermore, to match KZ’s approach, we modify the rewards to only depend
on the current state. We then calculate our bounds for 1 to 200 time steps. For both
environments, 7" = 200 is long enough to spend a majority of the time close to steady-state.
We also adopt a discount rate of v = 0.95 so that T" = 200 is well beyond the effective horizon.
We produce bounds for I' = 1.5,2, and 10 using our robust MDP method with A set to
1,000,000.

Since we use the same marginal sensitivity model, we can use KZ’s method to calculate
infinite horizon bounds for the same values of I". Their method computes bounds on the
long-run average value, i.e. the expectation of the rewards with respect to the steady-state
distribution, instead of the discounted value. Therefore we use the discounted sum of rewards
as the per-state reward for KZ’s method. The results are plotted in Figure 5.3. The dotted
black curve at the top is the value of 7, without confounding at each horizon. The curves
below are the lower bounds for I' = 1.5, 2, and 10 respectively. The dots on the far right are
the corresponding KZ infinite horizon bounds. In all cases, the gap between our bounds and
the unconfounded value grow at the horizon increase. This is not because our bounds are loose
- as value iteration reaches its fixed point, our bounds are provably tight as mentioned - but
because confounding over many time periods is a more difficult problem. This phenomenon
is especially pronounced for I' = 10: at long horizons, a smaller value of the sensitivity
parameters becomes much more valuable.

The infinite horizon bounds follow roughly the same qualitative behavior as ours but are
much looser. This is presumably due to the fact that the long-run average of discounted
rewards is a different estimand than the average discounted sum of rewards. With no
confounding, the difference is small (compared the uppermost line and uppermost dot). But
as the level of confounding increases, the long-run average becomes more sensitive. The
magnitude of the difference is surprising and perhaps worth studying in future work.
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Figure 5.3: Robust MDP lower bounds as the horizon grows. The dotted curve is the nominal
value of m.. The dots on the right are KZ’s infinite horizon bounds.

5.9 Conclusion

To summarize: our first key contribution is to develop a method for computing finite horizon
lower bounds for policy evaluation with unobserved confounders that are drawn iid each
period. We find that our model-based robust MDP approach can give substantially sharper
bounds by leveraging assumptions about the transition probabilities. To be clear on this
point: the argument is not that a plug-in estimator using a model of the dynamics is
inherently more efficient. When using observational data to estimate a dynamic causal
effect, understanding the dynamics of the system and the causal mechanisms are critically
important. Quantitatively, we illustrate this by showing that sharp partial identification
of the value of a policy requires restricting the set of possible transition probabilities. In
practice, such an approach relies on domain-expertise. Practitioners must have enough
mechanistic understanding of the dynamics that they are able to specify bounds, A, on
potential confounding in order to get a reasonable estimate of the expected value.

Our second key contribution is to demonstrate that policy evaluation is far more challenging
when there are persistent unobserved confounders. This is responsible for the substantial
performance gap between our bounds and those in NKYB. These results are especially relevant
for medical applications where unobserved variables are likely to be persistent. For example,
any patient variable that may not be recorded, but doesn’t change between treatment choices
like socio-economic status or undocumented chronic illness. Work published after this paper
was completed [179] has taken an initial step to tackle this setting without confounding. An
important next step will be to achieve similar results in the observational causal setting.
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Chapter 6

Dynamic Sensitivity Analysis: The
General Case

6.1 Introduction

Sequential decision-making problems in medicine, economics, and e-commerce require the use
of historical observational data when online experimentation is costly, dangerous or unethical.
Given the rise of big data, there is great potential to improve decisions based on personalizing
treatments to those who most benefit. However, it is also more difficult to ex-ante specify the
underlying dynamics when personalizing sequential decision-making from rich data, which
precludes performance evaluation via traditional methods based on stochastic simulation.
The recent literature on offline reinforcement learning addresses these challenges of evaluating
sequential decision rules, given only a historical dataset of observed trajectories. In particular,
we focus on methods that target estimation of the @) function leveraging black-box regression,
such as fitted-Q-evaluation and fitted-Q-iteration for policy evaluation and optimization,
respectively.

However, these methods almost unilaterally all assume full observability of all the covariate
information that informed historical treatment decisions. Unfortunately, historical decision-
making policies typically made decisions based on additional unobserved variables. Such
data was usually collected for convenience from a system that was optimizing for outcomes,
or other complex human decisions. Data collected under “business as usual” is neither a
randomized controlled trial nor a designed observational study emulating a target trial. This
introduces unobserved confounders, variables that impact both treatment assignment and
outcomes. In the presence of unmeasured confounders, the typical approach of estimating
transition probabilities and solving standard Markov decision processes is biased due to
incomplete adjustment for confounding.

The default realistic case for observational data is that there were some unobserved
confounders; but as datasets grow richer in the era of big data, their influence may be
limited. For example, if working with a database of electronic health records, it may become
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more plausible that information such as recorded patient vitals explain most of medical
decision-making while unobserved confounders such as patient affect may be less important.
Sensitivity analysis techniques in the causal inference literature assess the impact of potential
unobserved confounding. Instead of reporting incorrect point estimates, they report the
range of estimates consistent with some potential amount of unobserved confounding, via
how it affects the probability of selection into treatment [247, 252, 305]. These estimates
can be framed as optimization problems over ambiguity sets, which can be sized by domain
expertise, for example by comparing to the informativity of observed covariates. Importantly,
such restrictions on the unobserved confounding are untestable from observational data,
and ambiguity sets on unobserved confounding differ from uncertainty sets motivated on
probabilistic grounds alone, i.e. robustness to finite-sample deviations.

We study robust sequential personalized policy learning under an ambiguity set of the
unknown probability of taking actions given both observed and unobserved confounders, the
propensity score. Importantly, we go beyond prior work because we seek not only robust
bounds on value, but also robust decisions. Our algorithm links sensitivity analysis under
unobserved confounders to the framework of robust Markov decision processes, and uses
statistical function approximation to estimate bounds on the worst-case conditional bias
of the @ function. More specifically, we use the “marginal sensitivity model” (MSM) of
[292], a variant of Rosenbaum’s sensitivity model [252], which has been widely used for
offline single-timestep policy optimization [13, 206, 325, 315, 154, 160]. Contrary to typical
uses of the MSM probing importance sampling-based estimators, we partially identify the
Bellman equation for the state-action value function using an MSM with state-conditional
restrictions. We develop the first principled and practical methodology for robust sequential
policy learning under memoryless unobserved confounders. Recent work has only solved
robust policy evaluation (not learning) under the sequential MSM under restrictions such
as one-stage unobserved confounders [214], or small, discrete state spaces under additional
assumptions [158, 44]. Partially identifying the Bellman equation provides a direct connection
to practical policy optimization algorithms such as the fitted-Q-iteration we extend.

Learning from observational data is crucial to make progress on data-driven decision-
making in consequential domains where online reinforcement learning is infeasible or costly. For
example, the release of electronic health records such as the MIMIC-III critical care database
enabled rich data-driven research on medical decision-making: researchers developed an
illustrative task for offline reinforcement learning based on managing sepsis via administration
of vasopressors and fluids, a complex dynamic task without clinical consensus. This is an
important problem: sepsis is one of the foremost drivers of both mortality and hospital
costs. But in the causal and reinforcement learning setting, typical performance measures in
machine learning such as cross-validation, or simulation of sequential policies using a known
generative model are not valid. Instead, the performance evaluation of learned sequential
decision policies via off-policy evaluation from offline reinforcement learning implicitly requires
the untrue assumption of unconfoundedness. [111] thoroughly articulates these challenges
of offline evaluation, including the likely presence of no unobserved confounders in this
dataset. Importantly, such real-world data is complex, motivating scalable approaches based
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on statistical learning for generalization to unseen states. In important settings such as
sepsis management, robust information can leverage widely available, but imperfect data, to
support more resource-intensive investigations. The wide previous usage of these methods
speaks to the importance of the question. As observed data grows richer, robust methods can
support state-of-the-art methodology to safely obtain valid partial inferential information
from observational data and partially inform managerial insights.

In this paper, we develop methodology for robust bounds and decision rules that can
inform managerial decisions in a number of ways. Later on, we revisit sepsis data from
MIMIC-III: since our method allows direct comparison to typical fitted-Q-evaluation /iteration
methods used in the literature, we show how comparing robust vs. nominal value functions
can provide insight or inform future investigation. More broadly, the FDA has recognized a
growing need for methods that assess the “robustness and resilience of these [clinical decision
support| algorithms to withstand changing clinical inputs and conditions” [92]. A recent
working group argues that sensitivity analysis can support product development from real-
world evidence and points out the need for comparable methodology for the sequential policy
learning setting [82]. Finally, even if robust policies are not deployed directly, robust bounds
can be used as prior knowledge to improve the data-efficiency of online experimentation, if
it becomes available. We introduce an extension of our methods for warm-starting online
reinforcement learning, which also highlights key differences of our structural assumptions
from other models for Markov decision processes with unobserved confounders: the online
counterpart assuming no memoryless unobserved confounders is a tractable MDP instead of
an difficult-to-solve partially observable Markov decision process (POMDP).

Contributions: we develop an algorithm for efficiently computing MSM bounds with
multi-step confounding, high-dimensional continuous state spaces and function approximation.
Our approach leverages the recent characterization of sensitivity in single-step settings as
a conditional expected shortfall (also called conditional CVaR or superquantile) [270]. Our
algorithm is a simple extension of fitted-Q evaluation/iteration [100, 186] that can be
implemented with off-the-shelf supervised learning algorithms, making it easily accessible to
practitioners. We solve a key statistical challenge by incorporating orthogonalized estimation
of the robust Bellman operator, and derive a corresponding theoretical analysis, giving
sample complexity guarantees for orthogonalized robust FQI based on the richness of the
approximating function classes. This reduces the dependence of statistical error in estimating
the conditional expected shortfall on estimation of the conditional quantile function. Finally,
we show how our model enables warm-starting standard optimistic reinforcement learning
from valid robust bounds for safe data-efficiency. Our algorithm enables researchers in
the managerial, clinical, and social sciences to assess and report sensitivity to unobserved
confounding for dynamic policies learned from observational data, and to learn new policies
that are more robust when assumptions on confounders fail.
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6.2 Related Work

We first discuss offline reinforcement learning in general, and other approaches for unob-
served confounders besides ours based on robustness. Then we discuss other topics such as
orthogonalized estimation, robust Markov decision processes, and robust offline reinforcement
learning; before summarizing how our work is at the intersection of and relates to these areas.

Policy learning with unobserved confounders in single-timestep and sequential
settings. The rapidly growing literature on offline reinforcement learning with unobserved
confounders can broadly be divided into three categories. We briefly discuss central differences
from our approach to these three broad groups and include an expanded discussion in the
appendix. First, some work assumes point identification is available via instrumental variables
[308]/latent variable models [32]/front-door identification [275]. Although point identification
is nice if available, sensitivity analysis can be used when assumptions of point identification
(instrumental-variables, front-door adjustment) are not true, as may be the case in practice.
Second, a growing literature considers proximal causal inference in POMDPs from temporal
structure [298, 33, 303, 274] or additional proxies [205]. Proximal causal inference imposes
additional (unverifiable) completeness assumptions on the latent variable structure and is a
statistically challenging ill-posed inverse problem. Furthermore, we study a more restricted
model of memoryless unobserved confounders that precisely delineates unobserved confounding
from general POMDP concerns. As a result, we have an online counterpart that is a marginal
MDP, justifying warmstarting approaches. Third, a few approaches compute no-information
partial identification (PI) bounds based only on the structure of probability distributions and
no more. [121] obtains a partial order on decision rules with only the law of total probability.
[54] derives PI bounds with time-varying instrumental variables, based on Manski-Pepper
bounds. These can generally be much more conservative than sensitivity analysis, which
relaxes strong assumptions.

Overall, developing a variety of identification approaches further is crucial both for analysts
to use appropriate estimators/bounds, and methodologically to support falsifiability analyses.
Other works include [101, 188, 261]. In our work, we consider the marginal sensitivity model.
Extending to other sensitivity analysis models may also be of interest [247, 264, 317, 38, 39,
265, 62]. Both the state-action conditional uncertainty sets and the assumption of memoryless
unobserved confounders are particularly crucial in granting state-action rectangularity (for
binary treatments), and avoiding decision-theoretic issues with time-inconsistent preferences
in multi-stage robust optimization [78]. On the other hand, the exact functional form (subject
to these structural assumptions) could readily be modified.

Recent work of [230] also proposes a robust fitted-Q-iteration algorithm for RMDPs.
Although the broad algorithmic design is similar, we consider a different uncertainty set from
their /1 set, and further introduce orthogonalization. In the single-timestep setting, further
improvements are possible when targeting a simpler scalar mean, such as in [84, 85]. By
constrast, we need to estimate the entire robust Q)-function.
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Off-policy evaluation in offline reinforcement learning An extensive line of work on
off-policy evaluation [144, 301, 192, 296 in offline reinforcement learning studies estimating the
policy value of a posited evaluation policy when only data from the behavior policy is available.
Most of this literature, implicitly or explicitly, assumes sequential ignorability /sequential
unconfoundedness. Methods for policy optimization are also different in the offline setting
than in the online setting. Options include direct policy search (which is quite sensitive to
functional specification of the optimal policy) [326], off-policy policy gradients which are
either statistically noisy [137] or statistically debiased but computationally inefficient [157],
or fitted-Q-iteration [186, 88]. Of these, fitted-Q-iteration’s ease of use and scalability make
it a popular choice in practice. It is also theoretically well-studied [86]. A marginal MDP
also appears in [161] but in a different context, without unobserved confounders.

Orthogonalized estimation. Double/debiased machine learning seeks so-called Neyman-
orthogonalized estimators of statistical functionals so that the Gateaux derivative of the
statistical functional with respect to nuisance estimators is 0 [216, 60, 96]. Nuisance estimators
are intermediate regression steps (i.e. the conditional quantile) that are not the actual target
function of interest (i.e. the robust @) function). Orthogonalized estimation reduces the
dependence of the statistical estimator on the estimation rate of the nuisance estimator.
See [167] for tutorial discussion and [149] for a computationally-minded tutorial. There
is extensive literature on double robustness/semiparametric estimation in the longitudinal
setting, often from biostatistics and statistics [180, 247, 227]. Many recent works have studied
double/debiased machine learning in the sequential and off-policy setting [34, 156, 280, 187].

Recent work studies orthogonality /efficiency for partial identification and in other sensi-
tivity models than the one here [38, 39, 265, 62]. [266, 226] study orthogonalization of partial
identification or conditional expected shortfall, and we build on some of their analysis in
this paper. In particular, we directly apply the orthogonalization given in [226]. [315] study
orthogonality under the closely related Rosenbaum model and provide very nice theoretical
results. They obtain their orthogonalization via a variational characterization of expectiles.
Though [214] consider a restricted model of the worst single-timestep confounding, out of all
timesteps, it seems likely that sequential orthogonalization under the sequential exogenous
confounders assumption is also possible. The single-timestep work of [142] orthogonalizes a
marginal CVaR, but they assume the quantile function is known. [84] provide very nice and
strong theoretical guarantees and surface additional properties of double validity.

Robust Markov decision processes and offline reinforcement learning.  Elsewhere,
in the robust Markov-decision process framework [221], the challenge of rectangularity has
been classically recognized as an obstacle to efficient algorithms although special models
may admit non-rectangularity and computational tractability [114]. Many recent algorithmic
improvements are tailored for special structure of ambiguity sets [24, 132]. On the other hand,
work in robust Markov decision processes has prominently featured the role of uncertainty sets
and coherent risk measures, for example in distributionally robust Markov decision processes
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[327]. Our work relates sensitivity analysis in sequential causal inference to this line of
literature and focuses on algorithms for policy evaluation based on a robust fitted-Q-iteration.
Other relevant works include [194], which considers a “soft-robust” criterion that averages
the nominal expectation and the robust expectation; however, they study marginal CVaR
while our later discussion of CVaR is conditional. Studying the conditional expected shortfall
(equivalently, CVaR) uncertainty set is a crucial difference from previous work on risk-sensitive
MDPs [65].

Importantly, robust offline reinforcement learning frameworks by themselves don’t neces-
sarily inform the problem of causal ambiguity: it can be more plausible that decision-makers
can reason about, or external evidence can inform, restrictions on the underlying selection
process rather than “assuming the consequent”, i.e. positing restrictions on the bias in transi-
tion probabilities directly. On the other hand, our identification argument links ambiguity in
the unobserved confounders to an equivalent ambiguity set on transition probabilities: we can
also go the other way and relate ambiguity sets that appear in robust MDPs to ambiguity
sets on unobserved confounding.

Lastly, we emphasize that the quantile level in our setting with ambiguity in our later
conditional CVaR reformulation depends on the analyst-specified ambiguity rather than a
probabilistic confidence level. More generally, the so-called “pessimism” principle in offline
reinforcement learning is well-studied as a tool to relax strong concentrability assumptions
[146], but such robustness sets are calibrated to probabilistic confidence levels.

Regarding distributionally robust offline reinforcement learning specifically, [198] studies
linear function approximation. [318] studies the sample complexity of tabular robust MDPs
under a generative model. The focus of our work is on unobserved confounders, although we
reformulate the ambiguity set as a distributionally robust optimization problem. Other, less
related, works study distributionally robust online learning [309].

Summary of differences of our work. We connect robustness for causal inference under
unobserved confounders to distributionally robust MDPs and orthogonalized estimation, to
obtain scalable methods with provable guarantees. In contrast to the line of work developing
specialized (first-order) algorithms for (robust) Markov decision-processes, we consider approx-
imate (robust) Bellman operator evaluations in the fitted-Q-evaluation/iteration paradigm.
We use the closed-form characterization of the state-conditional solution to derive the infinite-
data solution and approximate the estimation of the resulting function from data. Also,
methodologically, we leverage orthogonalized estimation, which does not appear in previously
mentioned works on distributionally robust offline reinforcement learning and can be of
interest beyond our setting of unobserved confounders.
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6.3 Problem Setup and Characterization

Problem Setup with Unobserved State

We consider a finite-horizon Markov decision process on a full-information state space,
summarized as the tuple M = (S x U, A, R, P,x,T). We let the product state space of
observed and unobserved confounders, S,U, be continuous, and assume the action space A
is finite. The Markov decision process dynamics proceed from ¢t = 0,...,T — 1 for a finite
horizon of length T'. Although we focus on presenting the finite-horizon case in the main text,
the method and results extend readily to the discounted infinite-horizon case, discussed in
the appendix. Let A(X) denote probability measures on a set X. The set of time ¢ transition
functions P is defined with elements P, : S x U x A — A(S x U); R denotes the set of time
t reward maps with R; : § x A x § — R; the initial state distribution is x € A(S x U). A
policy, 7, is a set of maps m; : S x U — A(A), where m(a | s,u) describes the probability of
taking actions given states and unobserved confounders. Given the initial state distribution,
the Markov decision process dynamics under policy 7 induce the random variables, for all ¢,
Ay ~ (- | Sp, Up)y Sevn, Uprr ~ Bi(- | St, Uy, Ay). When another type of norm is not indicated,
we let || f|| := E[f?]'/? indicate the 2-norm.

We consider a confounded offline setting: data is collected via an arbitrary behavior policy
7 that potentially depends on U, but in the resulting data set, the U part of the state space
is unobserved. That is, although the underlylng dynamics follow a standard Markov decision

process generating the history {( ) U@, AW ,Stil)tT '}"_ ., the observational dataset omits
the unobserved confounder. The observatlonal datAaset comprises of N trajectories including
observed confounders only, D, = {( ,Aﬁ , t_ZH)tT '}, For example, we might have a

data set of electronic medical records and treatment decismns made by doctors; the electronic
medical records include an observed set of patient measurements S;, but the doctors may
have made their treatment decisions using additional unrecorded information Us.

As in standard offline RL, we study policy evaluation and optimization for target policies
7¢ using data collected under 7°. In our confounded setting, we consider 7¢ that are a function
of the observed state S; alone.We will use P, and E, to denote the joint probabilities (and
expectations thereof) of the random variables S;, Uy, A;, Vt in the underlying MDP running
policy 7. For the special case of the behavior policy 7°, we will write Py, Eops to emphasize
the distribution of variables in the observational dataset.

Our objects of interest will be the observed state Q function and value function for the
target policy 7¢:

T—1
QF (s,a) = Exe[ Y R(S), A, Sj41)|S = 5, 4 = d] (6.1)
j=t

Vi () = Epe [Q?S(Sm Ap)|St = s].

We would like to find a policy 7 that is a function of the observed state alone, maximizing
V™. Throughout, we work primarily in the offline reinforcement learning setting where we
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do not have access to online exploration due to cost or safety concerns. With unobserved
confounders, we cannot directly evaluate the true expectations above due to biased estimation.
Therefore in the remainder of Section 6.3, we introduce confounding-robust @ and value
functions, which we can estimate from the observational data.

Defining an MDP on Observables

We next articulate the challenges of our setting more specifically and introduce our main
structural assumption of memoryless unobserved confounders. For offline policy evalua-
tion/optimization with unobserved confounding, there are two separate concerns: biased
estimation from confounded observational data, and partial observability in the presence
of unobserved confounders. First, the dependence of 7® on U, introduces unobserved con-
founding, sothe distribution of the observed data is biased for estimating the true underlying
transition probabilities. Without further assumptions, the observational distribution alone
cannot completely adjust for the spurious correlation induced by the behavior policy. Second,
even if we knew the true underlying transition probabilities, the existence of the unobserved
state would change the policy optimization problem from a tractable MDP to an intractable
Partially-Observed Markov decision process (POMDP). Standard RL algorithms like Bellman
iteration for MDPs would no longer yield an optimal policy — because, for example, the
observed next state S;;; need not be Markovian conditional on only S; and A,.

In this section, we isolate the confounding concern from the POMDP concern by introduc-
ing a “memoryless confounding” assumption. Under this assumption, we will show that policy
evaluation over 7¢ in the underlying MDP is equivalent to policy evaluation in a marginal
MDP over the observed state alone. Therefore, the underlying difficulty of decision-making
under memoryless unobserved confounders is intermediate between the unconfounded and
generic POMDP setting.

Assumption 3 (Memoryless unobserved confounders). The unobserved state U,y is inde-

pendent of Sy, Uy, A;.

What settings satisfy this assumption of memoryless unobserved confounders? One
such example in the medical setting could be due to a memoryless arrival process of some
additional information that affects both treatment and transition to the next state. For
example, [322] conducts NLP analysis of clinical notes of electronic health records (which
may contain information not entered in the structured EHR) and finds keywords such as
“attention”, “alertness” are confounders in their setting. Such aspects of patients may vary
via memoryless arrival rates of periods of unalertness and may be observable by physicians,
but unrecorded in the structured data. On the other hand, baseline unobserved confounders
that are fixed throughout the time horizon are not directly handled in this framework, except
via interpreting our model as a timewise relaxation.
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Under this assumption, the full-information transition probabilities factorize as:

Pt(8t+1, ut+1|5t7 ag, Ut) = B(St+1|5tv ag, Ut)Pt(Ut+1|St+17 St, Ay, Ut)

= Pt(5t+1|5t7 ag, Ut) Pt<ut+1|5t+1)
N J/ J/

vV vV
new observed state new unobserved state

In a slight abuse of notation, we will change the subscript on the unobserved state distri-
bution to read Ppy1(usy1|si+1) so that the time subscripts are consistent. Note that under
Assumption 3, Py,s(Uy|S;) is always the same regardless of what policy produced the historical
data. Without Assumption 3, Pos(U;|S;) would generally vary with the behavior policy m°
because U; could depend on S;_1, A;_1, and U;_;.

With memoryless unobserved confounders, observed-state policy evaluation and opti-
mization in the full POMDP reduce to an MDP problem. Define the marginal transition
probabilities:

Pu(se |50 ) = / P (te]50) Pu(s 5102 ap, ) (6.2)
u

Then we have the following proposition:

Proposition 6.3.1 (Marginal MDP). Given Assumption 1, for any policy 7° that is a
function of Sy alone, the distribution of Sy, Ay, Vt in the full-information MDP running 7° is
equivalent to the distribution of Sy, Ay, Vt in the marginal MDP, (S, A, R, P,x,T). That is,
So ~ X, Ap ~ (- | St), Str1 ~ Pi(+]St, Ar).

See the Appendix for a formal derivation. The key takeaway from Proposition 6.3.1 is
that if we knew the true marginal transition probabilities, P;(Siy1]S:, A¢), then we could
apply standard RL algorithms for evaluation or optimization. We have observed-state ) and
value functions in the marginal MDP, that satisfy the Bellman evaluation equations,

Q7 (s,a) = Ep[Ry + Qi1 (Ses1, 75| Se = 5, Ay = d,

Vi (s) = Eang(9)[QF (5, 4)]

where we use the short-hands R, = R;(Si, Ay, Si1) and g(S',7) = Earorsny[g(S’, A')] for
any g : S x A — R. Furthermore, by classical results [237], an optimal policy exists among
policies defined on the observed state alone, yielding the optimal @ function, Q;(s,a), and
value function, V;*(s), with corresponding Bellman optimality equations.

Before continuing, we want to emphasize that while Assumption 3 is strong, it has testable
implications. In particular, under Assumption 3 the observed-state transition probabilities
will be Markovian, which can be tested from observed states and actions alone.!

Tt is possible to use observed-state Markovian transitions as the core assumption at the cost of substantially
more complexity. See the Appendix for discussion.
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Offline RL and Unobserved Confounding

Proposition 6.3.1 establishes that the oracle decision problem, given knowledge of the true
marginal transition probabilities, remains a Markov decision process under memoryless
confounding. However, while Assumption 3 rules out POMDP concerns, it does not rule out
bias from unobserved confounding. In general, it is not possible to get unbiased estimates
of the true marginal observed-state transitions given data collected under 7° when U, is
unobserved. In particular, Pops(Si11|St, A¢) # Pi(Se41]St, Ar). To see this, first define the
marginal behavior policy,

W?(at‘St) = / Wf(at\st, ut)Pt(ut|St)dut = Pobs(at\st).
u
Then,

Pobs(3t+1|5t7at) = / Pt<3t+1|5t7atyut)Pobs(ut|3taat)dut
u

Wf(at\Sm )

Wf<at|3t)

= / Pt(stﬂ\st,at,ut) Pt(ut\st)dut, (63)
u

where the second equality follows by Bayes rule. The final expression for Pops(si11|st, ar)
b
differs from Py(sy1]s;, a;) in eq. (6.2) by the unobserved factor “¢45:%) Note that the term

70 (a|st

Pyops(ug|se, ap) is the bias from confounding: in the observationajl( d‘is‘gribution conditioning
on a; changes the distribution of the unobserved u; relative to P;(u;|s;) because a; is drawn
according to m°(ay|s;, uy).
m¢ (aelse,ut)

77 (at|st)
Pi(st11]8t, ar). However, if 8(as|ss, us) can be arbitrary, then an estimate of Pi(si1]ss, ar)
using Pyps(Si11]st, a;) can be arbitrarily biased. This result immediately implies that any
regression using P,s will be biased for the corresponding estimand in the marginal MDP.

If 7° is independent of w,, the ratio will be uniformly 1 and we recover

Proposition 6.3.2 (Confounding for Regression). Let f : S x A xS — R be any function.
Given Assumption 3, Vs, a,

Wf(At 1S)

E S, A, S S, =s, A = =Eobs | 57770 7~
Pz[f( t, Aty Se1)| S = s, Ay a} b w2 (Al Sy, Uy)

f(Se, A, Se1) | St =8, A =a

where the first equality follows from Proposition 6.3.1 and the second equality follows from
Equation (6.3). This proposition shows that regression of f on states and actions using data
collected according to 7° is a biased estimator for the corresponding conditional expectation
under the true marginal transition probabilities P;(s|s, a) where the exact bias is:

Eobs[f<5t7 Ay, St+1)|St =5,4; = a] — Ep, [f(st, Ay, St+1)|5t =5, A = CL]

(1 _ 7 (Ad]Sh)

= Eo S
b 7Tf"(Azt|St>Ut)

St:S7At:G

) F(St Ar, Seq1)
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7} (A¢|St)
7P (At]St,Ut)
to make progress we follow the sensitivity analysis literature in causal inference.

Since the unobserved factor can be arbitrarily large without further assumptions,

Assumption 4 (Marginal Sensitivity Model). There ezists A such that ¥t,s € S,u € U,a €

A,
A< (1 wt(a| s,u) )) / (1 m(a | s) )> <A (6.4)

—m(a|s,u —nl(al|s

The parameter A for this commonly-used sensitivity model in causal inference [292] has
to be chosen with domain knowledge. A common approach is to compare A to corresponding
values for observed variables, e.g. in a clinical setting, if smoking has an effective A = 1.5, a
practitioner might say “I do not believe there exists an unobserved variable with twice the
explanatory power of smoking” to justify a choice of A = 3 [133].

Now consider any function f: S x A x § = R as in Proposition 6.3.2. For shorthand,
we will write Y; .= f(S;, Ay, Siy1). We use a generic f here to emphasize that this argument
would apply to any model-based or model-free RL algorithms using regression, but later
when we introduce our fitted-Q iteration algorithm, we will specialize Y; to get an empirical
estimate of the Bellman operator. Combining Assumption 4 and Proposition 6.3.2, we can
express the target expectation Ep,[Y;]S;, A;] as a weighted regression under the behavior
policy with bounded weights. Define the random variable

b W?(AAS})

Wtﬂ = m7 where Ept D/t|St7 At] = Eobs[Wgrb)/t|St, At] (pI‘OpOSitiOH 632)

(6.5)
While we cannot estimate W', we can bound it. The weights must satisfy that m,(a | s, u) is
a valid probability distribution,

Eobs W, S0, Al = 1, (6.6)
and Assumption 4 implies the following bounds almost everywhere:
(S, A) < W < By(S, A),Vs' (6.7)
(S, A) = (A4|Se) + AT (1 =/ (AllSy)),  Be(S, A) = m (Ad] Sp) + AL — 77 (A Sh)).

So while Proposition 6.3.2 demonstrates that we cannot unbiasedly estimate the value
function in the confounded setting, we can instead compute worst-case bounds on the
conditional bias subject to the constraints in eqgs. (6.6) and (6.7). Next, we will make this
precise by showing that Assumption 4 defines a Robust Markov decision process.

Robust Estimands and Bellman Operators

In this section, we introduce our key estimands — the robust  and value functions. Assump-
tion 4 implies the constraints in eqgs. (6.6) and (6.7), which define an uncertainty set for the
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true observed-state transition probabilities P;(s|s,a). [158] and [44] uses a reparameterization
to show that for each weight W, that satisfies these constraints, there is a corresponding
transition probability in the set:

P(3t+1 ‘ S,CL)

Pobs(StJrl | S, CL)

/pt(st—i-l | s,a)dsi 41 = 1}

Define the set P; of transition probabilities for all s,a to be the product set over the P;.
Then under Assumptions 3 and 4, the true marginal transition probabilities belong to P;.
While point estimation is not possible, we can find the worst-case values of QT and V;™
over transition probabilities in the uncertainty set, P, € P, — a Robust Markov decision
process (RMDP) problem [139]. Importantly, the set P; is s, a-rectangular, and so we can use
the results in [139] to define robust Bellman operators and a corresponding robust Bellman
equation.

Denote the robust Q and value functions Q7 and V;™ and define the following operators:

Py(-|s,a) € P = {pt(‘ | s,a): ay(s,a) < < Bi(s,a),Vsiq;

Definition 1 (Robust Bellman Operators). For any function g : S x A — R,

(7?69)(5: a) = 13127fD Ept [Rt + g(St-l—lv 7T1?+1)|St =S, At = a]? (68)
(T79)(s,0) = inf Ep[Ry+max{g(Sis1, A)}S, =5, A = a]. (6.9)

Proposition 6.3.3 (Robust Bellman Equation). Let |A| = 2 and let Assumptions 1 and 2
hold. Then applying the results in [139], gives

QF (5.0) = T Qiia(s.a). V7 (5) = Earorg (0 QF (s, )
Q:(Sa CL) = Z*Q;Lrl (87 a)? Vt* (5> = EAN?'TQ‘(S) [Q:(S, A)]a

where QF and V* are the optimal robust Q and value function achieved by the policy 7*.

Finally, we comment on the tightness of the robust operator. For a fixed s and a, the P;"" is
exactly the set of transition probabilities consistent with Assumption 4 and the observational
data distribution. However the s, a-rectangular product set P; does not explicitly enforce the
density constraint on ¥ across actions, and is therefore potentially loose. In the special case
where there are only two actions, [85] show that the different minima over P, across actions
are stmultaneously achievable, and thus the robust bounds are tight and we get equalities
in Proposition 6.3.3. For |A| > 2, the infimum in eq. (6.8) is not generally simultaneously
realizable — it’s easy to construct a counter-example. Nonetheless, the robust Bellman
operator corresponds to an s, a-rectangular relaxation of the RMDP, Proposition 6.3.3 will
hold with lower bounds instead of equalities, and our results are still guaranteed to be robust.
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6.4 Method

In the previous section, we defined our estimands of interest — the robust ) and value
functions under the marginal sensitivity model. In this section, we introduce robust policy
optimization via function approximation. Our estimation strategy is a robust analog of
Fitted-Q Iteration (FQI).

Assume that we observe n trajectories of length T', where the observational dataset D s =
{(St(i), AW St(_?l)tT:’ol ", was collected from the underlying MDP under an unknown behavior
policy m° that depends on the unobserved state. We will write E,, ; to denote a sample average

of the n data points collected at time ¢, e.g. B, ¢[f(Sy, Ar, Se1)] =L 30, F(S9 AW, Sé_i)l).

A

Nominal (non-robust) FQI [88, 186, 86] successively forms approximations (), at each time
step by minimizing the Bellman error:

Yi(Q) = Ry + max [Q(Si1,a)], Quls, a) = EYi(Qea)[Si = 5, 4¢ = d, (6.10)
Q € arg gleigEn,t[(Kf(Qt-H) — (i, Ap))?)- (6.11)

The Bayes-optimal predictor of Y; is the true @); function, even though Y; is a stochastic
approximation of (); that replaces the expectation over the next-state transition with a
stochastic sample thereof (realized from data). In this way, fitted-Q-iteration is pseudo-
outcome regression, regressing onto a random variable whose conditional expectation is the
target function, but is not equivalent to it under additive noise, as is the case with typical
regression on observed outcomes. Pseudo-outcome regression has recently been used in causal
inference [166, 268], and later in our robust procedure we are therefore able to use analogous
arguments to obtain orthogonalized estimation. The procedure for fitted-Q-evaluation is
exactly analogous, replacing the maximum over next-timestep actions with evaluation under
the evaluation policy. In this manuscript, we present on focusing the fitted-Q-iteration case
for succinctness.

In our robust version of FQI, we instead approximate the robust Bellman operator from
eq. (6.9). In particular, we will apply Proposition 6.3.2, but impose the constraints in egs. (6.6)
and (6.7) to arrive at the following optimization problem in terms of observable quantities:

Proposition 6.4.1. Let Q) be a real-valued function over states and actions, and define Y;(Q)
as in Equation (6.11). Given Assumption 8 and Assumption 4, the robust Q(s,a) function
solves the following optimization problem:

(77 Q)(s,a) = min{Eop, [WYi(Q)IS, = s, Ay = a :
Eops (WilSe = s, Ay =a] =1, (S, A) < W, < Bi(S, A), a.e.}.

Next, in Section 6.4, we show that the optimization problem in Proposition 6.4.1 admits
a closed form as a conditional expectation of observables. Then in Section 6.4, we incor-
porate this insight into an orthogonalized confounding-robust FQI algorithm with function
approximation.
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Closed-Form for the Robust Bellman Operator

Solving the optimization problem in Proposition 6.4.1 for each s, a pair isn’t feasible for
large state and action spaces. In this section, we use recent results to derive a closed-form
expression for the minimum in Proposition 6.4.1 in order to derive a feasible algorithm
leveraging function approximation. This is an application of the results in [249] and [85].

The closed-form state-action conditional solution to Proposition 6.4.1 is written in terms
of a superquantile (also called conditional expected shortfall, or covariate-conditional CVaR).
The conditional expected shortfall is the conditional expectation of exceedances of a random
variable beyond its conditional quantile. Define 7 := A/(1+A). For any function @ : S x A —
R, we define the observational (1 — 7)-level conditional quantile of the Bellman target:

ZT(Y(Q) | 5,a) = inf{z: Pys(Yi(Q) > 2| Sy =s,A, =a) <1—7}.

We use the following shorthands when clear from context: Ztl,a_T =777 (Y(Q) | s,a), 0 =
ay (S, A), By = B(S, A). We can learn the conditional quantile functions by minimizing the
pinball loss over a function class Z:

Z,7T(Y(Q) | S, Ar) € arg rzréigE[LT(Y;(Q), 2(St, A))],

=)@ -y, ify<y

A . " (6.12)
7(y — 9), ify>g

where L. (y,y) := {

Proposition 6.4.2. The solution to the minimization problem in Proposition 6.4.1 is:

1—0675

(T7Q)(s,a) = Eops

. Y(Q) + Si=sA=a

V(QI[Y(Q) < Z,] (6.13)

1—71

Proposition 6.4.2 suggests a simple two-stage procedure. First, estimate Z; ", and then
estimate the conditional expectation in eq. (6.13) via regression using the estimated Z; 7.
We do so to develop robust policy evaluation and optimization algorithms in the next section.
We first describe the basic method, its improvement via orthogonalization, and lastly sample
splitting/cross-fitting,.

Improving estimation: the orthogonalized pseudo-outcome

The two-stage procedure depends on the conditional quantile function Z} ™", a nuisance
function that must be estimated but is not our substantive target of interest. To avoid
transferring biased first-stage estimation error of Z!™™ to the Q-function, we introduce
orthogonalization. Orthogonalized estimators remove the first-order dependence of estimating
the target on the error in nuisance functions. An important literature from biostatistics
and econometrics on Neyman-orthogonality (also called double/debiased machine learning,
and related to semiparametric statistics) derives bias adjustments [167, 216, 60, 180]. (See
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Algorithm 1 Confounding-Robust Fitted-Q-Iteration

n

1. Estimate the marginal behavior policy 7%(als). Compute {a, (S, A”)}™, as in Equa-
tion (6.7). Initialize Q, = 0.

2: fort=T-1,...,1 do R

3. Compute the nominal outcomes {V;” (Qiq) 3 as in eq. (6.11).

4:  For a € A, where Ay) = a, fit Ztl_T the (1 — 7)th conditional quantile of the outcomes

O,

Compute pseudooutcomes {fﬁ(i)(Z}’T,@tH)}?ﬂ as in eq. (6.14).

5:

6: For a € A, where Ai” = a, fit @t via least-squares regression of ?t(i) against (St(i), Aﬁi)).
7. Compute 7} (s) € argmax, Q,(s, a).

8: end for

Appendix C.2 for more). In particular, we apply an orthogonalization of [226] for what they
call truncated conditional expectations, m(n, z) = T=E[YI[Y < Z'"7] | X = z]. They show
that

LEVIY < 277 - 27 (L)Y < 27 - (1- 7)) | X]

is Neyman-orthogonal with respect to error in Z'~". Note that this comprises an additive,
zero-mean adjustment to the original pseudo-outcome. We apply this orthogonalization to
Equation (6.13) to obtain our regression target for robust FQE:

ViZ,Q) = a¥i@) + =2 (VUQI [Yi@) < Z17] — 7 {IV(@) < 2] - (1 - 7)}) (6.14)

When the quantile functions are consistent, the orthogonalized pseudo-outcome enjoys
quadratic, not linear dependence on the first-stage estimation error in the quantile functions.
We describe in more detail in the next section on guarantees. The orthogonalized time-¢
target of estimation is:

Q, € arg IT;iHEn,t[(ﬁ(Ztl_T,@tﬂ) — @ (S, Ap))?. (6.15)

A large literature discusses methods for quantile regression [175, 203, 25], as well as
conditional expected shortfall [47, 165] and can guide the choice of function class for quantiles
and @ appropriately.

We summarize the algorithm in Algorithm 1. In the appendix, we discuss a sample-
splitting version in more detail; we describe the approach, which is standard, in the main
text for brevity. Lastly, to ensure independent errors in nuisance estimation and the fitted-
Q regression, for the theoretical results, we study a cross-time variant of the standard
cross-fitting /sample-splitting scheme for orthogonalized estimation and machine learning.
Interleaving between timesteps ensures downstream policy evaluation errors are independent
of errors in nuisance evaluation at time t. Finally, we note that sample splitting can be
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avoided by posing Donsker-type assumptions on the function classes in the standard way.
In the experiments (and algorithm description) in the interest of data-efficiency we do not
data-split. Recent work of [53] shows rigorously that sample-splitting may not be necessary
under stability conditions; extending that analysis to this setting would be interesting future
work.

Extension to continuous actions

Although the manuscript focuses on binary or categorical actions, the method can directly be
extended to continuous action spaces, at the expense of sharpness results and interpretability
of the robust set. [143] proposes a continuous-action sensitivity model which instead directly
bounds the density ratio (rather than the odds ratio):

1 m(a | s)

— < 1T <A, 6.16

A~ wa|s,u) T (6.16)
In the continuous setting, densities could be greater than 1, which would violate conditions
on the odds ratio. One way to interpret this sensitivity parameter is via implications for
the KL-divergence of nominal and complete propensity scores. We can readily apply this to
our problem by changing the uncertainty set on W to that implied by the above. Namely,

my(als)
¢ (ala,u)

solve the same linear program of Proposition 6.4.1 but enforce that W, = satisfy the

constraints of eq. (6.16) rather than Assumption 4:
(T7Q)(s,a) = min{Eops [W1Y,(Q)]S: = 5, A = a] :

Eops [We| S = 5, Ay = a] = 1,
A<, < A_l,a.e.}.

That is, the characterization of Proposition 6.4.2 holds, replacing the (o4, ;) bounds arising
from the MSM with (A~!, A). The pointwise solution of the (s, a)-conditional optimization
problem is structurally the same, i.e. a conditional quantile characterization at a different level.
The only difference algorithmically is in the conditional quantile estimation; in the continuous
action setting, we would appeal to function approximation and minimize the (orthogonalized)
pinball loss of eq. (6.12) with the action as a covariate. In the infinite-data, nonparametric
limit, this would be well-specified; in practice, there will be some additional approximation
error. Given those conditional quantiles, the rest of the method, (orthogonalization, etc.)
proceeds analogously as discussed previously.

6.5 Analysis and Guarantees

We first describe the estimation benefits we receive from orthogonalization before discussing
analysis of robust fitted-Q-evaluation and iteration, and insights. (All proofs are in the
appendix).
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Estimation guarantees

We describe the orthogonalized estimation results, before the results about the full output of
the robust fitted-Q-iteration. We also require some regularity conditions for estimation. We
assume nonnegative bounded rewards throughout.

Assumption 5 (Boundedness). Outcomes are nonnegative and bounded: 0 < Ry < Bpg,Vt.
The state space is bounded.

We assume the transitions are continuously distributed, a common regularity condition
for the analysis of quantiles.

Assumption 6 (Bounded conditional density). Assume that Py(si11 | s¢,a) < Mp,Vt, s¢, Se41
a.s.

We let E, indicate a function obtained by regression, on an appropriate data split
independent of the nuisance estimation. Define

@t(s, a) = B, ~t(Zt,§t +1) | 8,4 feasible regressed robust Q,
@t(s, a) =E, [fi(Zt,ét +1) | 8,4 oracle-nuisance regressed robust Q
Q,(s,a) = E[Y/}(Zt,étﬂ) | s,a] oracle robust Q.

In the above, Q,(s,a) = I@ln[fft(z,@t +1) | 8,a] is the feasible regressed robust-Q-estimator
with estimated nuisance Z, while Q(s, a) = E,[Y;(Z, Q, +1) | 8,a] is the regressed robust-Q-
estimator with oracle nuisance Z, and Q, (s, a) is the true robust Q output at time ¢ (relative
to the future @) functions that are the output of the algorithm).

We assume the following regression stability assumption, which appears in [166]. It is a
generalization of stochastic equicontinuity and is satisfied, for example, by nonparametric
linear smoothers.

Assumption 7 (Regression stability). Suppose Dy and Dy are independent training and test
samples, respectively. Let: 1. f(l’) = f(m;Dl) be an estimate of a function f(x) using the
training data Dy, 2. /b\(x) :E(x;Dl) = E[f(x) — f(x) | D1, X = x| the conditional bias of the
estimator ]/C\, 3. I/[‘fn[Y | X = z| denote a generic regression estimator that regresses outcomes
on covariates in the test sample Dy. Then the regression estimator ]En is defined as stable at

X =z (with respect to a distance metric d ) if

En[f(2)| X=a] B[/ (2)| X=a]-Bnfb@)| X=a] P,
VE(Brlr @)X =el-Bls () x=a]]")

whenever d(f, f)2o.

Under these regularity conditions, we can show that the bias due to the first-stage
estimation of the conditional quantiles is only quadratic in the estimation error of Z;.
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Proposition 6.5.1 (CVaR estimation error). Assume Assumptions 5 to 7. For a € At €

[T — 1], if the conditional quantile estimation is o,(n"3) consistent, i.e. |2} " — Z}7||s =
1 51— —r _1

op(n~1), E[|Z; 77 — 2,77 ||2] = 0p(n”1), then

[Q/(5.0) = Qu(S. )|z < [[Qu(S, @) — Qy(S,a)ll2 + 0,(n%).

This implies we can maintain op(n_%) consistent estimation of robust @ functions under
weaker estimation error requirements on the conditional quantile functions Z.

Next, we describe key assumptions for convergence of fitted-Q-iteration, concentrability
which restricts the distribution shift in the sequential offline data vs. optimized policies, and
approximate Bellman completeness which assumes the closedness of the regression function
class under the Bellman operator. Both these assumptions are standard requirements for
fitted-Q-iteration, but certainly not innocuous; they do impose restrictions.

Assumption 8 (concentrability). Given a policy m, let pf denote the marginal distribution
at time step t, starting from so and following 7, and p; denote the true marginal occupancy
distribution under w°. There exists a parameter C such that

dpT .
SUP (5 0, esxAx[T—1] an (5:@) < C for any policy .

Assumption 9 (Approximate Bellman completeness). There exists € > 0 such that, for all
t € [T — 1], where € is at most on the order of O,(n"2),

. —
SUPg,11€Q114 infg,eq, lae =T, Qt+1Hit S e

concentrability is analogous to sequential overlap or positivity, as it is called in single-
timestep causal inference. It assumes a uniformly bounded density ratio between the true
marginal occupancy distribution and those induced by arbitrary policies. Approximate
Bellman completeness assumes that the function class Q is approximately closed under the
robust Bellman operator. Assuming that € is at most Op(n’%) is somewhat restrictive, but is
consistent with frameworks for local model misspecification that consider local asymptotics
with Op(n_%) vanishing bias.

Although we ultimately seek an optimal policy, approaches based on fitted-Q-evaluation
and iteration instead optimize the squared loss, which is related to the Bellman error that is
a surrogate for value suboptimality.

Definition 2 (Bellman error). Under data distribution u;, define the Bellman error of
. -1 —
function ¢ = (qo, - - ,qr_1) as: E(q) = %Z?:o llg: — T:thHit

The next lemma, which appears as [86, Lemma 3.2] (finite horizon), [313, Thm. 2] (infinite
horizon), justifies this approach by relating the Bellman error to the value suboptimality. Its
proof follows immediately by considering the MDP given by the worst-case transition kernel
that realizes the optimization in the definition of the robust Bellman operator and is omitted.



CHAPTER 6. DYNAMIC SENSITIVITY ANALYSIS: THE GENERAL CASE 104

Lemma 6.5.2 (Bellman error to value suboptimality). Under Assumption 8, for any q€ 9,
we have that, for m the policy that is greedy with respect to q, Vi*(s1) =V (s1) < 2T E(qm).

We will describe convergence results based on generic results for loss minimization over a
function class of restricted complexity. We use standard covering and bracketing numbers to
quantify the functional complexity of infinite function classes.

Definition 3 (Covering numbers, e.g. [304]). Let (F,| - ||) be an arbitrary semimetric space.
Then the covering number N (e, F, | - ||) is the minimal number of balls of radius € needed to
cover F.

Definition 4 (Bracketing numbers). Given two functions | and u, the bracket [l,u] is the
set of all functions f with | < f <w. An e-bracket is a bracket [l,u] with ||u—1|| < e. The
bracketing number Ny(e, F,| - ||) is the minimum number of e-brackets needed to cover F.

The covering and bracketing numbers for common function classes such as linear, polyno-
mials, neural networks, etc. are well-established in standard references, e.g. [307, 304]. We
assume either that the function class for Q, Z is finite (but possibly exponentially large), or
has well-behaved covering and bracketing numbers.

Assumption 10 (Finite function classes.). The Q-function class Q and conditional quantile
class Z are finite but can be exponentially large.

Assumption 11 (Infinite function classes with well-behaved covering number.). The Q-
function class Q, and conditional quantile class Z have covering numbers N (e, Q,d), N(e, Z,d)
(respectively).

Theorem 6.5.3 (Fitted Q Iteration guarantee). Suppose Assumptions 5 to 9 and let Br be
Ny n 2
the bound on rewards. Recall that £(Q) = Q= T Qi

T t=0
Mt
greater than 1 — 0, under Assumption 10 (finite function class), we have that

. Then, with probability

R 2
£(0) < oz + 56(T" + 1)191%;22;{T|QIIZI/CS}Jr

\/32(T2 +1)Bg log{T|Q||Z!/5}EQ

n

z + Op(nil),

while under Assumption 11 (infinite function class), choosing the covering number ap-
proximation error e = O(n™') such that eg z = O(n™'), we have that

T—1
: 1 ZL (560 — £ — 1) log{TN (2eLu, Logenes I - 1)/5) L
£Q) <oz 73 I +opfn7).

=0
where Ly = KB.(T —t — 1)\ for an absolute constant K.
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Finally, putting the above together with Lemma 6.5.2, our sample complexity bound
states that the policy suboptimality is on the order of O(n_%). Note that this analysis omits
estimation error in 7° for simplicity. Note that Lemma C.3.3 of the appendix gives that
Ny (6L, Ly |- 1) < N(e, @ x Z, |- ) < N(e, @, - )N (e, Z, | - ). Therefore ensuring
some € = cn~2 approximation error (for some arbitrary constant ¢) can be achieved by fixing
€ = 57; 1.e. we require finer approximation.

Proof sketch. As appears elsewhere in the analysis of FQI [86], we may obtain the following
standard decomposition:

. e X 2 . ~ — 2 — I,
HQt,Zt - Tt,ZtQtJrlHit = Euw(Qt,Zﬁ Qtt1; Z)| = EM[€<Q1§,Z¢> Qg1 Z)| + HQt,Zt =T, Qt+1“;2u

where @I’Zt is the oracle squared loss minimizer, relative to the Q, 41 output from the
algorithm. Assumption 9 (completeness) bounds the last term. Our analysis differs onwards
with additional decomposition relative to estimated nuisances and applying orthogonality
from Proposition 6.5.1.

Finally, we note that our analysis extends immediately to the infinite-horizon case.
Crucially, the (s,a)-rectangular uncertainty set admits a stationary worst-case distribution

[139].

Bias-variance tradeoff in selection of A

We can quantify the dependence of the sample complexity on constants related to problem
structure. We consider an equivalent regression target which better illustrates this dependence.

Corollary 6.5.4. Assume that the same function classes Q, Z are used for every timestep,
and they are VC-subgraph with dimensions vq,v,. Assume that eg z = 0. Then there exist
absolute constants K,k such that

A

£(Q) < K{log(v, +v-)
+2(v, + vy)
+2((vg +v.) = 1)(T — 1) (log (2K B,A(T — 1)n/e) — 1)In"!
+o,(n71).
Note that the width of confidence bounds on the robust ) function scale logarithmically
in A, which illustrates robustness-variance-sharpness tradeoffs. Namely, as we increase A,

we estimate more extremal tail regions, which is more difficult. Sharper tail bounds on
conditional expected shortfall estimation would also qualitatively yield similar insights.

Confounding with Infinite Data

While Theorem 6.5.3 analyses the difficulty of estimating the robust value function, here we
analyze how the true robust value function differs from the nominal value function at the
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population-level for policy evaluation (not optimization). This gives a sense of how potentially
conservative the method is, in case unconfoundedness held after all. We consider a simplified
linear Gaussian setting.

Proposition 6.5.5. Let S =R and A = {0,1}. Define parameters 0p,0r,0p € R. Suppose
in the observational distribution that S;11|S;, Ay ~ N (0pS,0p), R(s,a,s’) = 0rs’, m£(1|S;) =
0.5, and consider some 7 such that 70(A|S:) does not vary with S,. Finally, let 3; =
Or> ., 0% and notice that the nominal, non-robust value functions are Vi ,(s) = B;s for
1> 1. Then:

Ve (s) = Vi (s)] < (160p) 7' () Bi)oplog(A).

Note that the cost of robustness gets worse as the horizon 7" increases, depending on the
value of #p. The parameter fp is the autoregressive coefficient for the state transitions — it
controls how strongly last period’s state impacts this period’s state. In the language of linear
systems, #p will determine whether or not the system is stable. Each of the stability regimes

— stable, marginally stable, and unstable — results in different scaling with 7" for the cost of

robustness. For [0p| < 1, the term (3.7 ' 8;)/0p is asymptotically linear in T'; for [0p| = 1,
the term is quadratic in T'; and for |#p| > 1, the term scales asymptotically as 5. In other
words, for stable systems, unobserved confounding can at worst induce bias that is linear
in horizon, but for unstable systems, the bias could increase exponentially. In contrast, for
the unconfounded problem, unstable systems are typically easier to estimate due to their
better signal-to-noise ratio [277]. While this example involves a scalar state for simplicity, we
can straightforwardly generalize Proposition 6.5.5 to higher dimensions where the bias will
depend on the spectrum of the transition matrix.

On the other hand, the scaling with the degree of confounding A is independent of horizon,
and has a modest log(A) rate. This is surprising: it suggests that the horizon of the problem
presents more of a challenge than the strength of confounding at each time step, and that
T and A do not interact at the population level — at least in a simple linear-Gaussian
setting. Characterizing exactly when the scaling with A is horizon-independent is a promising
direction for future work.

6.6 Experiments

We first illustrate the benefits of our orthogonalized fitted-Q-iteration in a simulated example,
where we know the ground-truth outcomes. Next, we illustrate how the robust fitted-Q-
iteration allows robust evaluation of policies learned with methods similar to those used in the
literature, and learning robust policies, revisiting the example of sepsis data from MIMIC-III
since it has been widely studied in the literature.
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Simulation

In this section, we validate the performance of our estimator, including its scaling with the
sensitivity parameter A and the importance of orthogonalization. Note that our goal is
not to evaluate the utility of the marginal sensitivity model itself — we leave that to the
existing empirical literature in medicine and social science. Instead, we demonstrate that our
robust FQI procedure can successfully solve the MSM, validating our theoretical analysis. We
perform simulation experiments in a mis-specified sparse linear setting with heteroskedastic
conditional variance. Previous methods for sensitivity analysis in RL, [214, 158, 44], cannot
solve this continuous state setting with confounding at every time step. We use the following
(marginal) data-generating process for the observational data:

S CRY A={0,1},5, ~N(0,0.01),  =°(1]S,) = 0.5, VS,
Pobs(St+1|St> At) = N(eust + 0,a, maX{eaSt + o, 0})7 R(Su Ay, St+1) = 9£St+1

with parameters 6,,60, € R 0 04 € R0 € R chosen such that AS; + o > 0 with
probability vanishingly close to 1. The number of features d = 25 and 6, and 0, are chosen to
be column-wise sparse, with 5 and 20 non-zero columns respectively. We collect a dataset of
size n = 5000 from a single trajectory. We then repeat this experiment in a higher-dimensional
setting with d = 100 and n = 600 — the d/n ratio is 300 times worse.

We estimate V;*(s) for T' = 4 and several different values of A, using both the orthogonalized
and non-orthogonalized robust losses. For function approximation of the conditional mean
and conditional quantile, we use Lasso regression. Note that while this is correctly specified
in the non-robust setting, the CVaR is non-linear in the observed state due to the non-linear
conditional standard deviation of #%S;,, and therefore the Lasso is a misspecified model for
the quantile and robust value functions. For details see Appendix C.4 in the Appendix.

We report the mean-squared error (MSE) of the value function estimate over 100 trials,
alongside the average f,-norm parameter error and the percentage of the time a wrong action
is taken. The MSE and percentage of mistakes compare the estimated value function/policy
to an analytic ground truth and are evaluated on an independently drawn and identically
distributed holdout sample of size n = 200,000 drawn from the initial state distribution. See
the Appendix for details on the ground truth derivation.

The low-dimensional results in Table 6.1 illustrate two important phenomena. First, the
MSE increases with A. While in practice, we would like to certify robustness for higher levels
of A, the estimated lower bounds become less reliable. Second, the non-orthogonal algorithm
suffers from substantially worse mean-squared error and as a result selects a sub-optimal
action more often, especially at high levels of A. Orthogonalization has a very large impact
not just in theory, but in practice.

The results for the high-dimensional setting are in Table 6.2. In this setting, policy
optimization is substantially harder — even the nominal policy estimate only picks the
true optimal action 72% of the time. However, we still see almost identical behavior as in
the low-dimensional setting when comparing the orthogonal and non-orthogonal estimators.
Without orthogonalization, performance drops off dramatically as A increases, such that for
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A Algorithm MSE(Vy) | €2 Parameter Error | % wrong action
1 FQI 0.2927 2.506 0%
N Non-Orthogonal | 0.6916 3.458 5e-5%
Orthogonal 0.4119 2.678 0%
5 o5 Non-Orthogonal 10.87 7.263 0.39%
' Orthogonal 0.5552 3.110 0%
g5 Non-Orthogonal 50.72 17.32 2.5%
' Orthogonal 0.7113 3.410 4e-5%
1175 Non-Orthogonal 171.1 33.80 5.4%
' Orthogonal 1.336 3.666 6e-4%
15 Non-Orthogonal 432.9 55.86 8.2%
Orthogonal 2.687 3.931 4e-3%

Table 6.1: Simulation results with d = 25 and n = 5000, reporting the value function MSE,
Q function parameter error, and the portion of the time a sub-optimal action is taken. The
results compare non-orthogonal and orthogonal confounding robust FQI over five values of A.

‘ A ‘ Algorithm ‘ MSE(V{) ‘ 0y Parameter Error ‘ % wrong action ‘

1 FQI 0.2300 3.399 28%

5 Non-Orthogonal | 0.5496 4.057 31%
Orthogonal 0.5271 3.522 28%

5 95 Non-Orthogonal 3.160 11.51 43%
' Orthogonal 1.739 3.949 31%
85 Non-Orthogonal 7.683 24.04 45%
' Orthogonal 2.723 3.921 31%
1175 Non-Orthogonal 15.22 48.89 47%
' Orthogonal 3.397 3.725 31%
15 Non-Orthogonal 30.21 88.02 48%
Orthogonal 3.848 3.462 30%

Table 6.2: Simulation results with d = 100 and n = 600, reporting the value function MSE,
Q function parameter error, and the portion of the time a sub-optimal action is taken. The
results compare non-orthogonal and orthogonal confounding robust FQI over five values of A.

A = 15, the policy is only slightly better than random choice. Our orthogonalized algorithm
has MSE that decays more gracefully with A, and picks the correct action at essentially the
same rate as the nominal algorithm, even as A increases.

Note that these simulation results validate our algorithm for estimating the worst-case
value function and robust policy. They do not assess how quickly the ground-truth population
robust value function decays with A. See Section 6.5 above for an initial discussion.
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Complex real-world healthcare data

In the next computational experiments, we show how our method extends to more complex
real-world healthcare data via a case study around the use of MIMIC-III data for off-policy
evaluation of learned policies for the management of sepsis in the ICU with fluids and
vasopressors [185]. Sepsis is an umbrella term for an extreme response to infection and is
a leading cause of mortality, healthcare costs, and readmission. Still, the management of
sepsis is complex and there remains substantial uncertainty about clinical guidelines [89].
Practitioners recommend dynamic changes in treatment, i.e. tracking the patient’s state
over time. For example, giving IV fluids is expected to be beneficial at the very beginning,
but there are also expected risks from too much [321].The pioneering efforts in releasing
the MIMIC-III database enabled the development of Markov decision process models via
model-based approaches or offline reinforcement learning methods [193, 239, 238, 195, 256].
However, a crucial challenge is off-policy evaluation for credible, data-driven estimates of the
benefits of these learned policies, that are less vulnerable to model assumptions.

Crucial assumptions such as unconfoundedness are likely violated in this setting: treatment
decisions probably included additional information not recorded in the database. (Indeed, the
clinical literature certainly discusses other aspects of patient state and potential actions not
included in the data). On the other hand, the comprehensive electronic health record (EHR)
contains the most important factors in clinical decision-making such as patient vitals. So, our
methods that develop robust bounds for off-policy evaluation of complex sequential policies
can be applicable here, in highlighting the sensitivity of current learned policies to potential
violations of sequential unconfoundedness. Since many research works used fitted-Q-iteration,
we compare confounding-robust policies vs. naive policies for prescriptive insights.

We now describe the specific MDP data primitives. Following the data preprocessing
of [170] and cohort definition of [177], the data covers an observation period of 72 hours
past the onset of sepsis. Observed actions, administration of fluids or vaso-pressors, were
categorized by volume and segmented into quantiles per each action type based on obser-
vational frequency. This leads to 25 possible discrete actions. Demographic and contextual
features include age, gender, weight, ventilation and re-admission status. Other time-varying
features include patient information such as blood pressure, heart rate, INR, various blood
cell counts, respiratory rate, and different measures of oxygen levels (see [170, Table 2] for
exact description). The reward function takes on three values: R = {—1,0,+1} where —1
indicates patient death, +1 indicates leaving the hospital; and 0 for all other events.

Fitted-Q Iteration with Gradient Boosting

For this case study, we perform flexible non-parametric regression using gradient-boosted
trees in place of the simple linear models in our earlier simulations [98, 125]. Features include
the full state vector and indicators for each action.

We begin with nominal (non-robust) estimation using standard fitted-Q iteration with
gradient-boosted regression as our approximating function class. Implementing the robust
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estimator for MSM parameter A requires only a few simple modifications of nominal FQI with
off-the-shelf tools. First, we estimate the behavior policy 7° using a gradient-boosted classifier.
Then within the FQI loop, we estimate a conditional quantile model using gradient-boosted
regression with the quantile loss, which is supported natively in the scikit-learn package.
Finally, we use the estimated quantiles to compute the orthogonalized pseudooutcomes, and
fit a model for the Q function with gradient-boosted regression. We compute the value
functions and optimal policies for a time horizon up to T = 11.

MIMIC Results

This case study is not meant to be a medical analysis, but concretely illustrates why caution
is needed for interpreting offline RL applied to healthcare settings. In Figure 6.1a, we plot the
distribution of the initial state value function, Vj(s), with horizon 7' = 11 from non-robust
FQI over the initial states in our dataset. The expected outcome under the nominal optimal
policy is strongly positive for the majority of the population, including the 10% quantile.

By contrast, we plot the value function for the robust optimal value function (with A = 2)
in Figure 6.1b. By construction, the robust value estimates are far more pessimistic. The
average value of the robust optimal policy is still greater than zero, with a fairly substantial
mass around +0.5. However, there is also a large negative tail with a strongly negative 10%
quantile. We have truncated the plot at —1.0, which represents death, and notice that there
are nearly 1000 starting states with value function < —1.0. The more pessimistic outlook
of the robust optimal value function represents the fact that some of the positive outcomes
in the historical data could be due to spurious correlations with unobservables instead of a
causal effect of the observed treatment.

We can also perform robust policy evaluation on the nominal optimal policy. We plot
the corresponding value function over the initial states in Figure 6.1c. First, note that the
expected robust value of the nominal optimal policy is actually negative. In other words,
given only a modestly strong unobserved confounder (A = 2), it’s possible that the nominal
optimal policy does more harm than good. Furthermore, the number of initial states whose
value is < —1.0 has grown from about 1000 to about 1600, which now subsumes the 10%
quantile. So under robust evaluation, not only does the nominal optimal policy have a slightly
negative expected value for this distribution of patients, but it also substantially worsens the
tail risk of death.

Beyond the value function, we also explore at a high level how robustness changes the
actions suggested by the optimal policy. In Figure 6.2, we compare the counts of actions
taken in the historical data with the optimal actions from the nominal and robust policy.
Figure 6.2a shows log counts of the historical actions, which include a large number of patients
with no treatment, many patients being treated with fluid but not vasopressors, and then a
smaller number of patients receiving a variety of vasopressor intensities. The nominal optimal
policy falls roughly the same pattern but made sharper; most patients are given either no
treatment or the lowest level of IV fluid. Of the others, the majority are given a medium or
large volume of both fluid and vasopressors. In contrast, the robust optimal policy makes two
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Figure 6.1: Histograms of initial state value functions over the observed initial states in the
MIMIC-IIT dataset. From left to right, the nominal value; the robust value for A = 2; and
the robust value of the nominal optimal policy for A = 2. Each histogram includes a solid
vertical line for the mean and the 10% quantile.

key changes: there are more patients assigned to no treatment at all, but also more patients
assigned to higher levels of vasopressors.
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Figure 6.2: Log of one plus counts of actions in the MIMIC-III dataset. The left panel plots
the log counts of the actual actions observed, while the middle and right panels plot the log
counts of the nominal and robust policy actions, respectively, given the observed states.

Finally, in Figure 6.3 we plot how the robust optimal actions change as the sensitivity
parameter A is increased. At the far left, we have A = 1, which corresponds to the nominal
policy, where a substantial fraction of patients are assigned to receiving only IV fluid. As A
increases, the number of untreated increases dramatically, while the number treated with
only fluid drops. At the same time, the number treated with both vasopressors and fluids
increases by over ten times from A = 1 to A = 2.5. Note that we end the plot at A = 2.5.
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We find that at higher values — even A = 3 — the robust value is mostly negative, with
a large mass below —1.0. This reflects the fact that off-policy evaluation of the MIMIC-III
data is highly sensitive to unobserved variables.
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Figure 6.3: Counts of actions taken by the robust optimal policy over the states seen in
the observed data as a function of the sensitivity parameter A. We combine the actions
into four coarse groups: no treatment, only IV fluid, only vasopressors, and both fluid and
Vasopressors.

6.7 Conclusion

We developed a robust fitted-Q-iteration algorithm under memoryless unobserved confounders,
leveraging function approximation, conditional quantiles, and orthogonalization. Importantly,
our algorithm can be implemented using only off-the-shelf tools by changing only a few lines
of code of standard FQI, making it easily accessible to practitioners. We derived sample
complexity guarantees, demonstrated the effectiveness of our algorithm and the benefits
of orthogonality in simulation experiments, and then provided a case-study with complex
real-world healthcare data. Finally, we showed how to use our robust bounds to warm-start
online reinforcement learning, demonstrating substantial performance benefits, whereas naive
use of the offline data for warm-starting can actually hurt performance. Interesting directions
for future work include falsifiability-based analyses to draw on competing identification
proposals, extending to other models, model-selection procedures for the conditional quantile
and mean models, and a formal theoretical analysis of warm-starting with our robust bounds.



113

Chapter 7

Conclusion and Looking Forward

In this dissertation, I considered roles for machine learning in macroeconomics. I began with a
case study on a pure prediction problem in Icelandic tax data, and then considered the use of
machine learning in observational causal inference — first, with all relevant variables observed,
and then with potentially unobserved confounders. While this dissertation is largely technical
in nature, much of the work has had direct applications in my applied macro research. To
conclude, I will give an overview of some successful applications, and briefly discuss promising
future work.

Broadly speaking, there are two broad avenues for applications of my work in macroe-
conomics. The first is “direct” causal inference applications in empirical macroeconomics.
One promising example, is to estimate the marginal propensity to consume (MPC) from
income and expenditure data, ala [37, 104]. From Chapter 2, we have some evidence that
non-linearity is relevant for the bottom of the income distribution, and that that non-linearity
is appropriately modelled by gradient boosted tree methods. The next step would be to
estimate a nonparametric scalar estimand for the MPC, such as the average derivative effect.
Methodology for this setting follows directly from Chapter 4, by using the Riesz representer
corresponding to the average derivative. This is a good starting point, but note that for
MPC estimation, one usually pairs an estimate of the average derivative effect with an
instrumental variable (IV) for identification. Using machine learning for nonparametric IV
regression requires more work than the presentation in Chapter 4, and I have results in
this direction forthcoming. Another “direct” causal inference problem with a very similar
structure is monetary policy impulse response estimation using “local projections” [148]. In
this application, the equivalence results for linear regression in Chapter 4 are particularly
relevant, because with them we can rewrite local projections as a weighting estimator. In
doing so, we can more clearly connect common macro time series estimators with explicit
potential outcomes and selection mechanisms, in the spirit of the project laid out in [241].
Likewise, our CVAR-based sensitivity analysis from Chapter 6 can be applied to these impulse
responses.

The second broad way to apply the work in this dissertation is to the development of
economic theory. An individual use of observational causal inference as outlined in this
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dissertation can only go so far in the study of macro policy. Very often we do not have data
for the specific intervention we are interested in, but instead have to synthesize evidence
from many related interventions. We do this by building a structural/theoretical model of
the underlying mechanisms. Perhaps surprisingly, the methodology in this dissertation is
quite useful at helping to build these theoretical models. Chapter 2 for example describes a
prediction methodology that estimates conditional expectations to construct income shocks.
Summary statistics of these conditional expectations and shocks can be used to discipline
income processes that are fed into theoretical models. Similarly, via the Riesz representer,
other moments used in the calibration of structural models can be estimated using machine
learning together with the techniques in Chapter 3 and 4. In forthcoming work, I apply
this to the classic “age-time-cohort” problem for income data. In future work, I would like
to study how the choice and construction of these data moments might enable predictive
guarantees for new interventions and new settings. This is the ultimate goal: to be able to
use the interventions we have observed to design new policies, and there is no way to do this
without understanding the underlying mechanisms.
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Appendix A

Additional Materials: Duality for
Balancing

A.1 Proof of Theorem 3.4.1

We derive a dual formulation of the optimization problem:

inf Dy(R||P)
REM(P)
Eg[l]=1

such that IPM£(Q, R) < 6,

where 0 > din. As a reminder, Do R||P) == Ep[(dR/dP)? — 1] is the x? divergence and
IPM£(Q, R) = sup;cz{Eq[f] —Er[f]}. Note that this problem takes the form of a projection
in Dy of P onto an IPM ball around Q.

By the definition of d,,;,, the constraint set is non-empty and convex. Dj is strictly convex
in R and 0 < Dy(R||P) < oo so there is a unique solution.

When P already satisfies the IPM constraint, then R = P has objective 0 and we’re
done (i.e. we don’t need to do a projection, P is already on or in the ball). Otherwise, by
standard use of the Lagrangian, we claim (details in Section A.1 below) that for some p > 0
corresponding to 9, this problem is equivalent to:

’Eei?nﬁf(? {(1/1) D2(R||P) + sup{Eqlf] - Er[f]}}-

Exchanging hard subproblem for an easy subproblem

The inner supremum is hard to solve for arbitrary . However, we can make a series of
transformations to get an easier subproblem with a closed-form solution:
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ptl ) {1/ Da(BIIP) + sup{Eqlf] — Er[f1})

Eg[l]=1

= %{?ﬂﬁf@ Sup {(UN)DQ(RIIP) +Eolf] - ER[f]}

— %?I;]f(_,)) {1/ Da(RIVP) + Eqlf) ~ Ealf]}

— sup {Eql/] +
feF

oy {(/D(RIP) - Erl/]} |
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The only non-trivial step is the interchange of the inf and the sup. This follows by Sion’s
Minimax Theorem [282]. We assumed that X was a separable Banach space so we have the
necessary topological properties. The objective on the second line is continuous and strictly
convex in R and is linear in f. The set F is convex and closed and R is in a linear subspace.
Furthermore, we know there is a unique solution R*, and so we can always find the necessary

compact subset of the linear subspace for R to apply the theorem [e.g. ala 119].

Solving the easy subproblem with the variational representation

Next, we apply the variational representation of ¢-divergences to get a dual formulation of
the inner sub-problem over R. Define: ¢(z) = (1/u)(z*> — 1) which has convex conjugate

o*(y) = (1/4)y* + (1/p). The Lagrangian for the infimum for a fixed f is:
Li(R,A) = Dy(R[[P) = Eg[f = A] = A
We get the first-order condition:

dr" _p .
ap ~ o =N

¢ (dR*JdP) = f — \* =
where A* solves the supremum sup,>, g(A) over the dual function:

g(A) = A+ inf {Dy(R[|P) - Eg[f — A}

ReM(P)

= —-A— sup {Eg[f— A —Dy(R||P)}
ReM(P)

=—A—Dj(f = \),

where D7 is the convex conjugate of the ¢-divergence as a function of R for a fixed P. We

can then use the standard result [Proposition 4.2 40], D}(f) = Ep[¢*(f)].



APPENDIX A. ADDITIONAL MATERIALS: DUALITY FOR BALANCING 140

Using this form of the dual function, we can write our subproblem over R as:

e

Plugging in ¢*, we can solve for \* by straightforward calculus:

NzEﬂﬂ—%

Now using the first-order conditions, we can find the optimal R*:

dR*  p
P §(f—EP[f]) +1

and after some algebra, a closed form of the subproblem:

m%@«mmmmwwﬂamz—mm—wam.

Writing the original problem as a single optimization problem over

f

Finally, we substitute this form of the sub-problem into our original optimization problem:

plh ) {01/ Da(RIIP) + sup{Eolf] — Er[f1}}

Eg[1]=1
=sup {Eol/] + inf (/) Da(FIP) ~ Exl7]}}
Eg[1]=1
= sup {Eqlf] - Eplf] - Evarpf)}
fer
and therefore by duality:
dR*

_/’[/ *_ *
P §(f Ep[f]) +1

where f* achieves this supremum.

Recovering 0 in terms of p

Most of the proof of the theorem is complete. We just need to rewrite  in terms of the original

tuning parameter 6. Remember from the projection perspective, that u > 0 corresponds to
P outside of the IPM ball. As a result:

o= igg{EQ[f] — Eg-[f]}
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We just proved that R* achieves the infimum of the objective which equals the supremum

of the dual:
IPM(Q, R) + (1/u) Do(R"||P)
= Eqlf'] — Eplf"] - L Vare[f]
= (Ealf") — Enlf) + (En[f] - Eply*] - Evarplf])

But then, using the variational representation of the ¢-divergence and the definition of
the IPM we have:

IPMr(Q. RY) + (1/1) Da(B'||P)
= sup {Eol/] ~ B [f]} + sup {Ba-[f] ~ Eplf] = [Varrlf]}

fer
- <EQ[f*] —Ep. [f*}) + (ER* [f*]=Eplf] - %Varp[f*})

which implies

6 = sup {Eqf] ~Er-[f]} = Eolf*] ~ Ene[f"

fer

Finally, substituting the form of R* in terms of f* we get

5 = Eqlf"] — Eplf*] - S Varp[f'

Eqlf*] —Ep[f*] - 5)
Val"p[f*] ’

which concludes the proof.

Transformation from  to p via Lagrangian

Here we provide the details for our earlier claim that we can rewrite the problem over § as a
problem over p. The dual function corresponding to the original § problem is:

g(pn) = Relﬁf(p)ﬁ(R’ 1)
Er[1]=1

= I;E%f@{DZ(RHP) + M(?‘elg{EQ [f] = Er[f]} = 9)}

where L is the Lagrangian. Notice that the original optimization problem has a strictly
convex objective. Furthermore, since the function class F is convex and closed, 0 > d,in, and
the individual constraints for f € F are all linear, the feasible set is convex with a non-empty
interior. Then by standard convex duality there exists R* and p* > 0 such that R* solves the
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original optimization problem, u* achieves sup g(p), and R* achieves the infimum inside
g(u").

By complementary slackness, ©* = 0 only when the worst-bias constraint doesn’t bind
which only occurs when R = P already satisfies the IPM constraint. Then R = P has
minimum variance and we’re done. So we only need to consider the case where pu* > 0.

At p = p*, the solution to:

Rei/{l/lf(P) {Ds(R||P) + p ?clelg{EQ[f] —Er[f]}}

Eg[1]=1

has the same solution as the original problem. Furthermore, since y* > 0, we can apply one
more transformation without affecting the infimum to get:

ptl ) {1/ Da(BIP) + sup{Eqlf] — Erlf1})

Eg[1]=1
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A.2 General Statement and Proof for Remark 3.1

Theorem (Birrell et al). Let ¢ be a convex function such that ¢p(1) = 0 with convex conjugate
¢* such that {¢* < oo} =R. Let ¢, denote the weighted function ¢,(x) = (1/p)¢(x) and ¢},
its convex conjugate. Then under Assumption 2, for o > 0, Iu > 0 such that the optimization
problem,

inf Dy(R||P
W1 Dy(R|P)
Er[l]=1

such that IPMz(Q, R) < 4,
has a solution,

R* = P when p =0,
ar
dpP

where f* and \* achieve the supremum,

= (¢;,)'(f* = A\") otherwise,

E — inf{A+Ep[¢7(f — A :
sup { Bolf] - jt (3 + B - )
The proof begins with an argument identical to 1.5 above which gives the equivalent
optimization problem:
inf D, (R||P)+IPM JR) ¢
Lt D6, (RIIP) + IPMA(@Q, 1)}
Eg[l]=1
From here, conceptually, the proof is similar to above, except we cannot apply our proof
directly because general ¢ loses some of the nice properties of the quadratic. Instead, using
the theory of infimal convolutions, [36] prove that for Polish X and any ¢-divergence such

that {¢* < o0} =R:

inf {Dg(R||P)+IPM R
pnf L {Da(RIP) + IPMF(Q. B)}
Er[l]=1

= sup {Bols] - juf (A+ Bl (f - ]} }
feFr AER
and so in particular, it holds for ¢, above.

This result follows from Theorems 2.15 and 3.3 in [36] with one minor modification: we
do not require that lim, , . ¢*(y) < oo which results in R* no longer being a probability
measure because we lose statement (174) in their proof of Theorem C.6. This is in the spirit of
the arguments in [40]. In fact, since the original problem is a projection of P in ¢-divergence
onto an IPM, we can interpret this as a version of [40] Theorem 5.1 which applies for the case
of finitely-many linear inequality constraints, generalized to the case of a linear inequality
constraint for each f in a convex and closed set F.
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A.3 Extension with non-negative weights

We can use the general Theorem to immediately get results for the case where we require
non-negative weights. This is identical to taking ¢(z) = 2% — 1, but restricting the domain to
[0,00). Then we have

‘) = P2 1
oY) =y 1(y20)+u

and applying the theorem, we get the dual formulation:

dR*
dP

= S = AL =)
such that:
B[S0 =0 2 0] =1
and f* and \* solve:
. o 1
?ZE{EQV = inf {2+ §ER [(F = A1(F 2 V)] | + ;} |

The minimax weights are extremely simliar to the minimax weights from Theorem 3.1. In
Theorem 3.1 we found a function f*, such that we de-meaned it, rescaled it, and then shifted
the result to get weights with expectation equal to 1. In the case where the weights are
non-negative, we can no longer just de-mean and add 1. Instead, we have to optimize over
all shifts A which give expectation 1 after truncating at 0.
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A.4 Connection to surrogate loss for density ratio
estimation

A closely related literature implements regularized estimators of the density ratio via a
surrogate loss as first proposed in [219]. Similar connections have been made for balancing
weights; see the relation to propensity score estimation in [323, 29]. Here, we compare our
dual formulation based on variational representations to density ratio estimation with a
surrogate loss.

Consider the variational representation (3.11). Specializing to ¢(x) = p(z? — 1) for u > 0,
we can write the weighted y? divergence between @ and P as:

1 K
;DQ(QHP) = S&chp {E@[f] —Ep[f] - ZvarP[f]}a

where the supremum is over all real-valued measurable functions. If overlap holds then the
supremum is achieved by 2u(dQ/dP), otherwise Dy(Q||P) = co. The variational representa-
tion is identical to (3.12), except that the problem in (3.12) is restricted to functions in F.
We immediately have the following corollary:

Corollary A.4.1. Under the conditions in Theorem 3.4.1,

9 dQ . 2dQ AR dQ
wap ST = = ap ™ T ap

If the density ratio exists and a scaled version belongs to the outcome function class, then
it is minimax optimal to reweight so that there is zero bias. If F is sufficiently flexible, then
this will always hold as p — oo, as in the example from Section 3.5.

There is a clear similarity to density ratio estimation using ¢-divergences as in [219]. The
form of their final estimator looks the same as ours: maximizing a variational representation
over a function class. However, our motivations and assumptions are entirely different.
[219] assumes that the density ratio exists and that it belongs to F. We do not make any
assumption about the density ratio. It could have some arbitrary functional form. We show
that the shape of the optimal weights is determined by the shape of fj, not by the shape of
dQ/dP.

If the density ratio exists, and our dual problem is solved over all measurable functions,
the only unique solution will be d@)/dP. In that sense, once we restrict to optimization over
F, it might be helpful to think of the balancing weights as a projection of the density ratio
onto our outcome function class. However, in general, we do not need a functional form for
the density ratio to specified. In fact, we do not need even require that the density ratio
exists.
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A.5 RKHS optimization problem

The optimization problem that implements our dual formulation using an RKHS for the
[HDP dataset is:

sup {Eqlf) — Eplf] — L Varplf]}

ferf

= s {fTe - T - TR - (e )
f=Ka
acR":aT Ka<B

where:

e ¢, € R" is a vector equal to 1/ng for those indices corresponding to control group data
points and 0 otherwise

e ¢, € R is a vector equal to 1/ny for those indices corresponding to treatment group
data points and 0 otherwise

o [, € R"" is the matrix with e, on the diagonal.

We solve this problem using the scipy Python package.
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Appendix B

Additional Materials: Augmented
Balancing

B.1 Additional background and examples

Examples of general linear functionals via the Riesz representer

Example 1 (Counterfactual mean). Let Z = {0,1} and »(m) = E[m(X,1)]. Under SUTVA
and conditional ignorability, this estimand is equal to E[Y (1)]. The Riesz representer is the

IPW, o(X, Z) = Z/e(X).

Example 2 (Average derivative). Let Z € R and ¥(m) = E [Zm(X,Z)]. Under an
appropriate generalization of SUTVA and conditional ignorability, this estimand corresponds
to the average derivative effect of a continuous treatment. Under reqularity conditions the

d
. @P(Z‘X

Riesz representer is given by a(X, Z) = p(Z‘X)) where p(z|z) is the conditional density of

Z qen X.

Example 3 (Distribution shift). Consider an ezample without Z, following the machine

learning literature on covariate shift. Let p denote the source distribution of the observed data,

and let p* over X denote the target distribution. The estimand is then ¢ (m) = [, m(x)dp*(z).

In a causal inference setting, this can recover the Average Treatment Effect on the Treated

(ATT) under SUTVA and conditional ignorability; i.e., let p be the distribution of covariates

and outcomes for units assigned to control and p* be the distribution of the cogam’ates for
_ dp”

units assigned to treatment. The Riesz representer is the density ratio, a(X) = -(X).

Example 4 (Exact balancing weights). The most common balancing weights estimation
problem finds the minimum weights that exactly balance each element of ®. In the constrained
form, exact balancing solves
. 2
B.1
min Jwll; (B.1)

such that %wqﬁpj = ggqj for all j
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Examples of balancing weights

Example 5 (¢, balancing). The ¢y balancing weights problem is usually expressed via its
penalized form:

min {||2wa, — &3 + olwl3]. (B.2)

The automatic form is a ridge-penalized regression for the Riesz representer.

Example 6 (/,, balancing). The constrained form of the {, balancing weights problem is

min HwH% (B.3)

weR™

such that |2w®, — ®yll < 6

The automatic form is a lasso-penalized regression for the Riesz representer, sometimes known
as the Minimum Distance Lasso [55].

Example 7 (Kernel balancing). As a brief preview of the balancing problem in the infinite-
dimensional setting, we provide an erample where F = H is a reproducing kernel Hilbert
space on X x Z with norm || - ||z and kernel K : (X x Z) x (X x Z) — R. Then for any
x; € X,z € Z, the representer ¢(x;, z;) = K(xi,2;,+,+) € H. Using infinite-dimensional
matriz notation, we denote ®, € H" and ®, € H as above. The penalized balancing weights

problem for F =H is:

min {||2w®, — B3, + ollwl3}. (B.4)

weR™

See Appendiz B.2 for details and references.

Causal inference

We now return to Example 1 above. Here the goal is estimating the unobserved potential
outcomes in an observational study. Let Y be the potential outcome under control [with
appropriate restrictions, such as SUTVA; 259], let p be the population of individuals in the
control condition, and let ¢ be the population of individuals in the treatment condition. Then
Y is observed for population p but not for population ¢, and the missing mean, E,[Y], is
the average potential outcome under control for the individuals who in fact were treated.
Letting Y be the potential outcome under treatment, p the population of individuals in the
treatment condition, and ¢ the population of individuals in the control condition, E,[Y] is the
average potential outcome under treatment for the individuals who in fact received control.

For both examples, the crucial assumption for identification is conditional ignorability: the
conditional distribution of Y given X is the same in the source and target populations. This
is also known as “conditional exchangeability,” “selection on observables,” or “no unmeasured
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confounding.” For our purposes, we will require the mean, but not distributional, version of
this assumption: E,[Y|X] =E,[Y]X].

Since we assume the conditional expectations are the same in the two populations, we
occasionally denote the common conditional mean functional without subscripts, E[Y|.X].
Under this assumption, we can identify E,[Y] with the regression functional, also known as
the adjustment formula or g-formula:

By [Ep[Y | X]] = Eq [B[Y|X]] = E,[Y]. (B.5)

A complementary approach instead relies on the density ratio between the marginal
covariate distributions in the source and target populations, Z—Z(X ), also known as the Radon-
Nikodym derivative, importance sampling weights, or inverse propensity score weights (IPW).
! This is also a special case of a Riesz representer [55]. Under an additional population overlap
assumption that ¢(x) is absolutely continuous with respect to p(z), we can identify E,[Y] via
the weighting functional, also known as the IPW functional:

EJ%@Mﬂzﬁggmmww@ﬂM&Mthﬁi (B.6)

Finally, we can combine the regression and weighting functionals to create a third
identifying functional, known as the doubly robust functional [248]:

ENMHMHEJ%MHY—&WMQ. (B.7)

This functional has the attractive property of being equal to E,[Y] even if either one of Z—Z(X )
or E,[Y|X] is replaced with an arbitrary function of X, hence the term “doubly robust.”?
See [60, 167] for recent overviews of the active literature in causal inference and machine
learning focused on estimating versions of Equation (4.3).

The augmented estimators that we analyze in this paper are based on estimating this
doubly robust functional. These estimators augment an estimator of the regression functional
based on an outcome regression (or base learner) with appropriately weighted residuals.
Alternatively, they augment an estimator of the weighting functional with an outcome

regression-based estimator of the regression functional (subtracting off the implied estimator
d
of d—Z(X)]Ep[Y\X]).

1 Using Bayes Rule, we can equivalently express %(X ) via the propensity score P(1,|X), where 1, is the
indicator that an observation from the size-proportional mixture distribution of p and ¢ is from population p:
ﬂ(X) _ 1-PA,[X) P(1p)
dp P(1p|X) 1-P(1p)

2This functional is equal to E,[Y] if E,[Y|X] is replaced with an arbitrary well-behaved functional of
Xp, because the first and last terms cancel and we are left with the weighting functional EP[%(X Y] It

is also equal to E,[Y] if g—g(X ) is replaced with an arbitrary well-behaved functional of X, because the

E,[M(X)(Y — E,[Y|X])] is equal to 0 for any h and therefore we are left with the regression functional
Eq [Ep[Y]X]].



APPENDIX B. ADDITIONAL MATERIALS: AUGMENTED BALANCING 150

Recall that under linearity the imbalance over all f € F has a simple closed form. For
any f(x,2) =0T¢(x,2) € F, E[h(X, Z, f)] = 0"E[h(X, Z, $)], where h(X, Z, ¢) is short-hand
for the vector with jth entry h(X, Z, ¢;). We can then write the imbalance in terms of a
transformed feature space h(X, Z¢), giving a closed form that we can readily calculate by
applying the linear functional v from (4.1) to the features ¢ :

tbalance(w) i= sup {E[w(x, (X, Z)] — E[h(X, Z, f)]}

= up {0TEw(X, 2)0(X, 2)] - 0TEIN(X, Z,0)] |

— |[ELw(X, 2)6(X, 2)] — E[h(X, Z, ).

Consider the counterfactual mean estimand (m) = E[m(X,0)|Z = 1]. We have
Imbalancer(w) = ||E[w(X, Z2)¢(X, Z)] — E[¢(X,0)|Z = 1]||..

For simplicity let ¢(z,z) = x. Now we get Imbalancer(w) = |Elw(X, 2)X] — E[X|Z = 1]|
and therefore, the balancing optimization problem finds weights w that reweight the total
mean E[X] to approximate the conditional mean E[X|Z = 1].

Equivalences of outcome regression and balancing weighting
methods

For the special case of ¢, kernel balancing, the balancing weights problem is numerically
equivalent to directly estimating the conditional expectation E[Y,|®,] via kernel ridge re-
gression and applying the estimated coefficients to ®,. We begin with the special case of
unregularized linear regression and then present the more general setting. We initially present
the results assuming d < n and that ®, has rank d, turning to the high-dimensional case
with d > n in Appendix B.2.

Linear regression. Ordinary least squares regression is equivalent to a weighting estimator
that exactly balances the feature means. See [102] for discussion in the survey sampling
literature; see [245], [1], [173], and [51] for relevant discussions in the causal inference literature.

In particular, let Weyacet be the solution to the the exact balancing weights problem in
Example 4 in the main text. Let Sy = (@Ij@p)*l@;}@ be the OLS coefficients from the
regression of Y, on ®,. We then have the following numerical equivalence:

IAE[(I)C]BOIS] E[wexact < er] (BS)
B, (2]0,) 0]y, = B,(0]9,)9]Y,
B:s _U;crxact

where the weights have the closed form %uﬁexact = qu((b; <I>p)_1<1>;)r .
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Ridge regression. This equivalence immediately extends to ridge regression [284, 130,
152].% Let ng be the minimizer of the ¢y balancing weights problem in Example 5 in the
main text, with hyperparameter §. Let

Fhaee = argmin{ |, — @,8]3 + o115/ } (B.9)
BER

be the ridge regression coefficients from least squares regression of ¥, on ®,. We then have
the following numerical equivalence:

IAE[(Dfoidge] = E[wgg © YI-U] (BlO)
o, @;q)p + 51)*1@}?}/,j = O (P, P, + (51)*1@;13,,
Bf?‘:ge %:;gz

where the weights have the closed form 1w§, = ®,(®) P, 4+ 61)7*® . Thus, the estimate
from ridge regression is identical to the estimate using the ¢, balancing weights. We leverage
this equivalence in Section 4.3 below.

Kernel ridge regression. In general, the same equivalence holds in the non-parametric
setting where ¢ is the feature map induced by an RKHS. In particular, let F = {f € H :
| fllzx < 7}, where H is a reproducing kernel Hilbert space (RKHS) on X x Z with kernel
IC, || - || denotes the norm of the RKHS, and » > 0. Then the equivalence above holds for
¢(x,2) = K(z,z,-,-). Although ¢ is typically infinite-dimensional, the Riesz Representer
Theorem shows that the least squares regression and, equivalently, the balancing optimization
problem have closed-form solutions. The least squares regression approach is kernel ridge
regression and the weighting estimator is kernel balancing weights [see 126, 171]. [130]
leverage this equivalence to analyze the asymptotic bias of kernel balancing weights. For
further discussion of this equivalence see [116, 152].

Finally, we briefly mention some additional papers that discuss relevant equivalences. In
the context of panel data, [271] establish connections between different forms of regression,
which is especially relevant for our discussion of high-dimensional features in Appendix B.2.
In addition, [191] provide an interesting alternative perspective by demonstrating that a large
class of outcome regression estimators can be viewed as implicitly estimating the density
ratio of the covariate distributions in the two treatment groups. Our results generalize and
unify many of these existing numeric equivalences.

3See [123] for an interesting connection of this equivalence to experimental design. See [28] and [271] for
related applications in the panel data setting.
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B.2 Details for when d > n

In this section, we extend our results to the high-dimensional setting. In all that follows we
will assume that d > n and we will assume CI>; has rank n.* For d = oo, we replace R? with
any infinite-dimensional Hilbert space H and we require the norm defining F to be the norm
of the Hilbert space. In this case, it should be understood that ®, € H".

Balancing weights when d > n

In the main text, recall that there are three equivalent versions of the balancing weights
problem: the penalized, constrained, and automatic form with hyperparameters 1, ds, 03 > 0
respectively. When <I>;<I>p is no longer invertible, a unique solution may fail to exist for certain
values of these hyperparameters. We provide the relevant technical caveats here.

We begin by mentioning that for §; > 0, the penalized form of the balancing weights
optimization problem is strictly convex, and therefore a unique solution exists, regardless of
whether d > n. However, when §; = 0, there could potentially be infinite many solutions. In
this setting, we choose the one with the minimum norm:

. 2
min [[wllz (B.11)

such that ||w®, — ®,||> = min [Jv®, — &2
v

If we define dpi, = min, |[v®, — ®,||2, we see that the minimum norm solution in
Equation (B.11) corresponds to a solution to the constrained form of balancing weights with
09 = Omin. Importantly, no solution exists for dy < din, and we must make the additional
restriction that ds > dui. In particular, no solution exists for d, = 0 and we cannot achieve
exact balance; that is, for all w, w®, # ,.

As in the penalized form, the automatic form is strictly convex and a unique solution
exists for 63 > 0. When d3 = 0 we choose the minimum norm solution: by duality this will
be equivalent to the minimum norm solution to the penalized problem [see 45].

Note that for d = oo, each “row” of ®, is a vector in a Hilbert space H. To solve the
balancing weights problem computationally, we need a closed-form solution to the Hilbert
space norm || - ||. For example, this is a tractable computation when H is an RKHS.

[278] gives the automatic form of this problem. See also [312], [126], and [152].

Equivalences from Appendix B.1 when d > n

We now extend the equivalences from Appendix B.1 to the high-dimensional case. Let 6 > 0
be the hyperparameter for the penalized form of balancing weights — as we note above, this

4 Alternatively, we could follow [21] and assume that, almost surely, the projection of ®, on the space
orthogonal to any eigenvector of E[fl)p(b; | spans a space of dimension n. But as our results are numerical this
has no real advantage.
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is important to state explicitly, since the constrained form will not have a solution for all
values of its hyperparameter. For hyperparameter § > 0, the solutions to ¢, balancing weights
and ridge regression are identical as in Equation (B.9) with no alterations; ridge regression
works by default when d > n. On the other hand, when § = 0, there exist infinitely many
solutions to the normal equations that define the solution to the OLS optimization problem.
Since ((D;(I)p) is not invertible, Equation (B.9) does not apply directly. Instead, we introduce
the minimum norm solution to OLS:

. 2
ggg\lﬁlb

such that ||®,0 — Y,,H% = H%}lln |®,5" — YZDH%

See [21] for an extensive discussion of this optimization problem and its statistical properties
as an OLS estimator. For d > n, the minimum norm solution is:

Bats = () 2,) '@, Y, = @) (B, 2)) 'Y,

where A" denotes the pseudoinverse of a matrix A. Note that the definition holds in
general.’ In the low-dimensional setting in the main text, (®) ®,) is invertible, and so
(®, @)t = (@, ®,)~". The second equality holds only when d > n.

A version of Equation (B.8) holds between the minimum norm ¢, balancing weights and
minimum norm OLS estimators. Because the minimum norm ¢, balancing weights do not
achieve exact balance, we change the notation from @exac; to wy,. In this setting, || - [l = |- [|2
and the minimum-norm balancing weights problem in Equation (B.11) is also a minimum
norm linear regression, but of ®, € R on ¢ € R™™:

w@z = q);(q);q)p)w)q = (q)pq);rlq)p(i)q-

Therefore, Equation (B.8) holds by replacing the inverse with the pseudo-inverse:

E[®f0s] = Efiy, oY)

E[@, (B, ®,)1®)Y,] = E[By(P, D) ®) oY,
Bots Wy,

E[@, ;) (2,2))"'Y,] = E[3,®,(2,9,) " oY,
Bore ),

Propositions 4.3.1 and 4.3.2 when d > n

The results in Propositions 4.3.1 and 4.3.2 apply to the setting where d > n without any
further alteration using the pseudo-inverse.

°For example, when ®,, € H" for an infinite-dimensional Hilbert space H, (@;CIDP)T is guaranteed to exist,
since it is bounded and has closed range.
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Proof of Proposition 4.3.1.
Y;:Tq)peé = Y;aT(Dp(I)L(I)pels = Y?@p(@;@pﬂ@;q)pw = BoisPq,

where the first two equalities follow from the pseudoinverse identities A = AATA and
AT = (ATA)TAT for any matrix A. O

Likewise Proposition 4.3.2 holds exactly for 5’013 defined with the pseudoinverse.

The RKHS Setting

The results for d = oo can be computed efficiently for reproducing kernel Hilbert spaces. For
notational simplicity, we will consider the distribution shift setting from Example 3. Let H
be a possibly-infinite-dimensional RKHS on X with kernel K and induced feature map via
the representer theorem, ¢ : X — H with ¢(z) = K(z,-). Let || - ||z denote the norm of H.
Let K, be the matrix with entries K(z;, z;), where z;, z; € X are the ith and jth entries of
Xp. Then (I>},<I>];,r = K, is invertible.

We will write out the versions of the main results for F = H to demonstrate how to
compute the corresponding results for RKHSs even though d = co. Denote the solution to
the regularized least squares problem in H with A > 0:

7o :
f0 = argmin ey || f(X,) = Yoll5 + M I,
This is equivalent to the following problem by the representer theorem:

B?-[ = argmingeg. | K8 — Y, |3 + ABK 3
= (K, + \)7'Y,.

Let K,, € R™ be the row vector with entries K(z, x;) where z is an arbitrary element of X
and z; is the ith entry of X,,. Then for any element z € X, fi(z) = KWBA%. In particular, let
define K, as the matrix with (¢, j)th entry IC(x,;, z,;) where z,; is the ith sample from the
target population and x,; is the jth entry of X,. Furthermore, define K, == I@[prq] e R™.
Then, for any solution @3, to the penalized form of balancing weights with function class F
and hyperparameter 6 > 0:

W, = (K, + ) 'K, (B.12)
The proof follows from the closed-form of Imbalancey (w), known as the Maximum Mean
Discrepancy (MMD) [116]; see, e.g., [130, 152, 45].

With these preliminaries, we immediately have the following equivalence from [130], which
generalizes Appendix B.1 to the RKHS case:

E[K,,0] = Elig oY) (B.13)
E[K,, (K, +01)Y,] = E[K,,(K,+ )" oY)
—— N — _

5 5
B'H Wy
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Likewise, we have the following form for Proposition 4.3.1. Define K, wp = ﬁ;;s_[TKp. Then, for
any 0 > 0:
E[wg{ oY,| = E[Kq,pﬁg-t]-
The resulting expression for Proposition 4.3.2 is:
Bl 0 Vy] + B | (Kyp = K3,) By] = BlKpBung),
where the jth element of Baug is:

A . 8\ A 5 A
Bangj = (1= a3) By + a3By,

>l =

<.

where Aj = Kq,p,j — Kp,j and 3;; = [A{g,pd - Kp,j with KPJ = E[Kp]

Identical versions for the RKHS setting apply to Section 4.4. These follow directly from the
expressions above so we will omit repeating them explicitly. Importantly, equivalent versions
for /., balancing in Section 4.5 do not follow immediately because an infinite dimensional
vector space equipped with the /; norm does not form a Hilbert space. We conjecture that
such extensions could be constructed using the Reproducing Kernel Banach Space literature

[190].

B.3 Simulation Study Details

Setup

We consider 36 different data generating processes (DGPs) for our simulation study. For each
of them, we compare an oracle baseline with three feasible hyperparameter tuning schemes.

For the remainder of this section, we we say “numerically optimize”, we mean using the
scipy.optimize.minimize solver with tolerance le-12. In particular, we pre-compute the SVD
of the covariance matrix before solving, so that we can compute the pseudoinverse for all
involved expressions in closed form without performing traditional matrix inversion during
optimization.

For the oracle hyperparameters, we compute A\* by numerically optimizing the in-
distribution mean squared error for ridge regression from Section 4.6. We then fix A = \*
and then numerically optimize the expression in Proposition 4.6.1 to get the MSE-optimal *

The three feasible hyperparameter tuning schemes we consider, by contrast, use a particular
draw of Y. In all cases, we choose A by cross-validating a ridge outcome model. Then we
considering choosing d by: (1) cross-validating balance, (2) cross-validating the Riesz loss, and
(3) setting § equal to the cross-validated ridge A. In all cases, cross-validation is performed
5-fold via numerical optimization as described above instead of using a grid.
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Note that the oracle hyperparameters are only optimal in a setting where we have to
pick a single A and d for each draw of Y),. Cross-validation picks a new A for each Y, and so
can theoretically outperform the oracle. This happens very rarely, but a non-zero amount
of the time. Overall, the results in Table 4.1 suggest that this is still a very good baseline.
Finally, note that we could have picked A by cross validation for the oracle, and then solved
for the optimal 6* separately for each Y, fixing the CV value of \. However, we cannot
guarantee that the resulting ¢ will have any optimality properties, since the mean squared
error expression is derived by averaging over Y, draws for fixed values of A and 4. But this
could be an interesting follow up experiment.

In all cases, we take 1000 draws of Y, and then compute the squared error and take their
average as a monte carlo estimate of the mean squared error.

Synthetic DGPs

To compute the oracle A* and 0* from Section 4.6, we need: the true coefficients, 3y, the
population covariance matrix, IE[CD;FCIDP], a sample covariance matrix f], the conditional
variance o2, and the target covariance mean, E[®,]. So for each DGP, we need to specify
these five objects.

We consider synthetic DGPs with three basic setups. They all use n = 2000 and d = 50.
For each of the three setups, we draw a random [y, that is the absolute value of a d-dimensional
standard normal, that is then normalized to have 2-norm equal to 1. The three setups each
generate a popuation covariance matrix in roughly the same way. In each case, we choose a
maximum and minimum eigenvalue, Ny, and M. respectively. We then generate an equally
space grid between nrln/lfl and nrln/lfl for some curvature constant c. We choose the eigenvalues of
the covariance matrix to be the numbers in this grid raised to the cth power. We then draw
a random eigenvector matrix from the special orthogonal group, U, and form the covariance
matrix from the eigenvectors and eigenvalues in the standard way. Next, we draw an ®, with
n = 2000 samples from a mean-zero normal distribution with this covariance matrix, and
compute ¥ = &T®, /n.

The three basic setups differ in teh choice of Nyin, Mmax, and c. For setting 1 we choose
Nin = 1€ — 4, Nmax = 3 and ¢ = 5000. For setting 2 we choose 7y, = le — 8, Npax = 3, and
¢ = 5000. For setting 3, we choose Nyin = 1le — 10, Npax = 5, ¢ = 10.

Then for each of these basic setups, we create 10 DGPs, by consider all combinations of a
list of E[®,] and o%. We use o? € {0.1,2}. For E[®,] we use: the vector of all 0.1, the vector
of all 2, and then 3 vectors chosen randomly uniformly between —1 and 1 which are then
scaled to have norm 1. Thus the total of 2 x 5 = 10 DGPs for each setup.

Semi-Synthetic DGPs

We then also use semi-synthetic DGPs based on Lalonde Long and ITHDP Long. For each
of these datasets, we recenter ®, and Y, to have mean-zero. Then we choose (3, to be the
coefficients from cross-validated ridge regression of Y, on ®,. We let o2 be the variance of
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the residuals from this regression, and we choose the population covariance matrix to be
CIDZCDP /n. Next, we redraw a new matrix of samples from a mean-zero normal distribution

with this covariance matrix, and compute the sample covariance S from these new samples.
For targets, we use the actual E[®,], but also include two perturbed versions where all even
elements of E[®,] are either increased or decreased by a proportion of the norm of E[®,]. For
[HDP, the perturbation is 1/10 times the norm, for Lalonde, the perturbation is 1/100 times
the norm.

So since for each semi-synthetic setting we have three values of E[®,] and one value of o2,
that corresponds to 6 DGPs each, for a total of 36 together with the synthetic DGPs.
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B.4 Additional Proofs

Closed forms for €5 and exact balancing weights. We derive the closed form for ¢, balancing
weights with parameter 0 (with exact balance following as a special case). The optimization
problem:

m]iRn [w' @, — O[3 + 6l|w|; = w'®,®) w — 2w @D, + dw'w
weR™

has first order condition: B
20,0, + 61, )w — 28,0, =0,

which gives the solution:

w* = (9,®) +61,)'®,P,
=0, (D) D, + 01,)' D,

Proof of Proposition 4.4.1. We apply Proposition 4.3.2. We have ag = (i)g,j/(i)g,j' Then:
0 =) B, = Dy (D) B, + 1) D) D,

Since we have assumed that (D;Q)p is diagonal, with jth diagonal entry, 0']2-, we have:

. o2 _
P = —=2—\d, ..
q,) (0']24—5) q,]

Plugging this back into ag- completes the proof. O
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Proof of Proposition 4.4.3. Applying Proposition Proposition 4.4.1:
N o? N ) A
_ j A
6Z2,j - (0_]2 + 5) BOIS»j + (0_]2 n 5) ridge,j

s 3 0 o’ 5
“\o? 40 ols,j + o3 +35) \aF+x)

_ oF(0F +A+0) .
NGEDIGES

Then taking:
o307 + A+ 0) o2

_ j

((7]2- + 5)(0? + ) 0]2- +

and solving for v, gives:
oA

L
which completes the proof. n
Proof of Proposition 4.5.1. We begin with the constrained form of the balancing problem:
. 2
min [Jw]

such that ||w(I>p — (I)q”oo <.
Note that we can rewrite the norm constraint as two vector-valued linear constraints:

wd, < (iq +9
—wd, < —d, + 4,

which results in the Lagrangian,
L(w, p,v) = ||w||2 + p'" (wCI)p — P, — 5) — (u@p —d, + 5) .
The first-order conditions for the optimal w*, u*, v* are:
1
W' = = (B” — @)
5 (w @y — By — 8) =0,V)

vy (w*CIDM - (T)qd + 5) =0,Vj
Wi, vy >0,V

plus the linear constraints on w*®,. Note that the linear constraints plus the complimentary
slackness conditions imply that one of three mutually-exclusive cases holds for each covariate.
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Case 1: w*®,; = — 9, in which case p; = 0. Case 2: w*®,; = ®,; + 4, in which case
v; = 0. Or Case 3: w*q)pje( 5<I>q3+5) in which case uj = v; = 0.
Define:
0 if w®,; € (P,; —8,Py;+9)
07 = —u;/2 ifwd,;= (I>q,j +0

V]*/z lf w*q)p’j = (T)q,j — (5

Then we have w* = ®,6* from the first-order condition, and thus w*®, = (&) ®,)0*. Using
the fact that (&) ®,) is diagonal, we get w*®,; = o267,
Finally, we can plug this into the three cases that define 6*. First, 67 = 0 when
0205 € (D — 6,0, +6)
= 0¢€ (®,—0,P,+0)
= &, € (—6,9).
Second, 05 = —pu%/2 when 0203 = &, ; + 6, which implies pf = —2(®y; + 0)/0?. We then
apply the dual variable Constralnt
u}‘ >0
—2(® aj T 5)/0 >0
EE (I)qj S —(5

Third, 67 = v;/2 when 0207 = ®,; — & , which implies v} = 2(®,; — 0)/07. We then apply
the dual variable constraint:

v; >0

— 2(®g; —0)/0; >0

= &, ;> 0.
Putting the cases together we get:

0 if &, € (—6,6)

0; = (Dg; + 5)/032 if &,; < 4.

(g5 — 5)/032- if ®,; > 4.

This is exactly the soft-thresholding operator, which completes the proof. O

Proof of Proposition 4.5.2. To obtain this result from the general form of a? = ﬁj /A in
Proposition 4.3.2, notice that the implied feature shift, ﬁj = @gJ — @, =T5(P,; — D) is:

Aj=9A,—6 ifA; >0
Aj+6 ifA; <=0
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)

. . A_(S
Thus, for instance, % = X—=1— % when A; > 0.
J J

Proof of Proposition 4.5.3. The result follows immediately from Proposition 4.5.2. O]
Proof of Proposition B.5.1. Rewriting the definition of v, with \, = J,,, we have
A2 !

T on T oA paat

Because o222+ 22 = O(2?) as a function of z, and because A ! is monotonically increasing,
2N 2+ 201 = 0(\%). And A2 = O(0?X2 4+ 2)\,1) because 02 > 0 and ;' > 0. Thus
oA 420 =< N2

Finally, note that for any two functions of n, f,, and g,,

fnxgn <~ f;lxggla

and therefore,
Yo X A2,

B.5 Additional Details for Asymptotic Results

Our setup for the RKHS follows [278]. First, assume that the space X x Z is Polish. Let H
be an RKHS on X x Z with corresponding kernel £ satisfying standard regularity conditions
278, Assumption 5.2] and let 7;, ¢, denote the eigenvalues and eigenfunctions respectively
of its kernel integral operator under p. Next, assume that the eigenvalues satisfy the decay
condition 7; < C'j7° for some b > 1 and a constant C. The parameter b encodes information
on the effective dimension of H. For a bounded kernel, b > 1 [94]: the case where b = oo
corresponds to a finite-dimensional RKHS; for the case with 1 < b < 0o, the n; must decay
at a polynomial rate.

We then assume that for some ¢ € [1, 2], the outcome function m(z, z) belongs to the set:

[e%¢) 0 2
j=1 /

7j=1 J

where ¢ encodes additional smoothness of the conditional expectation. If ¢ = 1, then by the
spectral decomposition of the RKHS, Equation (B.14) is equivalent to requiring m € H;
choosing larger values of ¢ corresponds to m being a smoother element of H, with a “saturation
effect” kicking in for ¢ > 2 [23]. Varying b (the effective dimension of the RKHS) and ¢ (the
additional smoothness of the outcome function) changes the optimal rates for regression,
with larger values of both corresponding to faster rates of convergence.

Finally, we assume that the Riesz representer, a(z, z), of our linear functional estimand
also belongs to H¢. Under these conditions, [278] demonstrates that an augmented estimator
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combining kernel balancing weights and a kernel ridge regression base learner is root-n
consistent and asymptotically normal.

Following [48], Theorems 5.1 and 5.2 of [278] use hyperparameter schedules for A and ¢,
which depend on the effective dimension b and smoothness c:

n~1/2 if b =00
Ap = 6, = { pwert ifbe(1,00), ce(1,2],
(n/log(n))™/®+) ifb € (1,00), c=1

We can compute the implied augmented hyperparameter sequence ~, using the following
proposition.

Proposition B.5.1. Let A\, > 0 be any monotonically decreasing function of n and let
O0n = \n. Then:
)\n(sn

— = 2.
o+ N +0, "

Tn =
The standard ridge regression case corresponds to the finite-dimensional setting with
b= 00. When ¢ > 1, the optimal rate for \, is n_T:l; the implied hyperparameter is then
order n=20/b+1 ¢ (n=2 n=2/3) for ¢ € (1,2] and b € (1, 00). Whether or not this smooths more
than n~! therefore depends on the relationship between the effective dimension b and the
smoothness c. In particular, the implied hyperparameter goes to zero at a slower rate than n=1
whenever ¢ > 2 — % It is unclear whether the rates we find here are the only undersmoothed
rates that will yield efficiency for fixed b and ¢; we leave a thorough investigation to future
work.
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Appendix C

Additional Materials: Sensitivity
Analysis

C.1 Proofs for Section 6.3, Marginal MDP

First, we give a reminder for the main notational device used for the following proofs. We
will use P, and E, to denote the joint probabilities (and expectations thereof) of the random
variables Sy, U;, Ay, Vt in the underlying MDP running policy 7. That is, P(S, A¢, Sey1) is a
joint distribution obtained from an MDP running policy 7 (and we can analogous obtain
conditionals, other marginals, etc). In particular, this notation differs from notation about
transitions controlled under m, i.e. Pr(Si1 | St), where 7 indicates expectations over 7.

For example, in general due to the unobserved confounders, we will have that Pre(S;1]S; =
s, Ay = a) # Pw(Si+1|S: = s, Ay = a). Since we are not conditioning on Uy, without further
assumptions, these are not Markovian, and so it’s important to keep in mind that S;,; has a
generally different distribution under 7€ than it does under by 7° even after conditioning on
S; and A;.

Under Assumption 3, the setting with a policy 7¢ that only depends on the observed state
is equivalent to a marginal MDP over the observed state alone:

Proof. Proof of Proposition 6.3.1 First, note that for any n¢ and all ¢, s, a:

Pﬂ-e(SH_1|St = a,At = a) = / Pﬁe(5t+1|5't = S,At = a, Ut = U)Pﬂe(Ut = U|St = S,At = a)du
u

= / Pre(Si1|St = s, Ay = a, Uy = u) Pre (U = ulS; = s)du,
u

where the second equality uses the fact that n¢ is independent of U;. To complete the
proof, we need to show that this resulting value is the same for all possible 7¢ and equals
Equation (6.2). This is always true for the first probability, because it is equal to the
transition probability Pre(Sii1|S:, A = Uy) = Py(Si41|St, As, Up) from the definition of the
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full-information MDP. Under Assumption 3, the second term can also be written as a
transition probability: Pre(U;|S;) = Pre(Uy| Sy, Si—1, A1, Ui—1) = P(Ug| Sy, Si—1, Ar—1, Up—1).
m

The above proof establishes what probabilities are independent of the policy and are only
a function of the transition probabilities P,(S;i1, Uii1]St, Uy, Ar). We could use this same
idea to prove a more general version of Proposition 6.3.1 that places assumptions only on the
observed states and actions, but at the cost of substantially more complexity.

For any t, let H, = {S;, A; : j < t} be the history of the observed state and actions
up to time ¢. In the rest of this section, we will use shorthands like Py (s;y1|S¢, ag, he—1) =
P (Si41|S: = 84, Ay = ay, H—1 = hy—1) whenever clear from the text.

We only require the following Markov assumption on observed states and actions:

Assumption 12 (Observable Markov Property). For all m and for all t, s, a,h,

P7r(3t+1|3t7 Gy, ht—l) = P7r(3t+1|3t7 at)
Pﬂ(at’3t7 ht—l) = Pﬂ'(at|5t)'

Note that Assumption 3 implies Assumption 12:

Pﬂ(StJrl‘Staataht1)_/Pﬂ<8t+1’5taut7ataht1)Pﬂ(ut|3t>atahtl)du
u

- / P00, 0, 02) P (ta] 50, )
u
= Pw(5t+1|8t, at)-
We now prove the following general version of Proposition 6.3.1:

Proposition C.1.1 (Marginal MDP, General). Let x™*9 be the marginal distribution of x
over the observed state. Given Assumption 12, there exists P : S x A — A(S) such that
for any policies ©¢ and 7€ that do not depend on U, and for all s,a,t:

P"(s,a) = Pre(Si41|S: = s, Ay = a) = P (Si41]S; = s, Ay = a).

Furthermore, we can define a new MDP, (S, A, R, T™9, ™" H), with probabilities under
policy 7€ denoted Pr" such that

P;relarg<so7 AO, ...SH, AH) - Pﬂ-E(SO, AO, ...SH7 AH).
The proof uses the following two lemmas:

Lemma C.1.2 (Conditional Mean Independence with Respect to Transitions). Given As-
sumption 12,

/ Po(unlses har) P (5150, 10, )t = / P (ut]1) P (410, a0, ) s,
u u
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Proof. Proof of Lemma C.1.2 Note that the full-information state transitions are Markovian
by the definition of an MDP:

Pr(St41]5¢, ag, ug, hi—1) = Pr(Si41|8¢, ag, uy).
The lemma then follows by applying the tower property to both sides of Assumption 3. [J

Lemma C.1.3. Given Assumption 12, for any two ©¢ and ©¢ which do not depend on U,
Vs,a, and t:
Pre(seq1lst, ar) = Pre(se1a]se, ar).

Proof. Proof of Lemma C.1.3 The proof proceeds by mutual induction on the statement
above and the following statement:

Pre(ug|se, hi—1) = P o (ug]St, he—1).

We will consider 7¢ and demonstrate the equality with 7¢ by showing that the relevant
qualities do not depend on 7°. First, consider ¢ = 0. From the definition of the initial state
distribution,

Pre(ug|so) = x(uolso)-

which holds for all 7.
From the definition of the MDP, P (syy1]8¢, us, ar) = Py(Si11|8¢, ug, ay) for any . Then we
have:

Pﬂe(31|50,a0):/Pwe(u0|so,aO)Pﬂe(sl|30,a0,uo)du
u

:/Pﬂ.e(’LLO|So,a,o)Pg(51|80,a0,uO)dU
u
:/Pﬂe(u0|50)P0(51|50,ao,uo)du

u
:/X(U0|30)P0(807aoauo)d%

u

where the third equality uses the fact that 7 does not depend on U. This equality also holds
for all 7¢ and so we have proven the base case.
Now we consider a general t:

Py (rlst, o) = / Pr (1t 150, hu1) P (a1, B, 01 )t
u

— / Pﬂ-e (ut—1|8t—17 ht_Q)
u

Pne(st, ut|5t717 Ug—1, atfl)

Pre (St |3t—17 at—l)

du,
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where the second equality follows from applying Bayes rule to both probabilities in the second

line. By the inductive hypothesis, Pyre(u;_1]S;—1, hi—2) does not depend on 7¢. The transition

probabilities Pye (s, ug|si—1, us—1, a;—1) do not depend on 7¢. And by the inductive hypothesis,

Pre(s¢]8¢-1,a;-1) does not depend on 7¢. Therefore, Pre(u|ss, hy—1) does not depend on 7°.
Finally,

Pre(si11]s, a4) = / Pre(ug|se, as) Pre(si41|5e, ug, ag)du

u

- / Prc ()0, 02 P51 0 g, a0l
u

:/Pﬁe(ut|st)Pt(st+1|st,ut,at)du
u

= / Pre(ug|se, he—1) Pi(Se11]8t, ur, ar)du
u

where the third equality follows from the fact that 7¢ does not depend on U and the fourth

equality follows from Lemma 1. We have already shown that Py(s;11|xe(u|Si, hy—1) does not
depend on 7¢ which concludes the proof.

]

Proof. Proof of Proposition C.1.1 Define P,"*® = Pre(s411|s¢, a¢), which by Lemma C.1.3
is the same for any 7°. From the conditional independence structure of the original MDP
together with Assumption 12, we have

T-1
Pre(So, Ao, v S7—1, Ar—1) = Pre(S0) Pre(Ao|So) [ Pre(At|Se) Pre (St Si-r, Ari)
t=1

M(So)me (Aol So) H T (Ae Se) P8 (S Se—1, Ara)
t=1

= P%(‘S'O? A07 "'ST717 AT*l)-
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Confounding for Regression

Proof. Proof of Proposition 6.3.2

]EPt SnAt, St+l)|St =s5,A = a]

/fsasPt '|s,a)ds

:/Sf(s,a, s) (/ Py(u]s) (|5, a u)du) ds’

/ b ajs / /
= [56a ([ feag P = S = A = RSl 0w s
S u )

Wb(Atlst)

= IEo S| "7 A 10 77\
b Tb(At’St,Ut)

f(StaAta StJrl) St = S>At =aj.

]

We conjecture that the same result would hold replacing Assumption 3 with Assumption 12,
but it would require showing that

/Pﬂe(u\s)Pt(s’]s,a,u)du:/Pﬁb(u\s)Pt(s’]s,a,u)du
u u

Note that: Py (u|s) = Py(u|s,h) when under the integral with the transitions. So we need to
use the fact that this is history-independent.

Proof of Proposition 6.4.1

Proof. The result follows by applying Corollary 4 of [84] to Proposition 6.3.2. O
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C.2 Additional discussion
Related Work

Connections to pessimism in offline RL. Pessimism is an important algorithmic design
principle for offline RL in the absence of unobserved confounders [314, 243, 146]. Therefore,
robust FQI with lower-confidence-bound-sized A gracefully degrades to a pessimistic offline
RL method if unobserved confounders were, contrary to our method’s use case, not actually
present in the data. Conversely, pessimistic offline RL with state-wise lower confidence
bounds confers some robustness against unobserved confounders. But state-wise LCBs are
viewed as overly conservative relative to a profiled lower bound on the average value [314].

Derivation of the Closed-Form for the Robust Bellman Operator

Proof. Proof of Proposition 6.4.2
[85] show that the linear program in Proposition 6.4.1 has a closed-form solution corre-
sponding to adversarial weights:

Y, (s,a) = En WyYi|S, = s, Ay = a] where W, = o1 [V, > Z/ 77| + B[V, < Z77] .
We can derive the form in Proposition 6.4.2 with a few additional transformations. Define:
(s, a) = En[Y|S, = s, A, = dl,
CVaR; " (s,a) = TlTIE,rb VI[Y: < Z 7] |8 = s, A =d].
We use the following identity for any random variables Y and X:
EY|X]=E[YL[Y > Z'"7(Y|X)] | X]+E[YI[Y < Z'7(Y|X)] | X]
to deduce that

Yf,_t(sa a) = aypy(s,a) + (B; — ay)(1 — 7)CVaR} " (s, a),

which gives the desired convex combination by noticing that (8; — ay)(1 —7) = (1 —ay). O
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C.3 Proofs for Robust FQE/FQI

Auxiliary lemmas for robust FQE/FQI

Lemma C.3.1 (Higher-order quantile error terms). Assume Assumption 6 (i.e. bounded
conditional density by Mp), and that Z}~" is differentiable with respect to s and its gradient

1s Lipschitz continuous. Then, for f = R; + @t+17 iof ZAtl*T is Op(wy,) sup-norm consistent,
i.e. SUpyes |Zt T — Z}7T| = Opw,), uniformly over s € S,

E[(fe — 2L < 20T =1 < 277 | S = 5,A = 1]| = Op(w}), (C.1)

n

and
Bl(Z 7= Z)(f <277 = (1=7) |A=1) < MpE[(Z}" = 2} | A=d]. (C2)

Lemma C.3.1 is a technical lemma which summarizes the properties qf the orthogonalized
target which lead to quadratic bias in the first-stage estimation error of Z;. Equation (C.1) is
a slight modification of [226]/[165, A.3]; eq. (C.2) is a slight modification of [267, Lemma 4.1].

Lemma C.3.2 (Bernstein concentration for least-squares loss (under approximate realizabil-
ity)). Suppose Assumption 10 and that:

1. Approzimate realizability: Q approzimately realizes T Q in the sense thatVf € Q,z € Z,
: = = 0112
let g} = argmingeo lg =T fllau, then Hq} — TfHM <e€gz.

2. The dataset D is generated from Py as follows: (s,a) ~ p,r = R(s,a),s ~ P(s' | s,a).

We have that Vf € Q, with probability at least 1 — 9,

max ) max )

3n

E,[((Tzf: f)] — Eut(g}: f)]

IN

56V2,, In 2121 \/32v2 In 2121
+ €Q7g

n

Lemma C.3.3 (Stability of covering numbers). We relate the covering numbers of the squared
loss function class, denoted as L. .(qe+1), to the covering numbers of the function classes
Q, Z. Define the squared loss function class as:

Eq(z’),z(%ﬂ) = {f(q(z’),th; z) — g(@;Zﬁ%Jrl;z): Q(Z/) c{Q®Z},z¢€ Z}

Then
Ny (2eL, Loy o || - 1)) < N(e, @ x Z, ]| - []).

Lemma C.3.4 (Difference of indicator functions). Let f and f take any real values. Then

1[f > 0] —I[f > 0| <I[f] < |f — £



APPENDIX C. ADDITIONAL MATERIALS: SENSITIVITY ANALYSIS 170

Proofs of theorems

Proof. Proof of Theorem 6.5.3
The squared loss with respect to a given conditional quantile function Z is:

Uq,qe1;2) = (a(R + qri1)+

—T 1 —T
(1—04)(2251 —|—:((R+Qt+1 _Zt1 )*

—Z T (I [ R+ <277 - (1- T)))) - qt)

We let ZAtyQt . and Z; o, denote estimated and oracle conditional quantile functions,
respectively, with respect to a target function that uses the Q)11 estimate. Where the
next-timestep @y, function is fixed (as it is in the following analysis) we drop the Q;;; from
the subscript.

Define

@t,Zt € arg mqin Enw(%@t-i-l; Zy))

and for z € {Zt, Z;}, define the following oracle Bellman error projections @IZ of the
iterates of the algorithm:

—t . —_ 2
Qt,z = arg min [|g; — Tt,th-i—lH,U«t'
€9t

Relating the Bellman error to FQE loss. The bias-variance decomposition implies if
U,V are conditionally uncorrelated given W, then

E[(U-V)*|W]=E[U —E[V | W])? | W]+ Var[V | W].
Hence a similar relationship holds for the robust Bellman error as for the Bellman error:
El(q, Qi 21 = lla = T Quiallu + VarlW; ™ (Z)(Re + Vg, (Se41)) | Sis Al
which is used to decompose the Bellman error as follows:
= —_ 2 o = —t = —t e
|‘Qt72t o Tt»ZtQt‘f‘lHlQLt = E;Uf [E(Qt,ZAt7 Qt+1; Zt)] - ]EH [E(Qt,Zﬁ Qt+1; Zt)] + ”Qt,Zt - T)tht-i-lHit'
Then,

= e 2
’l@t,Zt - Tt,ZtQt-‘rlet

— B0@, 1> Qrirs Z0)) — Bulb@ 2, Quiri Z0)] (C.3)
+ Euw(@t,Zﬁaﬂ-l; Zt)] - Eu [€<@I,Zt7@t+1; Zt)] (0-4)
0L, — T 0wl (C.5)
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We bound eq. (C.3) by orthogonality and eq. (C.4) by Bernstein inequality arguments.
We bound the first term. Let f denote the Bellman residual. Let z = f, (a —2) = Q — f,
b = ()'. Since, by expanding the square and Cauchy-Schwarz, we obtain the following
elementary inequality:
(a—2)> = (b—2)? = (a —b)* +2(a — b)(b—2)
< (a— b2 + v/El{a — b/E[b — 277

Applying the above, we have that
Jamy =z _-'- JEamy
Eu M(Qt,ZthHS Zt)] - Eu [E(Qt,Zp Qt+1? Zt)] <
Al _-|- = _T = ~
@z = Qiz)ls +(Quz, = Qez)l|Quz, = Yi(Quii; Z0)

P
op(n—1) by Proposition 6.5.1 =0, (n=1/2) by realizability

s

Therefore . . .

]EH[€<©t,Zt7@t+l; Zy)| — EM[E(GI,ZHGtH; Zt)| = Op(”_1>-
We bound eq. (C.4) by Lemma C.3.2 directly.
Supposing Assumption 10, we obtain that

2 56V2,, In 1220 3oy2 1y [9lIZ1
S GQ,Z + max ) + max )
e

Qt - 7-:@154»1

3 €9,z + Op(n_l).
Instead, supposing Assumption 11, instantiate the covering numbers choosing ¢ = O(n™1).
Lemma C.3.3 bounds the bracketing numbers of the (Lipschitz over a bounded domain) loss
function class with the covering numbers of the primitive function classes Q, Z. Supposing
that Bellman completeness holds with respect to Q, Z, approximate Bellman completeness
holds over the e-net implied by the covering numbers with eg z = O(n™!) and we obtain that:

Ny s 2 56V2 . log{N(e, Q, |- DN(e, Z,| - 1|)/0
HQt_TtQt-‘rl <ozt Ve {IV( 3|| DN(e, Z, |- 11)/6}
ot n
32V2  log{N(e, Q.| - |)N(e, Z,| - ])/0
[P NS T DNCET D, 0o,
56V 2nax 10g{N (€, Q, || - [)N (e, 2, || - )/}
S €zt 3n

Proofs of intermediate results
Orthogonality

Proof. Proof of Proposition 6.5.1 We first focus on the case of a single action, a = 1. First
recall that in the population, E[Z} 7+ = (f; — Z/77) | s,a] = L=E[fL[f; < Z, 7] | s, al.
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In the analysis below we study this truncated conditional expectation representation.

1Q:(S, 1) = Qu(S. DIl S NE[Ye(Ze, Qpar) = Yi(Zi, Quia) | S, A= 1] +[|Q(S. 1) = Qy(S, 1)
by Prop. 1 of [166] (regression stability)

Prop. 1 of [166] provides bounds on how regression upon pseudooutcomes with estimated
nuisance functions relates to the case with known nuisance functions.

It remains to relate |E[Y;(Z, Q1) — Yi(Zi, Qp1) | S, A = 1]|| to the terms comprising
the pointwise bias, which are bounded by Lemma C.3.1. We define these terms as:

Bi(S)=E [i:f {(ft_Ztl_T) (H [ft < Ztl_T)] —I[f; < Ztl_T)])} | S, A= 1]
B ~2| =2 {@ -zl sz - -} 1sa-).

Lemma C.3.1 bounds these terms as quadratic in the first-stage estimation error of 7.
We have that

EVi(Z, Qo) — Yi(Z0, Qrin) | S,1] = BL(S) + BI(S).

To see this, note:
]E[Y/t(ZAtaat-s-l) - t(Zta@tH) ‘ Sv 1]
1—a
5[ (el

-(Arealps 2| -a-n -2 alf s 47 - - 0)

[1—a

-z (s 2] 1< 2)

AT -2 A< 2] - (=) | s, A=1]
= BL(S) + B3(S)

=K

Finally, we relate the root mean-squared conditional bias,

"E[ﬁ(ztvat—i-l) - }N/;(Zh@t—&-l) ’ S7A = 1]”7
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to the above quadratic error as follows. Using the inequalities (a + b)* < 2(a® + b?) and
Vva+b < /a+ b (for nonnegative a,b), we obtain that

IEY:(Z, Qir) — Yi(Z0 Quyn) | 5. A=1]]
= \JEI(BI(S) + BY(S))* | A=1]
< \JER{(BL(S))? + (BY(S))?} | A=1]
< \2EI(BL(S))? | A= 1]+ \/2E[(B}($)? | A= 1],

The result follows by the uniform bounds of Lemma C.3.1.

Proof. Proof of Lemma C.3.1
Proof of eq. (C.1):
For [ > 0, define

M) = {g : S — Rs.t. suplg(s) — Z} 77 (s,a)| < lwn}

seS

Define
Un(g,s) = [EI(fi = ZE A i < 207 | —1[, < 2] | S =5,4=1]
We will show that for every [ > 0,s € S:

sup Un(g,8) = O, (w?)
geEMn (1)

Breaking up the absolute value,

Unlg,s) <E[(fi — 2/ ) [Z} "< fi<g]) | S =5, A=1]
+E((Z 7 - )9 fi<Z7T]) | S =s,A=1]
We will bound the first term, bounding the second term is analogous. Define
Unn(g,8) =E[(fe— 2, )U[Z, 7 < fi<g]) | S=sA=1].
Observe that
ESMup(l) Uin(g,s) =E[(fi — Z A [Z 7 < i <277 +1lw,]) | S=s,4=1]
9EMn

2,2
SMPZ w,,

The result follows.
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Proof of eq. (C.2):

The argument follows that of [266]. The difference of indicators is nonzero on the events:
& ={h—-2Z"7T<0<fi-27"}
EV = {fi =27 <0< =27}

On these events, the estimation error upper bounds the exceedance
{euey = {1z fl<lzi7 =271} (C.6)

(since &~ = {f~Z/ 7" <0< f—ZTyand &t = {0< 27— f< 2T~ Z17T))
Then

12077277
E[(f,— Z [ UET] | S=sA=1] = / (Fi(s,0,8) — Z-7)P(s' | 5, a)ds’

122

< MpE[(Z}7 =2} | S=5,A=1]

Assumption 8 ensures the result holds for state distributions that could arise during policy
fitting. The above results hold conditionally on some action A = 1 but hold for all actions.
O

Other lemmas

Proof. Proof of Lemma C.3.2
Recall that

Uq, q41; Z) = (MR + Gi11)

1
+ (1 —a) (Ztli‘r + :((R + Qiy1 — Ztl*‘r),

— Ztl_T (I [R-l- Qr1 < Ztl_T - (1- 7')))>] - Ch)

Define f, ., = Define X to be the difference of the integrands.
Step 1:

* = _T
VGT(X(gv fazagf)) S 4Vn’21ax||Qt,Zt - Qt,ZtHg

(by similar arguments as in the original paper). By the same arguments (i.e. adding and
subtracting T f) we obtain that

ey _T *
”Qt,Zt - Qt,Zt”g < Q(E[X(g, fuzagf)] + 2€Q,Z)

Therefore,
Var(X(g, f, 2, 97) < 8V (E[X (g, f, 2,97)] + 2€0.2).
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Applying (one-sided) Bernstein’s inequality uniformly over Q, Z, we obtain:

- \/16Vn%ax (E [X(g, I, z,gm +2rz)In |Q|\2\ . 4V2 In |Q|\z|

n 3n

Note that @t7zt minimizes both E,[¢(q, @t+1§ Z;)] and E[(q, ét+1, Z“@gm)] with respect to
q. Therefore, by completeness since the Bayes-optimal predictor is realizable,

Eoll(@, 1, Qrir: Z0)) < Bull(@) 5, Qrias Z)] = 0

Therefore (solving for the quadratic formula),

\QIIZI 2 QllZ|
= A — 56V2 In 32V2 . In
E[X(Qt,ztaQtﬂ,Zt,Qt,zt)] = + 9 €F.Z

3n n

]

Proof. Proof of Lemma C.3.3 We show this result by establishing Lipschitz-continuity of the
squared loss function class (with respect to the product function class of Q x Z).

We use a stability result on the bracketing number under Lipschitz transformation. Classes
of functions x + fp(x) that are Lipschitz in the index parameter § € © have bracketing
numbers readily related to the covering numbers of ©. Suppose that

|[for () = fo(z)] < d(0/,0)F(x),

for some metric d on the index set, function F' on the sample space, and every x. Then
(diam ©) F' is an envelope function for the class {fy — fy, : 0 € ©} for any fixed 6. We invoke
Theorem 2.7.11 of [304] which shows that the bracketing numbers of this class are bounded
by the covering numbers of ©.

Theorem C.3.5 ([304], Theorem 2.7.11). Let F = {fyp: 0 € O} be a class of functions
satisfying the preceding display for every 0, 6 and some fixed function F. Then, for any
norm || - |,

Ny ellFl, F, 11 - ) < N(e, ©,d).

Let F ={fy: 0 € ©} be a class of functions satisfying the preceding display for every s and
0 and some fized envelope function F. Then, for any norm || - ||,

This shows that the bracketing numbers of the loss function class can be expressed via
the covering numbers of the estimated function classes Q, Z, which are the primitive function
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classes of estimation, for which results are given in various references for typical function
classes.
Denote

9(grr1) = (s, a) (R + ¢i1)
A(z) = (1= 0) (2= (= 4 (R qen = 2)- — 2 ([[R+gur < 2] = (1= 7))

and notate

f(% qt+1; Z) = (q - Q(Qt+1) + h(Qt+1> Z>)2

Note that ﬁ = (1+ A). Assuming bounded rewards, define D, ;, D,, as the diameters
of Q;, Z;, respectively and note that D,; ~ D,;. Note that h(qg1,2) is (1 — amin)(3(1 +
A) + 1)-Lipschitz in z (since the sum of Lipschitz continuous functions is Lipschitz) and it

is (1 — amin) (1 +(1+ A)(% + 1)>—Lipschitz in g;11. Further, g(gi+1) 18 Quax-Lipschitz in

q,t
¢t+1- Therefore, ¢ (q, ¢i+1; 2) is Dy, Lipschitz in g, Lgt +1-Lipschitz in ¢4 and Lgt—Lipschitz
in z, with Lgt 1 Lgt defined as follows:

D,
LgtJrl = (2Dq,t+1 + Dzﬂg)(]. — Oémm) ((1 + (1 + A)( qtil -+ 1)) + amax)
LS, = (2Dgus1 4 D2g)(1 — tmin) (3(1 + A) + 1).

Therefore we have shown that restrictions of ¢(q, ¢;41;2) to the g1,z coordinates are
individually Lipschitz. We leverage the fact that a function f : R™ — R is Lipschitz if and
only if there exists a constant L such that the restriction of f to every line parallel to a
coordinate axis is Lipschitz with constant L. Choosing

Ly = \/gmaX{an L§t+17 Lf,t}

gives that ¢ (q, q;11; ) is L;-Lipschitz.
O

Proof. Proof of Corollary 6.5.4
Lemma C.3.3 gives that € (q, gi41; ) is Ly-Lipschitz with L, = v3max{D,, LS., LS, }.
To interpret the scaling of the result, we can appeal to [304, Thm. 2.6.4] which upper
bounds the (log) covering numbers by the VC-dimension. Namely, [304, Thm. 2.6.4] states
that there exists a universal constant K such that
L\ VD)
N L@) < KV O (1)

€

Therefore, achieving an € = en~! approximation error on the bracketing numbers of robust @
functions results in an log(2L;n) dependence.
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Lastly we remark on instantiating L;. Note that under the assumption of bounded
rewards, D, 41 = B, (T"—t+1). Focusing on leading-order dependence in problem-dependent
constants, we have that L, = O(B,(T — t)A). Then £(Q) < e+ Y/, Kw. Upper
bounding the left Riemann sum by the integral, we obtain that

ET: Klog(QKBT(Z; —Anfe) _ /T Klog(QKBr(i —@)Anfe)

t=1

— (T; D) (log(2K B,A(T — 1)n/e) — 1).

Confounding with infinite data

First, we prove the following useful result for confounded regression with conditional Gaussian
Lemma C.3.6. Define:

tails:
)

where ¢ and ® are the standard Gaussian density and CDF respectively. Let Yy (Q) be
conditionally Gaussian given S; = s and A, = a with mean p(s,a) and standard deviation
o(s,a). Then,

(T7Q)(s,a) = pu(s,a) — [L — m/(als)|C(A)or(s, a).
Proof. Proof of Lemma C.3.6
The CVaR for Gaussians has a closed-form [223]:

B VQINQ) <2715 = 5, A, = a] = ju(s,a) — o1(s, )

1—71

GO (1 7))

1—7
Applying this to Proposition 6.4.2 gives the desired result. O]

Proof. Proof of Proposition 6.5.5 First, note that R; is conditionally Gaussian given .S; and
A; with mean Or0ps and standard deviation Oror. Define §; = 0p 2221 9;3. Using value
iteration, we can show that V" .(s) = f;s for i > 1. E.g. by induction, V" (s) = Orfps = 3
and if V77, (s) = Bi_1s, then

Vfit(s) =0p(Or +YBi—1)s = Bys.

Next we will derive the form of the robust value function by induction. For the base case,
t =T — 1, we have:

YT—l = 938’.
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Therefore, Yr_; is conditionally gaussian with mean 0rf0ps and standard deviation Orop.
Applying Lemma C.3.6, we have:

Vi () = Orfps — 0.5C(A)0rop.
Now assume that V;™(s) = 6ys + ay. Then

Y;g = QRS/ + (9\/5/ + Olv)
= («9}:,3 + 9\/)8/ + ay/.

Therefore, Y; is conditionally gaussian with mean (0g + 0y )0ps + ay and standard deviation
(Or + 0v)op. Applying Lemma C.3.6, we have:

‘Zﬂe(s) = (QR + 0\/)91)8 + oy — 050(/\)(9}3 + ev)O'p, (C?)
which is linear in s with new coeflicients 6}, := (0r+0y )01 and o, == ay—0.5C(A)(0g+0v)op.

By rolling out the recursion defined in Equation (C.7), consolidating the coefficients into
B; terms, and then simplifying we get:

‘_/0”6(3) 2913 (Z 51) opC(A

Finally, that C(A) < £ log(A) can be verified numerically.



APPENDIX C. ADDITIONAL MATERIALS: SENSITIVITY ANALYSIS 179

C.4 Details on experiments

Low-Dimensional Parameter Values

04 =—0.05,0=0.36, vy =09, H=14.
The matrices A and B were chosen randomly with a fixed random seed:

np.random.seed (1)

B_sparse0 = np.random.binomial(1,0.3,size=d)

B = 2.2*%B_sparse0 * np.array( [ [ 1/(j+k+1l) for j in range(d) ]
for k in range(d) 1 )

np.random.seed(2)

A_sparse0 = np.random.binomial(1,0.6,size=d)

A = 0.48xA_sparse0 * np.array( [ [ 1/(j+k+10) for j in range(d) ]
for k in range(d) 1 )

Likewise for 0p:

theta_R = 3 * np.random.normal (size=d)
* np.random.binomial(1,0.3,size=d)

High-Dimensional Parameter Values

04=—0050=01~v=09 H=4.
The matrices A and B were chosen randomly with a fixed random seed:

np.random.seed (1)
B_sparse0 = np.random.binomial(1,0.3,size=d)
B = 2.2«B_sparse0 * np.array( [ [ 1/(j+k+1) for j in range(d) ]
for k in range(d) ] )/1.2

np.random. seed(2)
A_sparse0 = np.random.binomial(1,0.6,size=d)
A = 0.48%A_sparse0 * np.array( [ [ 1/(j+k+10) for j in range(d) 1]
for k in range(d) ] )/20

Likewise for 0g:

theta_R = 2 * np.random.normal (size=d)
* np.random.binomial(1,0.3,size=d)
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Function Approximation

Conditional expectations were approximated with the Lasso using scikit-learn’s implemen-
tation, with regularization hyperparameter o = le-4. Conditional quantiles were approximated
with scikit-learn’s /i-penalized quantile regression, regularization hyperparameter alpha
= le-2, using the highs solver.

Calculating Ground Truth

To provide ground truth for our sparse linear setting, we analytically derive the form of the
robust Bellman operator. Consider the candidate @ function, Q(s,0) = 8's + ag, Q(s,1) =
BTs 4+ a;. Then,

Y, = 05Si1 + 98" Si1 + O0aymax{1,;0z, 0}
= QIT%StJrl + ’YﬂTStH + 9A71§9R

where we chose simulation parameters such that 64y max{1)60x,0} > 0. Therefore:

d
Yi|Si, Ay~ N | (0 +78) T (BSy + 04A0) + 04713 0r, | > _(0r +7B)2(AS; + 0)?

i=1

Since Y; is conditionally Gaussian, we apply Lemma C.3.6:

(T;7Q)(s,a) = E[Y;|S; = s, A; = a] — 0.5C(A)\/Var[Y;]S, = s, A, = d

d
= (0r +7B) " (BS, + 044;) + 0471 0r — 0.5C(A) | > (0 +¥B)2(AS, + 0)?

=1

First, note that the slope w.r.t. .S; is not a function of A; validating our choice of an action-
independent 3. Second, note that only the last term is non-linear in S;. So the ground truth
for FQI with Lasso adds the first two terms to the closest linear approximation of this last
term. Since our object of interest is the average optimal value function at the initial state,
we perform this linear approximation in terms of mean squared error at the initial state. In
practice, we compute this by drawing 200, 000 samples i.i.d. from the initial state distribution
and then doing linear regression on this last term. Plugging the slope and intercept back in
is extremely close to the best linear approximation of (7,%Q)(s,a).



