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Abstract

Translations Alone Do Not Help Programmers Work With Unfamiliar Abstractions

by

Jacob Yim

Master of Science, Plan II in Computer Science

University of California, Berkeley

Professor Sarah E. Chasins, Chair

When programmers edit other programmers’ code or computer-generated code, they often
need to work with unfamiliar abstractions—e.g., when adopting a new library or language,
or entering a preexisting codebase. Prior work has hypothesized that showing a translation
from unfamiliar abstractions into familiar abstractions will help. We explored this question
in a 98-participant user study. We asked participants to edit Python programs that used an
unfamiliar library, with or without access to a translation into vanilla Python. Participants
with access to the translation were neither faster nor less error-prone. We used a set of
interfaces that augment translations in a range of ways to further explore the question of
whether translations can help programmers work with unfamiliar abstractions. Our results
suggest design opportunities for the problem of supporting programmers in working with
new libraries and languages.
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1.1 Introduction

Programmers are often tasked with reading, editing, and reusing code written by other
programmers and, increasingly, automatic code generators. With the recent rise of LLM
programming, there is a particularly urgent need to support programmers in working with
code they didn’t write themselves. While we expect that programmers know the abstractions
they use in their own code, machine-written or peer-written code may use abstractions they
do not know. Updating or adapting programs with unfamiliar abstractions can be difficult.
These unfamiliar abstractions may include unknown libraries or even unknown program-
ming languages. In this work, we explore automatic tooling for supporting programmers in
modifying code that uses unfamiliar libraries or languages.

Prior work has speculated that automatically generated programs can help programmers
use unfamiliar abstractions [54, 23, 116, 12], in particular by showing translations [92, 18, 4,
37]—that is, by juxtaposing code using unfamiliar abstractions with equivalent code using
abstractions the programmer already knows. However, this intervention has not yet been
tested. We are not aware of any empirical evidence about whether program translations are
helpful to programmers working with unfamiliar abstractions. To fill this gap, we conducted
a user study of 98 participants performing modifications to Python code with unfamiliar
functions from the TensorFlow library. We use this study to ask: Do translations help
programmers work with unfamiliar abstractions?

Our study reveals that translations alone do not help programmers work with unfamiliar
abstractions. We use a series of custom-designed interfaces to explore whether presenting
additional information about translations can make translations helpful; for the four custom
translation interfaces we tested, the interfaces do make successful participants faster but do
not increase the number of successful participants.

This study is certainly not the final word on whether translations help programmers work
with unfamiliar abstractions. It may be that translations are helpful if they are particularly
readable or are designed for a particular domain. The utility of translations may also de-
pend on the task the user is trying to accomplish, the user’s expertise, the perceived distance
between source and target language, or other factors entirely. However, it is clear that, in
contrast to prior speculation, we do not have reason to believe that translations alone—in
absence of other factors or augmentations—help programmers work with unfamiliar abstrac-
tions.

Specialized translation interfaces did speed the editing process relative to the no-translation
control. This observation leads us to a set of design opportunities. We expect future work
can uncover other ways to make translations useful for unfamiliar abstractions.

Contributions This short paper presents the following contributions:

1. A 98-participant user study assessing participants’ success in editing pro-
grams that used unfamiliar abstractions. We compared seven conditions, includ-
ing five conditions that presented translations into familiar abstractions.
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2. A set of design opportunities based on the findings from this study. In par-
ticular, we offer implications for HCI researchers as well as HCI practitioners regarding
tool support for program modification tasks.

Overall, our findings confirm that supporting users in program modification tasks remains
an open problem in HCI research. While prior work has speculated that translations may
help, our findings suggest that future HCI work cannot necessarily rely on translations alone
to fill this gap. Building on these findings, we conclude with lessons and open questions
and for the HCI community on how to support program modification tasks as opposed to
program authoring tasks.

1.2 Related Work

Despite the repeated speculation that translations may help programmers, there are no
existing works that study users to identify whether translations help them with programming
tasks. We therefore split the landscape of related works into categories according to whether
they (i) study users’ use of program translations, (ii) study users doing program modification,
program reading, or program comprehension tasks, or (iii) less relatedly, offer tool support
for users doing program modification, program reading, or program comprehension tasks.
We are not aware of any studies that cover both (i) translations and (ii) their effect on a
programming task.

Studies of Users Seeing Translations

We are aware of one study showing translated programs to programmers. Transfer Tu-
tor [92] “guides programmers through code snippets of two programming languages and
highlights reusable concepts from a familiar language to learn a new language. Transfer Tu-
tor also warns programmers about potential misconceptions carried over from the previous
language” [92]. From qualitative analysis of a thinkaloud study of Transfer Tutor users, they
concluded that users did use “learning transfer” as a cognitive strategy. This study did not
aim to shed light on the effects of translation on any programming tasks, so there was no
non-translation control condition.

Aside from the above, the works that come closest to touching on the topic of showing
users translations are other studies related to transfer of learning. Comprehending code
that uses unfamiliar abstractions can be thought of as a small-scale instance of transfer of
programming languages. Transfer is a topic of ongoing interest in the computer science
education research community [88, 87, 104, 9, 75, 99, 100, 42, 98, 62] with some perspec-
tives from software engineering researchers as well [93]. Such research typically focuses on
transferring programming skills from one language to another over a relatively long period
of time, often in the context of a classroom.
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Studies of Users Doing Program Modification, Program Reading,
or Program Comprehension

Since the literature includes few studies on the specific task that interests us—working with
and modifying code that includes unfamiliar abstractions—we here widen our net to con-
sider works that may touch on related themes. For instance, program reading and program
comprehension may be part of the process of program modification.

Working With Others’ Code Is Hard

The literature offers clear evidence that working with code that one has not written oneself
is difficult [96, 17, 47, 32, 68, 107]. Studies identify that the process is time-consuming [17,
47, 68, 107], and even that professional developers spend 58% of their working hours on code
comprehension tasks [107], which may be one component of work with others’ code. Espe-
cially relevant to our own context, a study of developers performing small code modification
tasks found that participants spent 35% of their time understanding unfamiliar code [47].

Making it easier to understand code written by others may be especially important as
large language models (LLMs) are increasingly being used for code generation. While many
studies have found that LLMs help experienced programmers write code [8, 59, 70], others
have found that programmers struggle to use them effectively, in large part because of issues
around understanding the LLM-written code [101, 35, 83, 102, 15, 26, 74]. Existing work
highlights issues around understanding code enough to check whether it is correct [26, 74]
and struggling with unfamiliar abstractions in the LLM-generated code [61, 26, 74].

Studies of Program Comprehension

Since at least the 1970s, there has been a long line of work studying how both novice and
expert programmers comprehend code in a familiar language [91, 11, 96, 106, 57, 82, 48, 27,
103, 47, 51, 52, 86, 63, 94, 49, 2]. In contrast to these works, we are interested in exploring
how programmers work with code using unfamiliar abstractions.

A smaller corpus of work has investigated how programmers comprehend code when
working with new languages [89, 46] or domains [90], including the resources they turn to
for learning [1, 4]. Additionally, Gross and Kelleher [30] studied how non-programmers
comprehend programs. Most relevantly, Shaft and Vessey [90] identify that program com-
prehension can be easier in a familiar domain with an unfamiliar language than an unfamiliar
domain with a familiar language, and Ko and Uttl [46] identify domain knowledge as the
best predictor of debugging success. Neither work touches on translation.
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Tool Support for Program Modification, Program Reading, or
Program Comprehension

Finally, we conclude with existing work on tool support for a variety of tasks related to
program modification.

Debugging

Program modification tasks can be thought of as debugging tasks. A wide variety of de-
bugging support tools have been introduced, including tools based on program slicing [105,
21, 31, 108, 115, 45, 44, 7, 58] and tools that characterize failing tests [84, 39, 5, 29, 33,
60, 78, 3]. Researchers have previously highlighted the difficulty in creating tools that can
measurably improve debugging outcomes [19, 79].

Pseudocode Generation

Prior work has investigated how to automatically generate pseudocode, with a major appli-
cation in improving comprehension of programs using unfamiliar abstractions [76, 28, 16].
In one case, Oda et al. [76] evaluate their pseudocode generation system with a user study,
providing evidence that pseudocode can improve code comprehension.

Natural Language Explanations

Another related approach is to generate program explanations in natural language. Many
researchers have found large language models (LLMs) promising for this purpose. Several
researchers found LLMs useful for explaining worked examples to students in computer sci-
ence classrooms [55, 65, 40], while Balse et al. [6] achieved similar results for explaining
student errors. Yan et al. [110] found that lightweight in-situ natural language explana-
tions from LLMs improve code understanding. LLM-powered conversational tools for code
understanding have also been a topic of new research: GILT [72] is an IDE plugin that
produces code explanations without user prompting, while IntelliExplain [109] enables users
to conversationally explain and write code in natural language. Both systems were found
to be generally helpful for explaining code to programmers during user studies. Researchers
have also reported success with less automated (non-LLM) approaches to explain snippets
of code—such as subparts of a program—using natural language summaries [41, 34, 67].

Understanding Large Codebases

Many prior tools have aimed to improve comprehension of large-scale codebases for devel-
opers working in a familiar language [71, 97, 56, 38, 85, 95, 36, 10, 20, 43, 50], sometimes to
understand changes over time [112, 111]. We focus on smaller code snippets with unfamiliar
abstractions, as might be produced by an automated code generator or program synthesizer.
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Interpretable Program Synthesis

One line of work that seeks to explain small snippets of code with unfamiliar abstractions
is interpretable program synthesis. To explain their output, existing tools have used a
variety of techniques such as graphically depicting outputs in forms like comics [69] or block-
based programs [14], disambiguation interactions [67], presentation of corner cases [113], or
communication of intermediate results and provenance [116]. Another line of synthesis tools
aim to explain their work—that is, how they arrived at their solutions. Peleg et al. [81],
Hu et al. [37] and Zhang et al. [114] allow the user to guide synthesis, thus requiring the
user to understand the synthesizer’s work as it operates. Le et al. [53] and Peleg et al.
[80] introduce frameworks for modeling these kinds of tools. Nazari et al. [73] introduce a
system by which a synthesizer can explain subcomponents of its outputs based on top-level
specification.

1.3 Research Questions

Here we briefly describe our research questions and how they connect to our experimental
design.

Throughout this section, we use the term starter code to refer to a program that includes
uses of unfamiliar abstractions. We use the term translation to refer to a program with the
same input-output behavior, but using only familiar abstractions. We explore the following
research questions about translations:

RQ1 Do translations help programmers work with unfamiliar abstractions?

RQ2 How does translation compare to an alternative intervention—natural language explanation—
in helping programmers work with unfamiliar abstractions?

RQ3 How can translations be augmented to be more helpful to programmers working with
unfamiliar abstractions?

To answer RQ1, we compare programmer performance on a program editing task when
given two kinds of information:

1. The program using unfamiliar abstractions (starter code).

2. The program using unfamiliar abstractions and a translation using familiar abstrac-
tions.

To answer RQ2, we compare programmer performance on a program editing task when
given:

(3) The program using unfamiliar abstractions and a non-translation natural-language
explanation.
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To answer RQ3, we started with a set of four hypotheses about information that might
make translations more helpful to programmers. RQ3 explores these hypotheses in partic-
ular:

H1 A mapping between familiar and unfamiliar program components helps.

H2 Translation of individual program components in isolation helps.

H3 Seeing fine-grained translation steps helps.

H4 Natural-language explanation of the translation helps.

We designed a set of four interfaces to explore these hypotheses (Section 1.4), each of which
augments translations in pointed ways. Each one embodies a particular hypothesis about
what may affect translations’ usefulness. If the hypothesis associated with one of these
interfaces is true, we expect to see improved programmer performance with that interface
compared to seeing the translation alone.

1.4 Interfaces

In this section, we describe the programming interface associated with each condition our
study. In addition to the RQ-relevant features highlighted below, all interfaces featured the
ability to read, edit, and run Python programs

Control and Translation Interfaces

We first describe the two interfaces we used to assess RQ1, Basic-Control. The Basic-
Control interface displays only the original TensorFlow program (Figure 1.1a). The
Basic-Translation interface displays the original TensorFlow program and a translation
to vanilla Python code produced by an automatic translation tool (Figure 1.1b).

Natural Language Interface

We now describe the interface we used to assess RQ2, Alt-NL. The Alt-NL interface
(Figure 1.1c) displays the original TensorFlow program alongside a natural language expla-
nation. We produced natural language explanations using the latest version of OpenAI’s
GPT-4 large language model [77]. We prompted the model using the following text: “Ex-
plain this TensorFlow program concisely:”, followed by the TensorFlow starter code. We ran
each prompt once, before the start of the study, so all participants saw the same explanation
for a given program.
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Pointed Interfaces

We now describe the four pointed interfaces we developed and used to assess hypotheses
H1–H4 of RQ3. Recall that RQ3 is designed to explore four hypotheses about information
that might make translations more helpful to programmers.

We generated the pointed interfaces for each program automatically, based on extracting
translation-related information from an automatic translation tool. We intentionally con-
strained our pointed interfaces to information that can be collected automatically from a
translation tool, so that we can expect these kind of interfaces to be automatically gener-
atable rather than relying on human guidance or insights. However, our interface designs
are not specific to the particular translation tool we instrumented. We therefore follow the
description of each interface design with a description of what information a tool must export
in order to produce the interface in question.

Pointed Interface 1 (Pointed-Highlight): Highlighting Correspondence Between
Translated Components

We first describe Pointed-Highlight, the pointed interface designed to explore H1: A
mapping between familiar and unfamiliar program components helps.

This hypothesis centers on the idea of connecting regions of the source program and
translated program. For example, highlighting the correspondence between components
(such as uses of a particular variable) in a source and translated program may support
programmers. By emphasizing mapping, this interface lets us explore whether making the
mapping between components salient may play a role in programmers’ usage of translations.

Pointed-Highlight displays the source program, the translated program, and a set of
buttons. When clicked, each button highlights one of the TensorFlow functions in the source
program and the corresponding code in the translation. It also highlights each function
argument in its own color, in both the source and translated programs.

For example, Figure 1.1d showsPointed-Highlight after clicking the tf.math.reduce sum

button. This function computes the sum of the elements in a tensor and is highlighted in
yellow in the original TensorFlow program. The corresponding translated code is also high-
lighted in yellow. The argument of the function, tf.math.multiply(x, 2), doubles x and is
highlighted in red in the original TensorFlow program. This argument determines both the
number of iterations of the translated for loop and the value added to sum result at each
iteration. Consequently, these parts of the translation (and nothing else) are highlighted
in red. These highlighted visuals make explicit the mappings between function calls and
function arguments, even when they look different in the source and translated programs.

Tool Requirements for Implementation To generate aPointed-Highlight instance,
we need annotations in both the input and output programs. A tool that translates between
the source and target language substitutes abstractions from the target language in for
components of the source language. Whenever a substitution occurs, the tool must annotate
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(a) Basic-Control (RQ1):
shows just the starter code.

(b) Basic-Translation
(RQ1): shows the starter code
and a translation. (c) Alt-NL (RQ2): shows the

starter code and a natural lan-
guage explanation.

(d) Pointed-
Highlight (RQ3):
shows the starter code
and a translation,
highlighting corre-
sponding components.

(e) Pointed-
Individual (RQ3):
shows the starter
code and buttons that
translate individual
components.

(f) Pointed-
StepByStep (RQ3):
shows the starter code
and a translation as
well as a sequence of
intermediate transla-
tion steps.

(g) Pointed-
Translation+NL
(RQ3): shows the
starter code, a trans-
lation, and a natural
language explanation
of why the translation
is equivalent.

Figure 1.1: The seven interfaces we use to answer our research questions. Each
interface specifically helps answer one of our research questions from Section 1.3. RQ1
asks whether translations help programmers work with unfamiliar abstractions; we compare
Basic-Control (a) and Basic-Translation (b) to answer it. RQ2 asks whether natural
language explanations help; we additionally compare Alt-NL (c) to answer it. RQ3 asks
whether translations can be augmented to be more helpful; we compare the pointed interfaces
(d–g) to answer it.

the start and end of the slice of the input program that was replaced; the tool must also
annotate the start and end of the slice of the output program that was produced by the
substitution. All annotations must remain, even as multiple substitutions are applied. The
tool must use this same process if part of a translated program is drawn from an annotated
portion of the source program. For example, in the example above, the red-highlighted
argument was tf.math.multiply(x, 2); when x was drawn from the argument to be used
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as the input to len, the tool must add the annotations to maintain the red highlighting,
even for this partial use.

Pointed Interface 2 (Pointed-Individual): Translating Individual Components

We designed Pointed-Individual to explore H2: Translation of individual program
components in isolation helps.

Pointed-Individual does not display a whole-program translation of the original Ten-
sorFlow program. Instead, it provides a set of buttons that show translations of individual
components of the original TensorFlow program. Each button corresponds to a TensorFlow
function in the original program. When these buttons are clicked, Pointed-Individual
underlines the function call in the original program and displays a translation of the under-
lined component. Pointed-Individual provides a translation of the entire program only
when the user clicks the button that corresponds to the outermost TensorFlow function call.

For example, Figure 1.1e showsPointed-Individual after clicking the tf.math.multiply
button. Pointed-Individual underlines this function call in the source program and dis-
plays only this function’s translation.

Tool Requirements for Implementation To produce Pointed-Individual, we need
translations not only for the whole program, but also for each individual use of an unfa-
miliar abstraction. For a translation tool, a straightforward way of generating the requisite
information is as follows: During a translation, whenever the tool encounters a use of an
unfamiliar abstraction, rerun the tool on just the use of the unfamiliar abstraction. The
results of these smaller component translations can be stored alongside the whole-program
translation.

Pointed Interface 3 (Pointed-StepByStep): Step-by-Step Translations

We use Pointed-StepByStep for exploring hypothesis H3: Seeing fine-grained trans-
lation steps helps.

Rather than a single transformation, translations may also be viewed as a sequence of
more granular transitions between programs. If step-by-step translation helps, then dis-
playing the individual steps that form the full translation (rather than a single, all-at-once
transformation) may support programmers working with unfamiliar abstractions.

Pointed-StepByStep initially shows only the original TensorFlow program and a
“Translate one step” button. When the user clicks the step button, Pointed-StepByStep
displays one step of the translation process, with differences from the previous step high-
lighted in yellow. The user can click the step button repeatedly until the program is fully
translated. Pointed-StepByStep also displays a “Go back one step” button to hide the
latest step.1

1In our implementation, these translation steps correspond to underlying rewrite rules in the tool that
powers the interface. Pointed-StepByStep thus exposes the internals of the underlying tool.
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For example, Figure 1.1f shows Pointed-StepByStep after clicking the “Translate one
step” button repeatedly until the program is fully translated. The final block of code is a
full translation, and all intermediate blocks are partial translations en route to the final
translation. Pointed-StepByStep thus emphasizes fine-grained steps of an incremental
translation process.

Tool Requirements for Implementation Pointed-StepByStep works naturally for
a translation tool that proceeds via a sequence of smaller translation steps. In addition to the
source program and translated program, this interface requires a sequence of intermediate
programs en route to the translated program. For the common case of a translation tool
that uses rewrite rules, the tool can log the program before and after each transformation
is applied. The “diff” between any given pair of programs can either be computed after
the fact at interface time (our approach), or packaged with the sequence of programs as an
output from the translation tool.

Pointed Interface 4 (Pointed-Translation+NL): Translations Supported by
Natural Language Explanations

We use Pointed-Translation+NL to explore hypothesis H4: Natural-language ex-
planation of the translation helps.

We posit that an explanation of the translation written in natural language may make
translations more useful to programmers. Pointed-Translation+NL thus shows the
original TensorFlow program, a translation, and a natural language explanation of why the
translation is equivalent.

We produced natural language explanations using the same large language model as
Alt-NL. We prompted the model using the text: ”Concisely explain why the following
TensorFlow and Python programs are equivalent:”, followed by the original TensorFlow
program and then the Python translation. As with Alt-NL, we ran all prompts ahead of
time so that all participants saw the same explanation.

Tool Requirements for Implementation To be compatible with this interface, a trans-
lation tool only needs to provide the translation itself. No additional information from the
internals of the translation process is required.

1.5 Study

We describe the study protocol and our findings.

Study Structure

We conducted a seven-condition between-subjects study with 98 participants.
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Figure 1.2: The main part of the web interface for the study. Participants used this
interface (extended in a variety of ways we describe in Sections 1.4, 1.4, and 1.4 and show
in Figure 1.1) to complete program modification tasks. On the left is a (i) description of the
interface, (ii) a program modification task, (iii) the starter code, and (iv) buttons to submit
the current code, skip the task, exit the study, and discontinue participation and delete all
data. On the right is (i) a code editor initialized with the starter code and (ii) a run button
that runs the current code and displays the result.

Participants and Recruiting We recruited via a screening survey about respondents’
prior experience with Python and a variety of Python libraries (including TensorFlow), as
well as asking them to predict the outputs of three snippets of Python code. We recruited
participants who (i) self-identified as having experience with Python, (ii) did not self-identify
as having experience with TensorFlow, and (iii) correctly predicted the output of all three
snippets of Python code. We recruited 98 participants (14 per condition), primarily through
university-affiliated mailing lists, newsletters, and forums, and through snowball sampling.
We ran one-on-one study sessions over Zoom. We compensated each participant with a 30
USD Amazon gift card. This study was approved by our institution’s Institutional Review
Board.

We balanced self-identified programming experience levels across the seven conditions
using a survey question proposed and validated by Feigenspan et al. [25]. Figure B1 in
Appendix B shows the distribution of self-identified programming experience by condition.
Tables B1 and B2 in Appendix B show that the secondary metrics of familiarity with other
libraries such as NumPy and years of experience are roughly balanced among the conditions.
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Session Protocol We asked each participant to complete a tutorial task, then three pro-
gram editing tasks (shown in Table A1 in Appendix A). Each participant used only a single
interface. Each task included starter code that uses some abstractions from the TensorFlow
high-performance computing library [66] and a request to modify the starter code to match a
new described behavior, as we show in Figure 1.2. We ran a between-subjects study in which
participants completed these tasks in a fixed order in one of seven conditions, corresponding
to the seven interfaces described in Section 1.4: two for studying RQ1, one for RQ2, and
four for RQ3. All interfaces featured the ability to read, edit, and run Python programs, as
well as to skip the task entirely.

After informed consent, we guided participants through the tutorial. During the tutorial,
the researcher explained the type of modification tasks participants would perform. The
researcher then explained the features of the study interface, including the interface elements
specific to the participant’s assigned condition. At the end of the tutorial, participants
completed the tutorial task, a simpler modification task than the main study tasks. After
completing this task, participants proceeded to the main study tasks.

During the main study tasks, participants were permitted to use all internet resources
and software tools except those capable of code generation (e.g. ChatGPT, Copilot, program
synthesizers). Study sessions were capped at 90 minutes, after which participants “timed
out” and were asked to close the study webpage. Text written in the code editor and
interactions on the webpage (e.g. button presses) were periodically logged by the study
interface.

Following the tasks, participants were asked to provide feedback on the study during a
short debriefing session.

Results

To answer our research questions, we examine two measurements:

1. Success rate, the number of tasks for which a participant performed the program
modification task successfully (within the 90-minute time limit) divided by the number
of tasks they were assigned (3).2 Higher is better.

2. Time taken, the total time taken by a participant who successfully completes all tasks
(not including the tutorial or tutorial task). Lower is better.

We do not examine success rates or time taken for individual tasks, as these may be subject
to learning effects that are not controlled for by our study design.

Success rate has a discrete distribution with possible values of 0%, 33%, 67%, and
100% (as shown in Figure B2 in Appendix B), so small distributional changes can shift the
median by 16.5% or more. Thus, we use the sample mean as a measure of central tendency

2We used the Hypothesis [64] property-based testing library to assess correctness over the domain of
integers from −1000 to +1000.
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0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Mean success rate among all participants

Pointed-Translation+NL

Pointed-StepByStep

Pointed-Individual

Pointed-Highlight

Alt-NL

Basic-Translation

Basic-Control

60% 76% 90%

56% 74% 88%

45% 64% 81%

56% 71% 86%

69% 83% 95%

55% 74% 90%

71% 86% 98%

Figure 1.3: Mean success rate among all participants from our study broken down
by interface. Success rate is defined as the number of tasks for which a participant
performed the program modification task successfully (within the 90-minute time limit)
divided by the number of tasks they were assigned (3). Error bars are 95% bootstrap
confidence intervals for the estimator and do not directly correspond to dispersion of the
data nor to statistical significance. Chart coloring indicates which research question analyzes
the interface in question.

for success rate. On the other hand, time taken has a continuous distribution. As time
taken is always positive, we expect it to be right-skewed, possibly with outliers. Figure B3 in
Appendix B confirms this expectation. Therefore, we use the sample median as a measure of
central tendency for time taken. Moreover, we report information about time taken only
for successful participants (those who finished all three tasks successfully), as the time a par-
ticipant takes to skip a task or provide an incorrect answer does not help answer our research
questions. Figures 1.3 and 1.4 display estimates of these measures from our dataset with
two-sided 95% confidence intervals (CIs) computed via the BCa bootstrap [24] with 99,999
resamples. We avoid p-values and instead quantify the uncertainty in our measurements
with CIs in light of best practices for fair statistical communication in HCI [22].

Translations Alone Do Not Help Programmers Work With Unfamiliar
Abstractions

To answer RQ1, we compare Basic-Control and Basic-Translation. Figure 1.3 shows
Basic-Control has a mean success rate of 86% (CI: 71–98%) and Basic-Translation
has a mean success rate of 74% (CI: 55%–90%). Figure 1.4 shows Basic-Control has
a median time taken for successful participants of 32.0 minutes (CI: 18.4–45.7 minutes)
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Figure 1.4: Median time taken among successful participants from our study bro-
ken down by interface. Time taken is defined as the total time taken by a participant
to complete all tasks, and we consider only participants who successfully completed all three
tasks for this chart. Error bars are 95% bootstrap confidence intervals for the estimator and
do not directly correspond to dispersion of the data nor to statistical significance. Chart
coloring indicates which research question analyzes the interface in question.

and Basic-Translation has a median time taken for successful participants of 41.1 (CI:
38.3–51.9 minutes). Participants using Basic-Translation thus did not perform better
than Basic-Control on either measure.

Natural Language Explanations Moderately Speed Work With Unfamiliar
Abstractions

To answer RQ2, we additionally compare to Alt-NL. Figure 1.3 shows Alt-NL has a
mean success rate of 83% (CI: 69–95%), and Figure 1.4 shows Alt-NL has a median time
taken for successful participants of 20.5 minutes (CI: 16.9–30.3 minutes). Participants using
Alt-NL thus performed substantially better than Basic-Translation and moderately
better than Basic-Control, having a similar mean success rate and a lower time taken
compared to the latter.

Augmented Translations Moderately Speed Work With Unfamiliar
Abstractions

To answer RQ3, we additionally compare to our four pointed interfaces. Figure 1.3 indicates
all four pointed interfaces have moderately lower mean success rate than Basic-Control
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or Alt-NL, roughly on par with Basic-Translation. Figure 1.4 indicates all four pointed
interfaces have median time taken substantially better than Basic-Translation and
moderately better than Basic-Control, on par with Alt-NL. One caveat is the large CI
for Pointed-Highlight (18.3–69.3 minutes), which indicates substantially less certainty
in our measurement for this condition.

Threats to Validity and Limitations

Threats to Validity Comparing time taken only among successful participants may
introduce survivorship bias. An alternative study design could be to ask participants to
keep re-submitting their answer until it was correct. This design would assume participants
have access to a correctness oracle, which may reduce ecological validity.

The particular interfaces, translations, and large language model prompts we used in this
study are not representative of all possibilities that test our research questions. While we
do see consistent results across the four pointed interfaces, it is possible that other designs
would yield different outcomes. Moreover, our interfaces and others may perform differently
on different tasks or task domains. We also used one particular library (TensorFlow) and
language (Python) for our study, and our results may not generalize to libraries or languages
that are substantially different from these choices, such as those relying heavily on static
types or manual memory management. Additionally, our findings may not generalize to
populations beyond the one we studied, which consisted of programmers already familiar
with Python (but not TensorFlow) who primarily were students and recent alumni of R1
universities in the United States.

Lastly, even with a small effect size (such as improving time taken by 1 second), increas-
ing the number of participants in each condition would eventually yield confidence intervals
that detect these differences. It is therefore possible that we fail to detect true differences
between the conditions due to small effect size.

Limitations This study is limited in that we did not conduct qualitative data analysis,
which could provide nuanced insights into participants’ experience of each interface. We also
cannot make comparisons among the individual tasks due to possible learning effects from
one task to the next. This could have been mitigated by a between-subjects counterbalanced
study design, but we chose not to make the additional assumption that aggregating among
different task orders would yield a meaningful estimate of the success rate and time taken
on each interface.

Lastly, we emphasize that, although it may be tempting to use our data about program
modification to draw conclusions about program comprehension or learning outcomes, the
ability to work with and modify programs does not necessarily require a deeper understanding
of the programs or the abstractions it relies on.
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Exploratory Observations About Additional Resources

We did not formally collect or analyze qualitative data, but we did note some exploratory ob-
servations during our study sessions that point to how participants used additional resources.
We observed that many participants used internet resources, including official TensorFlow
documentation, Google search, and StackOverflow. Additionally, many participants used
the text editor to iteratively run, modify, and rerun code. Some participants also used print
statements, commented code, or, when provided translations, copied translated programs
into the editor to run or modify them. Finally, during post-study debriefing, many partici-
pants expressed that running the code in the text editor was helpful, and some participants
mentioned that looking at library documentation was unhelpful, citing its verbosity or the
difficulty of finding relevant information.

1.6 Design Opportunities

Here we take up the question of what our results should mean for future work in HCI.
Our results confirm that supporting programmers in program modification tasks remains

a huge open problem. With interventions including state-of-the-art LLM-written explana-
tions, translation into familiar abstractions, and interface-augmented translations, program
editing times were still in the above-15-minutes range. We have seen program drafting tools
that improve program authoring times dramatically, sometimes by an order of magnitude.
We see an opportunity for making progress towards delivering the same speedups for program
modification. Here we suggest four directions for future design work to advance us on that
path.

For Synthesizers, Compilers, and Other Tools that Make Translations: Transla-
tion Augmentations May Speed Editing Our findings offered evidence that transla-
tions alone are not enough to help participants complete the particular tasks we assigned.
For user-facing tools that produce translations—e.g., some program synthesizers—designers
may be tempted to provide translations as an aid to users. Although this may increase our
confidence as tool builders that our tool really explains what it’s doing, it may not actually
help users. Designers should consider: (i) Assessing whether translations help. (ii) De-
signing their tools to produce the kinds of supplementary information described in Section
1.4; all four pointed interfaces made participants faster than the control or translation-only
conditions, which suggests a possible role for those translation augmentations.

For Situations Where Users Must Understand Translations: Translation Aug-
mentations May Affect Understanding Setting aside the goal of supporting mod-
ification tasks, all four pointed interfaces changed participants’ behaviors relative to the
translation-only condition. It is therefore possible that translation augmentations may af-
fect programmers’ understanding of the translation, not just their ability to work with the
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unfamiliar code. This suggests one direction for researchers, and another for practitioners.
For researchers: Does the additional information surfaced in the four pointed interfaces sup-
port programmers’ understanding of a translation? For practitioners: For situations where
understanding or interpreting a translation is a key goal, consider adding and assessing the
interactions we prototyped in the pointed interfaces we describe in Section 1.4.

For Low Data Regimes: Classical Methods as an Alternative Our results offer
evidence that classical methods—specifically, mechanical program translations, paired with
information extracted from the translation process—are competitive with natural language
explanations. For situations where LLMs do not work well—e.g., brand new abstractions,
low data regimes [13]—designers can consider translation-based programming aids. With
LLMs driving a surge of research on automatic programming aids, but often limited to
high-resource programming languages, we posit that translation-backed techniques suggest
a design opportunity: For programming tools where LLM-generated explanations fail for low-
resource languages or niche problems, is there an opportunity to combine both approaches?

How should we support modification tasks? Finally, although our pointed interfaces
allowed us to explore four hypotheses about what kind of information makes translations
more helpful, this study should not be the last entry on this question. Of all seven condi-
tions in our study, participants completed the highest number of editing tasks in the control
condition! Natural language explanations, translations, and augmented translations all low-
ered the success rate, even as explanations and augmented translations improved completion
times. Seeing only the program with the unfamiliar abstractions produced the highest rate
of successful task completions even though—because?—it was far from the fastest. This
suggests clear design opportunities: (i) What interventions can designers invent that will
lower task times without lowering completion rates? (ii) Further, what interventions can
designers invent that will lower program modification times even more, delivering the order-
or-magnitude speedups we’ve seen for program authoring?

1.7 Conclusion

Prior work has hypothesized that showing a translation from unfamiliar abstractions into
familiar abstractions will help programmers work with unfamiliar libraries and languages.
In a 98-participant user study, we found that participants with access to a translation were
neither faster nor less error-prone than participants without access to a translation. We
found that programmatically-generated supplementary information, in a variety of different
interfaces, made successful participants faster at using translations—but did not make more
participants successful.

Our results suggest an open problem: Beyond the four pointed interfaces introduced here,
how can tools use translations to help programmers work with new libraries and languages?
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Beyond this design opportunity, the work suggests a broad set of open translation-related
research questions for future work. Here we list a few:

1. If we are constrained to show only a translation with no additional information, what
makes a translation better or worse?

2. We used a fixed translated program for all conditions, including the translation-only
condition. Is there a tradeoff between making a translated program easy to under-
stand in isolation versus making the translation itself—the mapping between input
and output—easy to understand?

3. Can we characterize situations in which translations are more or less helpful? Based
on the domain, the kind of task, the conceptual distance between source and target
language, the background or experience levels of the programmers, or other features?

We hope future work will take up these questions so that, as a community, we can build
even better tools to aid programmers in the increasingly common situation of working with
code they did not write themselves.
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Appendix A

Study Tasks
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Table A1: Program modification tasks for our study. Data from the tutorial task was
not included in any analysis.

Name Task Description Starter Code

Tutorial Modify the TensorFlow program so that
it sets the variable new x to the sum of
the product of each entry of x with 3.

Example: If x = tf.constant([1, 1,
2, 3, 5]), new x should evaluate to a
Tensor with the value 36.

new_x = tf.math.reduce_sum(tf.math.multiply(x, 2))

Task 1 Modify the TensorFlow program so that
it sets the variable new x to a new array
containing only the elements of the array
x divisible by 5. If an element is also
NOT divisible by 10, additionally square
it; otherwise, leave it the same.

Example: If x = tf.constant([5, 2,
20, 15, 32, 100]), new x should evalu-
ate to a Tensor with the values [25, 20,
225, 100].

new_x = tf.where(
tf.boolean_mask(x, x % 2 == 0) % 10 == 0,
tf.square(tf.boolean_mask(x, x % 2 == 0)),
tf.boolean_mask(x, x % 2 == 0)

)

Task 2 Modify the TensorFlow program so that
it sets the variable new x to a rolling
weighted sum of array x with a window
size of 2. The weights should be 2 and 1.
That is, the first element of the new array
should be the first element of xmultiplied
by 2 plus the second element of x multi-
plied by 1; the second element of the new
array should be the second element of x
multiplied by 2 plus the third element of
x multiplied by 1; and so on.

Example: If x = tf.constant([4,
12, 8, 8]), new x should evaluate to a
Tensor with the values [20, 32, 24].

new_x = tf.squeeze(
tf.nn.conv1d(
tf.reshape(x, [1, int(x.shape[0]), 1]),
tf.constant([[[1]], [[1]], [[1]]]),
1,
’VALID’

)
)

Task 3 Modify the TensorFlow program so that
it sets the variable new x to the maximum
of the minimum of every other sub-array
in the array x (that is, the array at index
0, index 2, index 4, etc.).

Example: If x = tf.constant([[1,
2, 3], [101, 102, 103], [11, 12,
13]]), new x should evaluate to a Tensor
with the value 11.

new_x = tf.math.reduce_min(
tf.math.reduce_max(
tf.boolean_mask(x, tf.range(len(x)) % 3 == 0),
axis=1

)
)
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Appendix B

Distributions of Study Data
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Figure B1: Distribution of self-reported experience (on a scale of 1–10) among all
participants broken down by interface. Self-reported experience is discrete data, so we
use a bar chart (with a proportional x-axis) to display it; the widths of the bin do not carry
meaning.
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Figure B2: Distribution of success rate among all participants broken down by
interface. Success rate is defined as the number of tasks for which a participant performed
the program modification task successfully (within the 90-minute time limit) divided by the
number of tasks they were assigned (3). Each interface was used by 98/7 = 14 participants.
Success rate is discrete data, so we use a bar chart (with a proportional x-axis) to display
it; the widths of the bin do not carry meaning.
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Figure B3: Distribution of time taken among correct participants broken down
by interface. Time taken is defined as the total time taken by a participant to complete
all tasks. Time taken is continuous data, so we use a histogram to display it.
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beautiful soup flask matplotlib nltk numpy pandas pytorch
Basic-Control 3 0 12 2 14 11 1

Basic-Translation 3 0 9 0 13 10 3
Alt-NL 3 3 10 0 12 10 2

Pointed-Highlight 4 3 8 2 14 10 4
Pointed-Individual 3 5 9 1 12 11 3

Pointed-StepByStep 4 2 11 0 11 12 3
Pointed-Translation+NL 2 3 9 0 11 10 2

Table B1: The number of participants in each condition that had worked with
a variety of existing libraries. All participants indicated that they had not worked
with the library we used in this study, TensorFlow. The three most similar libraries, numpy,
pandas, and pytorch, had roughly the same number of participants that had worked with
it in each condition.

YoE Weekly YoE
Basic-Control 4.0 2.5

Basic-Translation 3.5 2.5
Alt-NL 4.0 2.0

Pointed-Highlight 5.5 2.0
Pointed-Individual 4.0 3.0

Pointed-StepByStep 4.5 4.0
Pointed-Translation+NL 5.0 2.0

Table B2: The median years of programming experience participants had in each
condition. The YoE column indicates median years of overall experience programming,
and the Weekly YoE column indicates median years of experience programming on a
weekly basis. The overall median YoE is 4 and Weekly YoE is 3.



26

Bibliography

[1] Parastoo Abtahi and Griffin Dietz. “Learning Rust: How Experienced Programmers
Leverage Resources to Learn a New Programming Language”. In: Extended Abstracts
of the 2020 CHI Conference on Human Factors in Computing Systems. Chi Ea ’20.
New York, NY, USA: Association for Computing Machinery, Apr. 2020, pp. 1–8.
isbn: 978-1-4503-6819-3. doi: 10.1145/3334480.3383069. (Visited on 03/30/2024).

[2] Abdulaziz Alaboudi and Thomas D. LaToza. “Using Hypotheses as a Debugging
Aid”. In: 2020 IEEE Symposium on Visual Languages and Human-Centric Computing
(VL/HCC). Aug. 2020, pp. 1–9. doi: 10.1109/vl/hcc50065.2020.9127273. (Visited
on 03/30/2024).

[3] Abdulaziz Alaboudi and Thomas D. Latoza. “Hypothesizer: A Hypothesis-Based De-
bugger to Find and Test Debugging Hypotheses”. In: Proceedings of the 36th An-
nual ACM Symposium on User Interface Software and Technology. Uist ’23. New
York, NY, USA: Association for Computing Machinery, Oct. 2023, pp. 1–14. isbn:
9798400701320. doi: 10.1145/3586183.3606781. (Visited on 03/30/2024).

[4] Gina R. Bai, Joshua Kayani, and Kathryn T. Stolee. “How Graduate Computing
Students Search When Using an Unfamiliar Programming Language”. In: Proceedings
of the 28th International Conference on Program Comprehension. Icpc ’20. New York,
NY, USA: Association for Computing Machinery, Sept. 2020, pp. 160–171. isbn: 978-
1-4503-7958-8. doi: 10.1145/3387904.3389274. (Visited on 03/30/2024).

[5] Thomas Ball, Mayur Naik, and Sriram K. Rajamani. “From symptom to cause: local-
izing errors in counterexample traces”. In: Proceedings of the 30th ACM SIGPLAN-
SIGACT symposium on Principles of programming languages. Popl ’03. New York,
NY, USA: Association for Computing Machinery, Jan. 2003, pp. 97–105. isbn: 978-
1-58113-628-9. doi: 10.1145/604131.604140. url: https://dl.acm.org/doi/10.
1145/604131.604140 (visited on 09/11/2024).

[6] Rishabh Balse et al. “Evaluating the Quality of LLM-Generated Explanations for Log-
ical Errors in CS1 Student Programs”. In: Proceedings of the 16th Annual ACM India
Compute Conference. Compute ’23. New York, NY, USA: Association for Comput-
ing Machinery, Dec. 2023, pp. 49–54. isbn: 9798400708404. doi: 10.1145/3627217.
3627233. url: https://dl.acm.org/doi/10.1145/3627217.3627233 (visited on
09/08/2024).

https://doi.org/10.1145/3334480.3383069
https://doi.org/10.1109/vl/hcc50065.2020.9127273
https://doi.org/10.1145/3586183.3606781
https://doi.org/10.1145/3387904.3389274
https://doi.org/10.1145/604131.604140
https://dl.acm.org/doi/10.1145/604131.604140
https://dl.acm.org/doi/10.1145/604131.604140
https://doi.org/10.1145/3627217.3627233
https://doi.org/10.1145/3627217.3627233
https://dl.acm.org/doi/10.1145/3627217.3627233


BIBLIOGRAPHY 27

[7] David Binkley et al. “ORBS: language-independent program slicing”. In: Proceed-
ings of the 22nd ACM SIGSOFT International Symposium on Foundations of Soft-
ware Engineering. FSE 2014. New York, NY, USA: Association for Computing Ma-
chinery, Nov. 2014, pp. 109–120. isbn: 978-1-4503-3056-5. doi: 10.1145/2635868.
2635893. url: https://dl.acm.org/doi/10.1145/2635868.2635893 (visited on
09/11/2024).

[8] Christian Bird et al. “Taking Flight with Copilot: Early insights and opportunities
of AI-powered pair-programming tools”. In: Queue 20.6 (Jan. 2023), pp. 35–57. issn:
1542-7730. doi: 10.1145/3582083. url: https://doi.org/10.1145/3582083.

[9] Matt Bower and Annabelle McIver. “Continual and Explicit Comparison to Promote
Proactive Facilitation during Second Computer Language Learning”. In: Proceedings
of the 16th Annual Joint Conference on Innovation and Technology in Computer
Science Education. ITiCSE ’11. New York, NY, USA: Association for Computing
Machinery, June 2011, pp. 218–222. isbn: 978-1-4503-0697-3. doi: 10.1145/1999747.
1999809. (Visited on 09/12/2024).

[10] Andrew Bragdon et al. “Code Bubbles: A Working Set-Based Interface for Code
Understanding and Maintenance”. In: Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems. Chi ’10. New York, NY, USA: Association
for Computing Machinery, Apr. 2010, pp. 2503–2512. isbn: 978-1-60558-929-9. doi:
10.1145/1753326.1753706. (Visited on 03/30/2024).

[11] Ruven Brooks. “Towards a Theory of the Comprehension of Computer Programs”.
In: International Journal of Man-Machine Studies 18.6 (June 1983), pp. 543–554.
issn: 0020-7373. doi: 10.1016/s0020-7373(83)80031-5. (Visited on 03/28/2024).
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