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0.1 AlphaGarden

Remote Sensing applies in a variety of situations, ranging from monitoring the environment, generating actionable insights, and object classification and detection techniques.

AlphaGarden is an automated test-bed for indoor polyculture farming with a gantry robot, censors, plant and leaf phenotyping, growth cycle simulator, custom tools. Image data from an overhead camera along with soil sensors from the testbed are analyzed using a Tracking and Phenotyping network, estimating the garden’s state at each time step and being fed into the simulator to decide on the next set of pruning and irrigation actions to take to maximize coverage and diversity of the garden. Results suggest the system can autonomously achieve 94% normalized plant diversity with pruning shears while maintaining an average canopy coverage of 84% by the end of the cycles.

0.2 Push-MOG

Recently, robots have seen rapidly increasing use in homes and warehouses to declutter by collecting objects from a planar surface and placing them into a container. While current techniques grasp objects individually, Multi-Object Grasping (MOG) can improve efficiency by increasing the average number of objects grasped per trip (OpT). However, grasping multiple objects requires the objects to be aligned and in close proximity. In this work, we propose Push-MOG, an algorithm that computes “fork pushing” actions using a parallel-jaw gripper to create graspable object clusters. In physical decluttering experiments, we find that Push-MOG enables multi-object grasps, increasing the average OpT by 34%.
This thesis explores the nexus of these various Remote Actuation and Sensing tasks, from macro to micro scale.
To my parents and sister,
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1.1 **Phenotyping and Bounding Disk Tracking.** 3 images from days 20, 30, and 40 of garden cycle 4. **Top row:** overhead images overlayed with the estimated bounding disks from the Bounding Disk Tracking algorithm. **Bottom row:** the masks created by the Plant Phenotyping network.

4.1 **Circle IoU for days 15, 30, 45 of Cycle 2R.** Each of these figures K-Means (top), BFS (bottom) show average IoU Score by plant type of the method given the ground truth circles. Note that with a highly occluded plant like Raddichio, neither method is able to match ground truth effectively, because of the sparsity of the segmentation mask.

4.2 **Plant Tracking Metrics.** Here we demonstrate the adversarial nature of precision and recall on a single Borage plant. Consider three circles. **Left:** This circle fully optimizes for precision, but neglects recall and has a 100% precision and 6.9% recall. **Center:** This circle fully optimizes for recall and has a 19.8% precision and 100% recall. **Right:** This circle balances both precision and recall achieving a 32.2% precision and 98.8% recall. It is often necessary to sacrifice more recall to achieve a qualitatively better bounding disk because encompassing all pixels of a plant leaves the algorithm brittle to minor segmentation errors.

4.3 **Metrics of Garden Cycle 2R for Kale and Cilantro.** We evaluate precision and recall of the Breadth-First-Search (BFS) versus the K-Means bounding disk algorithms for Kale, a larger plant type, and Cilantro, a smaller plant type. **Kale:** BFS tends to have higher precision, but lower recall. For the days which ground truth circles exist (manually annotated), they are closer to the K-Means algorithm in both metrics. **Cilantro:** Similarly, BFS has a higher precision and K-Means has a higher recall. However, Cilantro generally benefits from the more conservative BFS. We adopt a mixed approach: the K-Means from timesteps 0 to 30 when there is qualitatively less occlusion, and the BFS approach for subsequent timesteps, when the prior helps improves robustness.

4.4 **Domain Adversarial Neural Network (DANN):** As presented in [24], The Prune Point Network utilizes a DANN with two networks that have shared weights.
4.5 **Prune Point Identification.** Example of all plant leaf centers that were identified by the baseline analytic algorithm (left) and the learned model (right) applied to an overhead image. Each point’s color corresponds to the plant type of leaf for which it was intended. The learned model identifies 3 more prune points than the baseline approach in the highlighted example.  

4.6 **Visual Servoing Algorithm**  

5.1 **Plant Life Stages.** Each plant is modeled with a life cycle trajectory, consisting of five stages (from top to bottom image): germination, vegetative, reproductive, senescence, and death. When plants get under watered or over watered, their radius decays exponentially and their color turns brown, and after a short period they move to the death stage. However, if they receive their desired water amount prior to that, they can return to their original stage.  

5.2 **Learned Pruning network architecture.** A deep convolutional neural network with 18,244 parameters. The network takes three inputs: 1) an RGB image of the full garden; 2) a matrix of $h(x, y, t)$, $w(x, y, t)$, and $d(x, y, t)$ for all $(x, y)$ in the garden; 3) the global population distribution $P(k, t)$ including soil coverage. The network predicts a prune level for each observation using demonstrations from Variable Pruning.  

5.3 **Adaptive Sector Sampling.** In [22], we introduced a sector observation method which sampled sectors centered around each seed location $s(x, y)$. However, this can lead to overlap in which multiple irrigation and pruning actions are taken when instead only one is needed. **Left:** Two plants are close to each other, so sectors centered around each of their $s(x, y)$ overlap. **Right:** With adaptive sector sampling, if the plants are both germinating or are both growing, their seed locations are clustered and a sector centered at the center of the cluster is instead observed.  

6.1 **Custom Irrigation Tool:** For the watering of plants while reducing erosion.  

6.2 **Overhead Camera:** The Sony SNC-VB77 camera is used to monitor the AlphaGarden. It’s characteristics include a 35mm sensor, a low aberration lens, and higher than 4K resolution to allow for crisp and clear images for monitoring.  

6.3 **FarmBot Gantry:** This is the FarmBot gantry robot of the experiments, which can automatically mount tools to itself and move along the X,Y,Z axes.  

6.4 **Moisture Sensors:** The TEROS 10 sensors are laid throughout the garden between to measure and model soil metrics and dynamics.  

6.5 **Pruning tools.** **Left:** CAD and physical model of Rotary Pruner with a high speed motor and trimming blades. **Right:** CAD and physical model of Pruning Shears with three servos to control closing, tilt, and orientation.
7.1 **Garden Cycle Comparison.** Data points were recorded for days 20, 30, 40, 50, and 60 through hand labeled phenotyping masks. **Left:** Comparison of the coverage of the 4 Garden Cycles. The non-pruned garden has the highest value by day 60, with Cycle 2L (pruning shears) not far behind. **Right:** Comparison of the diversity squared of the 4 Garden Cycles. The non-pruned garden had lowest diversity by day 60, and Cycles 1R (rotary pruner) and 2R (pruning shears) achieved the highest diversity. 30

9.1 **Extracted meshes from SuGaR.** Two growth cycle days of January 8th, 2024, and February 2nd, 2024 were converted to a mesh using SuGar and then segmented using Blender’s 3D editing tools [69]. 34

9.2 **Output of 3D Prompted Segmentation on Plants.** We use GARField [14] to manually define a prompt point to segment. 35

10.1 An example of Push-MOG pushing and grasping objects into a cluster. (1) A cluster is identified containing three objects; (2) two objects are moved toward the center object using fork pushing; (3) Once the cluster fits within the robot’s gripper, (4) the gripper closes to create a tight fit and grasps the objects that will be transported to the bin. 39

12.1 As illustrated in Fig. 10.1, Push-MOG uses “fork pushes” to consolidate objects for multi-object grasping as shown on the right. 45

13.1 Examples of fork pushing with a parallel-jaw gripper, both against an edge ((a) and (d)) and around a vertex ((b) and (c)) noticing that the direction the object will move to is roughly perpendicular to the parallel-jaw gripper. 49

15.1 This figure shows the clustering formed by Push-MOG of an initial scene. The numbers on each cluster identify the order that the algorithm will perform the pushing and grasping actions. 54
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6.1 **Isolated Pruning Experiments** for the Rotary Pruner and Pruning Shears.  

**Key**: *Completeness* - 3: complete cut, 2: partial cut, 1: missed cut. *Precision* - 1: no damage to other leaves, 0: damage to other leaves. *Error Type* - A: No error, B: location, C: depth, D: other (including pruner).  

7.1 **Plant Type Metrics for Garden Cycles 1L & 1R**. This table shows diversity and coverage for plant types on day 60. The values for Cycle 1L (not pruned) and Cycle 1R (pruned with Rotary Pruner) are calculated via \[ c_i(60) \ast (R/R_i)^2 \] for each plant type (Section III). The goal of pruning is to foster a diverse garden while maintaining a high coverage.  

14.1 **Physical decluttering experimental results for random scenes**, comparing baselines *Frictional SOG*, *MOG-Net*, and the method *Push-MOG*. Experiments were conducted with a Robotiq 2F-85 parallel-jaw gripper mounted on a UR5 robot arm, on 5 random scenes of 34 objects, with the goal placed directly adjacent (see Figs 12.1 and 15.1).
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Part I

AlphaGarden
Chapter 1

Introduction - AlphaGarden

The idea of a remotely controlled garden started in 1995 with the inception of the telegarden by Goldberg et al. [1], [2], where the public could interact with a remote garden through the internet by planting and watering plants. Since then, the advancement of the idea and technology available led to the next natural step of a fully automated garden, helping to tackle the space and labor issues in addition to the cons of monoculture farming [3], [4]. Precision polyculture at large scales could revolutionize how society interacts with food and reduce our dependence on pesticides, water usage, and fertilizers through the natural benefits of polyculture [5]–[8].

Polyculture involves the planting of multiple crops in one area, similar to the “three sisters” crops of corn, beans, and squash. This contrasts with monoculture, which refers to a single species of vegetation grown in an area. Polyculture is not only more labor intensive, but it is more difficult to automate due to the heterogeneous composition of the crop, requiring more processing to understand the scene. However, it also provides many benefits, such as natural pest protection, better yields, and reduced depletion of soil nutrients.

The use of a robot could increase output of crops per unit area while preserving already scarce water supplies and reducing the negative health effects of intensive labor in harsh environments.

AlphaGarden’s contributions fall into the following categories:

1. Simulation

2. Advanced State Estimation

3. Actuation in Real

The AlphaGarden section presents work from the following papers with various contributions from me:

1. Simulating Polyculture Farming to Learn Automation Policies for Plant Diversity and Precision Irrigation [9]
CHAPTER 1. INTRODUCTION - ALPHAGARDEN

Figure 1.1: Phenotyping and Bounding Disk Tracking. 3 images from days 20, 30, and 40 of garden cycle 4. **Top row:** overhead images overlayed with the estimated bounding disks from the Bounding Disk Tracking algorithm. **Bottom row:** the masks created by the Plant Phenotyping network.

2. Can machines garden? systematically comparing the AlphaGarden vs. Professional horticulturalists [10]


4. Automated pruning of polyculture plants [12]

My primary contributions to this project has been the development of a new simulator policy to reduce water and pruning actions [9] and plant leaf masking and detection [10]. I will also discuss [10], which pits the AlphaGarden against a team of seasoned horticulturalists to understand its performance and readiness for future work. As an addendum, I will share techniques for advanced state estimation and segmentation using Gaussian Splatting [13] and GARField [14] to understand the complex garden bed in a three-dimensional view, as compared to an overhead one, and extract more detailed and ground truth information. Future work could build on this to design more robust growth models.
Chapter 2

Related Work

2.1 Automated Polyculture Gardening

Automated polyculture gardening is difficult, and there exists much prior work to address this. Wiggert et al. [15] created a testbed for monitoring plant growth and water stress in real time. Correll et al. [16] designed a distributed autonomous gardening system with mobile manipulators that detect plants, irrigate, and grasp fruits. Agostini et al. [17] created a robotic system that used AI to decide specific treatments (irrigation and nutrient intake) for each individual plant. Similarly, Shirley et al. [18], introduce a robotic system to tend cherry tomatoes where the system uses sensors to monitor and maintain a database of plant nutrients, environmental conditions, and fruit locations. This paper focuses on polyculture pruning and irrigation.

2.2 Plant Growth Simulators

Many existing plant simulators model growth of single species [19]. Examples such as DSSAT [20] and AquaCrop [21] simulate a growth period in large-scale monoculture farms. In prior work, we presented AlphaGardenSim [9, 22, 23] - a polyculture garden simulator with first order models of plant growth, inter-plant dynamics, and competition for water and light. The model parameters used in AlphaGardenSim were tuned using real-world measurements from a physical garden testbed as described in [9, 23]. AlphaGardenSim was used to automate seed placement for plant diversity and coverage.

2.3 Perception Systems

Identifying plant species-phenotyping- is an important task for plant monitoring. Ayalew et al. [24] present a method to use an unsupervised domain adaptation network to adapt the meticulously pre-labeled Computer Vision Problems in Plant Phenotyping (CVPPP)
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dataset [25], [26] to other plant and image domains. The data consists of single plants, their leaves, and a point map of leaf centers. We build on this work by transferring the results to a polyculture setting, as discussed in Section 4.3.

2.4 Automated Pruning

Pruning is a necessary capability to cultivate a polyculture garden. Prior work in autonomous pruning includes rose and bush trimming with a robot arm [27], [28]. Habibie et al. [29] trained a Simultaneous Localization and Mapping (SLAM) algorithm to enable automated fruit harvesting in a red apple tree field. Cuevas-Velasquez et al. [27] demonstrated success using visual servoing to account for changes in stem poses to determine cutting points.

In a controlled greenhouse, Van Henten et al. [30] used a robot with a thermal cutting tool to harvest cucumbers. We extend prior work by developing an autonomous pruning pipeline for trimming leaves in a controlled environment. To the best of our knowledge, this is the first system for autonomously pruning a polyculture garden.

2.5 Irrigation

Automation of irrigation is being explored and deployed in various ways ranging from simple Internet-of-Things(IoT)-based solutions in low-income and middle-income countries [31], [32] to robotics solutions in place of manual labor in high-income countries [31]. In contrast to rainfed agriculture [33], irrigation is essential when considering semi-indoor and indoor farming. Irrigation in agriculture contributes to more than 70% of global water use, and yet increasing demand as world population grows results in increasing water scarcity [33], [34]. Sustainable irrigation practices in agriculture are therefore important [34]. In Alpha-GardenSim, we work on improving irrigation to optimize coverage and diversity further while reducing water usage. We present some of our ongoing work with irrigation in this paper.

2.6 Hardware

For robot hardware, we use FarmBot, an open source gantry robot commercially available since 2016 [9]. Prior work with this system has examined kinematic modeling to enhance trajectory planning [35]. A team from Telkom University used FarmBot to create a web application to help human users with seed planting, watering, and plant monitoring routines [36]. More recently, researchers have proposed a FarmBot simulator “to support the development of a control software able to implement different [precision agriculture] strategies” [37]. We combine a more detailed simulator with the FarmBot hardware and custom pruning and irrigation tools to tend a polyculture garden from planting, to germination, growth, reproduction and decay.
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Problem Definition

A Garden Cycle consists of planting an arrangement of selected plant types, then irrigating and pruning until growth is completed. The objective is to optimize coverage, plant diversity, and water usage. In this paper, we focus on maximizing coverage and diversity through pruning and irrigation actions.

A growing zone is a rectangular planter bed of size \((w, h)\) in cm. A seed placement algorithm is used to generate seed placements \([38]\). There are \(M\) plant species \(\sigma_1\) to \(\sigma_m\). Each species has an associated germination time \(g\), maturation time \(m\) and maximum radius \(R\). The lifecycle of each plant \(k\) is defined by four stages: germination, growth \(l_i := m_i - g_i\) (the time between a plant type \(i\)'s germination and maturation), waiting, and wilting, as defined in \([22]\). A growth cycle starts with a seed placement for \(k\) seeds: \(p_1(x, y, \sigma)\) to \(p_k(x, y, \sigma)\) - and some fraction germinate to produce up to \(k\) plants. We track the plants each day \(t\) for \(t = 1\) to \(t_{\text{max}}\). For each plant \(k \in [0, n]\), the plant has its center coordinates \((c_{x_k}, c_{y_k})\) and current radius \(r_k\), both in cm. Each plant \(k\) also has a corresponding plant type \(\sigma_i\). A garden state on day \(t\) includes all information described above for every plant \(k \in [0, n]\) at day \(t\). Thus, a garden state is defined as follows:

\[
s(t) = \{p_k : ((c_{x_k}, c_{y_k}), r_k), \ldots\}, k \in [0, n]\]

We define coverage, \(c(t)\), as the sum of all plant canopy coverage, \(\Sigma_i c_i(t)\), over total area \(w \cdot h\) at day \(t\) \([39]\). For each plant type \(i\) with maximum radius \(R_i\), we define garden diversity as follows; let

\[
\mathbf{v}(t) = [c_i(t) \cdot (R/R_i)^2, \ldots], \forall i
\]

\[
d(t) = H(\mathbf{v}(t))
\]

where \(H(\cdot)\) is a function that calculates entropy defined as:

\[
H(X) := -\sum_{x \in X} p(x) \log p(x) \quad [40],
\]

\(\mathbf{v}(t)\) is a vector of normalized plant type coverage, and \(R\) is the average maximum radius over all plant types. Multiplying \(c_i(t)\) by \((R/R_i)^2\) normalizes each plant type’s canopy coverage.
We normalize because it is unrealistic to assume that a smaller, less dominant species will have the same coverage as a much larger, faster growing species. We aim to maximize both $c(t)$ and $d(t)$ at peak growth point through pruning actions. Coverage, $c(t)$, quantifies how well the plants are using the available space and Diversity, $d(t)$, tells us the rate we want all plant types to grow at approximately.

We assume:

1. The robot can reach all points on all plants,
2. only the planted seeds sprout in the garden (there are no extraneous plants).
Chapter 4

State Estimation

4.1 Plant Phenotyping (species tracking)

To estimate the garden state, we use a learned semantic segmentation neural network to label plant types from an overhead image. Plant phenotyping directly influences the success of Bounding Disk Tracking (Section 4.2), and provides information on plant growth, diversity, and coverage.

For each day, the latest image from the Sony camera is pulled from the server to be used for phenotyping. The images used are taken in the evening (usually around 6pm/7pm) when there is uniform lighting without shadows.

We trained a model using UNet architecture \cite{unet} with a ResNet34 \cite{resnet} backbone to output a $1630 \times 3478 \times (i_{total} + 1)$ array $L$ of plant likelihood per pixel per label type, where $i_{total}$ is the total number of plant types. The network is trained on image patches from six hand-labeled overhead images from previous garden cycles.

Each image is split into $512 \times 512$ RGB patches and augmented via shifting and rotating. We extract leaf masks from various stages in the garden and overlay these leaves on top of the existing patches to augment the data set.

Hand labeling accurate ground truth masks is a tedious process. We developed a data aggregation based approach, allowing a human to make corrections to a predicted mask when the algorithm fails. This approach identifies plant sub regions using the contours of the prediction mask, and queries a human to generate the correct label. By doing this, we are not bottlenecked by hand labelling and can generate training data from multiple garden cycles to improve overall performance.

Accurate segmentation for plants after day 30 becomes increasingly important to be able to determine canopy coverage and pruning actions. However, a plant may look very different at germination compared to its mature state due to plant changes over its lifespan (as well as due to occlusions), which causes a drop in phenotyping performance starting on day 40.

To address the distribution shift in later days, we introduce a prior probability distribution pixel level occupancy grid based on seed placement and plant maximum radius given
from our tuned simulator [22]. We define a variable \( R_k \), and \( c_k \) as the maximum radius and center of plant \( k \) at timestep \( t \), and a \( 1630 \times 3478 \times (i_{\text{total}} + 1) \) occupancy grid, \( O \) defined as:

\[
O(x, y, i) = \alpha \times (2 - r/R_k)
\]

if \( r \leq R_k \) and \( c_k \) is of plant type \( i \), where \( \alpha = 5 \), and \( r \) is the distance from \( c_k \) to \((x, y)\), else 1.

We use this occupancy grid as a prior probability distribution, and compute a new likelihood grid \( L' \) as an element-wise multiplication of the original segmentation output, \( L \), and occupancy grid, \( O \), \( L'(x, y, i) = L(x, y, i) \ast O(x, y, i) \), and output max, \( L'(x, y, i) \) as the predicted label for \((x, y)\).

4.2 Plant Leaf Tracking

Tracking plant leaves over the lifespan of a garden is challenging because plant shape frequently changes day-to-day due to occlusion, biasing an overhead view of the data. A tracking method should therefore be robust to these temporary occlusions and slight changes. However, the algorithm should be sensitive to real changes in plant location due to phototrophy [43] and irrigation [44].

We define the plant bounding disk (see Fig. 1.1) as the circle with the smallest radius such that the canopy corresponding to that plant is enclosed. We present two methods for finding circular representations of plants state and two metrics for comparison, and evaluate each method against a hand-labeled benchmark for selected days using a circle Intersection over Union (IoU) loss [45]. Recall that we know the seed location for each plant.

To estimate the garden state, defined by plant centers and radii \((c_{x_k}, c_{y_k}, r_k)\) indexed by plant type \( p_k = \sigma_i \), we convert the plant segmentation mask into estimates of each plant center and radius. It is necessary to phenotype the overhead image before converting from real-life to simulation representation (AlphaGardenSim) to ensure pixels with the highest likelihood for that plant type affect its bounding disk representation.

We use a breadth-first-search (BFS) based algorithm and K-Means clustering to track each plant center and radius. Both algorithms help address the issues with tracking plant over the duration of the garden lifecycle. BFS helps with irregular plant shapes and slight occlusions by continually searching outwards using a radial search heuristic, and K-Means helps address occlusion because it clusters non-contingent groups of pixels into a single bounding disk. We can see this in Figure 4.1 by comparing each algorithm against a human-labeled circle. K-Means outperforms BFS early and late in the cycle when plants are not occluded or are qualitatively highly occluded, but underperforms BFS in the middle of the cycle when plants are only qualitatively moderately occluded.

The BFS algorithm is initialized with seed locations and all plant radii at 0 cm. At each timestep, we use AlphaGardenSim [22] and the prior plant radius to calculate a maximum possible radius by simulating a day of plant growth. Given the prior radius, maximum radius, and minimum radius, the algorithm traverses outwards from the minimum radius.
Figure 4.1: **Circle IoU for days 15, 30, 45 of Cycle 2R.** Each of these figures **K-Means (top), BFS (bottom)** show average IoU Score by plant type of the method given the ground truth circles. Note that with a highly occluded plant like Raddichio, neither method is able to match ground truth effectively, because of the sparsity of the segmentation mask.

The algorithm terminates when it has explored no new pixels of the target type in the past two circumferences (representing the end of the plant) or the maximum radius has been achieved. This process repeats each day for each plant. Even when a plant becomes fully occluded, the algorithm handles radial decrease using AlphaGardenSim’s tuned wilting parameters.

The second method is a K-Means clustering based algorithm. K-Means clustering has two main assumptions – that the clusters (1) have roughly the same number of points and (2) are circularly distributed. The first assumption is true near the beginning of the garden, because plants of the same type grow similarly. However, later in the cycle, competitive relationships in the garden and occlusion start to create asymmetries, complicating this assumption. The second assumption follows from the circular model we use to track plants.

In order to benchmark the performance of these methods we use statistical precision and recall. Both precision and recall are computed per plant type per timestep. Let \( P_t \) be the number of pixels in the segmentation mask of the inputted plant type that fall within at least one bounding disk—the true positives. \( P_t \) be the number of pixels of the given plant type present in the segmentation mask—the true positives and false negatives, and \( P_c \) be the area of the union of the fitted bounding disks—the true and false positives. We then have that Precision = \( \frac{P_t}{P_c} \) and Recall = \( \frac{P_t}{P_t} \).

Just as in classification, we wish to maximize both precision and recall to compute the optimal bounding disks. We, however, need to consider the tradeoffs between precision and
Figure 4.2: **Plant Tracking Metrics.** Here we demonstrate the adversarial nature of precision and recall on a single Borage plant. Consider three circles. **Left:** This circle fully optimizes for precision, but neglects recall and has a 100% precision and 6.9% recall. **Center:** This circle fully optimizes for recall and has a 19.8% precision and 100% recall. **Right:** This circle balances both precision and recall achieving a 32.2% precision and 98.8% recall. It is often necessary to sacrifice more recall to achieve a qualitatively better bounding disk because encompassing all pixels of a plant leaves the algorithm brittle to minor segmentation errors.

recall in our setting; smaller bounding disks tend to have higher precision because they will likely be centered around denser, less occluded portions of the plant. However, larger bounding disks will tend to have higher recall because a larger bounding disk will naturally have a larger portion of plant type $k$’s pixels (see Fig. 4.2).

To judge the efficacy of these methods we compare them to hand-labeled bounding disks at various time steps. As Fig. 4.3 (left) shows, initial K-Means clustering performs well as its assumptions are easily met and the segmentation is highly effective. It also performs well on larger, less occluded plants. However, later in the cycle, K-Means’ efficacy decreases as it overfits to segmentation errors and irregular plant shapes. As Fig. 4.3 (right) shows, BFS lags early on, but then becomes increasingly effective as plants are occluded mid-garden cycle. We adopt a mixed approach: the K-Means from timesteps 0 to 30 when there is qualitatively less occlusion, and the BFS approach for subsequent timesteps, when the prior helps improves robustness.

### 4.3 Pruning Software

Once a garden state for day $t$ is estimated with the Bounding Disk Tracking algorithm, the analytic policy within AlphaGardenSim decides which plant to prune. For autonomous pruning, the system must identify and select specific target leaves to prune, be able to navigate and position the FarmBot above the chosen leaf using visual servoing, and execute the pruning action with custom hardware.
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Figure 4.3: **Metrics of Garden Cycle 2R for Kale and Cilantro.** We evaluate precision and recall of the Breadth-First-Search (BFS) versus the K-Means bounding disk algorithms for Kale, a larger plant type, and Cilantro, a smaller plant type. **Kale:** BFS tends to have higher precision, but lower recall. For the days which ground truth circles exist (manually annotated), they are closer to the K-Means algorithm in both metrics. **Cilantro:** Similarly, BFS has a higher precision and K-Means has a higher recall. However, Cilantro generally benefits from the more conservative BFS. We adopt a mixed approach: the K-Means from timesteps 0 to 30 when there is qualitatively less occlusion, and the BFS approach for subsequent timesteps, when the prior helps improves robustness.

Figure 4.4: **Domain Adversarial Neural Network (DANN):** As presented in [24], The Prune Point Network utilizes a DANN with two networks that have shared weights.

**Prune Point Identification**

We next present a prune point identification algorithm that takes in an overhead image, segmentation mask, and list of plants to prune, and outputs \((x, y)\) prune point coordinates. A good prune point can help promote growth and diversity in the garden. Pruning closer to the center of the bounding circle of the plant is beneficial because it allows for the FarmBot to cut off a greater portion of the leaf.

Initially, an analytic baseline algorithm finds the average point between the extrema of the plant bounding disk and its’ center to find a theoretical leaf center(see Fig. 4.5). However, plants often include bending, occlusion, or oddly shaped leaves. The baseline algorithm would frequently return points that were not on a plant or too close to an edge. We therefore explore a learned approach.

We train a Prune Point Identification neural network based on the unsupervised domain adaptation network for plant organ counting by Ayalew et al. [24], whose architecture is seen in Figure 4.4. In the training process, singular plant input images are transformed
to a size of 256x256, and masked using the phenotyping network output. The architecture consists of a Domain Adversarial Neural Network (DANN) with a Gradient Reversal Layer to backpropagate between the source and target domains. Classification is performed using a U-Net [24].

DANNs are unique as they allow for adaptation to a new domain that does not contain any ground truth data. The Komatsuna Dataset [46] is a pre-labeled and masked set of plants with their leaves over time, very similar to the masked images in AlphaGarden. The dataset is used as the base of the network, with masked and cropped images of plants from the Phenotyping Network as inputs.

To evaluate this network’s success in a polyculture setting, rather than its original monoculture domain, we trained one model, ignoring plant type. We found that training on all plant types led to lower overall performance. However, training on Borage, a plant that has high success in being identified by our phenotyping network along with distinct, well-shaped round leaves, led to a network that was able to predict leaf centers for all the plant types. The final model was trained for 150 epochs with a 80/20 train/validation split for the source (CVPPP) [25], [26] and target datasets, 201 overhead images and masks of the Borage plant type, and evaluated qualitatively on a random sampling of overhead images of all plant types.

The model outputs a probability map with all possible plant leaf centers. To extract viable points from the map, a clustering and thresholding technique is used to identify leaf centers with the highest model confidence. These point clusters are then removed and the heatmap is re-normalized. In this way, the algorithm is able to recover lower confidence leaf centers. Additionally, prune points are filtered to remove any points on other plants or the soil. This is done by correlating the prune point to the mask provided by the phenotyping network.

Together, the learned method identifies 32% more prune points on plant leaves than the baseline (see Fig. 4.5). The identified prune points are an average of 38% closer to the center of the plant compared to the baseline. Quantitatively, as shown in Fig. 4.5 for Swiss Chard as an example, the learned method identifies six prune points while the baseline approach identifies only three prune points.

To select the optimal prune point, the network first identifies all possible prune points. The algorithm then eliminates all points within 3cm of the edge of the bounding disk as these lie on the edge of the plant, and calculates the rate of change of the radii of all neighboring plants over the last five days. The prune point closest to the neighboring plant that has the largest rate of decay of radii is selected to foster growth of the struggling neighboring plant.

**Visual Servoing for Pruning Tool**

The autonomous pruning tool must then physically arrive at the chosen prune point by translating from overhead image pixel coordinates to FarmBot \((x, y)\) coordinates. Due to the variable height of plants, it is not possible to create a 1-to-1 mapping of pixel coordinates to FarmBot coordinates.
Figure 4.5: **Prune Point Identification.** Example of all plant leaf centers that were identified by the baseline analytic algorithm (left) and the learned model (right) applied to an overhead image. Each point’s color corresponds to the plant type of leaf for which it was intended. The learned model identifies 3 more prune points than the baseline approach in the highlighted example.

Figure 4.6: **Visual Servoing Algorithm**

We use a closed-loop hybrid visual servoing technique that combines elements of both image-based visual servoing and position-based visual servoing [47].

Fig. 4.6 shows the overhead image and the image taken by the on-board camera at its final location after visual servoing to reach selected points in two instances.

The visual servoing algorithm can fail when plants grew too high and close to the on-board camera (approximately 0.4$m$ above the soil surface).

To remedy this, we moved the on-board camera to approximately 0.7$m$ above the soil surface, allowing it to capture unobstructed images of the garden and better localize them within the global image.
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Simulation

In AlphaGardenSim the goal is to grow a lush and diverse polyculture garden, represented as a discrete $H \times W$ grid containing $N$ plants uniformly sampled from a set of $k$ plant types, as well as types *soil* and *unknown*, within a growing period $T$ while minimizing irrigation. We can frame the general problem as a Partially Observable Markov Decision Process (POMDP) defined by the tuple $(\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R}, \mathcal{O})$.

**States ($\mathcal{S}$).** A state $s(t)$ includes the following quantities at timestep $t$ for every point $(x, y)$ in the garden: the seed locations $c(x, y)$, the health of each plant $h(x, y, t)$ and the soil moisture levels $w(x, y, t)$ in the garden. The timestep $t$ is in days for AlphaGardenSim. We also introduce a vacancy score $e(x, y, t)$ as the minimum distance from point $(x, y)$ to any plant. We define $d(x, y, t)$ be a vector of length $k + 1$ representing one of the $k$ plant types (or soil) type that is visible overhead at point $(x, y)$. With full state knowledge this is a 1-hot vector, however in a physical garden this induces a distribution over the plant types.

**Actions ($\mathcal{A}$).** The agent can execute any combination of the following actions, or none, per observation:

- **Watering**, $a_w(x, y, t)$, applies a fixed amount of water to a circle of radius 9 centered at the center point of the observation $(x, y)$, following the irrigation model described in [9]. The amount of water applied to each grid cell decays exponentially as it approaches the edges of the watering circle.

- **Pruning**, $a_p(x, y, t)$ reduces the radius of a plant. We define a pruning window of size $5 \times 5$, centered at the center point of the observation $(x, y)$. A pruning action will reduce the radii of all plants visible within the pruning window by a pruning level $p$, which is set by default to $p = 5\%$. This is to simulate the inaccuracy of an automated pruner that is likely to prune plants in the neighborhood of the target leaf.

- **Planting**, $a_s(x, y, t)$. We extend the action space presented in [22] with a new planting action that seeds a plant at point $(x, y)$ at timestep $t$. A plant can be planted only in locations labeled as *soil*. 
Figure 5.1: **Plant Life Stages.** Each plant is modeled with a life cycle trajectory, consisting of five stages (from top to bottom image): germination, vegetative, reproductive, senescence, and death. When plants get under watered or over watered, their radius decays exponentially and their color turns brown, and after a short period they move to the death stage. However, if they receive their desired water amount prior to that, they can return to their original stage.
Transitions ($T$). At each timestep $t$, AlphaGardenSim executes a sequence of updates across the garden: irrigation, lighting, water use and plant growth according to the models described in [9].

Rewards ($R$). As the objective is to achieve a diverse garden with maximal yield and water efficiency, we define $P(k, t)$, the global population in the garden as a distribution over the $k$ plant types, and the following rewards:

- $r_d(t)$, the garden diversity at timestep $t$ is defined as the normalized entropy of the global population in the garden:
  \[ r_d(t) = \frac{H(P(k, t))}{\log k} = -\sum_{i=1}^{k} P(i, t) \log P(i, t) \frac{\log k}{\log k} \]

- $r_c(t)$, the garden canopy coverage is defined as the total percent coverage at timestep $t$, taking into account only the coverage of the plants, ignoring the uncovered space labeled as soil:
  \[ r_c(t) = \frac{\sum_{i=1}^{k} P(i, t)}{H \cdot W} \]

- $r_w(t)$, the garden water efficiency is defined as the negative water use at day $t$:
  \[ r_w(t) = -\sum_{x,y} w(x, y, t) \]

Observations ($O$). To simulate sensor precision limitations, we define $o(x, y, t)$, a sector of size $\frac{H}{10} \times \frac{W}{10}$ centered at point $(x, y)$ representing the area observable at timestep $t$.

### 5.1 Pruning, Irrigation, and Planting Policies

We evaluate the performance of different polyculture pruning, irrigation and planting policies by assessing their robustness in varying garden settings to achieve high plant yield and reduce water use in AlphaGardenSim.

**Policies**

We implement five policies:

1. Uniform Policy, a policy that irrigates according to a fixed schedule and prunes all plants uniformly.

2. Fixed Pruning, a policy that irrigates and prunes plants with a fixed pruning level based on water availability, plant health and garden diversity.
3. Variable Pruning, a policy that selects a pruning level $p \in \mathcal{P}$ for each day $t$ from a discrete set of pruning levels $\mathcal{P}$.

4. Learned Pruning, a deep supervised learned policy that learns from Variable Pruning prune level demonstrations to predict prune levels over 1500X faster than Variable Pruning.

5. Dynamic Planting, a policy that seeds plants throughout the lifespan of the garden to achieve indefinite garden growth.

**Uniform Policy**

Introduced in [22], Uniform Policy irrigates all plants every other day similar to an array of drippers or sprinklers in farms and greenhouses. To limit overcrowding, every 5 days, the policy prunes all plants that grew beyond a threshold with $p = 5\%$.

**Fixed Pruning**

In [22], we presented Fixed Pruning, which utilizes soil moisture, plant health and global diversity to dynamically prune and irrigate each sector it observes. For every $o(x, y, t)$, Fixed Pruning applies one of four actions: irrigate, prune, irrigate and prune, or none.

If any of the plant health values $h(x, y, t)$ in $o(x, y, t)$ within the radial distribution of the water nozzle described in [9] indicates underwatered, the policy irrigates the sector. If the sector does not contain any plants or only dead plants, Fixed Pruning does not irrigate. To avoid irrigating plants that are overwatered, the policy sums all $w(x, y, t)$ in the sector and doubles $w(x, y, t)$ wherever $h(x, y, t)$ contains an overwatered plant. If the total sum is less than a threshold, the sector is irrigated.

Fixed Pruning selects a pruning action if the proportion of any plant type, calculated by $r_d(t)$, in the pruning window is greater than a uniform threshold.

**Variable Pruning**

Experiments in prior work [23] and those in Section [9] suggest that, due to a fixed pruning level, Fixed Pruning struggles to manage plants with significant differences in germination times, maturation times and max radii. To address this limitation, we introduced Variable Pruning, a policy that selects a pruning level $p \in \mathcal{P}$ for each day $t$ from a discrete set of six pruning levels $\mathcal{P}$. Every timestep, Variable Pruning takes a 1-step lookahead to simulate the potential multi-modal entropy $mme$ (see [9]) that would result from choosing pruning level $p_t \in \mathcal{P}$ on the current garden state. After selecting $p$, Variable Pruning uses Fixed Pruning to collect pruning and irrigation actions for every $o(x, y, t)$. 
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Figure 5.2: Learned Pruning network architecture. A deep convolutional neural network with 18,244 parameters. The network takes three inputs: 1) an RGB image of the full garden; 2) a matrix of $h(x, y, t)$, $w(x, y, t)$ and $d(x, y, t)$ for all $(x, y)$ in the garden; 3) the global population distribution $P(k, t)$ including soil coverage. The network predicts a prune level for each observation using demonstrations from Variable Pruning.

**Learned Pruning**

We introduced Learned Pruning in [23], as a way to speed-up 1-step lookahead with Variable Pruning by over 1500X. We train a deep supervised learned policy, mapping prune level $p$ demonstrations from Variable Pruning to full garden states as illustrated in Fig. 5.2. A deep CNN with 18,244 parameters takes in an RGB garden overhead observation, a matrix of plant health, plant types, and water availability, and the global population distribution to determine a prune level for a plant.

**Dynamic Planting**

Dynamic Planting is an extension of Variable Pruning that uses the new planting action defined in Section 5 to obtain continuous coverage over longer garden periods, past the days of when plants seeded on day 0 live. We wish to seed plants in locations that minimize inter-plant competition for light and water so we provide the policy vacancy scores $e(x, y, t)$ for all $(x, y)$ in each $o(x, y, t)$. If any $e(x, y, t)$ in $o(x, y, t)$ is above a threshold, and the maximum number of plants the policy can seed each day has not been reached, the policy
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(a) Overlapping Sectors  (b) Adaptive Sector Sampling

Figure 5.3: Adaptive Sector Sampling. In [22], we introduced a sector observation method which sampled sectors centered around each seed location $s(x, y)$. However, this can lead to overlap in which multiple irrigation and pruning actions are taken when instead only one is needed. Left: Two plants are close to each other, so sectors centered around each of their $s(x, y)$ overlap. Right: With adaptive sector sampling, if the plants are both germinating or are both growing, their seed locations are clustered and a sector centered at the center of the cluster is instead observed.

Dynamic Planting has several benefits over other policies that use stagnant seed placements. Dynamic Planting has potential to limit plant competition and achieve higher diversity due to the fact that smaller, slow growing plants can be seeded prior to larger, fast growing plants when the garden period begins. Furthermore, a garden period is no longer constrained by constant companionship relations; new plants that are seeded can be chosen through a combination of optimizing local companionship relations and to improve global diversity and coverage.

Adaptive Sector Sampling

In prior work [22], we introduced a sector sampling method which, at every timestep, samples $m$ sectors centered at each $s(x, y)$ and an additional $\frac{m}{10}$ sectors centered at non-seed points. However, as seen in Fig. 5.3, sectors can overlap due to plants seeded close to each other. During irrigation, both sectors may be watered, resulting in extra water usage. Additionally, multiple pruning actions may be used instead of one to prune all plants in the overlapping area. To address this, we create clusters of seed locations $s(x, y)$ that are within a distance $c_d$ of each other. We center observations at the centers of these clusters to encompass all plants within that cluster. We create two sets of clusters: the seed locations of germinating plants that are within $c_{d, germ}$ of each other, and the seed locations of growing plants that are within $c_{d, grow}$ of each other. To further reduce the number of actions, we do not cluster, and consequently do not irrigate or prune, the seed locations of plants in Senescence or Death as these two stages are irreversible.
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Actuation

6.1 System

Hardware

FarmBot Gantry Robot: AlphaGarden is a $3.0m \times 1.5m$ raised planter bed located in the UC Berkeley greenhouse, seen in Figure 6.3. A commercial FarmBot gantry robot is installed over the planter bed frame. This CNC robot may travel to any location in the garden from the soil level to $0.4m$ above. FarmBot also features a magnetic universal tool mount (UTM) on its Z-axis that can automatically swap between tools stored on the west side of the bed.

Water Nozzle To build a functional autonomous garden, we designed and fabricated custom tools for watering and pruning, as seen in Figures 6.1 and 6.5, respectively. The watering nozzle creates a wide and uniform output stream, for soil water retention. The watering nozzle attaches to the UTM.

Overhead Camera We mounted a Sony SNC-VB770 digital camera with a 20mm Sony lens 2m above the garden bed to monitor AlphaGarden, as seen in Figure 6.2. The camera’s major requirements include (1) image resolution, (2) image distortion, (3) power delivery, (4) remote data accessibility, and (5) reliability. It has a DSLM 35mm sensor with a maximum $4240\times2832$ resolution (1.4x higher than 4K) image mode. The 20mm lens minimizes distortion and allows us to capture the entire garden. We vetted the 20mm lens for characteristics including barrel distortion and lateral and axial chromatic aberrations. Together, the lens and sensor capture the entire garden bed with high clarity. This minimizes two problems that normal lenses introduce: occlusion and changes in relative size. Using a normal lens, plants at the edges of the field of view would often be occluded by plants in the center and distortion would affect how a plant’s center and radius is computed. The combined camera and lens automatically records photos every hour. We then use the
Figure 6.1: **Custom Irrigation Tool**: For the watering of plants while reducing erosion. Homography transformation based on the corners of the garden bed to correct the image scale and orientation.

**Onboard Camera**  
A custom borescope inspection camera [51] is located adjacent to the UTM on the Z-axis. It allows for close-up images of plant and soil. The onboard camera integrates with the FarmBot OS.

**Soil Moisture Sensors**  
To measure soil moisture and model soil dynamics, we distributed six TEROS-10 soil moisture sensors [52] throughout AlphaGarden, shown in Figure 6.4. These measure the Volumetric Water Content (VWC) of the soil with a 430 mL volume of influence. The sensors connect to a ZL6 Data Logger [53], which publishes readings every 30 minutes.

**Primary Workstation**  
This is to collect measured data and upload it to the FarmBot Cloud solution. This allows for data to be reviewed online and for the FarmBot to be manipulated remotely.

**Pruning Hardware**  
The goal of pruning is to reduce the coverage of plant $k$ centered at a point $(x_k, y_k)$ with radius $r_k$. 
Figure 6.2: **Overhead Camera**: The Sony SNC-VB77 camera is used to monitor the AlphaGarden. It’s characteristics include a 35mm sensor, a low aberration lens, and higher than 4K resolution to allow for crisp and clear images for monitoring.

Figure 6.3: **FarmBot Gantry**: This is the FarmBot gantry robot of the experiments, which can automatically mount tools to itself and move along the X,Y,Z axes.

The tools we designed are operated through the FarmBot system with no human intervention. Once the FarmBot moves to a prune location, the pruning tool then aims to remove all or part of the leaf structure in that neighborhood to reduce coverage. We design, implement, and evaluate two options.

**Rotary Pruner**  Inspired by the traditional ‘weed whacker,’ our first generation model utilizes thin, flexible blades rotating at high speeds to cut plants. We selected an SM Tech 775 Brushed 24V DC motor capable of 12000 rpm to achieve this. The motor uses an external voltage source separate from the FarmBot’s power rail. Thus, we designed a spring pin mechanism that allows the external power rail to automatically connect to the tool. We also designed a motor housing that inter-operates with the FarmBot UTM. The electrical control includes a relay circuit that governs motor power and uses GPIO to integrate with the FarmBot OS. The FarmBot does not rotate along the Z-axis, so we designed two such rotary pruning tools with different orientations: one that cuts along the X-axis and another
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Figure 6.4: **Moisture Sensors**: The TEROS 10 sensors are laid throughout the garden bed to measure and model soil metrics and dynamics.

Figure 6.5: **Pruning tools. Left**: CAD and physical model of Rotary Pruner with a high speed motor and trimming blades. **Right**: CAD and physical model of Pruning Shears with three servos to control closing, tilt, and orientation.
that cuts along the Y-axis.

The Rotary Pruner that is chosen has a cutting direction that is closest to being orthogonal to the vector from the plant’s center to the prune point, and is autonomously mounted using the tool rack and FarmBot UTM. To estimate the height of the plant and find the distance to the target leaf \(d\), we mounted a Sharp infrared distance sensor \(^{[54]}\) adjacent to the FarmBot UTM pointing towards the soil surface. After arriving at the prune coordinates and measuring \(d\), the Rotary Pruner is then toggled on, and the FarmBot is lowered to \(d + 5\text{cm}\); the system overestimates the depth of the leaf in order to ensure a cut. The Rotary Pruner is then toggled off and returned to its home position.

Although the Rotary Pruner proved useful for many of the initial pruning actions, it spotlighted a few shortcomings that we wished to fix with a redesigned pruning attachment. Firstly, since the Rotary Pruner uses two separate attachments, the autonomous system had to regularly switch these attachments, adding unwanted power consumption and increasing the likelihood of mechanical failure. Secondly, due to the Rotary Pruner’s relatively aggressive method of operation, it caused debris to fly, and would frequently damage the target leaf (as well as surrounding plants) when attempting a prune action. This caused a reduction in plant health and an increase in water consumption.

Pruning Shears  For a quieter, more precise and delicate pruning tool, we motorized a pair of Japanese topiary shears. A pair of Niwaki Topiary Shears \(^{[55]}\) were fastened directly to the FarmBot’s gantry rails. A YANSHON Digital 360° servo motor is able to close the shears by winding a high strength steel cable attached to one handle of the shears onto a spool; the shears reopen with a spring mechanism when the cable is unwound. This assembly is mounted to a 2-axis servo gimbal (using BETU Digital 270° servo motors). The gimbal is able to position the shears vertically, horizontally, or at any intermediate angle as well as rotate the shears a full 180° to account for any leaf direction, allowing the FarmBot to trim with greater precision as well as reach the tops of plants. The servos connect to the FarmBot PWM header and integrate with the FarmBot OS.

Control of the shears is executed through the three servos: one for tilt, one for cut angle, and one for shear closure. The Pruning Shears are at default open and stored horizontally to avoid collisions with plants below. The shears require calculating the orthogonal vector to the vector spanning from the center of the plant to the prune point. The servo that controls cut angle is then activated to position the shears along the orthogonal vector. The tilt servo then swivels the shears to a vertical position. The shears are then lowered to \(d + 5\text{cm}\) and activated. Once a cut is complete, the shears return to their default positioning.
## Table 6.1: Isolated Pruning Experiments for the Rotary Pruner and Pruning Shears.

**Key:** Completeness- 3: complete cut, 2: partial cut, 1: missed cut. Precision- 1: no damage to other leaves, 0: damage to other leaves. Error Type- A: No error, B: location, C: depth, D: other (including pruner).
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Experiments

7.1 Isolated Pruning Experiments

To evaluate the two pruning tools, we ran pruning experiments using two plant types in pots. We chose eggplant for its large leaves comparable to kale, borage, and turnip, and we chose bell pepper for its smaller abundant leaves similar to cilantro and lettuce. We placed a grown potted plant near the midline of the garden bed, took an overhead image, and then passed a manually annotated plant center and prune point into our visual servoing and pruning algorithms.

For each tool, we made 5-6 prunings on both plant types, observing completeness of the cut, precision of the cut (if any neighboring leaves were harmed in the process), and any error that may have occurred. We found the Rotary Pruner was more likely to complete a cut, but it also tended to over prune. Furthermore, due to the nature of the Rotary Pruner, the final cuts were not ‘clean’ and included tears and fragments. The Pruning Shears, on the other hand, generally caused little secondary damage and debris and made clean cuts, but were more prone to incompletely cut or miss a leaf. Table 6.1 shows these results as discussed. The main reasons for failure to execute a prune were due to bad prune point selection or the pruning tool pushing a leaf out of the way while the robot descends to cut the leaf. As noted previously, in these isolated pruning experiments, prune points were manually annotated since the goal was to test the pruning tool(s). So a bad prune point being manually selected, in some cases caused a failure as reported in Table 6.1.

7.2 4 Garden Cycles

To evaluate the system, we ran four autonomous cycles over two 60 day periods. We split the garden into two halves and planted identical seed placements (1.5m × 1.5m) on each with different pruning regimens. Each half was treated as an independent garden cycle. Irrigation took place at 9:00 AM daily and every plant was watered 200mL. After day 30, and every five days after, the autonomous system executed pruning actions. An overhead
image taken at 7:00 PM was processed through the Plant Phenotyping and Bounding Disk tracking algorithm to determine the garden state. AlphaGardenSim would use this garden state to decide which plant(s) to prune. The image was subsequently used for prune point identification and selection. Visual servoing and pruning algorithms were then executed on the chosen leaves.

Intersection over Union (IoU) is \( \sum_{i=0}^{i_{\text{total}}} \frac{\text{label}_i}{(i_{\text{total}} + 1)} \). The baseline phenotyping model which is the same as [23] as explained in Section 4.1 had a mean IoU of 0.71 when compared to the ground truth at day 30. The approach presented, incorporating data aggregation techniques and with location based segmentation added, had a mean IoU of 0.83 across the 9 labels on day 30. We saw the highest IoU of 0.97 in borage, which is one of the larger plants. Radicchio, which previously had the lowest IoU when using the baseline model, had the largest increase from 0.23 to 0.59.

Adding location priors offers more robustness to the distribution shift in plants towards the end of the garden cycle and marginal improvements in the early stages of the garden. During day 50 and 60, mean IoU improved from 0.38 and 0.33 to 0.42 and 0.36 respectively with location based segmentation. The largest jump in IoU was for green lettuce, from 0.31 to 0.40 on day 60, while plants like kale saw little change with an IoU of 0.54 on both networks.

**Human Intervention** Although the goal is a fully automated polyculture garden pruning system, some human intervention was required. Seed planting was performed with human labor. A member of the project team (Mark) was present during all pruning actions, which were executed in batches. While all decisions were made autonomously, human intervention was used to correct robot position when the FarmBot gantry failed to servo to the correct target location, as outlined in Section 4.3. This occurred in 45% of pruning operations. However, as also discussed in Section 4.3 by adjusting the on-board camera height, we were able to reduce the failure rate of servo positioning for future garden cycles. No other human intervention was performed in terms of weeding or irrigation.

**Garden Cycles 1L and 1R** In Cycles 1L and 1R, the identical seed placements (1.5m × 1.5m) included 20 plants from 10 different plant types (two of each type). In Cycle 1L (the left half of the garden bed) there were no pruning actions and the garden was allowed to grow freely. In Cycle 1R (the right half) pruning actions were executed with the Rotary Pruner.

Over 6 pruning sessions for Cycle 1R, 42 plants were chosen to be pruned across 6 plant types. The system autonomously selected the turnip and kale plants on all pruning occasions, due to the fact that they grew much faster than the other plants and have large radii. Due to the numerous prunings and the Rotary Pruner’s nature of completing a cut and leaving a leaf vulnerable, we see both turnip plants approach their wilting stage by day 60. This could also be a sign of overpruning.
### Table 7.1: Plant Type Metrics for Garden Cycles 1L & 1R

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>$r_{max}$</th>
<th>Cycle 1L</th>
<th>Cycle 1R</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kale</td>
<td>37</td>
<td>0.158</td>
<td>0.102</td>
<td>-35.44%</td>
</tr>
<tr>
<td>Turnip</td>
<td>33</td>
<td>0.085</td>
<td>0.043</td>
<td>-49.41%</td>
</tr>
<tr>
<td>Borage</td>
<td>32</td>
<td>0.122</td>
<td>0.076</td>
<td>-37.70%</td>
</tr>
<tr>
<td>Swiss Chard</td>
<td>28</td>
<td>0.105</td>
<td>0.102</td>
<td>-2.86%</td>
</tr>
<tr>
<td>Arugula</td>
<td>25</td>
<td>0.098</td>
<td>0.121</td>
<td>23.47%</td>
</tr>
<tr>
<td>Radicchio</td>
<td>23</td>
<td>0.034</td>
<td>0.059</td>
<td>73.53%</td>
</tr>
<tr>
<td>Red Lettuce</td>
<td>20</td>
<td>0.000</td>
<td>0.057</td>
<td>N/A</td>
</tr>
<tr>
<td>Cilantro</td>
<td>19</td>
<td>0.062</td>
<td>0.078</td>
<td>25.81%</td>
</tr>
<tr>
<td>Green Lettuce</td>
<td>16</td>
<td>0.028</td>
<td>0.095</td>
<td>239.29%</td>
</tr>
<tr>
<td>Sorrel</td>
<td>10</td>
<td>0.002</td>
<td>0.031</td>
<td>1450%</td>
</tr>
<tr>
<td>DIVERSITY</td>
<td></td>
<td>0.856</td>
<td><strong>0.970</strong></td>
<td>13.32%</td>
</tr>
<tr>
<td>COVERAGE</td>
<td></td>
<td><strong>0.924</strong></td>
<td>0.784</td>
<td>-15.15%</td>
</tr>
</tbody>
</table>

Final canopy coverage and diversity are reported in Table 7.1 for each individual plant type. The metrics were found through creating a manually labeled ground truth mask on day 60 of the garden cycle. As seen by comparing the results with and without pruning, it is clear that pruning increases diversity by creating space for smaller plants to develop. The larger plants’ coverage decreased while the smaller plants’ coverage increased, leading to a more diverse garden overall (13.32% increase). This increase in diversity did come at the cost of losing some overall coverage (15.15% decrease).

#### Garden Cycles 2L and 2R

For Garden Cycles 2L (left) and 2R (right), we planted two identical seed placements ($1.5m \times 1.5m$). Cycles 2L and 2R included only 16 total plants from 8 plant types. Sorrel and arugula were omitted as sorrel was relatively much smaller than other plants in the garden and arugula had the tendency to grow too tall, impeding movement of the FarmBot gantry system.

For Cycles 2L and 2R, all pruning actions were performed using the Pruning Shears, and, as before, the two halves were treated independently. During Cycle 2L, 35 plants were chosen for pruning across 6 plant types, while during Cycle 2R, 38 plants were chosen across 7 plant types. We see a decline in the total number of prunings compared to Cycle 1R because of the fewer number of plants in the garden. Kale and borage (two of the largest plants in the garden) were most commonly selected in both garden cycles. No plant exhibited signs of wilting or overpruning by day 60.
Figure 7.1: **Garden Cycle Comparison.** Data points were recorded for days 20, 30, 40, 50, and 60 through hand labeled phenotyping masks. **Left:** Comparison of the coverage of the 4 Garden Cycles. The non-pruned garden has the highest value by day 60, with Cycle 2L (pruning shears) not far behind. **Right:** Comparison of the diversity squared of the 4 Garden Cycles. The non-pruned garden had lowest diversity by day 60, and Cycles 1R (rotary pruner) and 2R (pruning shears) achieved the highest diversity.

To evaluate Garden Cycles 2L and 2R relative to Cycles 1L and 1R, we manually created segmentation masks for days 20, 30, 40, 50, and 60. Fig. 7.1 shows coverage and diversity graphs for all four garden cycles. We found the autonomous system to achieve an average of 0.94 normalized diversity with the Pruning Shears for Cycles 2L and 2R on day 60, and an average canopy coverage of 0.84. While the Rotary Pruner exhibited a higher diversity metric (0.97), the Pruning Shears outperformed the non-pruned garden, Cycle 1L, in terms of diversity (0.85) while sacrificing much less coverage than the Rotary Pruner, which had a final coverage of 0.78. Cycle 2L achieved significantly more coverage (10.7% more) during day 50 than Cycle 2R, which could be in part due to the greater number of prunes of Cycle 2R.

In general, the Pruning Shears executed much cleaner cuts than the Rotary Pruner and sacrificed less total canopy coverage. To try to match the effectiveness of the Rotary Pruner in terms of diversity for future gardens, the Pruning Shears could make multiple cuts per plant or could prune more frequently than every 5 days.

The reduction of overall coverage as diversity increases raises a very important consideration. While plant coverage is important for yield and productivity, the advantages of diversity including soil and neighboring plant support, and the survival of smaller plants remain pertinent. Results suggest that the choice of pruning tool affects the tradeoff as the Pruning Shears have a smaller tradeoff gap compared to the Rotary Pruner. In future work, we will explore this tradeoff and what approaches exist to mitigate the decrease in coverage while still promoting plant diversity.
Chapter 8

Limitations and Future Work

One limitation of this study is cost, as the cost for cameras and the robot far exceeds the value of plants produced in such a small garden. Also, these results are for ten plant types. While we believe that these results are generalizable, we have not performed experiments beyond these ten. We cannot claim that these results can be generalized or scaled to be cost effective.

We present algorithms for the automated pruning of polyculture plants to encourage plant diversity while maintaining canopy coverage. We also present a learned Plant Phenotyping Network and Bounding Disk Tracking algorithm to estimate the state of a polyculture garden. For automated pruning, we present a Prune Point Identification Network and visual servoing to transfer from pixel coordinates to real world FarmBot coordinates. We designed and evaluated two custom pruning tools. We evaluated the automated pruning system in a real world polyculture setting over the course of 4 Growth Cycles.

In [10] we introduce a closed loop irrigation policy that uses the TEROS soil moisture sensors to analytically determine the amount of water to irrigate. Nevertheless, this policy does not account for plant models, such as the plant water uptake model. Literature points to plant uptake being a factor of root mass and root length density [56]. However, root mass and root length density are hard to measure or calculate so future research will explore learning these variables using other known features of the system.

One issue is that plant diversity and coverage can be inversely related. In practical settings, farmers may choose to sacrifice diversity for coverage. In future work, we plan to integrate policies to optimize water usage, and explore using seed placement as an inductive bias to our phenotyping model. We also plan to explore closed-loop visual servoing for the Pruning Shears.
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Advanced Segmentation

9.1 Introduction

As covered in Section 4, State Estimation with overhead images poses challenges with occlusion of leaves by future growth, which reduces the amount of information the model has to predict the future plant states. Not only that, bounded circle tracking loses important per-leaf information about the plant in concern. Bounded leaf tracking does not account for different leaf sizes and is simplistic in its approach to monitoring the plant’s state. Other methods of segmentation and state estimation may provide more actionable data to quantify the plant’s state and create a model for its growth over time. As discussed in Figure 4.2, precision and recall are two crucial metrics for evaluating the performance of segmentation models. The goal is to improve both metrics by providing the model with higher-fidelity data aided by more informed segmentation techniques.

9.2 Related Work

Neural Radiance Fields (NeRF) and Gaussian Splatting are recent 3D representation methods that allows the synthesis of multiple viewpoints, including novel views, from images and corresponding poses [57, 58]. NeRF and Gaussian Splatting have advanced and influenced state-of-the-art methods in many fields such as robotics for localization [59] and grasping [60] by extending or improving parts of the pipeline [61].

In considering agriculture and plant modeling, NeRF has the potential to enhance our current simulations by providing volumetric representations that are closer to what we see in nature, as the result works below have explored. [62] recently extended a NeRF-derived method for use in implicit mapping for crop inspection. They present Target-Aware Implicit Mapping system (TAIM), a SLAM-based pose mapping system for pose estimation to create detailed 3D maps of strawberry and sweet pepper crop rows from RGB images taken by a robot in a greenhouse. Jignasu et al [63] uses a NeRF-derived method, Mip-NeRF, to reconstruct the geometry for a maize plant using a video collected using a mobile phone.
with the goal of using the NeRF for creating a digital twin. Additionally, \textsuperscript{64} applied NeRFs to peanut plants and showed that the resultant PeanutNeRF was effective both for plants with foliage and without foliage. Most recently, \textsuperscript{65} present their work extending NeRF for 3D panoptic scene representation that is end-to-end. Trained using noisy robot odometry poses and inconsistent panoptic predictions, PAg-NeRF successfully produces accurate scene geometry, photo-realistic renders, and consistent 3D panoptic representations. In contrast to all of these, we are interested in NeRFs for early growth monitoring and growth model augmentation for indoor farms. NeRFs and Splats only generate point clouds, which can be visualized later, which does not give much affinity to manipulate the model after the fact. SuGaR \textsuperscript{66} proposes a method to use a Network to convert a Radiance Field to a tessellated mesh by using the Poisson Reconstruction method, as compared to the standard marching cubes. The refinement step links each respective Gaussian to the surface of the generated mesh.

While a 3D Model of the garden is important, it is crucial to segment out the plants from this representation for better tracking. This includes segmenting out the plant itself, as well as its individual parts like leaves. GARField \textsuperscript{14} proposes a method to using Segment Anything (SAM) \textsuperscript{67} combined with Radiance Fields to extract groups of objects from the scene. By optimizing 2D SAM masks and using extra depth information, GARField segments separate groups of objects. By recursively segmenting the objects, GARField creates a hierarchy of groups. Building on this, Roggiolani et. al \textsuperscript{68} propose a method for robust 3D instance leaf segmentation in an unsupervised fashion. Through the use of 3D point clouds outputted from NeRF or Gaussian Splatting, the authors account for occlusion and distortion before generating the instance segmentation of the leaves.

\section{Qualitative Results}

\subsection{Gaussian Splatting and Meshing}

Using SuGAR \textsuperscript{66}, a Gaussian Splat and Mesh model is trained after running a Structure for Motion algorithm. Once the algorithm is run for 7000 iterations on an nVidia A100 GPU, a mesh model is generated, which was imported into Blender and manually cleaned up to segment out the plant mesh from the total area mesh. The results from two different runs for the same plant’s growth cycles can be seen in Figure \textsuperscript{9.1}.

\subsection{GARField}

While creating meshes generates useful visual features to evaluate qualitatively, it is difficult to automatically segment out and track changes in the plant body. By using SAM, prompting a point on the plant can help to segment it out. Since SAM requires a point to be prompted, this is not still fully autonomous. The prompted segmentation results can be seen in Figure \textsuperscript{9.2}.

Future work includes fine tuning the SAM model to solely segment plants,
Figure 9.1: Extracted meshes from SuGaR. Two growth cycle days of January 8th, 2024, and February 2nd, 2024 were converted to a mesh using SuGar and then segmented using Blender’s 3D editing tools [69].
Figure 9.2: Output of 3D Prompted Segmentation on Plants. We use GARField \cite{14} to manually define a prompt point to segment.
making the system fully autonomous in plant mask generation. This provides a promising start for instance segmentation on the leaves and to achieve more favorable performance.
Part II

Push-MOG
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Introduction - Push-MOG

Efficient object manipulation is a key task in industrial, commercial, and domestic robotics, incorporating elements from motion planning, grasping, and task planning [70]–[73]. In particular, many applications focus on the task of transferring a collection of objects from a surface into a bin or basket, for the purpose of either clearing the surface or preparing the objects for transportation to another location. This task is typically solved by picking one object at a time. However, an alternative approach of removing multiple objects at once with multi-object grasping (MOG) has received relatively little attention. MOG can provide better efficiency than traditional single-object grasping [74], [75], especially when the bin is relatively far away. Prior work on MOG mainly focused on developing techniques (such as MOG-Net [75]) for detecting and executing effective multi-object grasps in a scene. However, grasping multiple objects at once requires all of them to be close enough to fit within the gripper width, which may be rare when the objects are distributed randomly. Thus, to create graspable object clusters, pushing [76], [77] can be useful.

In this work, we propose Push-MOG, an algorithm that uses pushes to increase the average number of objects transported per trip to the bin. Push-MOG uses hierarchical clustering to identify clusters of objects which could potentially be grasped together. To execute stable pushes on polygonal objects with a parallel-jaw gripper, Push-MOG utilizes fork pushing, in which the jaw is opened to an appropriate width and the object is pushed perpendicular to the jaw, thus enabling a variety of stable pushes (see Fig. 13.1).

We also propose (mean) objects per trip (OpT) as a metric for evaluating the effectiveness of multi-object grasps. Thus, in single-object grasping, the OpT is 1 (or slightly less than 1 due to failed grasp attempts), whereas MOG improves efficiency by increasing OpT. We evaluate Push-MOG in a physical environment consisting of randomly-distributed polygonal objects on a flat surface, in which the robot executes both grasps and pushes using a parallel-jaw gripper. We consider two baselines: (i) Single-Object Grasping (SOG), which removes objects at random, one at a time; (ii) and MOG-Net, which searches for multi-object grasps but does not apply rearrange objects with pushes. In physical robot experiments, we find that prior work (MOG-Net) achieves an OpT of $\approx 1$, suggesting that naturally occurring multi-object grasps are rare, while Push-MOG achieves an OpT of 1.339, though at a cost
Figure 10.1: An example of Push-MOG pushing and grasping objects into a cluster. (1) A cluster is identified containing three objects; (2) two objects are moved toward the center object using fork pushing. (3) Once the cluster fits within the robot’s gripper, (4) the gripper closes to create a tight fit and grasps the objects that will be transported to the bin.

of extra time for executing pushes. Since increasing OpT is more valuable when the bin is further away, Push-MOG can improve picking efficiency when trips are long. We make the same assumptions as Agboh et al. [74]: that the objects are extruded convex polygons, and have roughly uniform mass so that their centers of mass coincide with their geometric centers. However, unlike [74], we also assume the objects are stable and do not topple when pushed.

In this work, we make the following contributions:

- We formulate a new variant of the decluttering problem, in which a robot uses pushing actions to increase the number of objects it can move simultaneously to the bin. To solve this problem, we propose and implement Push-MOG. We also propose objects per trip (OpT) as a metric for evaluating the effectiveness of MOG algorithms.

- We propose and implement *fork pushing* as a way to quickly and stably move objects
on a work surface using a parallel-jaw gripper.

- We evaluate the performance of Push-MOG and two baselines (one using only single-object grasping and one using multi-object grasping without pushes) and find that Push-MOG increases OpT by 34%.

This section presents work from the following papers with various contributions from me:

1. Algorithm Design
2. Physical Experiments
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Related Work

11.1 Multi-object grasps

Prior work on multi-object grasping used multi-fingered robot hands and proposed conditions for a stable grasp of objects, focusing on numerical simulations without physical robot multi-object grasps or a focus on automation. Chen et al. propose a method for a robot to dip its gripper inside a pile of identical spherical objects, close it, and estimate the number of grasped objects. Shenoy et al. focus on the same problem but with the goal of transporting the picked spherical objects to another bin.

Another line of work has focused on designing appropriate grippers for picking up multiple objects at once. Jiang et al. proposed a multiple suction cup vacuum gripper, while Nguyen et al. proposed a soft gripper based on elastic wires for multi-object grasping.

Our work is focused on efficiently rearranging scenes with pushes before multi-object grasping. Sakamoto et al. proposed such a picking system where the robot first uses pushing to move one cuboid to the other and thereafter grasp both cuboids. Our approach handles any multi-sided polygonal object and focuses on large-scale problems where clustering is required to decide which objects to push and where.

11.2 Pushing

Pushing is a fundamental primitive in robot manipulation. Robotic pushing has been used to move a target object to a goal location, rearrange a working surface, and retrieve items from cluttered shelves.

During robotic pushing, uncertainty in the state, control, and model can result in failures. Prior work has trained networks to generate robust pushing actions. Others have taken an open-loop approach to generate these robust pushes. For example, Johnson et al. propose robustness metrics and use them to generate robust open-loop pushes. They exploit gripper and object geometries to generate...
these robust pushes. We take a similar open-loop pushing approach and leverage object and gripper geometries to generate robust pushes.

11.3 Point Clustering

Prior work in point clustering is well-established \cite{105}, \cite{106}, specifically in the hierarchical variant \cite{107}, \cite{108}, which aims to cluster data in an unsupervised fashion. This method constructs a distance-based tree that forms clusters of points from the bottom up which is then split at a ‘height’ to determine the final clusters. Additional work by Dao et al. \cite{109} explores clustering with human-defined constraints. It introduces the idea of simplifying and solving NP-Hard problems by constraining them through a limit on inter-cluster distance metrics, such as maximum cluster diameter, or within-cluster variation \cite{109}. In this work, we use a distance-based hierarchical clustering algorithm but split object clusters to satisfy gripper width constraints.
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Problem Statement

Agboh et al. [74] studied the problem of using an overhead camera and a parallel-jaw gripper to transport a collection $O$ of extruded polygonal convex objects (prisms) from a flat work surface to a bin or box adjacent to the workspace by taking advantage of multi-object grasping, in which multiple objects are grasped simultaneously and transported together to the bin.

In this work, we extend this problem by adding the fork push action, in which the gripper pushes an object. By doing so, the robot can arrange the objects to create more efficient grasps. Since pushing is faster to execute than grasping and the objects are typically closer to each other than to the bin, using pushes to facilitate multi-object grasps can reduce the number of trips needed to clear the objects. As in Agboh et al. [75], we consider a frictional model of planar grasping, which not only corresponds better to real grasping problems but also permits a larger set of stable grasps, thus allowing the algorithm to consider a wider range of potential solutions.

12.1 State, Action, and Objective

Let the set of objects on the work surface be $O = \{o_0, o_1, \ldots, o_{N_o-1}\}$ where each $o_i$ is a convex polygonal object and $N_o$ is the number of objects on the work surface. The robot executes a sequence of pushes and transports (which we call trips); each push translates and/or rotates a single object in the workspace without colliding with others, while each trip grasps a set of closely clustered objects and transfers them to the bin.

We divide this problem into three sub-problems:

1. **Clustering**: Divide the objects into clusters. No cluster should contain more objects than can be stably grasped by the gripper.

2. **Pushing**: Push the objects in each cluster close together.

3. **Trip**: Perform grasps (containing as many objects as possible each time) and transport the grasped objects to the bin until no clusters remain.
Due to the inherent uncertainty of working with real objects, a grasp might not get every object in a cluster, so a cluster may need multiple grasps to clear completely. The clustering step is purely computational and does not involve any physical action.

Since we don’t optimize an explicit objective in the clustering or pushing problems, we instead aim to guide the choice of algorithm to maximize overall OpT.

12.2 The Clustering Problem

In the clustering stage, the goal is to partition the set of objects $O$ into clusters in such a way that (i) the objects in any cluster are close together and (ii) each cluster consists of objects that can be stably grasped together (provided they are pushed into an appropriate configuration). Finally, since the goal of clustering the objects is to reduce the number of grasps necessary to clear the workspace, a good overall clustering will partition the objects into as few clusters as possible, as each cluster roughly corresponds to one grasp. We denote the output of the clustering algorithm as a list of clusters $C$, and each individual cluster as $c \subseteq O$ (since a cluster is a set of objects).

In this problem, each object $o$’s position is represented by its geometric centroid, which we denote $M_o$. This allows the application of an appropriately modified version of the hierarchical clustering algorithm (which clusters points).

An important characteristic of each object $o$ is its minimum final grasp diameter $d_o^*$, corresponding to the minimum width of a stable single-object grasp on $o$. Then, given a cluster $c$, we denote the minimum grasp diameter of $c$ as $d_c^* = \sum_{o \in c} d_o^*$. The gripper also has a width $d_{gr}(gr)$, and if $d_c^* > d_{gr}$ we regard cluster $c$ as ungraspable (thus requiring division into smaller clusters)

Also, it is important for the clusters to not interfere with each other during the pushing step, which might happen if clusters are spatially intermingled. While point clustering usually avoids this (such clusters are locally non-optimal), the grasp diameter constraint may make such a solution to be ‘optimal’ unless it is specifically excluded. We thus add a constraint that for any $c_1, c_2 \in C$, the centroids of the objects in $c_1$ (i.e. the set $\{M_o : o \in c_1\}$) are linearly separable from the centroids of the objects in $c_2$.

The clustering problem is then defined to partition $O$ into a set of clusters $C$ such that:

1. $d_c^* \leq d_{gr}$ for all $c \in C$;
2. any $c_1, c_2 \in C$ have a line which separates the centers of mass of the objects they contain;
3. each cluster has small pairwise distances between its objects;
4. there are few clusters overall. It is solved using a modified hierarchical clustering algorithm.

1It is possible that even if $d_c^* \leq d_{gr}$ the cluster does not have a stable grasp. For example, a cluster of three identical equilateral triangles cannot be stably grasped at all.
12.3 The Pushing and Grasping Problems

After the clusters have been defined, the next step is to push each cluster closer together to make multi-object grasping more effective (see Fig. 10.1 for an illustration). We assume that (due to the separating line constraint in the clustering problem) each cluster can be treated as a separate instance of the pushing problem.

Finally, once the pushing is done, we move the objects to the bin via multi-object grasping. As in [75], the objective is to move the objects to the bin with as few grasps as possible (without pushing, as that has already been done).
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Push-MOG Algorithm

We present the Push-MOG algorithm in Alg. 1. After perceiving an initial scene, it computes a cluster of objects. We plan and execute a series of pushing actions to bring together the clustered objects so that they are touching each other. Finally, we query the MOG-Net algorithm \([75]\) to transport that cluster through Multi-Object grasps. Below, we outline how the Push-MOG algorithm plans and executes these steps.

13.1 Clustering Details (Alg 2)

As described in Section 12.2, the goal of this step is to cluster objects into graspable subsets. In order to accomplish this we compute the centroids of each object and use a bottom-up hierarchical clustering. We find the smallest bounding box that encloses each object and cluster them based on their proximity to each other. Once these clusters are formed, we check that the sum of the widths of all the objects in the cluster does not exceed the width of the gripper. If we encounter a non-valid cluster \(c\) (i.e. such that \(d^*_c > d^{(gr)}\)), then we split \(c\) into two clusters \(c_1, c_2\) using a separating line (objects are divided based on their centroids), minimizing the difference between the cluster grasp diameters \(|d^*_{c_1} - d^*_{c_2}|\).

13.2 Push Planning (Alg 3)

Push planning considers how to push objects in a cluster closer together in order to facilitate grasping. This can be broken into two steps: (i) determining the desired locations of the cluster’s objects; (ii) computing the parameters of the pushes to get them there. For object \(o\), we denote the desired location of its centroid as \(M'_o\), which is chosen both to make pushing easier and to position the objects for grasping. For simplicity, we only specify a desired location for the centroid (and not a desired orientation). All pushes are executed in one motion in a straight line; the direction and distance that \(o\) is pushed is given by the vector \(M'_o - M_o\) (to move its center of mass from \(M_o\) to \(M'_o\)).
Algorithm 1. Push-MOG

1 do
2 \( I \leftarrow \text{Image of the workspace} \)
3 Parse \( I \) into a 2D object map of all objects \( O \)
4 Partition \( O \) into clusters \( C \) (Alg. 2, see 13.1)
5 Get a cluster \( c \) from \( C \) at random
6 Plan the pushes, \( P \) (Alg. 3, see 13.2)
7 for push \( p \in P \) do
8 \( \quad \text{Predict post-push location of pushed object} \)
9 \( \quad \text{Run MOG-Net (13.3), using predicted post-push locations, to identify grasp } g \)
10 \( \quad \text{Execute } g \text{ to remove } c \)
11 while objects remain on the workspace;

Algorithm 2. Clustering Algorithm

Input : \( O \): List of objects
Output : \( C \): List of clusters

1 Compute centroids \( M_o \) for all \( o \in O \)
2 Hierarchical clustering on \( \{M_o : o \in O\} \) to generate clusters \( C \)
3 Check the validity of each cluster \( c \in C \) based on max gripper width
4 for non-valid cluster \( c \in C \) do
5 \( \quad \text{Minimize weight } W \text{ over } \theta \text{ using the following: } \text{for } \theta \in [-\frac{\pi}{4}, \frac{\pi}{4}] \text{ do} \)
6 \( \quad \quad v = \langle \cos \theta, \sin \theta \rangle \)
7 \( \quad \quad \text{Split the objects into two clusters } c_1, c_2 \text{ on an infinite line defined by } v, \)
8 \( \quad \quad \text{through the centroid of } c \)
9 \( \quad \quad \text{For this } \theta, \text{ calculate weight difference } W = |\sum_{o \in c_1} d_o^* - \sum_{o \in c_2} d_o^*| \)
10 \( \quad \quad \text{Split the cluster on this } \theta \)

For executing a push with a parallel-jaw gripper, we propose the technique of fork pushing: we angle the gripper so the line between the jaws is perpendicular to the desired push direction. This allows the gripper to push both along an edge or around a vertex of an object (see Fig. 13.1), whereas a flat-edged pusher could not push against a vertex without the object undergoing a major rotation, deviating from the desired path.

13.3 MOG-Net Integration

Following the pushing step, we use MOG-Net [75] on the clusters to clear the workspace. To improve efficiency, we use the simulated coordinates of the push action to plan grasps instead of taking an image of the workspace again.

However, this process is not fully robust, because pushes may cause other blocks in the way to deviate from their estimated location, leading to a faulty grasp.
Algorithm 3. Push Planning Algorithm

\begin{algorithm}
\begin{algorithmic}
\STATE \textbf{Input} : $C$: List of Clusters
\STATE \textbf{Output} : $v_{\text{start}}, v_{\text{end}}$: Start and end push points for each object
\FOR {\textit{valid cluster} $c \in C$}
\STATE $M_c = \frac{\sum_{\text{object } o \in c} M_o}{|c|}$, the central object in the cluster
\FOR {\textit{object} $o \in c \setminus m$}
\STATE $v = M_o - M_m$, $v_l$ line with endpoints $M_o, M_m$
\STATE Calculate center of furthest edge $e_o$ and corner $d_o$ of object $o$ from $m$, which intersects with $v_l$
\STATE Calculate closest edge $e_m$ on $o$ to $o_m$ on $v_l$
\STATE Scale $v \rightarrow v_p$ to capture the length of the push vector $\|v\|$
\STATE Ensure no collisions by shortening $v_p$, such that $v_p + o$ does not collide with $o_m$
\ENDFOR
\ENDFOR
\end{algorithmic}
\end{algorithm}

To remedy this, whenever a trip is performed (thus moving the gripper out of the camera’s view of the workspace), a new image of the workspace is taken, allowing these errors to be corrected; the algorithm also uses this image to re-plan the clustering (13.1) and pushing (13.2) on the remaining blocks (which may have been pushed aside or missed during an earlier grasp).
Figure 13.1: Examples of fork pushing with a parallel-jaw gripper, both against an edge ((a) and (d)) and around a vertex ((b) and (c)) noticing that the direction the object will move to is roughly perpendicular to the parallel-jaw gripper.
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Experiments and Results

To evaluate the performance of the policies developed in the paper, we run experiments in a real workspace.

14.1 Experimental Setup

An example input is shown in Fig. 15.1. We use a Universal Robotics (UR) 5 Robot with a Robotiq 2F-85 gripper mounted to its wrist. We perform experiments on 34 convex objects of various sizes, ranging from 3-sided to 8-sided. All experiments assume a random placement of the objects in the workspace, and one such configuration is shown in Fig. 15.1. To generate a random placement, we uniformly sample the workspace and create circles that encompass the max radius of any object we are using. Before creating each circle we ensure that they do not overlap, and continue sampling the object set without replacement until all objects are placed. Then a human sets up the configuration in real, mirroring the randomly generated image. We generated 5 random scenes, on which we will perform all experiments. We add friction on the graspable faces of the objects by wrapping them in frictional tape.

To perceive the environment, we use an Intel RealSense L515 Camera, which outputs RGB-D images, mounted directly above the workspace. To calibrate the Camera-Robot transform, use an ArUco marker [110] which is manually calibrated with an accuracy of \( \sim 1cm \).

The pushing action consists of 5 repeated steps:

1. Open the jaws to 30 percent width
2. Move the gripper above the desired push location
3. Move down to the object’s Z-height
4. Move the gripper and push it to its planned location
5. Move the gripper above its planned location
The Multi-Object Grasping action is executed with the MOG-Net algorithm \[75\]. Here we repeat the following:

1. Plan a grasp for each cluster
2. Move the gripper above the desired grasp location
3. Open the jaws fully
4. Move down to the work surface
5. Close the jaws to complete the grasp
6. Move the gripper outside the workspace and open the jaws fully to drop the objects into the basket

14.2 Baselines

We compare Push-MOG against two baselines: Frictional SOG, which uses single-object grasps, and MOG-Net \[75\], which uses multi-object grasps but does not use additional actions to help group the objects together. See Section 10 for detailed information on baselines.

14.3 Results

Results are given in Table 14.1. We find that randomly-placed objects are not generally well-positioned for multi-object grasps, as OpT is almost identical between MOG-Net and Frictional SOG, thus requiring the use of additional actions such as pushes to assist MOG. Indeed, the similarity in the performance of Frictional SOG and MOG-Net suggests that there are few if any, ‘naturally occurring’ multi-object grasps in a typical scene of randomly-scattered objects. Push-MOG successfully uses the pushing action to generate graspable object clusters, increasing OpT by roughly 34%. This comparatively modest increase in OpT (as compared to the experimental results on the original MOG-Net \[75\]) is because objects that are stable under pushing tend to have larger minimum grasp diameters and the gripper we used has a relatively small max opening width, so it can grasp at most 2 or 3 objects at a time.
Table 14.1: Physical decluttering experimental results for random scenes, comparing baselines **Frictional SOG, MOG-Net**, and the method **Push-MOG**. Experiments were conducted with a Robotiq 2F-85 parallel-jaw gripper mounted on a UR5 robot arm, on 5 random scenes of 34 objects, with the goal placed directly adjacent (see Figs 12.1 and 15.1).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Objects per hour (OPH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frictional SOG</td>
<td>331.70 ± 4.33</td>
</tr>
<tr>
<td>MOG-Net</td>
<td>325.23 ± 6.81</td>
</tr>
<tr>
<td>Push-MOG</td>
<td>250.16 ± 17.06</td>
</tr>
</tbody>
</table>
Chapter 15

Limitations and Future Work

This work proposes Push-MOG, a novel algorithm that consolidates polygonal objects into optimal clusters which increase the number of objects per grasp. This work has the following limitations: 1) pushing can cause misalignments where grasps fail 2) Push-MOG does not always avoid collisions 3) total time is slow, leading to fewer picks per hour, even though Push-MOG gets more objects per trip. In future work, we can incorporate *vertical stacking* to create larger multi-object clusters.
Figure 15.1: This figure shows the clustering formed by Push-MOG of an initial scene. The numbers on each cluster identify the order that the algorithm will perform the pushing and grasping actions.
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