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Abstract. Unsupervised learning requires a grouping step that defines
which data belong together. A natural way of grouping in images is the
segmentation of objects or parts of objects. While pure bottom-up seg-
mentation from static cues is well known to be ambiguous at the object
level, the story changes as soon as objects move. In this paper, we present
a method that uses long term point trajectories based on dense optical
flow. Defining pair-wise distances between these trajectories allows to
cluster them, which results in temporally consistent segmentations of
moving objects in a video shot. In contrast to multi-body factorization,
points and even whole objects may appear or disappear during the shot.
We provide a benchmark dataset and an evaluation method for this so
far uncovered setting.

1 Introduction

Consider Fig. 1(a). A basic task that one could expect a vision system to ac-
complish is to detect the person in the image and to infer his shape or maybe
other attributes. Contemporary person detectors achieve this goal by learning a
classifier and a shape distribution from manually annotated training images. Is
this annotation really necessary? Animals or infants are not supplied bounding
boxes or segmented training images when they learn to see. Biological vision
systems learn objects up to a certain degree of accuracy in an unsupervised way
by making use of the natural ordering of the images they see [1]. Knowing that
these systems exist, another objective of vision research must be to understand
and emulate this capability.

A decisive step towards this goal is object-level segmentation in a purely
bottom-up way. This step seems to be impossible given that such segmentation
is ambiguous in the very most cases. In Fig. 1 the contrast between the white
shirt and the black vest is much higher than the contrast between the vest and
the background. How should a bottom-up method know that the shirt and the
vest belong to the same object, while the background does not? The missing link
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Fig. 1. Left: (a) Bottom-up segmentation from a single input frame is ambiguous.
Right: (b) Long term motion analysis provides important information for bottom-up
object-level segmentation. Only motion information was used to separate the man and
even the telephone receiver from the background.

can be established as soon as objects move1. Fig. 1 shows a good separation of
points on the person versus points on the background with the method proposed
in this paper using only motion cues. As these clusters are consistently found for
the whole video shot, this provides rich information about the person in various
poses.

In this paper we describe a motion clustering method that can potentially
be used for unsupervised learning. We argue that temporally consistent clusters
over many frames can be obtained best by analyzing long term point trajectories
rather than two-frame motion fields. In order to compute such trajectories, we
run a tracker we developed in [2], which is based on large displacement optical
flow [3]. It provides subpixel accurate tracks on one hand, and can deal with the
large motion of limbs or the background on the other. Moreover, in contrast to
traditional feature point trackers, it provides arbitrarily dense trajectories, so it
allows to assign region labels far more densely. An alterative tracker that will
probably work as well with our technique is the one from [4], though the missing
treatment of large displacements might be a problem in some sequences.

With these long term point trajectories at hand, we measure differences in
how the points move. A key contribution of our method is that we define the
distance between trajectories as the maximum difference of their motion over
time. The person in Fig. 2 is sitting for a couple of seconds and then rising up.
The first part of the shot will not provide any motion information to separate
the person from the background. The most valuable cues are available at the
point where the person moves fastest. A proper normalization further ensures
that scenes with very large motion can be handled the same way as scenes with
only little motion.

1 Potentially even static objects can be separated if there is camera motion. In this
paper, however, we consider this case only as a side effect. Generally, active observers
will be able to either move themselves or objects of interest in order to generate the
necessary motion cues.
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Fig. 2. Frames 0, 30, 50, 80 of a shot from Miss Marple: Murder at the vicarage. Up
to frame 30, there is hardly any motion as the person is sitting. Most information is
provided when the person is sitting up. This is exploited in the present approach. Due
to long term tracking, the grouping information is also available at the first frames.

Given the pairwise distances between trajectories, we can build an affinity
matrix for the whole shot and run spectral clustering on this affinity matrix [5,6].
Regarding the task as a single clustering problem, rather than deciding upon a
single-frame basis, ensures that trajectories that belong to the same object but
did not exist at the same time become connected by the transitivity of the
graph. An explicit track repair as in [7] is not needed. Moreover, since we do not
assume the number of clusters to be known in advance and the clusters should
be spatially compact, we propose a spectral clustering method that includes a
spatial regularity constraint allowing for model selection.

In order to facilitate progress in the field of object-level segmentation in videos,
we provide an annotated dataset together with an evaluation tool, trajectories,
and the binaries of our approach. This will allow for quantitative comparisons
in the future. Currently the only reasonably sized dataset with annotation is
the Hopkins dataset [8], which is specialized for factorization methods (sparse,
manually corrected trajectories, all trajectories have the same length). The new
dataset will extend the task to a more general setting where (1) the given tra-
jectories are partially erroneous, (2) occlusion and disocclusion are a frequent
phenomenon, (3) shots are generally larger, (4) density plays a role (it will be
advantageous to augment the motion cues by static cues), and (5) the number
of clusters is not known in advance.

2 Related Work

The fact that motion provides important information for grouping is well known
and dates back to Koffka and Wertheimer suggesting the Gestalt principle of
“common fate” [9]. Various approaches have been proposed for taking this group-
ing principle into account. Difference images are the most simple way to let
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temporally changing structures pop out. They are limited though, as they only
indicate a local change but do not provide the reason for that change. This be-
comes problematic if many or all objects in the scene are subject to a change
(e.g. due to a moving camera). Much richer information is provided by opti-
cal flow. Numerous motion segmentation methods based on two-frame optical
flow have been proposed [10,11,12,13]. The quality of these methods depends
on picking a pair of frames with a clear motion difference between the objects.
Some works have combined the flow analysis with the learning of an appearance
model [14,15]. This leads to temporally consistent layers across multiple frames,
but comes along with an increased number of mutually dependent variables.
Rather than relying on optical flow, [16] estimates the motion of edges and uses
those for a reasoning of motion layers.

In order to make most use of multiple frames and to obtain temporally con-
sistent segments, a method should analyze trajectories over time. This is nicely
exploited by multi-body factorization methods [17,18,19,20]. These methods are
particularly well suited to distinguish the 3D motion of rigid objects by exploit-
ing the properties of an affine camera model. On the other hand, they have two
drawbacks: (1) factorization is generally quite sensitive to non-Gaussian noise,
so few tracking errors can spoil the result; (2) it requires all trajectories to have
the same length, so partial occlusion and disocclusion can actually not be han-
dled. Recent works suggest ways to deal with these problems [19,20], but as the
problems are inherent to factorization, this can only be successful up to a cer-
tain degree. For instance, it is still required that a sufficiently large subset of
trajectories exists for the whole time line of the shot.

There are a few works which analyze point trajectories outside the factor-
ization setting [7,21,22,23]. Like the proposed method, these techniques do not
require a dominant subset of trajectories covering the full time line, and apart
from [21], which analyzes trajectories but runs the clustering on a single-frame
basis, these methods provide temporally consistent clusters. Technically, how-
ever, they are very different from our approach, with regard to the density of
trajectories, how the distance between trajectories is defined, and in the algo-
rithm used for clustering.

Trajectory clustering is not restricted to the domain of object segmentation.
For instance, it has been used for learning traffic models in [24].

3 Point Tracking and Affinities between Trajectories

We obtain point trajectories by running the optical flow based tracker in [2] on
a sequence. Fig. 3 demonstrates the most important properties of this tracker.
Clearly, the coverage of the image by tracked points is much denser than with
usual keypoint trackers. This is very advantageous for our task, as this allows
us to assign labels far more densely than in previous approaches. Moreover, the
denser coverage of trajectories will enable local reasoning from motion similari-
ties as well as the introduction of spatial regularity constraints in the clustering
method.
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Fig. 3. From left to right: Initial points in the first frame and tracked points in
frame 211 and 400. Color indicates the age of the tracks. The scale goes from blue
(young) over green, yellow, and red to magenta (oldest). The red points on the right
person have been tracked since the person appeared behind the wall. The figure is best
viewed in color.

Fig. 3 also reveals that points can be tracked over very long time intervals.
A few points on the wall were tracked for all the 400 frames. The other tracks
are younger because almost all points in this scene have become occluded. The
person on the right appeared behind the wall and was initially quite far away
from the camera. The initial points from that time have been tracked to the last
frame and are visible as red spots among all the other tracks that were initialized
later due to the scaling of the person.

Clearly, trajectories are asynchronous, i.e., they cover different temporal win-
dows in a shot. This is especially true if the shot contains fast motion and large
occluded areas. If we only selected the set of trajectories that survived the whole
shot, this set would be very small or even empty and we would miss many dom-
inant objects in the scene. So rather than picking a fully compatible subset, we
define pairwise affinities between all trajectories that share at least one frame.
The affinities define a graph upon which we run spectral clustering. Due to tran-
sitivity, even tracks that do not share common frames can be linked up as long
as there is a path in the graph that connects them.

According to the Gestalt principle of common fate, we should assign high
affinities to pairs of points that move together. However, two persons walking
next to each other share the same motion although they are different objects.
We have to take into account that there are situations where we cannot tell
two objects apart. The actual information is not in the common motion but in
motion differences. As soon as one of the persons moves in another direction
from the other one, we get a very clear signal that these two areas in the image
do not belong together.

We define distances and affinities such that they best exploit this information.
Regarding two trajectories A and B, we consider the instant, where the motion
of the two points is most dissimilar:

d2(A, B) = maxt d2
t (A, B). (1)

Pairwise distances can only compare the compatibility of trajectories on the
basis of translational motion models. To estimate the parameters of a more
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general motion model, we would have to consider triplets or even larger groups of
points, which is intractable. Another way is to estimate such models beforehand
using a RANSAC procedure to deal with the fact that we do not know yet
which points share the same motion model [7]. However, especially in case of
many smaller regions, one needs many samples to ensure a set of points without
outliers with high probability. Instead, we rely here on the fact that translational
models are a good approximation for spatially close points and introduce a proper
normalization in order to reduce the negative effects of this approximation.

We define the distance between two trajectories at a particular instant t as:

d2
t (A, B) = dsp(A, B)

(uA
t − uB

t )2 + (vA
t − vB

t )2

5σ2
t

. (2)

dsp(A, B) denotes the average spatial Euclidean distance of A and B in the
common time window. Multiplying with the spatial distance ensures that only
proximate points can generate high affinities. Note that due to transitivity, points
that are far apart can still be assigned to the same cluster even though their
pairwise affinity is small. ut := xt+5 − xt and vt := yt+5 − yt denote the motion
of a point aggregated over 5 frames. This averaging adds some further accuracy
to the motion estimates. If less than 5 frames are covered we average over the
frames that are available. Another important detail is the normalization of the
distance by

σt = mina∈{A,B}
5∑

t′=1

σ(xa
t+t′ , y

a
t+t′ , t + t′), (3)

where σ : R
3 → R denotes the local flow variation field. It can be considered

a local version of the optical flow variance in each frame and is computed with
linear diffusion where smoothing is reduced at discontinuities in the optical flow.

The normalization by σt is very important to deal with both fast and slow
motion. If there is hardly any motion in a scene, a motion difference of 2 pixels
is a lot, whereas the same motion difference is negligible in a scene with fast
motion. As scaling and rotation will cause small motion differences even locally,
it is important to consider these differences in the context of the overall motion.
Considering the local rather than the global variance of the optical flow makes
a difference if at least three motion clusters appear in the scene. The motion
difference between two of them could be small, while the other differences are
large.

We use the standard exponential and a fixed scale λ = 0.1 to turn the distances
d2(A, B) into affinities

w(A, B) = exp(−λd2(A, B)) (4)

yielding an n × n affinity matrix W for the whole shot, where n is the total
number of trajectories.
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Fig. 4. From left to right, top to bottom: (a) Input frame. (b-h) The first 7 of
m = 13 eigenvectors. Clearly, the eigenvectors are not piecewise constant but show
smooth transitions within the object regions. However, discontinuities in the eigenvec-
tors correspond to object boundaries very well. This information needs to be exploited
in the final clustering procedure.

4 Spectral Clustering with Spatial Regularity

Given an affinity matrix, the most common clustering techniques are agglomera-
tive clustering, which runs a greedy strategy, and spectral clustering, which maps
the points into a feature space where more traditional clustering algorithms like
k-means can be employed. While the mapping in spectral clustering is a globally
optimal step, the successive step that yields the final clusters is like all general
clustering susceptible to local minima. We rely on the eigendecomposition of
the normalized graph Laplacian to obtain the mapping and elaborate on deriv-
ing good clusters from the resulting eigenvectors. The setting we propose also
includes model selection, i.e., it decides on the optimum number of clusters.

Let D be an n×n diagonal matrix with entries da =
∑

b w(a, b). The Laplacian
eigenmap is obtained by an eigendecomposition of the normalized Laplacian

V �ΛV = D− 1
2 (D − W )D− 1

2 (5)

and keeping the eigenvectors v0, ...,vm corresponding to the m + 1 smallest
eigenvalues λ0, ..., λm. As λ0 = 0 and v0 is a constant vector, this pair can
be ignored. We choose m such that we keep all λ < 0.2. The exact choice of
this threshold is not critical as long as it is not too low, since the actual model
selection is done in eigenvector space. Since m � n, the eigendecomposition can
be efficiently computed using the Lanczos method. We normalize all eigenvectors
vi to a range between 0 and 1.

In case of ideal data (distinct translational motion, no tracking errors), the
mapping yields m = k−1 piecewise constant eigenvectors and the k clusters can
be extracted by simple thresholding [5]. However, the eigenvectors are usually not
that clean, as shown in Fig. 4. The eigenvectors typically show smooth transitions
within a region and more or less clear edges between regions. Standard k-means
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cannot properly deal with this setting either, since smooth transitions get ap-
proximated by multiple constant functions, thus leading to an over-segmentation.
At the same time the optimum number of clusters K is by no means obvious as
clusters are represented by many eigenvectors.

As a remedy to both problems, we suggest minimizing an energy function
that comprises a spatial regularity term. Let va

i denote the ath component of
the ith eigenvector and va the vector composed of the ath components of all m
eigenvectors. Index a corresponds to a distinct trajectory. Let N (a) be a set of
neighboring trajectories based on the average spatial distance of trajectories. We
seek to choose the total number of clusters K and the assignments πa ∈ {1, ..., K}
such that the following energy is minimized:

E(π, K) =
∑

a

K∑

k=1

δπa,k‖va − μk‖2
λ + ν

∑

a

∑

b∈N (a)

1 − δπa,πb

|va − vb|22
(6)

The first term is the unary cost that is minimized by k-means, where μk de-
notes the centroid of cluster k. The norm ‖ · ‖λ is defined as ‖va − μ‖λ =∑

i(v
a
i − μi)2/λi, i.e., each eigenvector is weighted by the inverse of the square

root of its corresponding eigenvalue. This weighting is common in spectral clus-
tering as eigenvectors that separate more distinct clusters correspond to smaller
eigenvalues [25].

Clearly, if we do not restrict K or add a penalty for additional clusters, each tra-
jectory will be assigned its own cluster and we will get a severe over-segmentation.
The second term in (6) serves as a regularizer penalizing the spatial boundaries be-
tween clusters. The penalty is weighted by the inverse differences of the eigenvec-
tors along these boundaries. If there are clear discontinuities along the boundary of
two clusters, the penalty for this boundary will be very small. In contrast, bound-
aries within a smooth area are penalized far more heavily, which avoids splitting
clusters at arbitrary locations due to smooth transitions in the eigenvectors. The
parameter ν steers the tradeoff between the two terms. We obtain good results in
various scenes by fixing ν = 1

2 .
Minimizing (6) is problematic due to many local minima. We propose a heuris-

tic that avoids such local minima. For a fixed K, we first run k-means with 10
random initializations. Additionally, we generate proposals by running hierarchi-
cal 2-means clustering and selecting the 20 best solutions from the tree. We run
k-means on these 20 proposals and select the best among all 30 proposals. Up
to this point we consider only the first term in (6), since the proposals are gen-
erated only according to this criterion. The idea is that for a large enough K we
will get an over-segmentation that comprises roughly the boundaries of the true
clusters. In a next step we consider merging moves. We successively consider the
pair of clusters that when merged leads to the largest reduction of (6) including
the second term. Merging is stopped if the energy cannot be further minimized.
Finally, we run gradient descent to locally optimize the assignments. This last
step mainly refines the assignments along boundaries. The whole procedure is
run for all K ∈ {1, ..., 2m} and we pick the solution with the smallest energy.
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Fig. 5. Left: (a) Best k-means proposal obtained for K = 9. Over-segmentation due
to smooth transitions in eigenvectors. Center: (b) Remaining 5 clusters after choosing
the best merging proposals. Right: (c) Final segmentation after merging using affine
motion models. Another cluster boundary that was due to the fast 3D rotation of the
left person has been removed. The only remaining clusters are the background, the two
persons, and the articulated arm of the left person.

Finally, we run a postprocessing step that merges clusters according to the
mutual fit of their affine motion models. This postprocessing step is not abso-
lutely necessary, but corrects a few over-segmentation errors. Fig. 5 shows the
clusters obtained by k-means, after merging clusters of the k-means proposal,
and after the postprocessing step.

5 Experimental Evaluation

5.1 Dataset and Evaluation Method

While qualitative examples often reveal more details of a method than pure
numbers, scientific research always benefits from exact measurement. The task
of motion segmentation currently lacks a compelling benchmark dataset to pro-
duce such measurements and to compare among methods. While the Hopkins 155
dataset [8] has clearly boosted research in multi-body factorization, it is much
too specialized for these types of methods, and particularly the checkerboard se-
quences do not correspond to natural scenes. To this end, we have annotated 26
sequences, among them shots from detective stories and the 10 car and 2 people
sequences from Hopkins 155, with a total of 189 annotated frames. The anno-
tation is dense in space and sparse in time, with more frames being annotated
at the beginning of a shot to allow also for the evaluation of methods that do
not work well with long sequences. There are four evaluation modes. The first
three expect the methods to be run only on the first 10, 50, and 200 frames,
whereas for the last all available frames should be considered. It is planned to
successively extend the dataset by more sequences to avoid over-fitting issues in
the long run. An example of the annotation is shown in Fig. 6. This dataset is
publicly available.

The evaluation tool yields 5 numbers for each sequence, which are then aver-
aged across all sequences. The first number is the density of the points for which
a cluster label is reported. Higher densities indicate more information extracted
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Fig. 6. Frames 1, 110, 135, 170, 250 of a shot from Miss Marple: Murder at the vicarage
together with our clusters and the ground truth regions. There is much occlusion in this
sequence as Miss Marple is occluded by the passing inspector and then by the building.
Our approach can link tracks of partially occluded but not of totally occluded objects.
A linkage of these clusters is likely to be possible based on the appearance of the
clusters and possibly some dynamic model.

from the sequences and increase the risk of misclassifying pixels. The overall
clustering error is the number of bad labels over the total number of labels
on a per-pixel basis. The tool optimally assigns clusters to ground truth regions.
Multiple clusters can be assigned to the same region to avoid high penalties for
over-segmentations that actually make sense. For instance, the head of a person
could be detected as a separate cluster even though only the whole person is
annotated in the dataset. All points covering their assigned region are counted
as good labels, all others count as bad labels. In some sequences, objects are
marked that are easy to confuse due to their size or very little motion infor-
mation. A penalty matrix defined for each sequence assigns smaller penalty to
such confusions. The average clustering error is similar to the overall error
but averages across regions after computing the error for each region separately.
Usually the average error is much higher than the overall error, since smaller
objects are more difficult to detect, confused regions always pay the full penalty,
and not covering an object yields a 100% error for that region.

Since the above evaluation method allows for cheating by producing a severe
over-segmentation, we also report the over-segmentation error, i.e., the num-
ber of clusters merged to fit the ground truth regions. Methods reporting good
numbers with a very high over-segmentation error should be considered with
care.

As the actual motivation for motion segmentation is the unsupervised extrac-
tion of objects, we finally report the number of regions covered with less than
10% error. One region is subtracted per sequence to account for the background.



292 T. Brox and J. Malik

5.2 Results

Table 1. Computation times for
the people1 sequence of the Hop-
kins dataset considering only the
first 10 frames. When running
ALC we randomly subsampled the
tracks by a factor 16 to have more
tractable computation times.

tracks time
our method 15486 497s
GPCA 12060 2963s
LSA 12060 38614s
RANSAC 12060 15s
ALC 957 22837s

Apart from the numbers of the proposed tech-
nique we also report numbers for General-
ized PCA (GPCA), Local Subspace Affinity
(LSA) [18], and RANSAC using the code pro-
vided with the Hopkins dataset [8]. We also
show results for the factorization method in
[19], which can deal with either incomplete or
corrupted trajectories (ALC). When running
these methods, we use the same trajectories as
for our own method. Except for ALC with in-
complete tracks, all these techniques require
the tracks to have full length, so we restrict
the available set of tracks accordingly. For this
reason, the density with these methods is con-
siderably smaller, especially when more frames are taken into account and the
areas of occlusion and disocclusion grow bigger. Moreover, all these methods ask
for the number of regions to be given in advance. We give them the correct num-
ber, whereas we select the model in our approach automatically. Since ALC gets
intractably slow when considering more than 1000 trajectories (see Table 1), we
randomly subsampled the tracks for this method by a factor 16. In Table 2 we
multiply the density again by this factor to make the results comparable.

Table 2. Evaluation results. The sequence marple7 was ignored in the entry marked
with ∗ as the computation took more than 800 hours.

Density
overall average over- extracted
error error segmentation objects

First 10 frames (26 sequences)

our method 3.34% 7.75% 25.01% 0.54 24
GPCA 2.98% 14.28% 29.44% 0.65 12
LSA 2.98% 19.69% 39.76% 0.92 6
RANSAC 2.98% 13.39% 26.11% 0.50 15
ALC corrupted 2.98% 7.88% 24.05% 0.15 26
ALC incomplete 3.34% 11.20% 26.73% 0.54 19

First 50 frames (15 sequences)

our method 3.27% 7.13% 34.76% 0.53 9
ALC corrupted 1.53% 7.91% 42.13% 0.36 8
ALC incomplete 3.27% 16.42% 49.05% 6.07 2

First 200 frames (7 sequences)

our method 3.43% 7.64% 31.14% 3.14 7
ALC corrupted 0.20% 0.00% 74.52% 0.40 1
ALC incomplete 3.43% 19.33% 50.98% 54.57 0

All available frames (26 sequences)

our method 3.31% 6.82% 27.34% 1.77 27
ALC corrupted 0.99% 5.32% 52.76% 0.10 15
ALC incomplete∗ 3.29% 14.93% 43.14% 18.80 5
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Fig. 7. From left to right: (a) Frame 40 of the cars4 sequence from the Hopkins
dataset. (b) The proposed method densely covers the image and extracts both the car
and the person correctly. (c) RANSAC (like all traditional factorization methods) can
assign labels only to complete tracks. Thus large parts of the image are not covered.
(d) ALC with incomplete trajectories [19] densely covers the image, but has problems
assigning the right labels.

Clearly, the more traditional methods like GPCA, LSA, and RANSAC do
not perform well on this dataset (which comprises a considerable number of
sequences from the Hopkins dataset). Even when considering only 10 frames,
i.e. there is only little occlusion, the error is much larger than for the proposed
approach. The 10-frame result for ALC with a correction for corrupted tracks is
quite good and comparable to ours with some advantages with regard to over-
segmentation and extracted objects. This is mainly due to the correct number
of regions given to ALC.

As the number of frames is increased, the density of ALC decreases and its
performance goes down. With more occlusions, ALC with incomplete tracks be-
comes interesting, as it is the only method in this comparison apart from ours
that can exploit all trajectories. However, its ability to handle sparse trajectories
is limited. ALC still needs a sufficiently large set of complete tracks in order to
extrapolate the missing entries, whereas the approach described in this paper
just requires some overlapping pieces of trajectories to cluster them together. We
see a larger over-segmentation error for the longer sequences, as occlusion intro-
duces ambiguities and makes the clustering problem generally harder, but at
the same time we obtain more information about the tracked objects. Moreover,
by considering more frames, objects that were static in the first frames can be



294 T. Brox and J. Malik

extracted due to their motion in a later frame. We obtain the smallest overall
error and can extract the most objects when considering all the frames in a shot.

Fig. 7 highlights the qualitative differences between the types of methods. The
proposed method can densely cover the full image with cluster labels despite
significant occlusions, and errors in the trajectories are handled well. Recent
factorization methods like ALC with correction for corrupted tracks work quite
well for the subset of complete tracks, but they cannot produce labels for points
that are not visible in all frames. ALC for incomplete tracks can generally cover
the whole image with labels, but as this is achieved by extrapolating missing
entries, lots of errors occur. In case ALC cannot find the given number of regions,
it uses an MDL criterion, which leads to a very high over-segmentation error.

The density of our approach is still far from 100%. This is mainly due to
efficiency considerations, as the tracker in [2] could also produce denser trajec-
tories. However, the trajectories already cover the image domain without too
many larger gaps. In this paper, we did without static cues to keep the pa-
per uncluttered. Given these point labels, however, it actually should be quite
straightforward to obtain a dense segmentation by considering color or boundary
information.

6 Conclusions

We have presented a technique for object-level segmentation in a pure bottom-up
fashion by exploiting long term motion cues. Motion information is aggregated
over the whole shot to assign labels also to objects that are static in a large part of
the sequence. Occlusion and disocclusion is naturally handled by this approach,
which allows to gather information about an object from multiple aspects. This
kind of motion segmentation is far more general than most previous techniques
based on two-frame optical flow or a sparse subset of complete trajectories. We
believe that such a general setting is very relevant, as it will ultimately enable
unsupervised learning of objects from appropriate video data. We hope that by
providing a benchmark dataset that comprises a variety of easier and harder
sequences, we can foster progress in this field.
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23. Fradet, M., Robert, P., Pérez, P.: Clustering point trajectories with various life-
spans. In: Proc. European Conference on Visual Media Production (2009)

24. Wang, X., Tieu, K., Grimson, E.: Learning semantic scene models by trajec-
tory analysis. In: Leonardis, A., Bischof, H., Pinz, A. (eds.) ECCV 2006. LNCS,
vol. 3953, pp. 110–123. Springer, Heidelberg (2006)

25. Belongie, S., Malik, J.: Finding boundaries in natural images: A new method using
point descriptors and area completion. In: Burkhardt, H.-J., Neumann, B. (eds.)
ECCV 1998. LNCS, vol. 1406, pp. 751–766. Springer, Heidelberg (1998)


	Object Segmentation by Long Term Analysis of Point Trajectories
	Introduction
	Related Work
	Point Tracking and Affinities between Trajectories
	Spectral Clustering with Spatial Regularity
	Experimental Evaluation
	Dataset and Evaluation Method
	Results

	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




